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Distribution Grid Stability—Influence of Inertia Moment of Synchronous Machines
Reprinted from: Appl. Sci. 2020, 10, 9075, doi:10.3390/app10249075 . . . . . . . . . . . . . . . . . 73
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Preface to ”Advanced Operation and Maintenance in
Solar Plants, Wind Farms and Microgrids”

The development of renewable generation plants and microgrids is a reality. Every day more

facilities of this type are springing up, and their advance requires new research studies. Among

renewable energy, solar plants (photovoltaic, thermal, and hybrid) and wind plants have had the

greatest impact in recent years. With regard to microgrids, these scenarios are integrators of local

generation sources (renewable or nonrenewable) and are facilities that promote energy sustainability.

In any case, both renewable generation plants and microgrids require technological development

tools, mainly with regard to their operation and maintenance. Therefore, this Special Issue

includes reviews, research articles, case studies, and technical notes on “Advanced Operation and

Maintenance in Solar Plants, Wind Farms and Microgrids“

For solar plants, wind farms, and microgrids, the articles focus on one of the following topics:

- Artificial intelligence and data mining;

- Simulations related to operation and maintenance;

- Development of software and/or SCADA for operation and maintenance;

- New development of sensors and hardware for application to operation and maintenance;

- New operation and maintenance techniques;

- Hybrid photovoltaic and thermal systems;

- Storage for operation or maintenance.

Luis Hernández-Callejo, Maria del Carmen Alonso Garcı́a, and Sara Gallardo Saavedra

Editors
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Abstract: A smart microgrid is a bidirectional electricity generation system—a type of system that
is becoming more prevalent in energy production at the distribution level. Usually, these systems
have intermittent renewable energy sources, e.g., solar and wind energy. These low voltage networks
contribute to decongestion through the efficient use of resources within the microgrid. In this
investigation, an energy management strategy and a control scheme for DG units are proposed for
DC/AC microgrids. The objective is to implement these strategies in an experimental microgrid
that will be developed on the INTEC university campus. After presenting the microgrid topology,
the modeling and control of each subsystem and their respective converters are described. All
possible operation scenarios, such as islanded or interconnected microgrids, different generation-load
possibilities, and state-of-charge conditions of the battery, are verified, and a seamless transition
between different operation modes is ensured. The simulation results in Matlab Simulink show
how the proposed control system allows transitions between the different scenarios without severe
transients in the power transfer between the microgrid and the low voltage network elements.

Keywords: microgrid; control system; storage system; wind turbine; primary control

1. Introduction

The constant growth in renewable energy generation and the integration of these
systems into large-scale grids represents a challenge for the proper functioning of the
electrical system [1]. Grid integration requirements have therefore become a significant
concern as renewable energy sources, such as wind and solar photovoltaic (PV) systems,
slowly begin to replace conventional plants [2]. The proper control and operation of electric
microgrids integrated into the electrical network can improve the electrical system’s power
quality, stability, and reliability [3].

In [4], a hybrid AC/DC microgrid has been incorporated into a low voltage AC
distribution system. A power control scheme is presented to improve the system’s stability
after load steps when the microgrid operates in island mode. However, the authors of this
study do not consider the presence of mini wind power sources in the microgrid. Further,
they do not describe the control algorithm for islanded operation, nor the batteries being
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fully charged—a condition that requires that distributed generators (DG) units abandon
maximum power point tracking (MPPT) and share the total load in proportion to their
available primary powers.

A power management system for hybrid AC/DC microgrids, designed to optimize
a cost function that considers the maximum utilization of renewable resources, minimal
usage of fuel-based generators, extending the lifetime of batteries, and limited utilization
of the main power converter between the AC and DC micro-grids is presented in [5].
However, the power management algorithm needs several input variables which are
usually not available in most microgrids, e.g., PV and wind primary energies, namely,
demanded power (sum of load power, power line loss, and power loss due to the circulating
current), the state-of-charge (SOC) of the battery banks, and some statistical and dynamical
operational limits.

The management and optimization of a hybrid AC/DC microgrid are still open
issues, as affirmed in [6]. In this study, the authors propose a model predictive power and
voltage control (MPPVC) method for providing microgrid control under different possible
scenarios with smooth transients. However, the precise details about the control of the DG
units for off-MPPT operation while ensuring proper total load sharing are not given.

In this paper, a power management scheme for a hybrid AC/DC wind–PV–ESS
microgrid is proposed. The only input variables necessary for the converters’ control are
those usually measured, the state of the microgrid (interconnected or not), and the battery
SOC. The control schemes of the converters for all operation scenarios are described in
detail. The results obtained in this paper serve as a basis for a hybrid AC/DC microgrid
comprising a PV system, an energy storage system (ESS) using lithium-ion batteries, DC
loads, a wind microturbine with a permanent-magnet synchronous generator system
(PMSG), and AC loads that are under development as part of a project financed by the
Ministerio de Educación Superior, Ciencia y Tecnología (MESCyT) of the Dominican
Republic which will be installed on the campus of the Instituto Tecnológico de Santo
Domingo Instituto de Santo Domingo (INTEC). The objective of the project is to implement
and verify the behavior of the hybrid microgrid through the intelligent management of
the distributed generation (DG) units and loads and the collection of information. While
the microgrid is under construction as part of the energy management and control system
(EMCS) design, its behavior is studied through a detailed simulation system. In the present
study, the sizes of the photovoltaic, wind, and storage systems are the same as those of
the equipment available for installation, and energy production is estimated based on
forecasting data. However, implementing the control and management of this system is not
limited to the specific elements of the microgrid. The results can be extrapolated to other low
voltage infrastructures to meet the voltage and electrical frequency conditions. This project
aims to promote the applications of hybrid DG systems integrated into electrical microgrids.

In the present work, we evaluate a control strategy that allows power transitions
between the microgrid connected to the university campus and all possible operating
scenarios, such as islanded or interconnected microgrids, different generation-load possi-
bilities, and state-of-charge conditions of the battery. The converters have a low number of
switches but allow adequate control of each element of the microgrid, so that the GD units
operate in maximum power point tracking (MPPT) mode or promote the balance between
the generated power, loads, and battery charge/discharge powers.

The overall management strategy, together with the proposal of control schemes for
the DG units for off-MPPT operation while ensuring proper total load sharing, are the main
original contributions of this article.

The rest of the paper is organized as follows. The proposed topology and modes of
operation are described in Section 2. Models were constructed to enable the design of the
system control loops, the PV, PMSG-wind, and ESS systems, together with the respective
interface converters, and these are presented in Section 3. The control strategies for the
interface converters are explained in Section 4. The operational scenarios used to verify and
validate the proposed control strategies are described in Section 5, and the corresponding

2
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simulation results are presented in Section 6. The conclusions of the study are drawn in
Section 7.

2. Microgrid Topology and Modes of Operation

Figure 1 presents a schematic diagram of the PV–wind–ESS hybrid AC/DC microgrid.
The photovoltaic panels, lithium-ion battery, and PMSG-based wind system are connected
to the microgrid DC bus via DC/DC converters. A bidirectional inverter is used to control
the energy flow between the DC and AC microgrid buses. AC loads are connected to the
microgrid at 220 V, 60 Hz AC bus, through which the microgrid is connected to the central
power system. The capacity of the microgrid simulated for a PV system is 500 Wp, wind
turbine capacity is 2 kW, and lithium storage capacity is 5 kWh. A simple boost converter
has been chosen as the PV system interface, and a low-cost two-switch bidirectional
converter topology was used for the proper control of the ESS.

Figure 1. Topology of the PV–wind–ESS hybrid microgrid.

The DG and ESS interface converters must allow different control modes, depending
on whether the microgrid is connected to the central power system or not. Furthermore,
with respect to island mode, the converters’ control strategies depend on the batteries’ state
of charge (SoC) and the total DG units’ instantaneous injected power versus total load
demand. Thus, some quantities necessary for the decision about the microgrid mode of
operation must be sent to a central control unit, which decides the DG unit’s operation
mode (under MPPT or with reduced generation) and ESS operation (charging or supplying
the instantaneous power deficit).

For long-term operation, climatology information obtained for the project’s location
in the university was used (18◦29′15.9′′ N 69◦57′48.5′′ W).

When the microgrid is connected to the primary grid, the PMSG wind and PV systems
must be controlled to maximize the use of available primary energy, i.e., MPPT is adopted.
Furthermore, if the battery is not fully charged, its converter controller should determine
the instantaneous power to be absorbed. Therefore, for operation in under-connected
mode, the inverter between the DC and AC buses must transfer to (or absorb from) the AC
microgrid bus the difference between the power generated and consumed by the battery
and DC loads.

On the other hand, loads should preferably be fed by the DG sources when the
microgrid is islanded. In case of insufficient generation, the batteries should complement

3
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the power to meet the load’s demand. However, if the generation exceeds the power
required by the loads there are two possible situations that might result: (i) the battery is
fully charged, in which case the DG systems can no longer operate at the maximum power
point MPP and must share the total power consumed by the loads proportionally to their
nominal powers; or (ii) the battery can be charged, allowing the DG systems to operate at
the MPP, and the excess of generated power is used for battery charging.

It is essential to mention that the topology and control strategies must ensure proper
operation under the different conditions described above and provide smooth transitions
between operating modes. The energy management strategy described is represented in
the flow diagram of Figure 2.

Figure 2. Microgrid energy management strategy.

3. Modeling of the Microgrid

In this section, the models of the main microgrid elements—the PMSG wind system,
the PV module, and the battery—are briefly described.

3.1. PV System

The PV module can be characterized by a nonlinear I–V curve that changes according
to the local temperature and irradiance conditions. Among the different proposals to accu-
rately represent the PV module, the most used is the single-diode model, shown in Figure 3,
due to its good compromise between simplicity and accuracy. Furthermore, it is possible to
estimate the model’s parameters based on the data provided in the panel manufacturer
datasheet [7]. Table 1 describes the characteristics of the one-diode model elements.

Figure 3. Equivalent circuit of the photovoltaic cell.

4
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Table 1. Model of photovoltaic modules.

Model Feature

One-diode model

Considers the photogenerated current and the
diffusion diode current, which correspond to
the electronic conduction phenomena in the

neutral zone of the semiconductor.

Series resistance
Represents the losses of the metal contacts of

the module.

Parallel resistance
Represents losses from eddy currents

circulating in the module.

Diode
Represents the recombination of carriers in the

semiconductor charge zone.
IPH Current generated by the PV cell.

Equations (1)–(4) demonstrate the equation of the PV panel for the light-generated
photocurrent as presented in [7]. The output current of the single diode model is a function
of the output voltage, and it can be described as:

I = Ig − Isat

[
e(

V+IRs
Vt ) − 1

]
− V + IRs

Rp
(1)

Vt =
Ns Akt

q
. . . (2)

where V and I are the module output voltage and current, Ig is the photogenerated current,
Isat is the reverse saturation current of the diode, Vt is the thermal voltage, q is the electron
charge, A is the ideality factor of the diode, k is the Boltzmann constant, T is the module
temperature, Ns is the number of series-connected cells forming the PV module, and Rs

and Rp are the series and the parallel resistances, respectively.
The PV module manufacturers do not directly provide the five parameters of the

single-diode model. For this reason, it is difficult to determine those parameters using
simple analytical methods. Instead, all datasheets provide the following information for the
standard test conditions (STC): open-circuit voltage (Voc), short-circuit current (Isc), MPP
voltage (Vmp), MPP current (Imp), a temperature coefficient for Voc (kV), a temperature
coefficient for Isc (ki), and maximum power (Pmp). An analysis of the electrical model in
three operation points of the I–V curve (Isc, Voc, and Pmp) allows the unknown parameters
of the electrical model to be related to the datasheet information.

Several authors propose novel photovoltaic parameter estimation methods. This
article uses the method proposed in [7], which involves finding the five unknown param-
eters that guarantee the absolute minimum error between the P–V curves generated by
the electrical model and the P–V curves provided by the manufacturers’ datasheets for
different external conditions, such as temperature and irradiance. Ig is given by (3), Isat is
obtained from (4):

Ig = [Isc,STC + ki(T − TR)]
S

1000
. (3)

Isat =
Ig − Voc

Rp

e
Voc
Vt − 1

. . . . (4)

A complete scan of all possible values of A (from 1 to 2, with a step of 0.01) and Rs

(from 0 to 2 Ω, with a step of 1 mΩ) is made.
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3.2. Wind Turbine and Permanent Magnet Synchronous Generator

The instantaneous power delivered to the PMSG axis by the wind turbine, as in the
system described in [8], can be represented by:

P =
1
2

ρAV3Cp(λ, β), (5)

where ρ is the air density, A is the area swept by the turbine rotor blades, V is the instan-
taneous wind speed and Cp(λ, β) is the efficiency power conversion factor, which is a
nonlinear function of the tip speed ratio λ = ωtR/V and the pitch blades angle β. Since
the manufacturers of wind turbines do not give information about power conversion factor
characteristics, some typical empirical curves are often used for representing wind turbines
in power system studies, such as the one presented in [8]:

Cp(λ, β) = 0.22
(

116
λi
− 0.4β− 5

)
e
−12.5

λi , (6)

where:
1
λi

=
1

λ + 0.08β
− 0.035

β3 + 1
. (7)

The PMSG was represented using the model in the dq reference frame rotating at a
rotor electrical angular speed ωr = (P/2)ωt:

vsd = Rsisd +
d
dt λsd −ωrλsq

vsq = Rsisq +
d
dt λsq + ωrλsd

2J
P

d
dt ωr = Te − Tm − 2b

P ωr

, (8)

where vsd, vsq, isd, isq, λsd, and λsq are the direct and quadrature axes components of the
stator voltage, current, and flux space vectors, respectively. Te and Tm are the electromag-
netic and mechanical torque machines, and J and b are rotor inertia and viscous friction
coefficients. The flux–current relations and the electromagnetic torque equation complete
the model:

λsd = Lsdisd + Λ

λsq = Lsqisq

Te =
3
2

P
2

(
λsdisq − λsqisd

)
= 3

2
P
2

[
Λisq +

(
Lsd − Lsq

)
isdisq

]
, (9)

where Λ is the permanent magnet flux.

3.3. Battery Model

Mathematical modeling and dynamic simulation of battery storage systems can be
challenging due to their nonlinear nature. The published literature has presented several
thermal models of lithium-ion battery packs [9,10].

In [9], a suitable, convenient dynamic battery model is presented that can be used to
model a general battery storage system. The proposed dynamic battery model can analyze
the effect of temperature, cyclic charging/discharging, and voltage stabilization effects.
Temperature makes a difference to three battery parameters in an equivalent electrical
circuit battery model. These are the polarization voltage K, the battery constant E0, and the
exponential coefficients, A and B. The dynamic battery model can be described as [9]:

E(q,t) = XE0(T).E0 − XK.K
(

Q

Q− q

)
+ A exp−XBBq . . . (10)
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where E(q,t) = no load voltage (V), E0 = battery constant voltage (V), K = polarization voltage
(V), Q = battery capacity (Ah), A and B = exponential constants, and q = charge or extracted
capacity (Ah).

The thermal effect on A has been ignored to make the model simpler, since A and B
are highly related. For this reason, the mathematical relationships are:

Xn = f (T) = A + BT + CT2.. (11)

n = f (K, E0, B.C) (12)

4. Control Strategies

The converters of the microgrid DG and battery units and the converter between the
DC and AC buses must be controlled according to the modes of operation described in
Section 2. The control scheme implemented in each converter is presented in this section.
Procedures for tuning these controllers are also explained.

4.1. PV Converter Control

As already mentioned in Section 2, the PV generation system should operate in MPPT
mode in three possible situations: (i) when the microgrid is in the connected mode; (ii) when
the microgrid is islanded, and the total power demanded by the loads is greater than the
total power produced by the DG units (the battery supplies the difference); and (iii) when
the microgrid is islanded, and the power produced by the DG units is greater than the
power demanded by the loads but the battery is not fully charged (so it can absorb the
exceeding generated power). However, if the microgrid is islanded, the DG units’ produced
power is more significant than that demanded by the loads, and the battery is fully charged,
then the MPPT cannot be imposed, and the generated power must be reduced so that it
equals the total load power. In this last case, the load power is shared among the DG units
proportionally to the DG units’ rated powers.

4.1.1. PV Converter MPPT Method

The electrical power supplied by PV cells is a non-linear function of voltage, current,
temperature, and solar irradiance. This non-linearity makes it challenging to obtain the op-
erating point at which its maximum power is extracted, as this point varies throughout the
day due to variations in irradiance and temperature. The objective of any MPPT algorithm
is to find the voltage to be applied to the PV string terminals that results in the maximum
possible generated power for the momentary conditions of irradiance and temperature.

Several techniques for determining MPP have been proposed over the years. These
techniques vary in complexity, speed of convergence, voltage fluctuation around the MPP,
and computational cost. The MPPT technique chosen for this project was the very popular
perturb and observe (P&O) algorithm due to its simplicity and acceptable performance
in most situations [11]. The P&O MPPT technique changes the PV array voltage in one
direction and observes the variation in the output power. If the generated power increases,
then the voltage perturbation continues in the same direction. However, if the output
power reduces, the voltage perturbation occurs in the opposite direction. The voltage
disturbance process is repeated periodically, each TMPPT , and the array voltage oscillates
around the MPP. This oscillation can be minimized by reducing the size of the disturbance,
but minimal disturbances make the technique slow to track the MPP. The parameters of
the P&O MPPT method are TMPPT and the magnitude of the voltage perturbation is ∆V.
Typical choices of these parameters are ∆V = 0.5% of the PV array open-circuit voltage and
TMPPT = 4τVdc, where τVdc is the time constant of the PV array output voltage variation.

After the reference value of the PV array, DC voltage is determined, and the DC/DC
boost converter synthesizes it. Thus, the duty cycle of the boost converter is determined
from the DC bus voltage of the microgrid and the reference PV array voltage, calculated
according to the P&O algorithm for achieving MPPT.
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4.1.2. PV Converter Control for Sharing the Microgrid Load Power

As has already been mentioned, if the microgrid is islanded, the battery is fully
charged, and the total DG power exceeds the microgrid AC + DC load power, then each DG
source must reduce the generated power until the load power demand is shared among the
DG units. Ideally, this sharing should be proportional to the maximum power delivered by
each DG unit.

If the DG power is greater than the load power demand, considering that no power
can be transferred to the grid or the battery, the excess power flows to the DC bus capacitors
bank, increasing the DC bus voltage. Thus, based on the information that the microgrid
is islanded and that the battery state-of-charge is complete, the DC bus voltage increase
indicates that the power generated by each DG unit must be reduced.

A typical voltage–power curve for a PV system is shown in Figure 4. However, it can
be observed that, below the MPP voltage, the voltage–power relation can be considered
approximately linear.

Figure 4. Typical P–V characteristic of a PV string.

The strategy proposed here to make the DG units share the total power required by
the microgrid loads is based on the DC bus voltage increase per unit of the maximum
allowed voltage increase, expressed as:

∆VDC,pu =
∆VDC

∆VMAX
DC

=
VDC −Vrated

DC

VMAX
DC −Vrated

DC

. (13)

Assuming that on the left side of the P–V characteristic, the PV-generated power is
approximately proportional to the PV string output voltage, this voltage can be reduced
linearly with the DC bus voltage increase. Since the DC bus voltage becomes constant only
when the generated and load powers are equal, the steady-state condition ensures that, for
some DC bus acceptable overvoltage, the PV output voltage ensures DG and load powers
to match. The PV output voltage command can then be obtained, as shown in Figure 5.

If other PV units were connected to the microgrid, their output voltages would be
calculated using the scheme presented in Figure 5. Thus, the generated powers would be
approximately proportional to each PV unit’s maximum power available.
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Figure 5. PV output voltage references calculation for MPPT and for reduced generation to track load power demand.

4.2. PMSG-Based Wind Turbine Control

4.2.1. Control for Ensuring MPPT

The PMSG stator terminals are connected to a three-leg AC/DC voltage source con-
verter. If the PMSG rated stator voltage is low enough, the AC/DC converter can directly
connect to the microgrid DC bus, otherwise a transformer between the PMSG terminals
and the AC/DC converter or a DC/DC converter between the AC/DC converter and the
microgrid DC bus would be necessary.

The main objective of the AC/DC converter is to optimize the power extracted from
the turbine for any incoming wind speed. The wind microturbine has fixed-pitch blades
at angle β. Thus, according to Equations (5)–(7), the turbine efficiency factor Cp(λ, β)
depends only on the tip speed ratio λ = (ωtR)/V. For each wind speed V, there is an
angular speed of the turbine rotor ωt that maximizes Cp(λ, β), allowing the maximum
available power to be extracted. This optimum angular speed is obtained from:

ω
opt
t =

λoptV

R
(14)

The PMSG reference rotor speed (in electrical radians per second) can then be obtained
from ω∗r = (P/2)ωopt

t . A vector control scheme is then applied to impose the reference
rotor speed.

The PMSG model is in a rotor-oriented reference frame, i.e., the d-axis is aligned with
the permanent magnet flux. The reference d-axis stator current is then set to zero since
a negative value would reduce the main flux and a positive value could cause magnetic
saturation. Furthermore, if isd = 0, the electromagnetic torque becomes Te =

3
2

P
2 Λisq, so it

can be controlled through isq. The overall control scheme is depicted in Figure 6.

Figure 6. Control of the PMSG.
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4.2.2. Control for Proportional Load Sharing

As explained in Section 3, when the microgrid is islanded, if the battery is full, a
full charge and the DG units’ generated power exceeds the total load power demand,
and the excessive produced energy starts to flow to the microgrid DC bus capacitors,
making the DC voltage rise. A scheme can again be applied to reduce the PMSG output
power proportionally to the DC bus voltage increase per unit of the maximum allowed
voltage increment.

Based on the wind generation efficiency characteristic shown in Figure 7, it can
be observed that if the tip speed ratio λ is increased from the optimum value for MPP
(λopt = 6.9), the efficiency factor Cp decreases from the maximum value (0.42), becoming
zero when λ ∼= 15.5. Therefore, an adjustment in the value of the tip speed ratio can
be made, according to Figure 8, to force a reduction of generated power in proportion
(approximately) to the increase in the DC bus voltage increase.

Figure 7. Wind turbine typical efficiency characteristic, considering the fixed blades’ pitch angle.

Figure 8. Wind generation schemes for MPPT or adaptation to load power demand.

It is essential to mention that, similarly to the PV power reduction method proposed,
wind power is reduced from the level corresponding to the MPP condition in a linear rela-
tion with the microgrid DC bus voltage increase per unit of the maximum DC bus voltage
variation. Thus, the total load power-sharing among all DG units will be approximately
proportional to their respective instantaneous MPPs.

4.3. Control of the Microgrid Inverter

The main objective of the microgrid inverter is to transfer to the microgrid AC bus
the excess of power produced by the DG units connected to the microgrid DC bus (or
absorb the deficit). Neglecting the system losses, if the net power PINV_in injected into the
microgrid DC bus (produced by DG units minus the power consumed by the loads and
battery being charged) is higher (lower) than the active power PINV_out delivered to the
microgrid AC bus by the inverter, the difference is absorbed (delivered) by the microgrid
DC bus capacitors, and the microgrid DC bus voltage rises (falls). Therefore, the control

10



Appl. Sci. 2021, 11, 11355

objective of the microgrid inverter can be accomplished by regulating its DC bus voltage.
The effect of PINV_in and PINV_out on the microgrid DC bus voltage can be written as:

PINV_in − PINV_out =
d

dt

(
1
2

CV2
DC

)
=

1
2

C
d

dt

(
V2

DC

)
(15)

According to (15), PINV_out can be used to control V2
DC (and therefore to control

VDC). Due to the linear relationship between (PINV_in − PINV_out) and V2
DC, and since the

reference voltage V∗DC is constant in a steady-state condition, then a proportional–integral
(PI) controller is adopted, taking the error

(
V2∗

DC −V2
DC

)
as input and the negative of the

inverter output power
(
−P∗INV_out

)
as the output control action. PINV_in is considered a

disturbance to be rejected by the controller.
As a second goal, the reactive power delivered by the microgrid AC side should be

maintained equal to zero (Q∗INV_out = 0) to avoid unnecessary reactive current components
flowing through the inverter.

The above shows that it is necessary to regulate the inverter output of active and
reactive powers to achieve the objectives. According to the instantaneous power theory [12],
the active and reactive powers delivered to the AC bus of the microgrid can be written, in

space-vector αβ Clarke coordinates, in terms of the inverter AC output current vector
→
i

and microgrid AC bus voltage vector
→
v BUS as follows:

→
s INV = pINV + jqINV =

→
v BUS

→
i
′
=
(
vBUSα + jvBUSβ

)(
iα − jiβ

)
. (16)

From (16), the inverter output current components necessary to impose the reference
values of active and reactive powers are

[
i∗α
i∗β

]
=

1
∣∣∣
→
v BUS

∣∣∣
2

[
vBUSα vBUSβ

vBUSβ −vBUSα

][
P∗INV_out

0

]
, (17)

Alternatively, using complex space vector notation:

→
i
∗
= P∗INV_out

→
v BUS∣∣∣
→
v BUS

∣∣∣
2 . (18)

Assuming the reference active power P∗INV_out is constant (or slowly varying), if the
voltages at the microgrid AC bus are not balanced or contain harmonic components, the
currents calculated through (18) would contain the same levels of unbalance and harmonic
contamination. For this reason, it is generally preferred to calculate the reference current
vector using the positive-sequence fundamental-frequency (FFPS) vector component of
→
v BUS:

→
i
∗
= P∗INV_out

→
v
+1
BUS∣∣∣∣

→
v
+1
BUS

∣∣∣∣
2 . (19)

Using (19), the active and reactive powers delivered to the microgrid AC bus might
contain oscillations, but their mean values correspond to the reference components. Fur-
thermore, the inverter output phase currents will be balanced and sinusoidal. Finally,
to ensure the inverter’s desired behavior, inner control loops regulate the inverter α and
β current components. The inverter is connected to the microgrid AC bus through an
inductive filter, modeled as an LR circuit where L and R are the filter inductance and
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internal resistance. The following vector equation expresses the relationship between the
filter voltages and current in the stationary αβ reference frame:

→
v INV −

→
v BUS = R

→
i + L

d
→
i

dt
. (20)

Thus, the inverter output voltage vector
→
v INV can be used to regulate the current

vector
→
i . In this case, the microgrid AC voltage vector

→
v BUS is a known disturbance

(since it is necessarily measured for computing the current reference), allowing a feedfor-
ward compensation.

In [13,14], several current controllers used in grid-connected converters are described
and compared. Advanced control techniques are necessary whenever the voltage at the
grid point of common coupling (PCC) contains harmonic components and/or unbalance
once the controller is required to reject these disturbances. In these cases, the most popular
control strategies recommend using PI controllers in multiple DQ reference frames [15],
second-order PR controllers in parallel [16], PI controllers with resonant controllers in a ro-
tating DQ reference frame [17], stationary-frame controllers using the space-vector Fourier
transform [18], or repetitive controllers (in a real domain [19] or a complex domain [20–22]).

This work used a proportional action and some resonant controllers in parallel due to
the acceptable performance and relatively simple implementation.

The external loop of the inverter control scheme is shown in Figure 9. If the internal
controller is designed to be considerably faster than the external one, then the external

controller can be designed neglecting the internal dynamics, i.e., considering
→
i /
→
i
∗
= 1.

Figure 9. Simplified block diagram of the microgrid inverter’s external control loop.

The block diagram of the described internal control loop (α and β current controllers)
is presented in Figure 10.

Figure 10. Simplified block diagram of the internal current control loop of the microgrid inverter.

The internal current control loop must have a high bandwidth and high gains at the
fundamental frequency and the harmonic frequencies corresponding to typical harmonic
disturbances of the grid. These specifications can be met using proportional action and
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second-order sinusoidal integrators (SSIs) as resonant controllers in parallel. The selection
of the appropriate proportional gain enables the imposition of the desired dynamic response
to the system, while the resonant terms, implemented in parallel, guarantee a low steady-
state error.

A resonant term is included at the fundamental frequency to track the FFPS reference
current with a low steady-state error. Resonant terms are also implemented in the low-order
harmonic frequencies (3rd, 5th, 7th, and 9th), considering that these are usual components
of disturbances in the voltage. In this context, when selecting the maximum harmonic
component h = 9, the minimum 0 dB crossover frequency (fPM) required is 540 Hz (an fPM
around 1500 Hz was adopted).

In addition to the phase margin (PM) and the gain margin (GM), the sensitivity index
η, which defines the minimum distance from the Nyquist diagram to the critical point
(−1, 0), is also verified. As a design criterion, we considered GM ≥ 3 dB, η ≥ 0.3, and PM
≥ 30◦. The proportional controller gain needed to ensure the desired crossover frequency
is kp = 0.09899. Then, the SSI-based resonant controllers are added in parallel and tuned
with the harmonic components h = 6k ± 1 until h = 9. The same resonant gain of ki = 1
was chosen for all resonant units, and it was observed that the desired phase margin was
maintained. Concerning the inevitable delay in digital implementation, a computational
delay of two samples was considered. The Bode and Nyquist diagrams of the resulting
current control loop are presented in Figure 11a,b, respectively, demonstrating that the
design criteria were met.

Figure 11. The Bode and Nyquist diagrams of the resulting current control loop. (a) Nyquist diagrams of the open-loop
system with computational time delay compensation. (b) Bode diagrams of the open-loop system with computational time
delay compensation. Results were obtained for the proportional controller (blue) and P-SSI in parallel (green).

After defining the internal current control loop gains, the much slower external DC
bus voltage loop tuning was considered. The 0 dB crossover frequency of the external loop
was chosen so that

fcv <
fci

10
(21)

where fcv and fci represent the 0 dB crossover frequencies of the external and internal
control loops, respectively. This design criterion is selected so that the DC bus volt-
age regulation does not compromise the dynamics of the current control. Therefore, for
fci = 1500 Hz, fcv < 150 Hz must be chosen. For practical reasons, in order to avoid the
too frequent saturation of the controller output, fcv = 6 Hz was adopted. Furthermore, the
indices GM ≥ 3 dB and PM ≥ 30◦ were considered as design specifications. The frequency
response of the open-loop transfer function for ki = 1.0562 and proportional controller gain
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kp = 0.084, which is the value that results in the desired crossover frequency fcv = 6 Hz, is
shown in Figure 12. The compensated system has a gain margin GM = 65 dB and phase
margin PM = 71.5◦, meeting the design specifications.

Figure 12. Bode diagrams of the DC bus voltage open-loop control system.

4.4. Synchronization with the Electrical Network

In many practical situations, the distribution network exhibits distorted and unbal-
anced voltages. In these cases, synchronization with the network strongly influences the
performance of the entire control scheme of the power converter connected to the network.
Determining the correct value of the fundamental-frequency positive-sequence (FFPS)
component of the microgrid bus voltage vector is essential for reasonable control of the
inverter. This information is obtained through a phase-locked loop (PLL) algorithm.

Several PLL schemes for three-phase systems have been proposed in recent years, the
synchronous reference frame PLL (SRF-PLL) being the most popular [23,24]. However, due
to its poor performance when the voltages contain harmonics and/or unbalance, preferable
alternatives have been presented [25]. In this paper, the PLL scheme that uses the general-
ized delayed signal cancelation (GDSC) method as a pre-filter to eliminate the effects of
unbalances and harmonic components eventually present in the microgrid AC bus voltage
was used [26,27]. The choice was based on the fast and accurate determination of the FFPS
component of a three-phase signal, even under severe unbalanced and distorted conditions.

5. Operational Scenarios Used for the Validation of the Proposed System

First, the power flow balance is assumed, i.e., regardless of the state of the distributed
generation sources, battery, and load:

PPV + PWT ± PESS − Pload ± Pgrid = 0 (22)

The power generated photovoltaic panel = PPV; the power generated by the mini-wind
generator = PWT, the power injected or absorbed by the storage system = PESS, the total
load power = Pload, and the power injected into or absorbed from the electrical network of
the university = Pgrid.

Depending on the microgrid operational condition (interconnected or isolated), the
instantaneous generated power, the total load power, and battery state-of-charge, the
converters must behave according to the modes of operation described.

For interconnected conditions, it is assumed that the battery does not inject any power
into the electrical network; in addition, the PV and WT are maintained at their maximum
power points.

• Interconnected mode, DG > Pload:

PPV + PWT = Pload + Pgrid; PESS = 0; (23)
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• Interconnected mode, DG = Pload:

PPV + PWT = Pload; Pgrid = 0; PESS = 0; (24)

• Interconnected mode, DG < Pload:

PPV + PWT + Pgrid = Pload; PESS = 0. (25)

For isolated conditions, no power can be transferred to or absorbed from the electricity
grid. Therefore, if the balance between generation and load demand does not occur, the
battery must supply or absorb the difference. However, the DG units must reduce their
generated power to meet the load demand if the battery is completely charged. Thus, the
following conditions must be verified:

• Isolated mode, DG > Pload, battery not fully charged:

PPV + PWT − PESS = Pload; Pgrid = 0, PV, and wind units under MPPT; (26)

• Isolated mode, DG > Pload, battery fully charged:

PPV + PWT = Pload; Pgrid = 0; PESS = 0, PV, and wind units under reduced power mode; (27)

• Isolated mode, DG = Pload:

PPV + PWT = Pload; Pgrid = 0; PESS = 0, PV, and wind units under MPPT; (28)

• Isolated mode, DG < Pload:

PPV + PWT + PESS = Pload; Pgrid = 0, PV, and wind units under MPPT. (29)

6. Results

A simulation was performed in which load steps were applied for evaluating the
operation of the microgrid under all seven of the operational scenarios described.

The behavior of the microgrid DC bus voltage for the different control strategies and
operating modes is shown in Figure 13. It can be seen how the DC bus voltage tends to
the reference value, regardless of the interconnected or isolated condition of the microgrid,
except when the microgrid is isolated, the battery is fully charged, and the load demanded
power is lower than the DG available power. In this case, the power generated by each DG
unit is reduced in approximate proportion to the increase in the DC bus voltage, as expected.
As shown in Figure 14, a relatively smooth transition is achieved for each operating mode
of the microgrid.
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Figure 13. Voltage DC bus microgrid.

Figure 14. Relation of electrical power between the control strategies and modes of operation of the microgrid with PPV,
PWT, PESS, Pload, and Pgrid.

Initially, the microgrid is connected to the main power system, and three possible
situations are considered. (i) DG > Pload: in this case, since the main microgrid DC/AC
converter transfers to the grid the excess of generated power, the DC bus voltage is
controlled to remain at the rated value, as shown in Figure 13. Additionally, the PV and
wind generation units operate under MPPT mode, producing around 480 W and 1900 W,
respectively, as observed in Figure 14. The battery is considered to be fully charged and
therefore does not absorb any power. (ii) DG = Pload: at t = 3 s, the load power abruptly
increases, becoming approximately equal to the total power produced by the DG units.
Due to the net power (Pnet = DG-Pload) reduction, the DC bus voltage starts to decrease,
but the DC bus voltage controller asks for the DC/AC converter power (Pgrid) to rise
until the DC bus voltage returns to the rated value, which occurs when Pgrid = Pnet = 0.
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(iii) At t = 6 s, the total load power increases again, making DG < Pload. In this case, the DC
bus voltage controller is forced to absorb active power from the AC mains (Pgrid < 0) to
make VDC = 250 V. The microgrid is connected to the main power system and the DG units
generated powers are constant since they remain under MPPT operation. (iv) At t = 9 s, the
microgrid interconnection circuit breaker is turned off, making Pgrid = 0. At this moment,
the battery interface converter assumes the responsibility for the DC bus voltage control
and starts to deliver the necessary net power to regulate the DC bus voltage at its nominal
value. (v) At t = 15 s, the total load power decreases so that DG = Pload again. Once
the battery is delivering some power to the DC bus voltage, its value tends to increase
right after t = 15 s, but the DC bus voltage controller commands a decrease in the power
delivered by the battery. (vi) At t = 18 s, an additional decrease in the total load power
makes DG > Pload again, and the DC bus voltage experiences a transient increase, but the
battery converter again regulates this voltage and absorbs the excess power. However, at
some instant after t = 20 s (vii), the battery becomes wholly charged (SoC = max), and the
battery cannot absorb any more power. Since DG > Pload, the net power is delivered to
the DC bus, the voltage of which naturally starts to increase. During phases (iv), (v), and
(vi), the DG units operate under MPPT, but the energy management strategy commands
off-MPPT behavior when SoC = max. The power generated by each DG unit decreases in
inverse proportion to the DC bus voltage until the total generated power becomes equal
to the power demanded by the microgrid loads. As can be seen in Figures 13 and 14,
the proposed energy management strategy, together with the proposed DG units’ control
schemes, operate as theoretically predicted.

7. Conclusions

The control of a microgrid makes it possible to take full advantage of the distributed
generation resources, and this, in turn, allows it to be used to satisfy the energy demand
of low voltage electrical installations. These control strategies are necessary to achieve
smooth transitions and interaction between the electrical network and the micro-network
for each of the operating modes. This paper simulates and evaluates a control strategy that
allows power transitions between the microgrid interconnected to the university campus
and all possible operating scenarios. The converters have a low number of switches but
allow adequate control of each element of the microgrid so that the GD units operate under
maximum power point tracking (MPPT) mode or promotes the balance of the generated
and load powers.

As observed in the simulations, the correct control strategies for all the elements that
make up the distributed generation system, such as for PV MPPT control or load power-
sharing, PMSG-based wind turbine MPPT control or load power sharing, the control of
the microgrid inverter and the synchronization algorithm demonstrated that the proposed
strategy is adequate to integrate electrical microgrids in the low voltage network. This type
of technology allows a change in the current electrical energy distribution system, making
end-users important actors in regulating, controlling, and decongesting electrical networks.

Currently, work is being done on the implementation phase of the proposed control
system in the microgrid that is being developed at the Technological Institute of Santo
Domingo as part of a project seeking to integrate electrical microgrids in distributed low
voltage electrical networks. Future work will be dedicated to implementing the energy
management and control system (EMCS) to allow the management of the microgrid in a
testing center that will help to analyze the behavior of the control system proposed.
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Abstract: Electric power distribution networks are generally radial in nature, with unidirectional
power flows transmitted from the highest voltage levels to the consumption levels. The protection
system in these distribution networks is relatively simple and consists mainly of fuses, reclosers (RC)
and overcurrent relays (OCRs). The installation of distributed generation (DG) in a network causes
coordination problems between these devices, because the power flows are no longer unidirectional
and can flow upstream to the substation. For this reason, the work proposed here analyzes the most
significant impacts that DG has on the protection devices and proposes an adjustment method for
the OCRs based on linear programming (LP) techniques with the aim of improving their response
time to the different faults that may occur in the main feeder of the network. The distribution system
selected for the study is the IEEE 34 bus system using DIgSILENT 14.1 software for its modeling
and Matlab for the adjustment of the overcurrent devices. Results indicate that better coordination
between protection devices are achieved if LP is used.

Keywords: adaptive protection; distributed power generation; power distribution; power system
protection

1. Introduction

The current philosophy in the planning, management and control of a radial power
distribution network is based on the assumption of the existence of unidirectional power
flows, which is transmitted from the highest transport voltage levels to the distribution
levels. We can assume that short-circuit currents behave similarly. These assumptions
allow for the implementation of relatively simple and inexpensive protection schemes with
which a selective operation of the protection system is achieved [1,2]. According to the
principles of selectivity [3], only the protection device closest to the fault should operate to
clear the fault, leaving the rest of the network energized.

The installation of DGs at medium and low voltage levels changes this fundamental
basis. Power flows and short-circuit currents can now have different upstream directions
and values [4]. As a consequence, the initial schemes implemented (e.g., main feeder
protection) may no longer work or be less effective [1,5].

With the presence of DG the distribution system becomes more active, i.e., both load
and generation significantly affect the state of the network [6]. The effects of DG on
distribution network devices have been discussed in different literature [4,7]. To reduce
them, several “mitigation methods” have been proposed, thus, several authors recommend
acting directly on the DG [3,8], e.g., disconnecting it just before fault detection or limiting its
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power and therefore its effect on the protection system [9], others recommend reconfiguring
the network topology [10,11], or the use of fault current limiters (FLCs) [12,13].

In recent years, mitigation methods based on coordination algorithms have been
developed using linear programming (LP), non-linear programming (NPL), or genetic algo-
rithms (GA) [14–17] that either modify the coordination interval time (CTI) between devices,
determine the optimal location of the DG [15], or in combination, without compromising
the protection system.

Although these methods can be effective, they have some disadvantages and limita-
tions. Therefore, the disconnection of the DG immediately before fault detection proposed
in [3,18], can cause asynchronous reconnections and cause severe damage to both the DG
and the distribution network, especially at high penetration levels [3,10]. The limitation
of the DG capacity proposed in [9] is also undesirable, since it also limits the penetration
level and therefore the advantages of its installation close to the consumption points, (loss
reduction, improvement of supply quality, etc.). The network reconfiguration suggested
in [10,11] is costly and sometimes unfeasible. Finally, the use of current limiters [12,14]
entails an additional installation cost that can be prohibitive.

Regarding the use of NLP methods for the determination of the coordination index
mentioned in [15] can be very complex, particularly if the number of protection devices and
DG’s is high, since the calculation time required to determine their operating parameters
will also be high [19–21], on the other hand, not always the optimal location point of DG is
viability from the perspective of network operation, e.g., availability of power evacuation
at the point of common connection (PCC).

The investigations described in [14,16,17], use GA-based optimization algorithms to
determine optimal coordination between OCR and distance relays [14]. In [16] a hybrid GA
and NLP algorithm is developed to choose the optimal value of DIAL or time multiplier
setting (TMS) of all OCR, the use of a continuous genetic algorithm (GAC) faster than
GA for the same purpose is developed in [17]. However, all the optimization algorithms
described do not consider DG.

In the present work:

• the most significant impacts that DG causes on protection devices are analyzed,
• an adjustment method for OCRs based on LP techniques is proposed,
• the analysis is carried out by using the IEEE 34-node test feeder system modeled in

DIgSILENT PowerFactory.

As far as the authors know, it seems that there is a lack of similar studies in the
available literature.

2. Effect Caused by the DG on Protective Devices
2.1. Loss of Sensitivity

The problem related to the loss of sensitivity to main feeder protection is often referred
to as protection blinding [8]. Installation of DGs in the distribution system can reduce the
value of the short-circuit current detected by the protection of the main substation and
affect the response time of the circuit breaker, which will depend, to a large extent, on the
size and location of the DG within the distribution network.

The loss of sensitivity of the protection device can be analyzed as a function of where
the short circuit is located in relation to the location of the DG, distinguishing between short
circuits located upstream of the DG and short circuits located downstream of it. Figure 1
shows the topology of a radial distribution network where S.E is the substation, R is the
main feeder protection, RC is the automatic recloser, and F is a protection fuse for the
branch line.
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Figure 1. Sketch of a short circuit upstream of DG.

For faults located upstream (between the substation—S.E, and the DG), the contribu-
tion current of the S.E to the short-circuit is independent of the size of the DG. A three-phase
short-circuit is also represented upstream of the DG, for different penetration levels: 17%,
33%, and 50%. In the operating characteristic curves of the time overcurrent (t/i) devices
shown in Figure 2, this effect is observed, as the current detected by the relay remains
constant at 1.59 kA, regardless of the of penetration level of the DG.

 

Figure 2. Short circuit upstream of DG. See also Figure 1.

In contrast, for faults located downstream of the substation and the DG (as shown
in Figure 3), it is observed that the current contribution of the DG to the short circuit
causes the current measured by the main relay, R, of the S.E to decrease from 1.21 with 17%
penetration to 1.14 kA with 50% penetration level of the DG, which represents a 6.1% loss
in the sensitivity of the protection device. This effect will cause a delay in the operating
time of the protection device, as shown in Figure 4. The extreme case of this effect occurs
when the main relay does not detect the fault current, as shown in Figure 5. The maximum
value at which the relay stops detecting the fault current appears when the DG is installed
close to the substation and under fault conditions at the main feeder [12].
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Figure 3. Sketch of a short circuit downstream of DG.

Figure 4. Short circuit downstream of DG. See also Figure 3.

Figure 5. Short loss of sensitivity substation relay. Loss of sensitivity.
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2.2. Loss of Coordination

Under normal operating conditions, protection devices are coordinated in such a way
that, in the event of a fault in the network, the main protection acts before backup protection.
A large majority of faults occurring in the network are of a temporary nature, the purpose
of the recloser, RC, is to try to clear these faults and on the one hand avoid an unnecessary
interruption of the electrical service, and on the other hand to safeguard the protection
fuse of the branch line under its supervision. Depending on the initial settings of the
coordination schemes, and taking into account the size, location, and type of DG installed,
it may happen that a temporary fault in a branch line causes the loss of coordination
between fuse and recloser, affecting their coordination time due to the additional current
with which the DG contributes to the short-circuit. To observe this impact, the situation of
temporary fault, ICC, in a branch line (lateral) is shown in Figure 6.

Figure 6. Short circuit in branch line.

The characteristic t/i trip curves are represented in Figure 7 where the impact called
(fuse nuisance blowing) is shown. We can observe how a temporary fault in a branch line
causes a loss of coordination between the fuse and the recloser. Thus, the fuse detects a
fault current of 0.25 kA and trips in 0.15 s, while the recloser is crossed by a current of
0.650 kA, which would cause it to trip in 0.32 s. This time is higher than the fuse tripping.

Figure 7. Failure coordination between recloser, RC, and fuse, F, see also Figure 6.
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3. Coordination with Linear Programming

OCRs are currently the most widely used protection devices [13,22], this device gen-
erally being used as backup protection. However, in some situations, it may be the only
protection. The OCR should act as primary protection by removing faults that occur in
the area under its supervision. Only in the event that the primary protection fails to
operate should the backup protection initiate tripping. A typical electrical distribution
network may consist of hundreds of equipment protection relays. Each relay in the system
must be coordinated with the adjacent equipment protection relay. If backup protection
is not well coordinated, coordination failure may occur, and therefore, coordination of
backup protections is one of the main concerns in the network protection system [13,23].
Generally, protection coordination can be performed by topology [24,25], by optimization
methods [26,27], or by expert methods [28]. Topological analysis is used for relay tuning
in multiterminal networks, graph theory, and functional approximation techniques are
employed to provide the best solution that does not necessarily have to be the optimal one.
In optimization methods, some researchers [26,29] use non-linear programming techniques
to determine the optimal relay settings, subject to constraints due to coordination and limits
of the relay settings themselves. In reference [30], the big M method is proposed to find the
optimal value of the OCR time multiplier setting (TMS) in which the stated values of the
plug setting are assumed to be known and fixed.

The problem of OCR coordination in the distribution system with DG presence can
thus be defined as an optimization problem with constraints. The objective is to minimize
the operating time of the relay closest to the place where the fault has occurred. The
constraints imposed are due to limits on the operating time of the relay, coordination
criteria, and relay characteristics. In this work, the OCR coordination problem in radial
distribution systems is formulated as a linear programming (LP) problem with constraints,
where the sum of the operating times of the relays in the system for different minimum
fault points:

min
α

(
ki,j
)β − 1

∑
n

i=1

(
∑

m

j=1 TMSi,j − TMSi+1,j+1

)
, (1)

where α and β are OCR shape constants according to Table 1, ki,j is the ratio between the
short-circuit current, ICC, and the relay setting current, Iar, regarding relay i with fault in
section j, and TMS is the time multiplier setting.

Table 1. Form constants for the exponential equation IEC [31].

Type of Curve α β

Standard inverse time 0.14 0.02
Very inverse 13.5 1

Extremely inverse 80 2
Long inverse time 120 1

The proposed optimization problem is subjected to the following group of constraints:

• Coordination criterion—The protection coordination criterion establishes the mini-
mum time that must elapse between the operation of the primary protection and the
operation of the backup protection. The fault is detected simultaneously by the pri-
mary protection, PP, and the secondary protection, PS. To avoid erroneous operation,
the PS will only have to operate in case the PP fails. If we define Ri as the primary
fault protection at a certain point, j, and Ri+1 as the secondary or backup protection for
the same fault. The constraint condition for coordination criteria is:

ti+1,j − ti,j > ∆t, (2)
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where, ti+1,j is the operation time of the back-up, PS, operation for fault at point j, ti,j is
the operation time of PP operation for the same fault, and ∆t is the coordination time
interval (CTI).

• Relay operating time limits—The time taken by a relay to detect and isolate a fault
produced in its zone of influence must be bounded. This is the constraint imposed by
the operating time of the relays:

ti,min ≤ ti,j ≤ ti,max (3)

where, ti,min and ti,max are the minimum and maximum operating times of relay i (at
any point).

• Time multiplier setting, TMS, limits—The operating time of a relay is directly propor-
tional to the TMS. Therefore:

TMSi,min ≤ TMSi,j ≤ TMSi,max, (4)

where TMSi,min is the minimum TMS value for relay i and, TMSi,max is maximum
value of TMS for relay i. The TMS values usually taken are 0.025–1.2, respectively [32].

• Relay operating characteristics—To extend the work region of the overcurrent re-
lay specified by the standard [33], the relay’s parameters are optimized considering
the maximum value of the relay and the minimum value of the relay, as expressed
respectively. We consider all relays with the same characteristics:

top =
α

PSMβ − 1
TMS, (5)

where top is the relay operating time and PSM is the plug setting multiplier (ki,j in
Equation (1)). For inverse characteristic curves it is usually α = 0.02 and β = 0.14 [32,33].

The relay setting current, Iar, is determined from the system requirements. Thus, the
above equation can be rewritten as:

top = a× TMS, (6)

where:
a =

α

PMSβ − 1
. (7)

4. Case Study Results and Discussion

The distribution system selected for the simulations is the one taken from the test
feeders of the Distribution System Analysis Subcommittee of the Institute of Electrical
and Electronics Engineers (IEEE) [34], shown in Figure 8. The main characteristics of the
distribution network on which the short circuits were simulated are the following:

• The voltage across the distribution network is 15 kV.
• The short-circuit power of the external network will be 100 MVA.
• The power demand of the electrical loads connected to the network is 12 MW and

load flow analysis they have been considered balanced.
• Overhead network with double circuit with LA-110 conductor. The electrical charac-

teristics of this conductor are shown in [35].
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Figure 8. Modified IEEE 34-node test feeder system [34].

Three-phase and single-phase short circuits were simulated on the distribution net-
work, at busbars 2, 7, and 21, as shown in Figure 8, and with different DG penetration
levels ranging from 33% to 50%. A first distributed generation unit, DG1, was installed at
busbar 20, whereas a second one, DG2, was installed at busbar 22.

The DG protection device should be properly coordinated with the other protection
devices in the distribution network. When a fault occurs on the line to which the DG unit
is connected, the DG unit must be disconnected before the protection device on that line
is disconnected. This ensures that the DG does not cause disturbances in the operation
of the line protections. Furthermore, when a fault occurs on a branch line, the DG must
remain in service and will not disconnect before the fault line does [8]. According to this,
the coordination criterion shown in Table 2 is proposed.

Table 2. Coordination criteria according fault location.

Bus
(Node)

Location Faults Main Protection Backup Protection

2 F2 OCR2 OCR1
7 F7 RC OCR1
21 F21 RC OCR3

The transformation ratio of the current transformers used in the test is 400/5, chosen
according to the full-load currents of the system and the short-circuit currents detected by
each of the protection devices according to the location of the fault (shown in Table 3).
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Table 3. Short circuit (expressed in amperes, A) detected by the protection devices, for different
grounding resistor values, Rf, expressed in ohm.

F2 F7 F21
Penetration Level DG Penetration Level DG Penetration Level DG

Fault Type 17% 33% 50% 17% 33% 50% 17% 33% 50%

Three-phase

IOCR1 1568 1568 1568 1193 1116 1104 321 325 328
IOCR2(DG) 625 894 1077 570 778 919 392 407 417

IOCR3 - - - - - - 361 368 373
IRC - - - 1717 1922 2052 667 681 689

Single-phase

Rf = 0

IOCR1 539 608 665 505 556 575 404 397 395
IOCR2(DG) 710 1076 1351 670 960 1165 480 465 474

IOCR3 30.8 30 29 31 30 29 230 238 241
IRC 644 627 619 1078 1445 1662 728 746 754

Rf = 5

IOCR1 564 604 623 517 533 532 398 195 393
IOCR2(DG) 736 943 1059 669 827 918 446 461 469

IOCR3 32.45 33 33 31.6 32 32 211 216 219
IRC 677 697 706 1060 1263 1359 733 748 754

Rf = 10

IOCR1 523 535 535 490 488 462 396 393 464
IOCR2(DG) 664 677 820 616 703 751 443 456 391

IOCR3 33.3 33 33.9 32 33 33 194 199 200
IRC 695 705 708 1000 1103 1146 735 747 753

Rf = 15

IOCR1 488 491 488 466 459 452 394 391 389
IOCR2 605 667 699 572 628 658 440 452 459
IOCR3 33 33 33.6 32 33 33 180 184 195
IRC 698 703 699 944 1004 1028 735 746 751

Rf = 20

IOCR1 464 464 461 448 440 434 392 448 387
IOCR2(DG) 563 607 629 540 580 602 437 389 454

IOCR3 33 33.5 33 33 33 33 168 171 172
IRC 697 699 699 900 040 956 734 744 748

Rf = 25

IOCR1 447 446 443 435 427 422 390 387 385
IOCR2(DG) 534 567 598 517 548 565 434 444 456

IOCR3 33 33.3 33.3 33 33 33 158 160 161
IRC 696 697 696 869 897 908 733 742 745

4.1. Objective Function According to Fault Location

According to the location of the fault, and based on the protection criteria included in
Table 2, three objective functions to minimize can be obtained, each of them will result in a
different adjustment, an adaptive adjustment.

The scenario analyzed is the three-phase short-circuit scenario with a DG1 penetration
level of 17%, the results obtained for the other scenarios can be found in Table A3 in the
Appendix A.

Fault 2: OCR2 with OCR1

minz =
m

∑
i=1

ai,k(TMS)i = 2.27 TMS1 + 3.33 TMS2 (8)

Fault 7: Recloser with OCR2

minz =
m

∑
i=1

ai,k(TMS)i = 3.49 TMS2 + 2.21 TMSRC2 (9)

Fault 21: OCR3 with recloser
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minz =
m

∑
i=1

ai,k(TMS)i = 4.57 TMS3 + 3.23 TMSRC (10)

Constraints:

• The minimum operating time of each relay is 0.1 s.
• The normal range of TMS from 0.025 to 1.2.
• Typical CTI setting is 0.3 s.

Coordination criterion
Fault 2: OCR2 with OCR1:

2.27TMS1 − 3.33TMS2 ≥ 0.3 (11)

Fault 7: Recloser with OCR2:

3.49TMS2 − 2.21TMSRC ≥ 0.3 (12)

Fault 21: OCR3 with Recloser:

4.57TMS3 − 3.23TMSRC ≥ 0.3 (13)

Relay operating time limits
Fault 2: OCR2 with OCR1:

2.27TMS1 ≥ 0.1 TMS1 ≤ 0.044
3.33TMS2 ≥ 0.1 TMS2 ≤ 0.030

(14)

Fault 7: Recloser with OCR2:

3.49TMS2 ≥ 0.1 TMS2 ≤ 0.038.
2.21TMSRC ≥ 0.1 TMSRC ≤ 0.045

(15)

Fault 21: OCR3 with recloser:

4.57TMS3 ≥ 0.1 TMS3 ≤ 0.021.
3.23TMSRC ≥ 0.1 TMSRC ≤ 0.030

(16)

The normal range of TMS is from 0.025 to 1.2:

TMS1 ≥ 0.025
TMS2 ≥ 0.025
TMS3 ≥ 0.025

TMSRC ≥ 0.025

(17)

4.2. Relay Operating Time Calculation

Using linear programming, the TMS value was calculated as a function of the fault
location point.

Substituting the TMS value and the obtained value of the relay constant in Equation (4),
we obtain the operating time of each protection relay.

Fault 2: OCR2 with OCR1:

OCR1 top1 = a1(TMS1) = 2.27·0.17 = 0.39 s
OCR2 top2 = a2(TMS2) = 3.33·0.030 = 0.10 s

(18)

Fault 7: Recloser with OCR2:

OCR2 top2 = a2(TMS2) = 3.49·0.038 = 0.13 s
RECLOSER topRC = aRC(TMSRC) = 2.21·0.11 = 0.24 s

(19)
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Fault 21: OCR3 with Recloser

OCR3 top3 = a3(TMS3) = 4.57·0.065 = 0.30 s
RECLOSER topRC = aRC(TMSRC) = 3.23·0.025 = 0.1 s

(20)

The values of constants a and TMS and relay operation times top for the rest of the
scenarios are shown in Appendix A Tables A1 and A2. Table A3, shows a comparison of
the operation times between the coordination performed in a classical way and with the
calculation of adjustments carried out by using LP. Implementing the results obtained in
the simulation software, we obtain the following protection schemes shown below.

The classical coordination plots versus linear programming coordination in the case
of three-phase short-circuits in the locations described with 17% DG1, are shown in
Figures 9–11. It can be seen that the response of the OCR protection devices is optimized
using the method proposed in this work.

 

Figure 9. Short-circuit in F2 with penetration level of DG1 17 %. Classical coordination versus linear
programming coordination.

 

Figure 10. Short-circuit in F7 with penetration level of DG1 17%. Classical coordination versus al
linear programming coordination.
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Figure 11. Short-circuit in F21 with penetration level of DG1 17%. Classical coordination versus
linear programming coordination.

5. Conclusions

In this work, a unified protection system that offers double functionality is proposed.
The system was proven to be capable of both optimizing the settings of the relays for each
network situation.

The performance of the relay has been tested for different DG penetration levels,
different types of short-circuit faults (single-phase to ground and three-phase), and different
fault zones (faults in the main feeder and the laterals).

The proposed scheme can be implemented in distribution systems using the commu-
nication standard IEC61850 [31].

In all the cases studied, the system has proven capable of adapting, in real time, the
performance parameters of the relays that protect the faulted line section depending on the
operating conditions of the system at the time of the fault.

The proposed protection system has been applied to a distribution system in the
presence of DG. The results demonstrate that the protection coordination proposed in this
paper is capable of reducing relay operating times by more than 80% compared to classical
coordination, which produces a more reliable operation of a network with DG.
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Appendix A

Table A1. Values of constant relay (ai,j) for the different scenarios analyzed.

F2 F7 F21
Type of Fault a17% a33% a50% a17% a33% a50% a17% a33% a50%

Three-phase

IOCR1 2.27 2.27 2.27 2.52 2.58 2.59 4.96 4.92 4.89
IOCR2(DG) 3.33 2.83 2.62 3.49 3.00 2.79 4.33 4.23 4.17

IOCR3 - - - - - - 4.57 4.51 4.47
IRC - - - 2.21 2.13 2.08 3.23 3.19 3.18

Single-phase

Rf = 0

IOCR1 3.59 3.38 3.23 3.72 3.54 3.47 4.25 4.30 4.31
IOCR2(DG) 3.13 2.62 2.4 3.22 2.74 2.54 3.83 3.90 3.86

IOCR3 - - - - - 6.55 6.35 6.27
IRC 3.28 3.33 3.35 2.62 2.34 2.23 3.10 3.06 3.05

Rf = 5

IOCR1 3.51 3.39 3.34 3.68 3.63 3.62 4.29 7.78 4.32
IOCR2(DG) 3.08 2.76 2.64 3.22 2.92 2.79 4.00 3.92 3.88

IOCR3 - - - - - - 7.14 6.97 6.88
IRC 3.2 3.16 3.14 2.63 2.46 2.40 3.09 3.06 3.05

Rf = 10

IOCR1 3.65 3.61 3.61 3.79 3.8 3.92 4.30 4.32 3.91
IOCR2(DG) 3.23 3.2 2.93 3.35 3.15 3.05 4.02 3.95 4.34

IOCR3 - - - - - - 7.83 7.61 7.56
IRC 3.16 3.14 3.14 2.7 2.59 2.56 3.08 3.06 3.05

Rf = 15

IOCR1 3.8 3.78 3.8 3.9 3.93 3.97 4.32 4.34 4.35
IOCR2(DG) 3.39 3.23 3.15 3.48 3.32 3.25 4.03 3.97 3.93

IOCR3 - - - - - - 8.56 8.33 7.78
IRC 3.16 3.15 3.15 2.76 2.69 2.67 3.08 3.06 3.05

Rf = 20

IOCR1 3.91 3.91 3.92 3.99 4.03 4.06 4.33 3.99 4.37
IOCR2(DG) 3.51 3.38 3.32 3.59 3.46 3.39 4.05 4.35 3.96

IOCR3 - - - - - - 9.36 9.14 9.07
IRC 3.16 3.15 3.15 2.82 2.77 2.75 3.08 3.06 3.06

Rf = 25

IOCR1 3.99 4.00 4.02 4.06 4.11 4.13 4.34 4.37 4.38
IOCR2(DG) 3.61 3.5 3.41 3.68 3.56 3.51 4.06 4.01 3.95

IOCR3 - - - - - - 10.2 10.0 9.93
IRC 3.16 3.16 3.16 2.86 2.82 2.81 3.09 3.07 3.06

Table A2. Relay TMS values for the different scenarios analyzed.

F2 F7 F21
Type of Fault TMS17% TMS33% TMS50% TMS17% TMS33% TMS50% TMS17% TMS33% TMS50%

Three-phase

IOCR1 0.17 0.17 0.17 - - - - -. -
IOCR2(DG) 0.03 0.04 0.04 0.04 0.03 0.04 - - -

IOCR3 - - - - - - 0.08 0.09 0.09
IRC - - - 0.19 0.18 0.19 0.03 0.03 0.03

Single-phase

Rf = 0

IOCR1 0.11 0.11 0.12 - - - - - -
IOCR2(DG) 0.03 0.04 0.04 0.03 0.04 - - - -

IOCR3 - - - - - 0.06 0.06 0.06 0.06
IRC - - - 0.15 0.14 0.03 0.03 0.03 0.03

Rf = 5

IOCR1 0.11 0.11 0.11 - - - - - -
IOCR2(DG) 0.03 0.04 0.04 0.03 0.03 - - - -

IOCR3 - - - - 0.06 0.06 0.07 0.07
IRC - - - 0.15 0.01 0.03 0.03 0.03 0.03
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Table A2. Cont.

F2 F7 F21
Type of Fault TMS17% TMS33% TMS50% TMS17% TMS33% TMS50% TMS17% TMS33% TMS50%

Single-phase

Rf = 10

IOCR1 0.10 0.11 0.11 - - - - - -
IOCR2(DG) 0.03 0.03 0.04 0.03 0.03 - - - -

IOCR3 - - - - - 0.05 0.05 0.06 0.06
IRC - - - 0.14 0.01 0.03 0.03 0.03 0.03

Rf = 15

IOCR1 0.10 0.10 0.10 - - - - - -
IOCR2(DG) 0.03 0.03 0.03 0.03 - - - - -

IOCR3 - - - - - 0.05 0.05 0.05 0.05
IRC - - - 0.14 0.03 0.03 0.03 0.03

Rf = 20

IOCR1 0.10 0.10 0.10 - - - - - -
IOCR2(DG) 0.03 0.03 0.03 0.03 - - - - -

IOCR3 - - - - - 0.04 0.04 0.05 0.05
IRC - - - 0.14 0.03 0.03 0.03 0.03

Rf = 25

IOCR1 0.10 0.10 0.10 - - - - - -
IOCR2(DG) 0.03 0.03 0.03 0.03 - - - - -

IOCR3 - - - - - 0.04 0.04 0.05 0.04
IRC - - - 0.13 - 0.03 0.03 0.03 0.03

Table A3. Operation time PL coordination versus operation time from classical coordination.

F2 F7 F21

Type of Fault
top

17%

top

33%

top

50%

top

17%

top

33%

top

50%

top

17%

top

33%

top

50%

Type Coordination C PL C PL C PL C PL C PL C PL C PL C PL C PL

Three-
phase

IOCR1 0.42 0.39 0.42 0.39 0.42 0.39 - - - - - - - - - - - -
IOCR2(GD) 0.20 0.20 0.19 0.10 0.15 0.08 0.20 0.13 0.20 0.10 0.20 0.10 - - - - -

IOCR3 - - - - - - - - - - - - 0.42 0.38 0.42 0.40 0.42 0.40
IRC - - - - - - 0.45 0.42 0.45 0.38 0.45 0.40 0.12 0.08 0.12 0.10 0.12 0.10

Single-
phase

Rf = 0

IOCR1 0.42 0.39 0.43 0.37 0.42 0.39 - - - - - - - - - - - -
IOCR2(DG) 0.14 0.10 0.14 0.10 0.14 0.10 0.14 0.10 0.14 0.10 0.14 0.13 - - - - - -

IOCR3 - - - - - - - - - - - - 0.40 0.39 0.14 0.38 0.14 0.38
IRC - - - - - - 0.40 0.39 0.40 0.33 0.40 0.31 0.40 0.10 0.40 0.09 0.40 0.09

Rf = 5

IOCR1 0.41 0.39 0.42 0.37 0.41 0.37 - - - - - - - - - - - -
IOCR2(DG) 0.14 0.10 0.14 0.10 0.14 0.10 0.14 0.10 0.14 0.10 0.14 0.08 - - - - - -

IOCR3 - - - - - - - - - - - - 0.39 0.43 0.45 0.49 0.45 0.48
IRC - - - - - - 0.40 0.39 0.40 0.3 0.40 0.40 0.40 0.09 0.40 0.09 0.40 0.09

Rf = 10

IOCR1 0.41 0.37 0.42 0.40 0.41 0.40 - - - - - - - - - - - -
IOCR2(DG) 0.14 0.10 0.14 0.10 0.14 0.11 0.14 0.10 0.14 0.09 0.14 0.09 - - - - - -

IOCR3 - - - - - - - - - - - - - 0.39 - 0.46 - 0.45
IRC - - - - - - 0.40 0.38 0.40 0.3 0.40 0.3 0.40 0.10 0.4 0.09 0.40 0.09

Rf = 15

IOCR1 0.40 0.38 0.41 0.38 0.40 0.38 - - - - - - - - - - - -
IOCR2(DG) 0.14 0.10 0.14 0.10 0.14 0.09 0.14 0.10 0.14 0.10 0.14 0.10 - - - - - -

IOCR3 - - - - - - - - - - - - 0.45 0.39 - 0.42 - 0.39
IRC - - - - - - 0.40 0.39 0.40 0.3 0.40 0.3 0.40 0.09 - 0.09 - 0.09

Rf = 20

IOCR1 0.40 0.39 0.41 0.39 0.40 0.39 - - - - - - - - - - - -
IOCR2(DG) 0.14 0.10 0.14 0.10 0.14 0.11 0.14 0.10 0.14 0.10 0.14 0.10 - - - - - -

IOCR3 - - - - - - - - - - - - - 0.39 - 0.46 - 0.45
IRC - - - - - - 0.40 0.39 0.40 0.3 0.40 0.03 0.40 0.09 0.40 0.09 0.40 0.09

Rf = 25

IOCR1 0.42 0.40 0.40 0.40 0.40 0.40 - - - - - - - - - - - -
IOCR2(DG) 0.14 0.10 0.14 0.10 0.14 0.11 0.14 0.10 0.14 0.11 0.14 0.11 - - - - - -

IOCR3 - - - - - - - - - - - - - 0.40 - 0.50 - 0.40
IRC - - - - - - 0.40 0.37 0.40 0.3 0.40 0.03 0.40 0.09 0.40 0.09 0.40 0.09

C—classical coordination; PL—lineal programming coordination.
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Abstract: The increase in the installation of renewable energy sources in electrical systems has
changed the power distribution networks, and a new scenario regarding protection devices has
arisen. Distributed generation (DG) might produce artificial delays regarding the performance of
protection devices when acting as a result of short-circuits. In this study, the preliminary research
results carried out to analyze the effect of renewable energy sources (photovoltaic, wind generation,
etc.) on the protection devices of a power grid are described. In order to study this problem in
a well-defined scenario, a quite simple distribution network (similar to the ones present in rural
areas) was selected. The distribution network was divided into three protection zones so that each
of them had DG. In the Institute of Electrical and Electronic Engineers (IEEE) system 13 bus test
feeder, the short-circuits with different levels of penetration were performed from 1 MVA to 3 MVA
(that represent 25%, 50%, and 75% of the total load in the network). In the simulations carried
out, it was observed that the installation of DG in this distribution network produced significant
changes in the short-circuit currents, and the inadequate performance of the protection devices and
the delay in their operating times (with differences of up to 180% in relation to the case without DG).
The latter, that is, the impacts of photovoltaic DG on the reactions of protection devices in a radial
distribution network, is the most relevant outcome of this work. These are the first results obtained
from a research collaboration framework established by staff from ETSI Civil and the IDR/UPM
Institute, to analyze the effect of renewable energy sources (as DG) on the protection devices of a
radial distribution network.

Keywords: coordination protection; distributed generation; photovoltaic resources; DigSILENT

1. Introduction

The distributed generation (DG) based on renewable energy sources in some distri-
bution networks has caused a major change in the traditional model of power supply.
According to the new paradigm of DG, generation of electricity power should come closer
to the user, in contradiction to the traditional generation in centralized plants [1,2]. There-
fore, it is necessary to implement electrical systems with an infrastructure that allows the
energy to be distributed and made available to users in optimal conditions for their use [3].

Although the presence of DG in power networks can be beneficial [4,5], it produces
a structural transformation, failing to behave as a classical radial distribution network.
Reversed power flows can occur both in steady state and in the presence of faults [6–10].
The impacts that DG may have on these distribution networks will depend, among other
aspects, on the type of generation, technology used, installed power, and location in the
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network [11–15]. Furthermore, these new fault modes resulting from the introduction
of DG, based on renewable energy such as photovoltaic (PV) generation, can affect the
reliability of these PV systems and decrease the revenues foreseen [16,17].

Among the different problems arising with the increasing of DG within power net-
works, the protection relays coordination is one of the most relevant (other problems being
harmonic distortion, frequency drop, and stability and reliability of the network [18–22]).
Protection in traditional networks was designed for unidirectional power distribution.
However, this situation has changed with the greater importance of renewable energy [23],
and other ways to reduce power production from the traditional energy sources that have
a negative impact on the climate (e.g., the use of electric vehicles as power sources [24–29]).
Within the networks with DG, such as the ones with photovoltaic generation located in
different points of the grid, the coordination between protection devices might fail [30–38].
Additionally, each kind of renewable energy source presents new fault modes in a network.
In [39], there is thorough review of the fault modes that a photovoltaic installation can
bring to a distribution network.

The management and control of a radial electric distribution network is based on the
assumption of the existence of unidirectional flows of power, which is transmitted from the
highest levels of transport voltage to the distribution levels. We can assume that the short-
circuit currents behave in a similar way. These assumptions allow the implementation
of relatively simple and economical protection schemes, in order to achieve selective
operation of the protection system (according to the principles of selectivity, only the
protection device closest to the defect must function to clear the fault, leaving the rest of the
network energized). There are numerous literature reviews on the matter of the protection
of power grids with DG; the recent works [40–44] being worthy of mention.

The installation of DG in medium and low voltage levels changes the fundamental
basis of the aforementioned unidirectional power flow [45]. Both the power flows and the
short-circuit currents can now have upstream addresses, these also being of different values
than the ones initially foreseen [6]. As mentioned above, the initial schemes applied (that
is, the main feeder protection) might start being less effective or even stop working [46].
This problem being caused as the value of the short-circuit current detected by the main
protection of the substation may be altered, and therefore affect the response time of the
protection devices that will depend, to a great extent, on the size and location of the DG
within the distribution network [15,47,48].

As stated, one of the main problems of the presence of DG in distribution networks is
the loss of coordination and untimely triggering of protection devices [49], as short-circuit
currents can increase as a result of the contribution from those DG. The fault currents suffer
variations that can run the fuse in both directions, which means that it can be traversed
by currents generated in points downstream and upstream of its location. Therefore, it is
necessary to reconfigure the protection devices of these distribution networks. The loss
of sensitivity of the protection devices can then be analyzed according to the location of
short-circuits in relation to the DG, differentiating among faults located upstream and
downstream of the aforementioned DG.

The aim of this work is to describe the preliminary results obtained from a research
collaboration framework established by researchers from ETSI Civil and the IDR/UPM
Institute to analyze the effect of renewable energy sources (as DG) on the protection
devices of a power grid. The aforementioned framework is based on the work already
carried out on protection in power grids with distributed generation [50], and the work
carried out in analytical modeling on solar panels and batteries [51–60]. In the present
work, photovoltaic energy was selected as the example of DG. It should be underlined
that this particular source of energy is associated with some specific problems when
considered as DG [61–65], and should be analyzed while taking into account its particular
performance in relation to temperature and irradiance [66]. Finally, it should be underlined
that although there are many works in the available literature on the effect of DG on
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distribution grids [6,11,12,14,18,20,24,29,36,67,68], it appears that the effect of DG on the
protection coordination of relays curves.

In order to obtain quick results that could lead to general but solid conclusions, a
simple distribution network has been analyzed in the present work. This specific power
distribution grid was selected as it represents a well-defined scenario in which relevant
conclusions can be derived.

As a first work on protection for grids with DG based on renewable energy sources,
we chose to analyze a simple distribution network similar to the ones typical of rural areas.
With the objective of ensuring the electricity supply in these distribution networks when
DG is connected, and maintaining the functionality of the protections, the following aspects
were studied:

• How the installation of DG in the studied distribution network can cause significant
changes in the fault currents;

• The untimely actuation of the protections; and
• The effect on the protection devices relating to the amount of DG power supplied to

the system.

Finally, it is also fair to say that the present work analyzed the effect of photovoltaic
distributed generation in a network, leaving aside other possible renewable sources, such
as wind power generation. This was a drawback that will be overcome in future works.

The following paper is organized as follows: in Section 2, the distribution network
and different cases studied are described, the results being included in Section 3. Finally,
conclusions are summarized in Section 4.

2. Materials and Methodology

The protection of the distribution networks studied in this work was guaranteed by
main protection relays located at the beginning of the line (that is, at the electric substation
(S)), and cut-out fuses (F1, F2) at the laterals. The basic topology of this kind of network is
shown in Figure 1, where a distributed generation (DG) source has been added. The main
feeder is protected by a relay (R), whereas the laterals supplying the loads are protected by
means of fuses.

Figure 1. Basic topology of the simple power distribution network studied. A distributed generation
(DG) source has been added.

Relays are normally equipped with inverse time overcurrent devices, whose perfor-
mance is defined by the following equation [67]:

t(I) =
a

(
I

Ipick−up

)b
− 1

TMS (1)

39



Appl. Sci. 2021, 11, 405

where t is the time of operation of the overcurrent device, I is the fault current detected
by the device, Ipick-up is the adjustment current (relay pick-up curve) of the device, a and b
are the control parameters of the actuation curve, and TMS is the Time Multiplier Setting
(expressed in seconds) [69]. The characteristic values of the relays used in the present work
are included in Table 1.

Table 1. Parameters for the different relay characteristics used in the Institute of Electrical and
Electronic Engineers (IEEE)-13 bus test feeder system used in the present work (see Equation (1)).
These values were selected according to the IEC 60255-51 standard.

Time-Current Curve Type
Settings

a b

Inverse 0.14 0.02
Very inverse 13.5 1

Extremely inverse 80 2

Each relay in a protection system has a set of relay settings that determine the primary
and backup protection that the relay will provide. The relay settings for each relay are
calculated so that the relay fulfills the primary and backup protection requirements of
the network it is protecting. Calculations are based on the maximum load current, the
maximum and minimum fault currents, and/or the impedance of feeders that the relay
is protecting.

On the other hand, fuses have an inverse current-time characteristic that is usually
plotted as a log-log curve, which is better approximated by a second-order polynomial
function. However, it should be underlined that the most interesting part of this curve,
in terms of its practical applications, can be approximated by a linear expression [70].
Therefore, it can be assumed that the general equation for the characteristic curve of an
expulsion fuse can be expressed as [68,71–74]:

log(t) = m log(I) + n (2)

where t is the actuation time of the ejection fuse, I is the current through it, and m and n are
fuse constants to be determined as in [75].

The present work was carried out by using computer simulation of a rural/small grid
with 3 possible photovoltaic DG sources, selected as a case study test network. To analyze
the effect of the photovoltaic DG on the protection devices of such a distribution network,
the IEEE-13 bus test feeder system was used (see Figure 2).

The simulation was performed with DIgSILENT Power Factory software, already
used to study the protection of distribution systems with DG [72,76–79]. This distribution
network design has been successfully used to study static short-circuit currents [80], the
maximum possible photovoltaic power penetration into a network in relation to the de-
mand response [81], voltage regulation strategies in DG [78,82,83], or fault ride-through
in power networks related to renewable energy (wind and photovoltaic) [79]. Besides, it
should be also said that DIgSILENT Power Factory software is a powerful simulation tool
that integrates the following standard methodologies for short-circuit calculations: IEC
60909, IEEE 141/ANSI C37, VDE 0102/0103, G74, and IEC 61363.

The analyzed distribution network was divided into three Zones of Protection (Zones
1, 2, and 3), assigning a specific area for each DG (starting each one of these zones from the
beginning of the output feeder from the electrical substation, see Figure 2). The total load of
the distribution network was 4 MW, which was considered constant in all simulations. The
connection points of the DG were chosen based on their distance from the main substation.

The three different case studies analyzed in the present work are indicated Figure 2
(each of them involves only one photovoltaic DG):

• N1: installation of a photovoltaic DG at bus 646, located at the middle of the distance
to the substation (L = 2400 m), within Protection Zone 1;
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• N2: installation of a photovoltaic DG at bus 633, closer to the substation (L = 1500 m),
within Protection Zone 2;

• N3: installation of a photovoltaic DG at bus 652, farthest from the substation (L = 7000 m),
within Protection Zone 3.

These case studies were analyzed with different DG penetration levels (1, 2, and 3 MW,
representing 25%, 50%, and 75% of the power load, respectively). These levels represent
normal variations in the behavior of the solar panels in relation to irradiance on the solar
cells and their temperature (the use of Maximum Power Point Tracking is supposed). In
recent works, we have reflected these variations (both measured and calculated by using
implicit and explicit models) [59,60,84].

To the authors’ knowledge and after a thorough review of the available literature, the
present approach to analyze the performance of a protection scheme based on both relays
and cut-out fuses in a well-known power distribution grid, and in relation to the power
supplied from photovoltaic DG, represents a novelty.

Figure 2. Example of the rural network topology studied in the present work. The position of the three DG included in the
topology, N1, N2, and N3 (case studies), is indicated. The different protection zones are also indicated in the figure, together
with the simulated short-circuits.

3. Results and Discussion

The results, as presented for all scenarios, show various ranges of DG capacity which
provide different values of fault current. Adding distributed generation to the 20 kV
distribution network creates a situation where networks that were designed primarily as
tail, radial, or open radial networks become looped networks.

As a result, distributed generation can cause relays in a protection system to under-
reach or over-reach. This has been illustrated in this paper, by sample calculations and an
actual protection review (using DigSILENT PowerFactory software).

In Figure 3, the electric circuit corresponding to Protection Zone 1 with a 1 MW
photovoltaic DG source (connected to bus 646) is shown (see also Figure 2). Protection
elements in this area include an overcurrent relay at the beginning of the line (bus 632), and
a fuse (F645) to protect the line connecting the DG. Only a 1 MW power supply through
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bus 646 was analyzed, as it represented the maximum power that was able to be injected
by the DG in continuous operation (larger installed powers always tripped fuse F645).

Figure 3. Protection Zone 1 electric circuit (see also Figure 2), in which a short-circuit in bus 645 is indicated.

A three-phase short-circuit at bus 645 was simulated; the characteristic curves being
plotted in Figure 4. In the graph, it shows that in the case of a fault between the substation
and the DG, the presence of the latter represented a decrease in the value of the short-circuit
current detected by the relay (R632 in Figure 3), from 536 A to 513 A. Thus, a loss in relay
sensitivity (binding), as relay R632 at the main feeder detected a lower value of the fault
current, with the triggering time also being delayed from 0.3 s to 0.35 s. These results are
also summarized in Figure 5, and Table 2 at the end of this paper.

Figure 4. Protection Zone 1 current-time (I-t) performance in case of a three-phase short-circuit with 25% DG power (1 MW)
at bus 645 (see Figure 3).
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Figure 5. Triggering time, t, of protection relay R632 in Protection Zone 1 (see Figures 2 and 3), in
relation to the power supply from DG. The currents detected by the relay when triggering were
added to the graph in each case.

Table 2. Relay and fuse currents, I, and triggering times, t, in the protection devices from the defined Protection Zones
1, 2, and 3 (see Figure 2, Figure 3, Figure 6, and Figure 10), in relation to the power supplied by the DG (1, 2, and 3 MW,
representing 25%, 50%, and 75% of the photovoltaic installed power).

Protection
Zone

Fault
Protection

Device
Without DG

25% DG
(1 MW)

50% DG
(2 MW)

75% DG
(3 MW)

Isc [A] t [s] Isc [A] t [s] Isc [A] t [s] Isc [A] t [s]

Zone 1 Bus 645
R632 536.3 0.300 513.6 0.350 - - - -
F645 - - 726.4 0.010 - - - -

Zone 2
Fault F1 R632 488.3 0.380 465.1 0.389 455.5 0.393 449.3 0.400

Fault F2 R632 498.1 0.370 477.1 0.384 467.9 0.388 461.2 0.390

Zone 3

Fault F1
R632 1400.1 0.300 490.0 0.800 438.2 0.840 432.5 0.840
R671 - - 440.1 0.380 438.2 0.390 432.5 0.380
F684 - - 452.3 0.113 440.8 0.112 432.5 0.110

Fault F2
R632 1113.2 0.560 420.3 0.850 490.3 0.860 438.3 0.870
R671 1113.2 0.310 420.3 0.390 427.6 0.390 438.3 0.750
F684 - - 439.5 0.110 427.6 0.119 438.0 0.120

The Protection Zone 2 analyzed scenario (Figure 2) involved a 1, 2, and 3 MW DG
power supply. A protection relay R632 was installed at the substation (see Figure 6), and
two faults were studied, at points F1 (downstream from the DG source) and F2 (upstream
from the DG source). In case of a short-circuit at point F1, the current detected by the relay
decreased from 488 A (without DG) to 455 A (with DG), with a triggering delay of 13 ms
(see in Figure 7 the case corresponding to 50% DG power at bus 633). Similarly, in case of
a short-circuit at point F2, the currents decreased from 498 A to 467 A, with a triggering
delay of 10 ms (see in Figure 8 the case corresponding to 50% DG power at bus 633). The
results are summarized in Figure 9 and Table 2.

As performed in relation to the fault analysis carried out in Protection Zone 2, three
different DG power supply scenarios (1, 2, and 3 MW) were studied in relation to Protection
Zone 3 (Figure 2). The protection devices installed were two overcurrent relays (R671 and
R632) within the main distribution line, and a fuse 684 DG protection, see Figure 10. Two
three-phase short-circuits were simulated within the corresponding Protection Zone 3: at
point F1, located downstream from the DG, and at point F2, upstream from the DG. The
results are respectively included in the graphs in Figures 11 and 12. In case of short-circuits
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at F1, the DG installation implies a decrease of the current detected by the relay, from
1113 A to 420 A, which represents a 62% decrease of the relay sensitivity and a delay of
550 ms in relation to the triggering time (see Figure 11). Similarly, in the case of short-circuit
at point F2 (see Figure 12), the connection of the DG source introduced a decrease of the
detected current from 1400 A to 490 A, and a delay of the triggering time, from 300 ms to
800 ms. The results are summarized in Figure 13 and Table 2.

Figure 6. Protection Zone 2 electric circuit (see also Figure 2), in which short-circuits in points F1 and F2 are indicated.

Figure 7. Protection Zone 2 current-time (I-t) performance of in case of a three-phase short-circuit at point F1, with 50% DG
power (2 MW) at bus 633 (see Figure 6).
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Figure 8. Protection Zone 2 current-time (I-t) performance in case of a three-phase short-circuit at point F2, with 50% DG
power (2 MW) at bus 633 (see Figure 6).

Figure 9. Triggering time, t, of the main feeder protection relay R632 in Protection Zone 2 (see Figures 2 and 6) for fault F1
downstream from the DG and fault F2 upstream from the DG, in relation to DG power supply. The currents detected by the
relay when triggering were added to the graph in each case.
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Figure 10. Protection Zone 3 electric circuit (see also Figure 2), in which short-circuits in points F1 and F2 are indicated.

Figure 11. Protection Zone 3 current-time (I-t) performance in case of a three-phase short-circuit at point F1, with 25% DG
power (1 MW) at bus 652 (see Figure 10).
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Figure 12. Protection Zone 3 current-time (I-t) performance in case of a three-phase short-circuit at point F2, with 25% DG
power (1 MW) at bus 652 (see Figure 10).

Figure 13. Triggering time, t, of the main feeder protection relay R632 in Protection Zone 3 (see Figures 2 and 10) for fault F1
upstream the DG and fault F2 downstream the DG, in relation to DG power supply. The currents detected by the relay
when triggering were added to the graph in each case.
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In Table 2, the results obtained in relation to each of the analyzed scenarios are
included. The fault currents and the protection relay tripping/triggering times are shown
with regard to:

• the Zone in which the fault was produced; and
• the penetration level (which is the ratio of the power supplied by the photovoltaic DG

to the power demanded by the load, as indicated in the Section 2).

4. Conclusions

A coordination study was presented and applied to the IEEE 13-node test feeder
to evaluate the effect of the PV DG penetration on the protection devices coordination.
Different cases were studied by changing DG penetration levels and locations for each
possible fault location. A protection coordination assessment was carried out by analyzing
the location of the faults (devices see fault currents for downstream and upstream faults).

The most relevant conclusions from this work are:

• Faults upstream in relation to the last DG were not seen by the protection devices lo-
cated downstream from this DG. Even for larger DG penetration these downstream de-
vices did not have coordination problems between them (as they did not see any fault);

• On the other hand, although devices saw fault currents for upstream faults, coordina-
tion was lost if they saw the same fault current for a fault downstream as well as for a
fault upstream.

Additionally, the present protection procedures need to be revised, as the presence
of DG sources might represent a quite serious effect on the current and triggering time
reaction of the protection relays. According to the results and depending on the distance
to the substation, the tripping time with DG was increased up to 167% (for 25% PV DG
penetration) and 180% (for 50% and 75% PV DG penetration).

The results from this work can be reasonably extrapolated to grid networks, bearing
in mind the current direction effects on the protection relays, and the DG penetration.

Future works of the research team that carried out the present work are the devel-
opment of simplified techniques to locate faults in distribution networks with DG, new
methods to select the appropriate fuses in these networks (to avoid unexpected fuse
tripping), and a procedure to successfully reprogram overcurrent relays.

Finally, it should also be noted that the present work will be followed by others that
will include research on the dynamic modeling of power supplies from DG in distribution
networks, and simplified methodologies on fault locations in grids with DG.
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Abstract: PV modules may experience degradation conditions that affect their power efficiency and
affect the rest of the PV array. Based on the literature review, this paper links the parameter variation
on a PV module with the six most common degradation faults, namely, series resistance degradation,
optical homogeneous degradation, optical heterogeneous degradation, potential induced degradation,
micro-cracks, and light-induced degradation. A Monte Carlo-based numerical simulation was used
to study the effect of the faults mentioned above in the voltage of the modules in a PV array with one
faulty module. A simple expression to identify faults was derived based on the obtained results. The
simplicity of this expression allows integrating the fault detection technique in low-cost electronic
circuits embedded in a PV module, optimizer, or microinverter.

Keywords: fault location in photovoltaic arrays; failure modes simulation; fault detection criterion

1. Introduction

According to [1], a fault can be defined as “an abnormal condition that may cause a
reduction in, or loss of, the capability of a functional unit to perform a required function”.
Faults in photovoltaic (PV) installations can significantly affect their energy yield, which is
why the development of fault detection and diagnosis techniques has become an essential
topic of research in recent years, Refs. [2–4]. Research works that analyze failure mode in
solar modules, e.g., Refs. [5–11], have identified that the power reduction in PV modules
under fault causes a deformation of the current-voltage curve, e.g., curves in [12].

Recently, Ref. [13] presented a performance analysis with 30 faulty modules of different
brands. The study shows that, on average, the power loss after two years, with several
faults, drops around 1.08%; also, the voltage variation at maximum power was, on average
−1.17%. Similar research in India concluded that, on average, power degradation in PV
modules is found to increase 1.4% per year over 25 years [14]. But this degradation rate is
not a static value; it depends on the life stage of the PV installations as is shown in [15], the
first 18 years around 0.1% per year; then the next period of 10 years, the rate raises around
1%/year, and the final life stage, the rate increases more than 1.2%/year.

It is important to highlight that failure modes at the module level affect the whole
PV installation performance because the PV array is a symmetrical composition of PV
modules as is demonstrated by Gokmen in [16]. Eighteenth types of faults in solar
modules have been described in [17], their detectable effects sometimes overlap, so it is not
easy to distinguish among them. Furthermore, the diagnoses of faults require combining
knowledge of different domains (visual inspection, thermography, electrical, chemical,
material analyses, so on), Refs. [18,19]. This means that the specific failure modes could
have, for example, the same behavior in the electric domain.

53



Appl. Sci. 2022, 12, 2565

The detection criterion used in this paper is based on the widely accepted five pa-
rameters model, which, according to [20], can represent a single solar cell or several cells
connected in series (PV module). This model is mathematically represented as follows,

I = Iph − Is


e

V + IRs

NsηVt − 1


− (V + IRs)

Rp
(1)

where I and V represent the current and voltage of the module, Iph is the photo-current
generated, Is is the saturation current of the diode, Rs and Rp are the parasitic series and
parallel resistances, Ns is the number of cells in series, η represent the ideality factor, and
Vt is the thermal voltage.

An increase in the PV module series resistance can model several fault mechanisms, as
it has been indicated in [21,22]. However, using other parameters to explain other failure
modes is scarce in the literature. In this regard, one of the contributions of this work is to
propose parameter ranges in the PV model that represent others failure modes not included
in the typical models, e.g., only series resistance variation. This work will focus on the most
common types of degrading faults listed next.

• Series resistance degradation (SRD) faults. The increase of the parasitic resistance Rs

could be expected by thermal cycling, solder corrosion, broken ribbons, and homoge-
neous soldering disconnection, so on. For example, Ref. [23] indicates that normally
the increment is 10 %/year. However, the variation of Rs could be up to ten times its
original value, according to [24].

• Optical homogeneous degradation (OD) faults. The photocurrent Iph is affected by
homogeneous glass corrosion, homogeneous contamination, loss of transparency,
homogeneous corrosion of the anti-reflection coating. For instance, the yellowing and
the browning are faults that cause power losses up to 50% [25]. According to [23] this
parameter decreases its value between [0, 2] %/year, for simulation purpose a window
of 20 years were simulated.

• Optical heterogeneous degradation (OHD) faults. This fault family is similar to the
one presented before, but in this case, the level of affectation is not homogeneous in
two ways, location and degree of degradation. According to [17] the parasitic parallel
resistance Rp decreases, as well as Iph. The variation of Iph was taken as equivalent to
OD faults, and the variation of Rp was taken as the worse case reported in PID faults.

• Potential induced degradation (PID) faults. This fault occurs when high potential
voltages of the system cause a leakage current between the frame and the solar cells.
According to [26], the shunt resistance Rp decreases as well as the short-circuit current
Isc, but for this work, we assume that the changes in Isc are caused by Iph because these
variables are proportional Isc ∝ Iph. In [27] has proposed that both parameter decrease
proportionally, ↓ Rp ∝ ↓ Isc. Hence, the range of variation for these parameters are
Rp = [1, 100]% and Iph = [80, 100]%. We call this variant as PID1.
Also, another PID fault variation, we call PID2, is found in [28], and they show that the
parameters Rp moves between [0.1, 100]%, Is varies between [100, 300]% and η moves
between [100, 112]%. These percentages were calculated by analyzing the maximum
and minimum values reported in the graphical results.

• Micro cracks (MC) faults. Micro crack can reduce energy production up to 50% of a
module with only 40% of the affected area in one cell [29]. For these faults, according
to [30], Is and Iph decrease proportionally because both parameters are inversely
proportional to the affected area; hence the range of variation is [1, 100]%.

• Light induced degradation (LID) faults. According to [31] LID is defined as the
increment of the recombination current in the base in P-type silicon wafers. The
effect is also observed in the open-circuit voltage [17]. For a particular module,
the saturation current Is could be moved in a range of [1, 50] times; this variation
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can produce changes of open-circuit voltage Voc in the range of [0, 18]% [20]. These
percentages were calculated by analyzing graphical results.

A second contribution is the proposal of new detection criteria based on the mea-
surements of the module voltages. Due to its simplicity, this criterion is suitable for
implementation in monitoring strategies such as the one presented in [32]. In fact, several
approaches use voltage measurements to detect and diagnose faults in the array, for ex-
ample [33–38], but they require other variables like the string current, time, or even the
ambient variables, to generate alarms adequately. Also, in those papers, the nature of
faults analyzed is different because they focus mainly on faults such as diode short-circuit,
open-circuits, partial shadows, and degradation faults represented only as an increase of
the serial resistance. Furthermore, a similar indicator based on voltage is presented in [39],
which is called ∆V, but this indicator requires knowing precisely the output voltage of the
array and the theoretical voltage at its maximum power. This indicator is quite different
from our approach since our criterion is calculated from the voltages of the modules in the
PV string.

This work presents and analyzes new detection criteria to demonstrate that is capable
to detect all the progressive faults only with the module voltage variable in multi-crystal
PV modules. This numerical simulation study is divided into the following main sec-
tions: Section 2 describes the theoretical framework used to derive the detection criterion.
Section 3 links specific fault conditions with changes in the variation of some parameters
of the PV array. This section also explains the simulated experiment, circuits and software
used, and the calibration process. Sections 4 and 5 show the main results and the discussion.
Finally, the main conclusions are highlighted in section 6.

2. Theoretical Framework: Detection Criterion Fundamentals

The explicit expression of (1) for the module voltage is obtained using Lambert-W
transformation, if we have an equation with the form y = xex, the term x could be obtained
as x =W(y) for any x > −1/e. Therefore, the voltage is expressed as follows,

V = (Iph + Is)Rp − I(Rp + Rs)− NsηVtW




Rp Is

NsηVt
e



(Iph + Is − I)Rp

NsηVt




. (2)

It is clear that if a failure affects the PV module performance, the parameters in (1) and (2)
change their values and hence the voltage V in (2) also varies [28]. If the initial values of
all the parameters are known it is possible to identify the degradation condition of one
PV module using (2). Nevertheless, the aforementioned is seldom the case. Not only the
initial values are unknown but also a PV installation is comprised of several PV modules
connected in series and parallel and the relationships between the parameter variation in
one PV module will affect the others.

In a typical photovoltaic plant, PV modules are connected using a configuration known
as series-parallel (SP). In an SP configuration, the PV modules are first connected in series
forming strings which are then connected in parallel as depicted in Figure 1, forming a PV
array of m× n modules. The voltages in the j-string, formed by m modules, are governed
by Kirchhoff’s voltage law [20], as follows;

m

∑
i=1

V(i, j)−Vblk(j)−Vop = 0 , (3)

where V(i, j) is the differential voltage of the module i in the string j as in Equation (2),
Vblk(j) is the voltage of the blocking diode, and Vop is the operational voltage point of
the array.
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When all the modules are identical (3) can be simplified as follows,

mV(j)−Vblk(j)−Vop = 0. (4)

Now consider the case in which at least one module is degraded or faulty. Due to
the SP configuration the sum of all the voltages in the string with the faulty PV module
does not change, see Equation (3). Therefore, the PV modules that are part of the string in
which a faulty module is located will change their electrical operating point. We call the
aforementioned elements affected PV modules, as it can be seen in Figure 2.

If we denote m f as the number of modules with the same fault, (3) can be rewritten as,

(m−m f ) ·Va(j) + m f ·Vf (j) = Vop + Vblk(j) (5)

where Vf (j) is the voltage of the faulty module (degradeted) and Va(j) is the voltage of the
affected modules.

Notice that the sum of the voltages at the faulty and at the affected modules in a given
string should be equal to the sum of the voltages of non-faulty modules in a string parallel
to it. Hence, the variation in the voltages of the affected modules and the faulty modules
must behave oppositely, i.e., when the voltage at the faulty decreases the voltage at the
affected modules increases. Moreover, the difference between the voltages at the affected
and the faulty modules can be expressed as follows,

∆V =
Va −Vf

Va
100, ∀I > 0. (6)

Given that the current trough the string, I, is shared by the modules, (6) can be
rewritten as

∆V =
IVa − IVf

IVa
100 =

Pa − Pf

Pa
100, ∀I > 0. (7)

where Pa and Pf are the power produced by the affected and faulty modules, and I is the
current of the j-string (j). Therefore (6) represents a measure proportional to the power
reduction in a PV module.

+

-

+

-

+

-

+

-

V(1,1)

V(2,1)

V(3,1)

V(m,1)

+

-

+

-

+

-

+

-

V(1,2)

V(2,2)

V(3,2)

V(m,2)

+

-

+

-

+

-

+

-

V(1,n)

V(2,n)

V(3,n)

V(m,n)

Vblk(1) Vblk(2) Vblk(n)
+ + +

+

-

Vop

1

2

3

m

m+1

m+2

m+3

2m

(n-1)m

+1

mn

(n-1)m

+2

(n-1)m

+3

+

-

+

-

+

-

+

-

V(1,1)

V(2,1)

V(3,1)

V(m,1)

+

-

+

-

+

-

+

-

V(1,2)

V(2,2)

V(3,2)

V(m,2)

+

-

+

-

+

-

+

-

V(1,n)

V(2,n)

V(3,n)

V(m,n)

Vblk(1) Vblk(2) Vblk(n)
+ + +

+

-

Vop

1

2

3

m

m+1

m+2

m+3

2m

(n-1)m

+1

mn

(n-1)m

+2

(n-1)m

+3

Figure 1. Nomeclature for the SP PV array.
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Figure 2. Circuit simulated in LtSpice software with seven types of faults.

3. Materials and Methods
3.1. Parameter Variation in Failure Modes

The way in which photovoltaic modules degrade their power production is called
failure mode, in other words, the process of how a PV module is going to fail is also known
as a fault. The numerical simulation study considers variations in the parameters for
20 years according to the measured values of parameters reported in [17,20,23–30] for the
faults mentioned in the Introduction. In this regard, Table 1 presents the range of variation
of these parameters.

Table 1. Parameter variations for different fault families.

Fault Type: Rs(%) Rp(%) Is(%) Iph(%) η(%)

SRD [100, 1000]
OD [60, 100]

OHD [0.1, 100] [60, 100]
PID1 [1, 100] [80, 100]
PID2 [0.1, 100] [100, 300] [100, 112]
MC [1, 100] [1, 100]
LID [100, 5000]

3.2. Test Bench for Simulation

The PV array was simulated using LtSpice [40] and was composed of 4× 2 solar
modules; each module uses the parameters of the Kyocera KC200GT PV module, as shown
in Table 2. The simulated circuit is presented in Figure 2. The parameters used for the
module are shown in Table 3 and were derived using the methodology proposed in [41].
Theoretical operative points are calculated and compared with the computing simulation
to validate the general model of the 4× 2 PV modules. The results are shown in Table 4
and this comparison is made with the relative error (R. Error) calculated as shown in (8).
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R. Error =
Theoretical value− Experimental value

Theoretical value
× 100. (8)

Table 2. Electrical Performance at Standard Test Conditions (STC).

Specification for KC200GT Value

Maximum Power (Pmax) 200.0 W
Maximum Power Voltage (Vmpp) 26.3 V
Maximum Power Current (Impp) 7.61 A
Open Circuit Voltage (Voc) 32.9 V
Short Circuit Current (Isc) 8.21 A
Temperature Coefficient of Voc (KV) −1.23× 10−1 V/◦C
Temperature Coefficient of Isc (KI) 3.18× 10−3 A/◦C
Number of series cell (Ns) 54

Table 3. Values of the five-parameter model of the KC200GT [41].

Parameter Value

Saturation current (Is) 9.825× 10−8 A
Photo current(Iph) 8.214 A
Series resistance (Rs) 0.221 Ω

Parallel resistance (Rp) 415.405 Ω

Ideally factor (η) 1.3

Table 4. Electrical performance of the 4× 2 array.

Specification Theoretical Values Simulation Values R. Error

Pmax 1600 W 1599.4 W 0.04%
Vmpp 105.20 V 105.40 V −1.19%
Impp 15.22 A 15.18 A 0.26%
Voc 131.6 V 132 V −1.30%
Isc 16.42 A 16.42 A 0.00%

The simulations consist of selecting a PV module in the array and simulating each
fault type 500 times. The selected PV module is called a faulty one, as shown in Figure 2.
Furthermore, the numerical simulation changes the parameter values randomly according
to Table 1 using a flat distribution over their predefined ranges. A sweep of voltage is made
by the controlled voltage source for every new parameter setup, generating new curves.
Also, it is important to mention that the voltage sweep varies from 0 to 4Voc V in steps
of 0.5 V. In summary, every fault simulation has 500 parameter variations generating the
following curves:

(a) the current of the string where is located the faulty module versus the operational
voltage,

(b) the differential voltages of the modules in the faulty string versus the operational
voltage,

(c) the relative percentage difference versus the operational voltage,
(d) the output power of the array versus the operational voltage.

To simplify the experiments and for readability issues, the results for the seven simu-
lated fault types are shown in Figure 3, and in the Appendix A from Figures A1–A6. These
charts correspond only to faults located in the position (2, 2) in the array as indicated by the
magenta rectangle in Figure 2. These curves can be extrapolated and are valid for faults in
any position inside the array. All the simulations of the circuit were performed at standard
test conditions, i.e., at an irradiance of 1000 W/m2 and a cell temperature of 25 ◦ C, which
are the main input references to get the electrical measurements reported in data-sheets [42].
Also, the datasheets give data to contrast with the simulation. The translation equations
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were implemented according to [20], but no variations for these experiments were made
on the temperature or the irradiance variables.
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Figure 3. Series resistance degradation faults. This figure shows four charts as follows: (a) the current
of the affected string versus the operating voltage of the array, (b) the differential voltage for all the
modules in the affected string, (c) the relative percentage difference versus the operating voltage of
the array, (d) peak behavior of output power in the array versus the operating voltage of the array.
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4. Results

The results of the SRD fault are presented in Figure 3. The SRD fault was simulated by
varying the resistance R4 up to ten times its original value. Figure 3a shows how the current
of the faulty string changes as the degradation process caused by resistor R4 continues. This
means that the differential voltages Va and Vf are separating as the resistor R4 is increasing;
see Figure 3b. The relative percentage difference calculated with Equation (6) is presented
in Figure 3c. In this case, it is shown that there is a power loss by the faulty module
concerning the non-faulty modules in the same string; the arrow shows the degradation
process. The array’s output power is shown in Figure 3d, and it goes down according to
the increment of the serial resistance R4; also, the degradation process is indicated with
the arrow.

Table 5 shows how the resistor value affects the voltage at the maximum power-
point (Vmpp), the maximum power point (Pmax), and the total power loss (TPL). The
TPL indicates how much power is lost in the whole PV array with respect to an expected
non-faulty value of 1600 W, as indicated in Equation (8). Additionally, the table shows the
value of voltage for the affected (Va) and faulty (Vf ) PV modules as well as the relative
percentage difference (∆V) between them. The last column in the table shows the module
power loss (MPL) by the faulty module with respect to its maximum power as reported in
the datasheet (200 W).

The graphical results for the following six fault types are presented in the Appendix
A, each figure belongs to one fault type, and it contains the same four charts explained
before for the SRD fault. In the Appendix A, the Figure A1 presents OD fault, and the
results were obtained moving I4 values randomly. Figure A2 presents OHD fault; this
simulation changes the values for R8 and I4 randomly and separately. Figure A3 presents
PID1 fault; here, the elements R8 and I4 move randomly but proportionally. Next, Figure
A4 presents PID2 fault; for this simulation, R8, I4, and the parameter η in diode D4 move
freely and randomly. Further, the results for MC fault are presented in Figure A5, here I4,
and the parameter Is in the diode D4 move randomly but in a proportional way. Finally,
Figure A6 shows the results for LID fault when the parameter Is moves in the diode D4.
It is interesting to see that all fault types present similar patterns and behaviors in all the
charts.

Table 5. Numeric results for the increment of R4 in the 4× 2 array.

R4 Vmpp (V) Pmax (W) TPL (%) Va (V) Vf (V) ∆V (%) MPL (%)

1.0Rs 105.5 1599.4 0.04 26.59 26.59 0 0
1.5Rs 105.0 1592.9 0.44 26.67 25.84 3.13 3.14
2.0Rs 104.5 1586.1 0.86 26.75 25.09 6.21 6.26
2.5Rs 104.0 1579.1 1.30 26.83 24.35 9.27 9.35
3.0Rs 104.0 1571.9 1.75 27.03 23.75 12.15 12.40
3.5Rs 103.5 1564.5 2.21 27.11 23.02 15.09 15.40
4.0Rs 103.0 1556.9 2.69 27.19 22.29 17.99 18.39
4.5Rs 102.5 1549.1 3.42 27.44 21.02 23.42 24.17

5. Discussion

Only the PV module under examination has one type of progressive fault in the
previous circuit simulations. The rest of the elements, such as PV modules, wires, bypass
diodes, were assumed to work in a non-faulty condition. The aforementioned does not
mean that the results are specific to the selected module location; if the faulty module
is located at any other place in the array, the obtained charts would be equivalent to the
graphs presented in this work.

Based on the simulation results it is confirmed that when a progressive fault affects
a photovoltaic module, its differential voltage changes according to the severity of the
failure mode. Figure 3b confirms that the progressive fault unbalances the voltage in the
string; this means that as the progressive fault progress, the faulty module’s differential
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voltage decrease, and the differential voltage of the affected modules increase. Hence, the
relative percentage difference (∆V) increases, and the output power of the array decreases;
these facts are easily checked in Figure 3c,d. For all the fault types analyzed, the same
performance was observed in sub-charts in Figures A1–A6.

The degree of fault affectation in the module is calculated with the relative percentage
difference (6), and this indicator is equivalent to the percentage of power loss if the modules
work at the same string current. Table 5 presents the numerical results for the SRD fault.
These results correspond to the evolution of the maximum power-point. In these maximum
power points, it seems that the power loss indicator (∆V) is highly correlated with the
power loss of the module calculated at standard test conditions, MPL. Actually, for this
fault condition, the estimated power ∆V and the MPL are highly correlated, the Pearson
Coefficient [43] is, in this case, r = 0.9999; therefore, it is possible to calculate a linear
regression as,

MPL = 1.0311∆V − 0.1082, ∀ ∆V at Pmax. (9)

Moreover, the obtained linear regression has a very low variability, given a determination
coefficient R2 of 99.99%. This result is not unique for this failure mode, the correlation
between ∆V and MPL appears for all the fault types analyzed. Graphically, it can be
appreciated in Figure 4 and the parameters for the best fit line equation presented in Table 6.

In this PV array model of 1.6 kWp, as the progressive fault increase, the Vmpp moves
affecting all the modules’ power production; this means generating small losses in all the
modules in the array. These small changes in power production caused by the progressive
fault could be hidden because they are too small to be detected by the monitoring system.
For the 1.6 kWp example, if Rs double its value in whatever PV module, the total power
loss of the array drops about 0.86%, which could be negligible. However, this percentage
represents one faulty module losing around 6.26% of its energy (See the third row in
Table 5). This hidden effect is even more drastic in large PV installations; let’s suppose that
a faulty module has a constant power loss, and if the number of PV modules in the array is
high enough, the total power loss tends to zero. However, the faulty module is still losing
the same percentage of energy and may evolve into a more severe fault condition.

Table 6. Parameters of the best fit line equation for all fault types.

Fault Type Slope m Intersection b r R2(%)

SRD 1.0311 −1.1082 0.9999 99.99
OD 1.3257 −1.5509 0.9946 98.94

OHD 1.3539 −1.9737 0.9942 98.85
PID1 1.2502 −1.7063 0.9987 99.75
PID2 1.1499 −1.2365 0.9997 99.94
MC 1.3309 −1.9012 0.9959 99.18
LID 1.0191 −1.0461 0.9999 99.99

The correlation MPL ∝ ∆V can be used to detect abnormal behavior. Moreover, it is
possible to develop a simple criterion for fault detection and location in SP arrays. The
Equation (10) is based on (6), and it checks if the relative percentage difference between
two voltages is more than a threshold value called δ. Here Vmax represents the maximum
differential voltage of all the modules in the string j, and V(i) is the differential voltage of
the analyzed module. It should be noticed that Vmax is the higher voltage in the string, and
it belongs to the module with less degradation. This criterion is simple to incorporate into
other fault detection proposals that use differential voltages as input signals such as [44,45].
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Figure 4. Power loss of the modules versus ∆V at mpp for the studied faults.

Detect(Vmax, V(i), δ) =





True if
Vmax −V(i)

Vmax
> δ

, ∀i = {1, 2, ..., m}.
False if

Vmax −V(i)

Vmax
≤ δ

(10)

To define the fault threshold, it is crucial to know the environment in which the solar
array is placed. For instance, soiling may not be a problem in tropical regions benefiting
from rainfall cleaning. On the contrary deserts or dry places, the PV array could be affected
by dust storms or air pollution that could reduce the general performance [46,47]. In [48]
it has been reported that power losses in outdoor conditions could be reduced between
[5, 6]% and for laboratory conditions, it is possible to reduce it up to 40%. For instance, in
tropical weather like Phitsanulok Tayland, it has been reported in [49] a decrease in solar
radiation of [3.71, 11.15]% when the dust deposition rate (DDR) is 425 mg/m2d in 60 days.
On the contrary dry cities like Mexico City for also 60 days, the DDR reported is 102 g/m2d
to reduce the performance ratio up to 15%.

Detecting permanent faults such as PID, hotspots, or micro-cracks with online real-
time methods is always a challenge. For instance, if a hotspot is considered mild, its
temperature is just 10 ◦C higher than the other parts of the cells; however, if the hot spot is
considered severe, it presents a temperature higher by approximately 18 ◦C. These facts
mean that power production could be reduced between 4% and 10% [50]. A similar analysis
can be done with micro-crack; for instance, in a PV module formed with 60 cells, if just
one cell has an inactive area of 25%, the power loss in the whole module is about 10% [30].
Therefore, a rule to avoid false faults due to normal soiling or other temporal issues should
use a δ value between 5 and 10 % as a threshold.

6. Conclusions

This work has analyzed several progressive faults presented in Table 1 and has been
able to conclude the following:

• The differential voltage in the affected modules will always be higher than the differ-
ential voltage in the faulty module.

• The relative percentage difference (∆V) always increases in proportion to the severity
(power loss) of the fault wherever operational points of the array.
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• The power loss per module is proportional to the ∆V if the PV system works at
maximum power-point.

The criteria proposed to detect permanent and progressive faults are based on esti-
mating the power degradation in the faulty PV module. This is done with the differential
voltages of the modules. This new detection criterion is suitable for real-time online anal-
ysis in PV arrays, which is part of the additional work, to experimentally demonstrate
the simplicity of this fault detection criterion, running on a real-time system with several
faulty modules.
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Abbreviations
The following abbreviations are used in this manuscript:

PV PhotoVoltaic
SRD Series Resistor Degradation
OD Optical Homogeneous Degradation
OHD Optical Heterogeneous Degradation
PID1 Potential Induced Degradation variant one
PID2 Potential Induced Degradation variant two
MC Micro-cracks
LID Light Induced Degradation
TPL Total Power loss
MPL Module Power loss
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Appendix A. Curves for the Simulated Failure Modes

Figure A1. Optical homogeneous degradation faults. This figure shows four charts as following:
(a) the current of the affected string versus the operation voltage of the array, (b) the differential
voltage for all the modules in the affected string, (c) the relative percentage difference versus the
operating voltage of the array, (d) peak behavior of output power in the array.
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Figure A2. Optical heterogeneous degradation faults. This figure shows four charts as following:
(a) the current of the affected string versus the operation voltage of the array, (b) the differential
voltage for all the modules in the affected string, (c) the relative percentage difference versus the
operating voltage of the array, (d) peak behavior of output power in the array.
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Figure A3. Potential induced degradation faults type 1. This figure shows four charts as following:
(a) the current of the affected string versus the operation voltage of the array, (b) the differential
voltage for all the modules in the affected string, (c) the relative percentage difference versus the
operating voltage of the array, (d) peak behavior of output power in the array.
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Figure A4. Potential induced degradation faults type 2. This figure shows four charts as following:
(a) the current of the affected string versus the operation voltage of the array, (b) the differential
voltage for all the modules in the affected string, (c) the relative percentage difference versus the
operating voltage of the array, (d) peak behavior of output power in the array.
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Figure A5. Micro cracks faults. This figure shows four charts as following: (a) the current of the
affected string versus the operation voltage of the array, (b) the differential voltage for all the modules
in the affected string, (c) the relative percentage difference versus the operating voltage of the array,
(d) peak behavior of output power in the array.
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Figure A6. Light induced degradation faults. This figure shows four charts as follows: (a) the current
of the affected string versus the operation voltage of the array, (b) the differential voltage for all the
modules in the affected string, (c) the relative percentage difference versus the operating voltage of
the array, (d) peak behavior of output power in the array.
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Abstract: This paper shows the influence of grid frequency oscillations on synchronous machines
coupled to masses with large moments of inertia and solves the maximum permissible value of a
moment of inertia on the shaft of a synchronous machine in respect to the oscillation of grid frequency.
Grid frequency variation causes a load angle to swing on the synchronous machines connected to the
grid. This effect is particularly significant in microgrids. This article does not consider the effects of
other components of the system, such as the effects of frequency, voltage, and power regulators.

Keywords: angle swinging; grid frequency oscillations; electromechanical system; inertial
masses; microgrids

1. Introduction

The idea of grid voltage having a coherent sinusoidal course with constant frequency does not
correspond with the reality of phenomena occurring in the distribution grid. Accurate measurements
disclose oscillations of grid frequency and an instantaneous phase of distribution grid voltage.
Grid frequency oscillation has a random noise trend because it is only the response of an energy system
to a casually changing daily demand energy diagram [1]. This effect is particularly significant in
microgrids [2–4]. The issue of network stability has been studied in a number of other works (e.g., [5]).

The phenomenon of grid oscillations may be described in terms of statistical dynamics using the
power spectral density Sω(Ω) of a distribution grid’s angular frequency fluctuation. An example of
this function characterizing the frequency spectrum of grid frequency deviations is shown in Figure 1.

A spectrum of grid frequency deviations has two components: (i) A slow component for Ω < 2s−1

(mean ∆F < 0.32 Hz), which is determined by the properties of rotational regulation in power plants
as well as the properties of superior central frequency regulation. The interconnection of originally
regional districts of the distribution grid into larger complex grids and, later, into the European central
grid caused a reduction in the amplitude of very slow fluctuations. Then, this phenomenon continued,
leading to the current state of zero steady-state error in the distribution grid frequency. (ii) A fast
component for Ω > 2s−1 (mean ∆F > 0.32 Hz), which is determined by an angular elasticity of the
supply system in the case of power changes. A fast component originates from the magnitude and
phase changes of instant voltage as it decreases on a power line, and the resulting fast load changes
cause transformer impedances in the distribution grid. The angular elasticity refers to the angular
elasticity of the phasors of voltage.

Figure 1 shows some samples of the spectrograms of fluctuation in the angular frequency of the
distribution grid. Modern distribution grids with digital control of frequency have zero difference on
average from central frequency, but there are visible fluctuations of frequency and phasor angle in an
area up to Ω > 2 s−1 (mean ∆F > 0.32 Hz).
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Figure 1. Examples of power spectral density Sω(Ω) at frequency fluctuation Ω.

If a synchronous machine driving inertial masses is connected to the grid, the mechanical
movement of a machine shaft must follow frequency and phase changes of a voltage phasor of the
grid. A shaft follows the instantaneous grid voltage phase with an angle deviation, producing a load
angle β in a synchronous machine. The instantaneous power consumed or supplied by a machine to a
grid depends on the magnitude and orientation of the load angle β. The greater the inertial masses on
the shaft are in comparison to the size of a synchronous machine, the greater the dynamic deviation of
the following fast grid phase changes and load angle oscillations will be [6].

Since an electromechanical system (a synchronous machine and its inertial masses) has very low
oscillation dumps, the load angles, excited by distribution grid frequency fluctuations, have a harmonic
swinging character. In addition, they are accompanied by an undesirable overflow of energy between
the grid and the inertial masses on the shaft.

2. Description of a Modeled System

The electromechanical swinging system consists of the rigidity of a synchronous machine magnetic
field, the damping effects, and the moment of inertia, which are connected with a shaft as presented in
Figure 2. The system in Figure 2 is described by the differential equation

I
..
β+ B

.
β+ kβ =

I

Pd

.
ω, (1)

where β is the load angle of a synchronous machine,ω is the grid frequency (s−1), I is the overall moment
of inertia connected to a shaft (kg·m2), B is the torsion damping constant (N·m·s), K is the torsion
rigidity of a synchronous machine (N·m), and Pd is the number of pole pairs in a synchronous machine.
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Figure 2. Electromechanical vibrating set of a synchronous machine.

For simplification, the following will be assumed:

• An unloaded synchronous machine;
• Linearity of the magnetic circuit;
• The exclusion of the influence of external voltage, power, and frequency control circuits;
• The possession of torque characteristics for small |β| (< 0.1 rad) in linearized solutions.

The precision of the system is described by Equation (1) in Laplace’s transformation [7,8]:

G(p) =
pI

Pd (p2I + pB + k)
. (2)

The power spectral density of the load angle fluctuation is

Sβ(Ω) = lim
n→∞

(G(p))2 Sω(Ω), (3)

where Sβ(Ω) is the power spectral density of the load angle fluctuation and Sω(Ω) is the power spectral
density of fluctuation for angular frequency fluctuations (s−2).

Sβ(Ω) =
Ω2I2Sω(Ω)

Pd

[
(k−Ω2I)2 + Ω2B2

] . (4)

The natural frequency of the system is Ω0:

Ω0 =

√
k

I
. (5)

The coefficient of a relative system damping

a =
B

2
√

kI
(6)

is very low for most synchronous machines; it is usually < 0.1, in which case the resonance is very
selective. The system transmits just the natural frequency. A system response has almost a sinusoidal
course of load density swinging with an amplitude βA. From Equation (4), the results for Ω = Ω0 can
be written as

Sβ(Ω0) = β
2
A =

I2

P2
d

B2
= Sω(Ω0). (7)
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3. Maximum Admissible Grid Frequency Oscillations

If the response of a load angle’s swing has to have an amplitude A as the maximum, the power
spectral density Sω(Ω0) of the grid angle frequency must not be greater than Sω,max(Ω0)

Sω,max(Ω0) =
P2

d
B2

I2
β2

A, (8)

where Sω,max(Ω0) is the upper limit of the power spectral density of a grid angle frequency (s−2).
Substituting the variable Ω0 from Equation (5) into Equation (8) for the parameter I yields

Sω,max(Ω0) =
P2

d
B2

k2
β2

A Ω4
0. (9)

The maximum size of a flying wheel for which the amplitude of the load angle’s swing does not
exceed the given value βA is thus determined.

Courses for Sω,max(Ω0) according to Equation (9) for the chosen βA (e.g., 0.1, 0.15, and 0.2 rad) are
drawn in Figure 3. These courses constitute the upper limits of power spectral density in the grid angle
frequency fluctuations Sω,max(Ω0) for the permitted βA. The courses of the upper limits are fitted with
a scaled I according to Equation (5):

I =
k

Ω2
0

(10)

Figure 3. Influence of the fluctuation spectrum of the grid and inertial momentum I on the amplitude
of angular oscillation.

The maximum value of the moment of inertia being placed on the shaft of a synchronous machine
is given by the first intersection point (from the right) of the function Sω,max(Ω0) for the permissible
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maximum of the load angle oscillation amplitude βA with the course Sω(Ω) measured in the grid
section at the considered time.

4. Practical Verifying

The synchronous machine MEZ-A 225 MO 4 with the parameters Ps = 50 kVA, n = 1500 min−1,
k = 1140 N·m, and B = 14 N·m·s was chosen as an example. MEZ-A 225 MO 4 is a synchronous
hydroalternator with four poles, without a dumper, with a brushless exciter powered by an external
electronic source with a constant current of 1.2 A. This corresponds to excitation at a nominal voltage
of 3 × 400 V in the idle state.

This excitation current of the brushless exciter was kept constant throughout the experiment.
The shaft of the machine was connected by a rigid coupling with a steel flywheel with a diameter

of 1300 mm mounted in its own bearings.
The moment of inertia I = 160 kg·m2 was determined by calculation from the geometric dimensions

and the catalog data. The damping constant B = 14 N·m·s was calculated from the attenuation of the
transient during phasing into the distribution network.

The unit was started at synchronous velocity by using a friction coupling from a diesel engine.
During the experiment, the synchronous machine ran as a motor on the distribution network

without any additional load. It was loaded by mechanical losses in the bearings and the mechanical
power consumption of its own ventilation and exciter. The total load was estimated at 3 kW, which is
less than 8% of the nominal power of the synchronous machine. This state was close to the idling state,
which is theoretically discussed above.

Under the permissible load angle oscillation amplitude βA = 0.1 rad (equal to the overflow of
active power Pa = 20 kW), the intersection point P presented the maximum value I = 160 kg·m2.

Figure 4 gives evidence of conformity to the calculated value of an average amplitude
(I = 160 kg·m2) with a recording of grid frequency fluctuation and the corresponding response of the
load angle. This recording was measured from the machine during the experiment.

Figure 4. Random changes in grid frequency (top) and changes influenced by the oscillation of the
load angle of a synchronous machine (bottom).

5. Conclusions

Grid frequency variation causes a load angle to swing in the synchronous machines connected to
the grid. The grid frequency variation spectrum shape grows the inertial moment on the shaft of the
synchronous machine while also growing the swinging amplitude. This is visible from the shown
equations. The maximum inertia moment value was thus determined for safe swinging amplitude.
The evidence of conformity to the calculated value of the moment of inertia is shown in Figure 4 as a
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recording of grid frequency and the corresponding response of the load angle. The average value of
the load angle is present in the required interval. The instantaneous value of the load angle is mainly
present in the required interval; however, the average value is more significant.

The load angle in this safe interval enables the machine to be driven in a safe and reliable manner
by external controllers. These controllers are not considered in the article. This limitation should be
respected both in drives with tens and hundreds of kW as well as in drives with small synchronous
machines and stepping motors, where large inertial masses have to be driven.

As was written before, this paper did not consider external controllers. However, they are often a
major part of frequency grid stability issues. Frequency grid fluctuations cause load angle fluctuations,
which in turn cause frequency grid fluctuations. This interaction is a closed circle. In closing, it is
necessary to mention trends and possibilities in frequency stabilization. A few studies last year
discussed renewable sources of energy. These renewable sources can reduce the quality of grid
services [9]. However, with the appropriate combination, along with batteries, they can be used to
stabilize the properties of the grid [9]. A small battery source connected to photovoltaic panels was
described in [10]. These battery sources, or even larger ones, would therefore be appropriate to include
and use in the grid. This is especially true for intelligent buildings that combine many energy sources
such as synchronous generators and photovoltaic panels; these batteries can be used as more than just
backup sources.
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Nomenclature

Sω(Ω)
power spectral density of distribution grid’s angular frequency
fluctuation

Ω angular frequency of fluctuations
B load angle of a synchronous machine
ω grid frequency
I overall moment of inertia connected to a shaft
B torsion damping constant
K torsion rigidity of a synchronous machine (N·m)
Pd number of pole pairs of a synchronous machine
Ω0 natural frequency of the system
Sβ (Ω) power spectral density of the load angle fluctuation βA

βA
load angle of a synchronous machine at the natural frequency of the
system

a coefficient of a relative system damping

Sω,max
(Ω0) upper limit of the power spectral density of a grid angle
frequency

Ps power of a unit used for experimentation
n nominal revolutions of a unit
Pa active power
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Abstract: In this paper, we propose very simple analytical methodologies for modeling the behavior
of photovoltaic (solar cells/panels) using a one-diode/two-resistor (1-D/2-R) equivalent circuit.
A value of a = 1 for the ideality factor is shown to be very reasonable for the different photovoltaic
technologies studied here. The solutions to the analytical equations of this model are simplified
using easy mathematical expressions defined for the Lambert W-function. The definition of these
mathematical expressions was based on a large dataset related to solar cells and panels obtained from
the available academic literature. These simplified approaches were successfully used to extract the
parameters from explicit methods for analyzing the behavior of solar cells/panels, where the exact
solutions depend on the Lambert W-function. Finally, a case study was carried out that consisted of
fitting the aforementioned models to the behavior (that is, the I-V curve) of two solar panels from the
UPMSat-1 satellite. The results show a fairly high level of accuracy for the proposed methodologies.

Keywords: solar cell; solar panel; parameter extraction; analytical; Lambert W-function; spacecraft
solar panels; I-V curve; modeling

1. Introduction

Based on the installation of power plants over the last few decades, it can be seen
that photovoltaic energy has emerged as a very important factor in policies relating to
renewable energy sources [1–7]. As an energy source, solar panels have a significant
competitive edge over other renewable energy sources due to their potential for dual-use
at either the industrial or the domestic scale. Both possibilities have provided an impetus
for the increasing growth in demand for photovoltaic systems [5,8–11].

Photovoltaic energy has also been demonstrated to be crucial for stand-alone power
systems such as glow-in-the-dark lettering and illuminated signs on highways. One of the
first such stand-alone industrial applications of photovoltaic technologies was in power
generation in spacecraft. According to Rauschenbach, “The first solar cell array that
successfully operated in space was launched on 17 March 1958, on board Vanguard I, the
second U.S. earth satellite” [12].

Modeling the performance of power sub-systems for space missions is essential at
the predesign stage. At these early configuration stages of a space mission, simple, fast
simulations are required that are as accurate as possible. This trend has also been amplified
by the increasing importance of Concurrent Design (CD) in industrial processes. According
to the European Cooperation for Space Standardization (ECSS), CD is especially important
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in the early predesign phase of space missions. It is based on the parallelization of processes
associated with different sub-systems and is carried out in a special working environment
organized into Concurrent Design Facilities (CDFs), where design parameters are shared,
and the information flow is organized thus that stable solutions can be reached as quickly
as possible [13–17].

Research carried out at the IDR/UPM Institute on solar panels has been driven by the
need for simple procedures to calculate the performance of these panels. This need has
arisen in the context of mission predesign at the CDF [18,19], and particularly in relation
to sub-system coupling effects, such as those that can be found when analyzing thermal
control and power distribution in spacecraft.

The simulation of photovoltaic devices (solar cells/panels) is normally carried out by
means of equivalent circuit models, which are defined by implicit mathematical expressions.
However, problems arise in terms of:

• The extraction of the parameters appearing in this equation, which define the per-
formance of the photovoltaic device at a certain temperature and irradiance level,
and;

• The calculation of the output current as a function of the output voltage, or vice versa,
since this equation is implicit.

There are multiple ways to fit the equation for the photovoltaic equivalent circuit
models to experimental data [20–29]. All of these approaches can essentially be grouped
into two different types: Numerical (in which the equation is fitted to a large dataset that
represents the I-V curve of the photovoltaic device) and analytical (in which the parameters
of the equation are extracted based on three points of the I-V curve: short circuit, maximum
power, and open voltage).

The second issue described above, i.e., the calculation of the output current as a func-
tion of the output voltage once the parameters of the equation have been extracted, can
only be solved by numerical approaches [30–46] (which include iterative solutions [47–49]),
or by using of the Lambert W-function [50–55] (whose exact calculation requires a numeri-
cal approach).

Possible solutions to the aforementioned problems include explicit methods of photo-
voltaic modeling, which are based on explicit equations with parameters defined based on
the characteristic points of the I-V curve. Some of these methods also require the use of the
Lambert W-function to define the parameters [56].

In the present work, we explore two important aspects of the analytical approach to
the one diode/two resistor (1-D/2-R) equivalent circuit model for solar panels:

• Selection of a proper ideality factor for extraction of the model parameters based
on analytical methods, as this forms the cornerstone for extracting the other four
parameters [57], and;

• Development of a simplified approach to the Lambert W-function, which is required
in this analytical methodology in order to:

# Obtain the value of the first parameter of the 1-D/2-R equivalent circuit model,
i.e., the value of the resistance of the series-connected resistor, and;

# Solve the implicit equation of this model to derive the output current in relation
to the output voltage.

Our simplified approach to the Lambert W-function is also proven to be a relatively
powerful tool for extracting the parameters of some of the most accurate explicit equations
for photovoltaic modeling that can be found in the literature: the models of Kalmarlar and
Haneefa [58,59] and Das [60].

The aim of this paper is to define very simple methodologies to measure the perfor-
mance of photovoltaic devices (solar cells/panels), thus that these can be implemented
as part of more complex simulations. One example of this type of simulation is the cou-
pled thermo-electrical modeling of space systems with ESATAN© [61]. It should also be
emphasized that these methodologies may be useful tools for professionals within small
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and medium-sized enterprises in the solar energy sector to allow them to estimate the
performance of the systems they design. Additionally, the increasing use of photovoltaic
generation in small grids [62,63] could increase the worth of the easy approximations to
solar panels performance included in this paper.

This paper is organized as follows. A simple model of solar panels is described
in Section 2, and simplified equations for solving the 1-D/2-R equivalent circuit model
and the Lambert W-function are given in Section 3. A case study is also described and
solved in Section 3, using the procedures described in the preceding sub-sections. Finally,
conclusions are presented in Section 4.

2. Modeling of Photovoltaic Systems
2.1. The 1-D/2-R Equivalent Circuit Model

The most widely used method of modeling the performance of a solar cell/panel
(based on its I-V curve, where I is the output current and V the output voltage) is an
equivalent circuit based on one current source, one diode, and two resistors (series and
shunt resistors), as shown in Figure 1. The equation that describes the performance of this
model is as follows [57,64–66]:

I = Ipv − I0

[
exp

(
V + IRs

naVT

)
− 1
]
− V + IRs

Rsh
(1)

where Ipv is the photocurrent, I0 is the reverse saturation current of the diode, Rsh is the
resistance of the shunt resistor, Rs is the resistance of the series-connected resistor, and VT

is the thermal voltage:

VT =
κT

q
(2)

Figure 1. (a) I-V curves for three different solar cells; (b) 1-D/2-R equivalent circuit model for
analyzing the behavior of a solar cell/panel.

In the above equation, κ = 1.38064852·10−23 m2 kg s−2 K−1 is the Boltzmann constant,
T is the temperature expressed in K, and q = 1.60217662·10−19 C is the electron charge.
In Equation (1), a is the ideality factor of the diode (in principle, the effect of temperature
on this parameter can be left aside [64]), and n is the number of series-connected cells in
the solar panel (obviously, n = 1 when studying the performance of a single cell).
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The first problem of modeling a photovoltaic device with the 1-D/2-R equivalent
circuit model lies in extracting the five parameters of the model: Ipv, I0, a, Rs, and Rsh.
Depending on the available information, which might be either:

• The I-V curve with an enough large number of points, or;
• The three characteristic points of the I-V curve (short circuit output current, Isc, open

circuit output voltage, Voc, and output current and voltage levels at the Maximum
Power Point (MPP), Imp and Vmp,

It is possible to extract these five parameters either by numerically fitting Equation
(1) to the I-V curve, or by using the three characteristic points, which in practice represent
four conditions [67]: the first three of which force the equation to match the points (0, Isc),
(Vmp, Imp) and (Voc, 0), and the fourth is related to the maximum power condition:

− ∂I

∂V

∣∣∣∣
(Vmp ,Imp)

=
Imp

Vmp
. (3)

Modeling the performance of photovoltaic systems with the equivalent circuit de-
scribed here can be very advantageous, as these circuits somehow preserve the physical
processes of a pair formed of a current source and a p-n junction [68]. The effect of the
series-connected resistor, Rs, is mainly associated with power losses in the solder bonds and
interconnections between cells, whereas the effect of the shunt resistor, Rsh, is associated
with current leakages across the p-n junction [69,70]. In recent years, several reviews of the
different procedures and techniques for the parameter extraction problem related to the
1-D/2-R model have been published [20,21,23,24,67,71–73]. The present work focuses on
an analytical approach based on the use of information from the characteristic points to
calculate the five parameters in Equation (1). The following equations can be derived [57]:

naVTVmp

(
2Imp − Isc

)
(
Vmp Isc + Voc

(
Imp − Isc

))(
Vmp − ImpRs

)
− naVT

(
Vmp Isc −Voc Imp

) = exp
(

Vmp + ImpRs −Voc

naVT

)
, (4)

Rsh =

(
Vmp − ImpRs

)(
Vmp − Rs

(
Isc − Imp

)
− naVT

)
(
Vmp − ImpRs

)(
Isc − Imp

)
− naVT Imp

, (5)

Ipv =
Rsh + Rs

Rsh
Isc, (6)

I0 =
(Rsh + Rs)Isc −Voc

Rsh exp
(

Voc
naVT

) . (7)

Three problems arise at this point:

• A sufficiently accurate estimation of the ideality factor a is required;
• Equation (4) is an implicit mathematical expression for solving Rs, and an iterative

process is, therefore, required to extract this parameter; and
• Equation (1), which defines the performance of the solar cell/panel, is also an implicit

expression. As a consequence, once all the parameters of this equation have been
extracted, an additional iterative process will be required to solve it (i.e., to derive the
value of the output current, I, for a given value of the output voltage level, V).

Fortunately, the ideality factor can be estimated by taking a value within the range
from a = 1 to a = 1.5 [74,75], and the value of the resistance of the series-connected resistor,
Rs, can be derived from [64]:

Rs = A(W−1(B exp(C))− (D + C)), (8)

where W−1 is the negative branch of the Lambert W-function (see Section 2.1). The variables
A, B, C, and D are defined as:

A =
naVT

Imp
, (9)
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B = − Vmp

(
2Imp − Isc

)

Vmp Isc + Voc

(
Imp − Isc

) , (10)

C = −2Vmp −Voc

naVT
+

Vmp Isc −Voc Imp

Vmp Isc + Voc

(
Imp − Isc

) , (11)

D =
Vmp −Voc

naVT
. (12)

However, the problem of solving the implicit equation in (1) still remains after the
extraction of parameters a and Rs. Authors such as Peng et al. [50] have shown that this
equation can also be solved using the Lambert W-function:

I =
Rsh

(
Ipv + I0

)
−V

Rsh + Rs
− naVT

Rs
W0

(
RshRs I0

naVT(Rsh + Rs)
exp

(
RshRs

(
Ipv + I0

)
+ RshV

naVT(Rsh + Rs)

))
, (13)

where W0 is the positive branch of the Lambert W-function (see Section 2.1).

2.2. Explicit Equations/Models as Alternative to the 1-D/2-R Equivalent Circuit Model

The difficulties associated with solving the 1-D/2-R model implicit equation drove
researchers to develop explicit equations for modeling the performance of solar cells/
panels [58,59,76–82]. These photovoltaic models give the output current as a function of
the output voltage by using simple mathematical models or equations that can be easily
solved without the need for advanced mathematical tools. Of these, three models appear
to be fairly accurate in relation to the I-V curve. The model proposed by Kalmarkar and
Haneefa [58,59] is:

I

Isc
= 1− (1− γ)

V

Voc
− γ

(
V

Voc

)m

, (14)

where [56]:

γ =
2
(

Imp

Isc

)
− 1

(m− 1)
(

Vmp

Voc

)m , (15)

m =

W−1

(
−
(

Voc
Vmp

) 1
K
(

1
K

)
ln
(

Vmp

Voc

))

ln
(

Vmp

Voc

) +
1
K
+ 1, (16)

and:

K =
1−

(
Imp

Isc

)
−
(

Vmp

Voc

)

2
(

Imp

Isc

)
− 1

, (17)

the model proposed by Das [60] is:

I

Isc
=

1−
(

V
Voc

)k

1 + h
(

V
Voc

) , (18)

where [56]:

k =
W−1

((
Imp

Isc

)
ln
(

Vmp

Voc

))

ln
(

Vmp

Voc

) , (19)

h =

(
Voc

Vmp

)(
Isc

Imp
− 1

k
− 1
)

, (20)
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while the model of Pindado and Cubas [56,80] is:

I =





Isc

(
1−

(
1− Imp

Isc

)(
V

Vmp

) Imp
Isc−Imp

)
; V ≤ Vmp

Imp

(
Vmp

V

)(
1−

(
V−Vmp

Voc−Vmp

)φ
)

; V ≥ Vmp

, (21)

where:

φ =

(
Isc

Imp

)(
Isc

Isc − Imp

)(
Voc −Vmp

Voc

)
. (22)

In the graph in Figure 2, these models are fitted to the experimental I-V curve for
an RTC solar cell, taken from the well-known work by Easwarakhanthan et al. [83]. The
1-D/2-R equivalent circuit model is also fitted to these data, and it can be seen that the
accuracy of the explicit models is quite high, as stated in [56,81]. The problem with using
some of these models again lies in the need to solve the Lambert W-function, which requires
some mathematical ability.

Figure 2. I-V curve of the RTC solar cell [83], with the results from the 1-D/2-R equivalent circuit
model, and the explicit models of Kalmarkar and Haneefa, Das, and Pindado and Cubas.

2.3. The Lambert W-Function

From the methodologies described above, it is clear that in order to work with the
equations of the implicit 1-D/2-R model and some of the explicit models, some knowledge
of the Lambert W-function is required. The Lambert W-function, W(z) (plotted in Figure 3),
is defined as:

z = W(z) exp(W(z)), (23)

In the above equation, z is a complex number. If a real variable x is considered, the
Lambert function is then defined within the range [−1/e, ∞]. It should also be noted that
this function gives a double value within the range [−1/e, 0]. Two different branches,
called the positive and negative branches, are normally defined for this function, as follows:

• W0(x), for W(x) ≥ −1, and
• W−1(x), for W(x) ≤ −1.

This function is a useful tool for solving equations that involve exponentials since if
X = Yexp(Y), then Y = W(X). However, as stated above, a certain level of expertise is
required to solve these [84,85]. Barry et al. developed an interesting explicit approach,
although this may not be sufficiently direct to obtain a solution [86].
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Figure 3. The Lambert W-function, with its two different branches.

3. Results

In this section, a method that facilitates the use of the 1-D/2-R equivalent circuit model
is presented. It is organized into three sub-sections, as follows:

• Sub-Section 3.1 describes the problem of selecting a suitable value for the ideality
factor, a, in order to obtain the values for the rest of the parameters.

• Very simple equations for the Lambert W-function, for use in solving the equations
described in the section above, are included in Sub-Section 3.2.

• Finally, a case study in which our methodologies are applied to the modeling of
spacecraft solar panels is included in Sub-Section 3.3.

3.1. On the Best Value for the Ideality Factor

In a paper published in the 2nd International Conference on Renewable Energy
Research and Applications (ICRERA 2013), our research group demonstrated a hyperbolic
relationship between the non-dimensional RMSE, ξ, of the 1-D/2-R equivalent circuit
model fitted to the I-V curve of a solar cell, and the value of the ideality factor, a [87].
The non-dimensional (or normalized) RMSE is defined as:

ξ =
RMSE

Isc
=

1
Isc

√√√√ 1
N

N

∑
i=1

(
I − Ire f

)2
, (24)

where N is the number of point of the I-V curve, I is the current obtained from modeling
the corresponding solar cell/panel, and Iref is the measured current associated with each
one of those points. The aforementioned relationship between ξ and a is plotted in Figure 4.
It can be seen that the curve has a hyperbolic shape, with a minimum value of the non-
dimensional RMSE at a = 1.18. This hyperbolic shape was also confirmed in a recent work
by Elkholy and Abou El-Ela [88].

The normalized RMSE can be used to compare the accuracy of different models
applied to different photovoltaic technologies. However, it should also be taken into
account that variations in temperature and irradiance could somehow affect the accuracy of
the model’s accuracy. In the present work, the current at the short circuit from the reference
I-V curve has been selected as it was in previous works such as [57]. This way to normalize
the RMSE has been used by other authors [89]. However, it was not the only one, as the
average current value from the measured dataset that represents the I-V curve [88,90], or
the difference between the current at two points [91], has also been proposed as current
values to normalize the RMSE.
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Figure 4. Non-dimensional RMSE, ξ, for a 1-D/2-R equivalent circuit model fitted to the I-V curve of
an Emcore ZTJ solar cell (see Figure 1) versus the ideality factor, a.

The value of the ideality factor, a, was studied with the aim of providing future
researchers with an accurate but much simpler fitting of the 1-D/2-R equivalent circuit
model. To carry out this analysis, the I-V curves from four solar cells and three solar
panels were selected from previous works [56,81], as shown in Table 1. The parameters
extracted by fitting Equation (1) to these I-V curves using Matlab© are given in Table 2.
These fits were used as a reference for the values calculated analytically since it could be
reasonably assumed that they were the most accurate ones for the I-V curves. It should also
be remarked that the equations for the 1-D/2-R equivalent circuit model resulting from
these fits may not exactly meet the requirements for the short circuit, MPP, and open-circuit
conditions, as they represent the best fits not only to the three characteristic points but to a
large number of additional points.

Table 1. Solar cell/panel I-V curves used in the present work (where n is the number of series-connected cells for each of
these photovoltaic devices; T is the temperature; and the characteristic points are Isc, Imp, Vmp, and Voc).

Solar Cell/Panel Technology n T [◦C] Isc [A] Imp [A] Vmp [V] Voc [V]

RTC France 1 Si 1 33 0.7605 0.6894 0.4507 0.5727
TNJ Spectrolab 2 GaInP2/GaAs/Ge 3 28 0.5259 0.4969 2.273 2.592

ZTJ Emcore 2 InGaP/InGaAs/Ge 3 28 0.4634 0.4424 2.398 2.726
Azur Space 3G30C 3 GaInP/GaAs/Ge 3 28 0.5270 0.5023 2.468 2.711

Photowatt PWP 201 1 Si 36 45 1.032 0.9255 12.493 16.778
Kyocera KC200GT-2 2 Si polycrystalline 54 25 8.182 7.605 26.90 32.92

Selex Galileo SPVS X5 4 GaInP/GaAs/Ge 15 20 0.5029 0.4783 12.406 13.603
1 Taken from Easwarakhantan et al. [83]. 2 Graphically extracted from the manufacturer’s datasheet. 3 Supplied by Azur Space. 4 Measured
at CIEMAT (Spain).

Table 2. Parameters for the 1-D/2-E equivalent circuit models, numerically fitted to I-V curves based on data from RTC
France, TNJ Spectrolab, ZTJ Emcore, and Azrur Space 3G30C solar cells, and Photowatt PWP 201, Kyocera KC200GT-2, and
Selex Galileo SPVS X5 solar panels (where ξ is the non-dimensional RMSE for the fit).

Solar Cell/Panel Ipv [A] I0 [A] a Rs [Ω] Rsh [Ω] ξ

RTC France 7.617·10−01 2.746·10−07 1.466 3.697·10−02 4.421·10+01 8.49·10−04

TNJ Spectrolab 5.261·10−01 7.543·10−15 1.045 1.033·10−01 2.315·10+02 3.80·10−03

ZTJ Emcore 4.640·10−01 5.863·10−14 1.180 5.918·10−02 4.669·10+02 3.00·10−03

Azur Space 3G30C 5.274·10−01 8.522·10−19 0.850 8.580·10−02 2.202·10+03 1.57·10−03

Photowatt PWP 201 1.033·10+00 1.732·10−06 1.282 1.312·10+00 6.832·10+02 1.79·10−03

Kyocera KC200GT-2 8.179·10+00 2.693·10−09 1.089 2.280·10−01 1.449·10+02 3.53·10−03

Selex Galileo SPVS X5 4.994·10−01 6.165·10−18 0.921 1.885·10−01 1.422·10+03 6.50·10−03
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The 1-D/2-R equivalent circuit model was also analytically fitted to the aforemen-
tioned I-V curves. Using specific values for the ideality factor, a, and the characteristic
points of the curve, Isc, Vmp, Imp and Voc, the different parameters of the model were found
using the following procedure:

• Rs was calculated using Equation (8) to (12);
• Rsh was calculated using Equation (5);
• Ipv was calculated using Equation (6);
• I0 was calculated using Equation (7).

Once all the parameters were known, the I-V curve was found by obtaining the values
of the current, I, for each value of the voltage, V, using Equation (13). The ideality factor
was initially varied from a = 0.5 to a = 1.8 for each photovoltaic device (although this range
was extended for some devices), and the non-dimensional RMSE, x, was calculated in each
case. The results are plotted in Figure 5. Table 3 shows the values of the parameter a at
which the minimum value of x is reached, with the rest of the parameters for the 1-D/2-R
equivalent circuit.

Figure 5. Non-dimensional RMSE, ξ, corresponding to the analytical approximations for extracting
the 1-D/2-R equivalent circuit parameters in relation to the ideality factor, a, selected, for each one of
the analyzed solar cells and panels.

Table 3. Parameters of the 1-D/2-R equivalent circuit models analytically fitted to I-V curves corresponding to data from
RTC France, TNJ Spectrolab, ZTJ Emcore, and Azrur Space 3G30C solar cells, and Photowatt PWP 201, Kyocera KC200GT-2,
and Selex Galileo SPVS X5 solar panels (where ξ is the non-dimensional RMSE for the fit).

Solar Cell/Panel Ipv [A] I0 [A] a Rs [Ω] Rsh [Ω] ξ

RTC France 7.610·10−01 3.200·10−07 1.48 3.621·10−02 5.195·10+01 9.33·10−03

TNJ Spectrolab 5.262·10−01 9.045·10−16 0.98 1.157·10−01 1.845·10+02 4.52·10−03

ZTJ Emcore 4.634·10−01 5.954·10−14 1.18 5.683·10−02 6.026·10+02 3.32·10−03

Azur Space 3G30C 5.275·10−01 5.012·10−28 0.56 1.322·10−01 1.554·10+02 1.60·10−02

Photowatt PWP 201 1.031·10+00 7.808·10−06 1.44 1.273·10+00 −1.121·10+03 1.06·10−02

Kyocera KC200GT-2 8.194·10+00 6.298·10−10 1.02 2.447·10−01 1.720·10+02 6.57·10−03

Selex Galileo SPVS X5 5.034·10−01 7.007·10−29 0.56 6.884·10−01 7.523·10+02 3.44·10−03

Some important conclusions can be drawn based on these results, as follows:

• The analytical methodology suggested in the present work may give unacceptable
results when the ideality factor exceeds a certain value, as complex numbers start to
emerge in the calculations.

• One of the parameters obtained analytically for the best fit in terms of the non-
dimensional RMSE has no physical meaning: this is the negative value of the resistance
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of the shunt resistor shown in Table 3, which is obtained for the Photowatt PWP
201 solar panel.

• The best analytical fit gave remarkably low values of a in two cases: the Azur Space
3G30C solar cell, and the Selex Galileo SPVS X5 solar panel (composed of five Azur
Space 3G28C series-connected cells), as their values were outside the range [1,1.5]
suggested by Villalva et al. [74,75].

In order to compare both types of fit, the values of the ideality factor that gave the
lowest values of x for the analytical fittings, abf-a, were plotted against the values obtained
from the numerical fittings, abf-n, in Figure 6. It can be seen that the correlation between
the fits is high, with the exception of only two devices: the Azur Space 3G30C solar cell,
and the Selex Galileo SPVS X5 solar panel (which are both based on the same photovoltaic
technology, as shown in Table 1). However, this correlation does not allow us to identify
any rule that would suggest a reasonable value for the ideality factor. We, therefore, plotted
the average values of the non-dimensional RMSE, ξav, obtained from the analytical fits
versus the ideality factor, a. It can be seen from Figure 6 that the minimum value of ξav was
obtained at a = 0.98. As a consequence, the value suggested for all devices is a = 1.

Figure 6. (a) Ideality factor corresponding to the best analytical fit to the 1-D/2-R equivalent circuit model, abf-a, for the
studied I-V curves, versus ideality factors obtained from the numerical fittings, abf-n. The line corresponding to perfect
correlation between both factors is shown as a reference. (b) Averaged non-dimensional RMSE for all analytical fittings,
ξav, versus the ideality factor, a, used in the fits.

Figure 7 shows a comparison of the non-dimensional RMSE values obtained from the
numerical fit, the analytical fit, and the analytical fit for a = 1 (see Table 4) for all of the
photovoltaic devices. Although the differences may appear high, it should be taken into
account that photovoltaic systems are normally designed to operate at the MPP, which
is exactly reproduced by all of the analytical approximations for solving the parameter
extraction of the 1-D/2-R equivalent circuit model. In addition, we reviewed the results
from several works published over the last five years on parameter extraction for 1-D/2-R
equivalent circuit models, based on the same experimental data from the RTC France solar
cell and the Photowatt PWP 201 solar panel. The values obtained in these works for the
non-dimensional RMSE for the fits were lower than the results from our method, with
average values of ξ = 1.20·10−03 (RTC France solar cell) and ξ = 4.03·10−03 (Photowatt PWP
201 solar panel). Although these more accurate values were based on numerical rather
than analytical procedures, it should be pointed out that numerical approaches do not
always reach a more accurate solution [92].
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Figure 7. Values for the non-dimensional RMSE, x, obtained from a numerical fit of the 1-D/2-R
equivalent circuit model to the studied I-V curves (see Table 2), an analytical fit (see Table 3), and an
analytical fit with a = 1 (see Table 4).

Table 4. Analytically fitted parameters for 1-D/2-R equivalent circuit models, with a = 1, for I-V curves corresponding to
RTC France, TNJ Spectrolab, ZTJ Emcore, and Azrur Space 3G30C solar cells, and Photowatt PWP 201, Kyocera KC200GT-2,
and Selex Galileo SPVS X5 solar panels (where ξ is the non-dimensional RMSE for the fit).

Solar Cell/Panel Ipv [A] I0 [A] a Rs [Ω] Rsh [Ω] ξ

RTC France 7.638·10−01 2.721·10−10 1 6.912·10−02 1.615·10+01 1.77·10−02

TNJ Spectrolab 5.262·10−01 1.786·10−15 1 1.078·10−01 1.895·10+02 5.08·10−03

ZTJ Emcore 4.636·10−01 2.835·10−16 1 1.348·10−01 3.723·10+02 9.51·10−03

Azur Space 3G30C 5.269·10−01 3.881·10−16 1 −6.068·10−02 2.643·10+02 3.38·10−02

Photowatt PWP 201 1.036·10+00 4.163·10−08 1 1.982·10+00 5.430·10+02 1.76·10−02

Kyocera KC200GT-2 8.195·10+00 3.950·10−10 1 2.522·10−01 1.638·10+02 6.71·10−03

Selex Galileo SPVS X5 5.028·10−01 1.261·10−16 1 −3.091·10−01 1.185·10+03 3.96·10−02

3.2. Lambert W-Function Simplified Equations for Solar Cell/Panel Modeling

A thorough review of the available literature from between 2000 and 2020 was carried
out to find relevant data on photovoltaic devices, including the five parameters of the
1-D/2-R equivalent circuit model (Ipv, I0, a, Rs, and Rsh), the characteristic points of the
I-V curve (Isc, Vmp, Imp, and Voc), the temperature of the cells, T, which is related to the
performance curve, and the number of series-corrected cells, n. Information was found for
90 photovoltaic devices, most of which were solar panels.

The positive branch of the Lambert W-function needs to be solved for in Equation (13),
and must be evaluated at certain points x for a given value of the output voltage, V (within
the range [0, Voc]):

x = f
(

Ipv, I0, a, Rs, Rsh, n, T, V
)
. (25)

After post-processing the data from the 90 solar cells/panels, it was clear that
Equation (13) refers to the right-side section of the Lambert’s W-function positive branch,
W0

+. The following expressions were proposed:

W+
0 (x) = x exp

(
0.71116x2 − 0.98639x

)
, x ∈

[
2·10−16, 2·10−1

]
, (26)

W+
0 (x) = −1.6579 + 0.1396

(
2.9179·105 − (x− 22.8345)4

)0.25
, x ∈ [0.2, 1.2], (27)
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W+
0 (x) = −1.2216 + 3.4724·10−2

(
1.7091·108 − (x− 114.146)4

)0.25
, x ∈ [1.2, 10]. (28)

The error for these equations was below 0.15% (Equation (26)), 0.16% (Equation (27)),
and 0.08% (Equation (28)). For larger values of x, we recommend using the approximation
proposed by Barry et al. [86] (see Appendix A). In Figure 8, the positive branch of Lambert’s
W-function, W0

+, calculated at the points x (Equation (25)) corresponding to the data for the
solar cells/panels, evaluated at V = 0 and V = Voc, is shown together with Equation (26) to
(28). Depending on the magnitude of x (that is, depending on how closely it approaches 0+),
W0

+ can be reasonably estimated as:

W+
0 = x− 0.98639x2 + 1.1976x3 ≈ x− 0.98639x2 ≈ x, (29)

Figure 8. Positive branch of Lambert’s W-function (right-side), W0
+, calculated at V = 0 and V = Voc

for points x (Equation (25)) corresponding to the 1-D/2-R equivalent circuit model, based on the data
for the solar cells/panels. Our approximation for W0

+ (Equation (26) to (28)) is also shown.

The negative branch of the Lambert W-function, W−1, needs to be calculated at:

x = f
(

Ipv, I0, a, Rs, Rsh, n, T, V
)

(30)

when estimating the series resistance, Rs, for the 1-D/2-R equivalent circuit model
(Equation (8) to (12)). Since the above equation for the different solar cells/panels from
the database gives values of x within the range [−2.77·10−3, −10−35], two expressions
were defined:

W−1(x) = 9.7117·10−5 ln(−x)3 + 6.8669·10−3 ln(−x)2 + 1.2 ln(−x)− 1.1102,
x ∈

[
−10−2,−5·10−13] (31)

W−1(x) = 1.6705·10−6 ln(−x)3 + 4.4514·10−4 ln(−x)2 + 1.0511 ln(−x)− 2.3364,
x ∈

[
−5·10−13,−10−40] . (32)

The error for these equations was below 0.42% (Equation (31)) and 0.02% (Equation (32))
(see Figure 9). Equation (32) can be applied for values of up to x = −10−50, with errors of
below 0.07%.
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Figure 9. (a) Negative branch of Lambert’s W-function, W-1, calculated for points x (Equation (30)) corresponding to
the series resistance, Rs, of the 1-D/2-R equivalent circuit model, based on data for solar cells/panels. Our approximate
expression for W−1 (Equations (31) and (32)) is also shown. (b) Negative branch of Lambert’s W-function, W−1, calculated
for points x (Equation (33)) corresponding to the explicit models proposed by Kalmarkar and Haneefa and Das, based on
data for solar cells/panels. Our approximate expression for W−1 (Equations (35) and (36)) is also shown.

Finally, if the explicit models proposed by Kalmarkar and Haneefa, and Das are used,
W-1 needs to be calculated at points x defined by the characteristic points of the I-V curve
(Isc, Vmp, Imp, and Voc (see Equations (16) and (19)):

x = f
(

Isc, Imp, Voc, Vmp

)
(33)

as shown in Figure 9. Based on the post-processed data for the 90 solar cells/panels, the
values of x calculated using these explicit methods were within the range [−0.304, −0.1].
The following equation for W-1 was initially suggested, which was characterized by an
error of less than 1.6%22 within this range:

W−1(x) = 248.42x4 + 134.24x3 + 4.4258x2 − 14.629x− 4.9631 (34)

In order to extend both the range of validity and the accuracy of the above equation, a
splitting into two sub-branches at the point where the curvature of the function changes its
sign (x = −0.27), the following equations were suggested:

W−1(x) = −1−
√

42.949x2 + 37.694x + 8.0542, x ∈ [−0.36785,−0.27] (35)

W−1(x) = 0.14279 ln(−x)3 + 1.04416 ln(−x)2 + 3.92 ln(−x) + 1.65795,
x ∈ [−0.27,−0.0732]

(36)

The error for the above equations was below 0.23% (Equation (35)) and 0.02%
(Equation (36)) (see Figure 9). It should also be emphasized that caution needs to be
used with regard to Equation (35), as it gives complex solutions when x→−1/e+ (that is,
when x ∈ [−1/e, −0.36785]).

3.3. Case Study: The Solar Panels of the UPMSat-1

The general characteristics from the I-V curves for the UPM-5 and UPM-6 solar
panels for UPMSat-1 (see Figure 10) are shown in Tables 1, 2 and 5 (Appendix B). These
panels are based on two different technologies: Si (UPM-5) and Ga-As (UPM-6). In the
latter, the number of series-connected cells n was 32; however, since they were based
on double-junction technology, this number must be multiplied by two, unlike in the
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1-D/2-R equivalent circuit model (the Selex Galileo SPVS X5, formed from five Azur Space
triple-junction technology series-connected solar cells, where n = 15, as shown in Table 1).

Figure 10. The UPMSat-1 satellite; launched in 1995, this was the tenth university-developed space mission in history [93].
(a) Satellite during the integration in the Ariane IV-40 launcher (V75 flight). (b) Exploded view drawing.

Table 5. Characteristics of the measured I-V curves corresponding to the UPM-5 and UPM-6 solar
panels of UPMSat-1 (see Figure 10).

Solar Panel Technology n T [◦C] Isc [A] Imp [A] Vmp [V] Voc [V]

UPM-5 Si 51 25 1.431 1.329 25.139 30.513
UPM-6 Ga-As 64 25 1.423 1.318 25.806 31.351

The I-V curves for the UPM-5 and UPM-6 solar panels are plotted in Figures 11 and 12,
respectively, with several other curves corresponding to:

• The best fit of the 1-D/2-R equivalent circuit model (see Table 6);
• The analytical fit for a = 1 (Equations (5–12)), and our approximations to the Lambert

W-function (Equations (26)–(28),(31,32));
• The explicit models proposed by Kalmarkar and Haneefa, Das (Equations (14)–(20),

(35,36)), and Pindado and Cubas (Equations (21) and (22)), see Table 7.

Table 6. Parameters for the 1-D/2-R equivalent circuit model (where Num. represents the numerical
best fit, and An. represents the analytical fit with a = 1) for the UPM-5 and UPM-6 solar panels of the
UPMSat-1 satellite. ξ is the non-dimensional RMSE for the experimental data.

Solar
Panel

Fitting Ipv [A] I0 [A] a Rs [Ω] Rsh [Ω] ξ

UPM-5
Num. 1.4314 1.0495·10−09 1.105 1.0368 4.3761·10+03 1.80·10−03

An. 1.4323 1.0855·10−10 1 1.2045 1.3023·10+03 5.63·10−03

UPM-6
Num. 1.4295 1.0285·10−09 0.902 0.8483 9.9115·10+02 9.50·10−03

An. 1.4238 7.3448·10−09 1 0.7207 1.3524·10+03 1.70·10−02
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Table 7. Parameters for the explicit models proposed by Kalmarkar and Haneefa, Das and Pindado
and Cubas, for the UPM-5 and UPM-6 solar panels of the UPMSat-1 satellite. ξ is the non-dimensional
RMSE for the experimental data.

Model Parameters; ξ UPM-5 UPM-6

Kalmarkar and Haneefa
γ 9.942·10−01 9.912·10−01

m 1.401·10−01 1.392·10−01

ξ 3.35·10−02 3.71·10−02

Das
k 1.401·10−01 1.393·10−01

h 6.526·10−03 9.568·10−03

ξ 3.33·10−02 3.69·10−02

Pindado and Cubas
φ 2.6605 2.5879
ξ 2.04·10−02 2.12·10−02

Figure 11. I-V experimental curve (left axis) for the UPM-5 solar panel. Curves for the 1-D/2-R equiv-
alent circuit model (obtained using two procedures: best fit to the parameters obtained numerically
and analytical extraction) and the explicit methods proposed by Kalmarkar and Haneefa, Das and
Pindado and Cubas are shown. The differences in the current compared to the experimental data are
indicated on the right axis.
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Figure 12. I-V experimental curve (left axis) for the UPM-6 solar panel. Curves for the 1-D/2-R equiv-
alent circuit model (obtained using two procedures: best fit to the parameters obtained numerically
and analytical extraction) and the explicit methods of Kalmarkar and Haneefa, Das and Pindado and
Cubas are shown. The differences in the current compared to the experimental data are indicated on
the right axis.

The differences in the current for these models with regard to the experimental I-V
curves are plotted in Figures 11 and 12.

The differences were relatively small, with the maximum always located in a rea-
sonably small range between the MPP and the open voltage point. The values of the
non-dimensional RMSE, ξ, for the fits are plotted in Figure 13. The results show reasonably
good agreement with the mathematical approaches proposed in the present work.
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Figure 13. Non-dimensional RMSE, ξ, for the numerical fit of the 1-D/2-R equivalent circuit model,
and the analytical fit with the proposed method, for the UPM-5 and UPM-6 solar panels of UPMSat-1.
Values derived from the explicit methods studied here are also shown.

4. Conclusions

In this study, we have reviewed analytical approaches for extracting the five param-
eters of the 1-D/2-R equivalent circuit model from the characteristic points of the I-V
curve (short circuit, MPP, and open circuit points). Five different problems were identified,
as follows:

• An initial estimation of the ideality factor, a, is required.
• The equation for the value of the resistance of the series-connected resistor, Rs, is an

implicit expression, meaning that either an iterative process or the Lambert W-function
is required.

• When all the parameters for the 1-D/2-R equivalent circuit model have been extracted,
an implicit equation must be solved (or the Lambert W-function must be used) to
derive the value of the output current for a given output voltage.

• The use of the Lambert W-function requires some numerical and calculation resources
and skills.

• The use of explicit models rather than the 1-D/2-R equivalent circuit model, in order
to avoid the problems described above, may not be possible, as some of them require
the Lambert W-function to derive their parameters, based on the characteristic points
of the I-V curve.

I-V curves from seven different solar cells/panels were used to test our proposed
approach. I-V curves from two of the solar panels of the UPMSat-1 spacecraft were also
analyzed as a case study.

The most important conclusions of this work are as follows:

• A value of a = 1 for the 1-D/2-R equivalent circuit model was shown to be reasonable
for most photovoltaic technologies.

• The analytical procedure for extracting the parameters for the 1-D/2-R equivalent
circuit model may give values for the resistance of one resistor (or even both) that are
negative. However, this does not affect the results (i.e., the modeled performance of
the photovoltaic device).

• The Lambert W-function can be simplified for use in modeling the performance of
photovoltaic devices. Accurate simplified versions of the Lambert W-function are
proposed here for three cases, depending on the specific need: (i) calculation of Rs; (ii)
calculation of the output current using the equation for the 1-D/2-R equivalent circuit;
or (iii) calculation of the parameters for certain explicit models.

• Explicit models are also accurate alternatives to the 1-D/2-R equivalent circuit model.
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Our approach was carefully verified in a case study in which the fits of the1-D/2-R
equivalent circuit model and the explicit methods to the measured data (I-V curve) for two
solar panels from the UPMSat-1 satellite were compared with the results of the proposed
method.

Finally, it should be highlighted that the results from this work open up new possi-
bilities for coupled calculations, both for the performance of photovoltaic systems and in
other disciplines such as thermodynamics and power distribution in grids. The simple
but accurate solutions to the 1-D/2-R equivalent circuit model and the explicit methods
described here can easily be implemented in software packages such as ESATAN©.
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Appendix A. Approximation to the Right-Side of the Lambert W-Function Positive
Branch by Larry et al. (2000) (see References)

W+
0 (x) = 1.4586887 ln

(
1.2x

ln(2.4x/ln(1 + 2.4x))

)
− 0.4586887 ln

(
2x

ln(1 + 2x)

)
. (A1)

Appendix B. I-V Curves of the UPMSat-1 Solar Panels.

Table 1. I-V curve of the UPM-5 solar panel of the UPMSat-1.

V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A]

−0.950 1.431 5.189 1.430 10.813 1.429 16.204 1.428 21.510 1.418 26.428 1.213
−0.801 1.431 5.330 1.430 10.944 1.429 13.338 1.428 21.632 1.417 26.545 1.198
−0.660 1.431 5.471 1.430 11.077 1.429 16.459 1.428 21.758 1.416 26.657 1.182
−0.510 1.431 5.613 1.430 11.217 1.429 16.589 1.427 21.879 1.415 26.775 1.165
−0.370 1.431 5.744 1.430 11.348 1.429 16.723 1.427 22.001 1.414 26.887 1.148
−0.221 1.431 5.888 1.430 11.480 1.429 16.848 1.427 22.128 1.413 27.006 1.129
−0.079 1.431 6.026 1.430 11.614 1.429 16.980 1.427 22.248 1.412 27.118 1.110
0.067 1.431 6.167 1.430 11.745 1.429 17.101 1.427 22.372 1.411 27.226 1.090
0.210 1.431 6.309 1.430 11.885 1.429 17.234 1.427 22.493 1.409 27.343 1.068
0.360 1.431 6.440 1.430 12.019 1.429 17.388 1.427 22.617 1.408 27.453 1.048

98



Appl. Sci. 2021, 11, 4250

Table 1. Cont.

V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A]

0.600 1.431 6.580 1.430 12.149 1.429 17.489 1.427 22.741 1.406 27.572 1.021
0.660 1.431 6.727 1.430 12.282 1.429 17.621 1.427 22.861 1.405 27.681 0.997
0.782 1.431 6.863 1.430 12.413 1.429 17.744 1.427 22.987 1.403 27.789 0.972
0.924 1.431 6.983 1.429 12.545 1.428 17.999 1.427 23.099 1.401 27.908 0.943
1.071 1.431 7.136 1.429 12.678 1.428 18.122 1.427 23.221 1.399 28.013 0.916
1.214 1.430 7.277 1.429 12.810 1.428 18.253 1.426 23.343 1.396 28.122 0.888
1.364 1.430 7.407 1.429 12.942 1.428 18.278 1.426 23.485 1.394 28.230 0.858
1.503 1.430 7.546 1.429 13.075 1.428 18.510 1.426 23.588 1.391 28.345 0.825
1.643 1.430 7.689 1.429 13.206 1.428 18.635 1.426 23.712 1.388 28.483 0.793
1.786 1.430 7.822 1.429 13.336 1.428 18.756 1.426 23.827 1.385 28.558 0.761
1.936 1.430 7.963 1.429 13.470 1.428 18.889 1.426 23.948 1.381 28.665 0.727
2.076 1.430 8.094 1.429 13.601 1.428 19.011 1.426 24.071 1.378 28.780 0.689
2.216 1.430 8.235 1.429 13.734 1.428 19.138 1.426 24.183 1.374 28.884 0.653
2.367 1.430 8.374 1.429 13.884 1.428 19.267 1.425 24.305 1.370 28.992 0.615
2.508 1.430 8.507 1.429 13.997 1.428 19.390 1.425 24.427 1.365 29.096 0.577
2.648 1.430 8.648 1.429 14.129 1.428 19.514 1.425 24.550 1.360 29.200 0.538
2.709 1.430 8.780 1.429 14.262 1.428 19.648 1.425 24.671 1.354 29.314 0.494
2.930 1.430 8.923 1.429 14.392 1.428 19.769 1.424 24.784 1.349 29.420 0.452
3.068 1.430 9.053 1.429 14.515 1.428 19.892 1.424 24.905 1.343 29.524 0.410
3.219 1.430 9.194 1.429 14.649 1.428 20.016 1.424 25.027 1.338 29.629 0.366
3.359 1.430 9.325 1.429 14.780 1.428 20.146 1.424 25.139 1.329 29.738 0.320
3.500 1.430 9.456 1.429 14.911 1.428 20.263 1.423 25.261 1.322 29.847 0.271
3.642 1.430 9.598 1.429 15.042 1.428 20.395 1.423 25.377 1.314 29.960 0.220
4.064 1.430 9.730 1.429 15.168 1.428 20.518 1.422 25.496 1.305 30.074 0.167
4.204 1.430 9.870 1.429 16.297 1.428 20.639 1.422 25.617 1.296 30.189 0.113
4.347 1.430 10.003 1.429 15.430 1.428 20.762 1.422 25.729 1.286 30.299 0.067
4.485 1.430 10.136 1.429 15.561 1.428 20.896 1.421 25.848 1.278 30.409 0.018
4.628 1.430 10.275 1.429 15.666 1.428 21.018 1.421 25.961 1.265 30.513 0.000
4.767 1.430 10.407 1.429 15.815 1.428 21.140 1.420 26.082 1.253
4.909 1.430 10.540 1.429 15.949 1.428 21.265 1.419 26.193 1.241
5.047 1.430 10.661 1.429 16.082 1.428 21.388 1.419 26.314 1.227

Table 2. I-V curve of the UPM-6 solar panel of the UPMSat-1.

V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A]

−0.638 1.423 9.402 1.419 19.166 1.416 22.469 1.399 25.814 1.310 28.142 1.093
−0.518 1.423 9.722 1.419 19.269 1.416 22.593 1.398 25.844 1.309 28.249 1.069
−0.198 1.423 10.042 1.419 19.373 1.416 22.687 1.396 25.917 1.305 28.367 1.047
0.122 1.423 10.362 1.419 19.476 1.415 22.801 1.395 25.990 1.300 28.485 1.031
0.442 1.423 10.882 1.419 19.560 1.415 22.905 1.393 26.063 1.296 28.581 0.999
0.782 1.423 11.002 1.419 19.684 1.415 23.009 1.391 26.136 1.292 28.680 0.980
1.082 1.422 13.322 1.419 19.788 1.415 23.113 1.390 26.209 1.287 28.795 0.984
1.402 1.422 11.842 1.419 19.892 1.415 23.217 1.388 26.282 1.283 28.990 0.923
1.722 1.422 11.962 1.419 19.986 1.415 23.320 1.386 26.365 1.278 29.007 0.892
2.042 1.422 12.282 1.418 20.100 1.414 23.424 1.384 26.428 1.273 29.112 0.883
2.362 1.422 12.602 1.418 20.204 1.414 23.528 1.382 26.500 1.268 29.216 0.828
2.882 1.422 12.922 1.418 20.308 1.414 23.632 1.380 26.573 1.262 29.321 0.793
3.002 1.422 13.242 1.418 20.411 1.414 23.736 1.377 26.646 1.257 29.424 0.753
3.322 1.422 13.682 1.418 20.515 1.414 23.840 1.375 26.718 1.251 29.527 0.718
3.642 1.421 13.882 1.418 20.619 1.413 23.944 1.372 26.792 1.248 29.630 0.678
3.882 1.421 14.202 1.418 20.723 1.413 24.048 1.370 26.865 1.240 29.732 0.632
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Table 2. Cont.

V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A] V [V] I [A]

4.282 1.421 14.522 1.418 20.827 1.413 24.152 1.367 26.938 1.234 29.834 0.589
4.602 1.421 14.842 1.417 20.931 1.412 24.265 1.364 27.011 1.227 29.935 0.543
4.922 1.421 15.162 1.417 21.035 1.412 24.590 1.362 27.084 1.221 30.035 0.502
5.242 1.421 15.482 1.417 21.139 1.411 24.483 1.359 27.157 1.214 30.138 0.465
5.562 1.421 15.802 1.417 21.243 1.410 24.567 1.356 27.230 1.207 30.239 0.416
5.882 1.421 16.122 1.417 21.248 1.410 24.671 1.352 27.303 1.200 30.344 0.382
6.202 1.421 16.442 1.417 21.450 1.409 24.776 1.349 27.378 1.193 30.455 0.329
6.622 1.420 16.762 1.417 21.554 1.408 24.879 1.346 27.448 1.186 30.568 0.282
6.842 1.420 17.082 1.417 21.668 1.408 24.983 1.342 27.521 1.178 30.682 0.234
7.182 1.420 17.402 1.417 21.762 1.407 25.087 1.338 27.594 1.170 30.797 0.187
7.482 1.420 17.722 1.416 21.868 1.406 25.180 1.335 27.687 1.163 30.911 0.139
7.802 1.420 18.042 1.416 21.970 1.405 25.284 1.331 27.740 1.154 31.021 0.094
8.122 1.420 18.362 1.416 22.074 1.404 25.398 1.327 27.813 1.146 31.131 0.048
8.442 1.420 18.682 1.416 22.178 1.403 25.502 1.323 27.805 1.141 31.241 0.002
8.762 1.420 19.002 1.416 22.282 1.402 25.806 1.318 27.916 1.130 31.351 0.000
9.082 1.420 19.061 1.416 22.386 1.400 25.710 1.314 28.032 1.112
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Abstract: Solar energy is one of the most strategic energy sources for the world’s economic devel-
opment. This has caused the number of solar photovoltaic plants to increase around the world;
consequently, they are installed in places where their access and manual inspection are arduous
and risky tasks. Recently, the inspection of photovoltaic plants has been conducted with the use
of unmanned aerial vehicles (UAV). Although the inspection with UAVs can be completed with
a drone operator, where the UAV flight path is purely manual or utilizes a previously generated
flight path through a ground control station (GCS). However, the path generated in the GCS has
many restrictions that the operator must supply. Due to these restrictions, we present a novel way to
develop a flight path automatically with coverage path planning (CPP) methods. Using a DL server
to segment the region of interest (RoI) within each of the predefined PV plant images, three CPP
methods were also considered and their performances were assessed with metrics. The UAV energy
consumption performance in each of the CPP methods was assessed using two different UAVs and
standard metrics. Six experiments were performed by varying the CPP width, and the consumption
metrics were recorded in each experiment. According to the results, the most effective and efficient
methods are the exact cellular decomposition boustrophedon and grid-based wavefront coverage,
depending on the CPP width and the area of the PV plant. Finally, a relationship was established
between the size of the photovoltaic plant area and the best UAV to perform the inspection with
the appropriate CPP width. This could be an important result for low-cost inspection with UAVs,
without high-resolution cameras on the UAV board, and in small plants.

Keywords: deep learning (DL); unmanned aerial vehicle (UAV); photovoltaic (PV) plants; semantic
segmentation; coverage path planning (CPP)

1. Introduction

According to REN21, over the past two years, global photovoltaic (PV) plants capaci-
ties and annual additions have grown and expanded rapidly. For instance, 621 GW were
installed in the year 2019 and 760 GW in the year 2020 [1], despite the reduction in electric-
ity consumption and shifted daily demand patterns due to the COVID-19 pandemic [2].
Additionally, it has become one of the most profitable options and is an energy resource
that has recently decreased in cost. As a result, solar electricity generation has grown in
residential, commercial, and utility-scale projects [3]. The future of PV generation will
focus on optimizing hybrid systems [4] and improving the performance of each element of
the system, as well as reducing their cost due to large-scale production [5]. Furthermore,
the sector trend has been asking for low prices, and the competitive market has encouraged
investment in solar PV technologies across the entire value chain, particularly in solar cells
and modules, to improve efficiencies and reduce the levelized cost of energy (LCOE) [1].
As a result, PV power plants could grow almost sixfold over the next ten years, reaching a
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cumulative capacity of 2840 GW globally by 2030 and rising to 8519 GW by 2050, according
to [6].

Thus, it is established that the number of PV plants and generated power have in-
creased around the world. This implies specific technical challenges in their maintenance
and operation (O and M) [7]. Some of these threats affect their production, which increases
cost, and decreases profitability. The most common threats are the failures in the inverters
and PV modules [8]. Through dirty equipment, the state of the environment, or manufac-
turing defects in the PV modules, PV plant energy generation can be curtailed by 31% in
the worst cases [9–11].

One must consider that PV plants are commonly installed on roofs, rooftops, canopies,
or facades for urban environments. Likewise, solar farms utilize rural environments, such
as deserts, plains, and hills [7,12,13]. Depending on the location of the PV plant, the manual
inspection tasks could be exhausting and take up to 8 h/MW, if the number of modules is
considerable. The amount of inspection time increases for solar PV plants on rooftops or
canopies, by virtue of aspects of their installation [14]. In addition, inspections to detect
threats in the panels must be conducted by trained personnel. In some cases, problems
occur in elevated installations, for which special training and certification is required. These
jobs could put people and facilities at risk [15].

In recent decades, unmanned aerial vehicles (UAVs) have been increasingly used
in inspection and patrol tasks [16–18]. UAV-based applications for PV plant inspections
have many advantages in comparison with the manual inspection methods. The main
advantages are flexibility, lower cost, larger area coverage, faster detection, higher precision,
and the capacity to perform a superior and automatic inspections [11,17–21].

There are many approaches to performing an inspection with UAVs in PV modules.
One of them used UAVs with a thermal imaging camera to take photos in the infrared spec-
trum to evaluate the UAVs parameters, such as height, speed, viewing angle, sun reflection,
irradiance and temperature, all of which are necessary to perform defect inspection [22]. In
a second approach, UAVs were implemented to inspect different solar PV plants, wherein
analysis of the correlation between altitude and the pixel resolution was used to detect
PV panel defects and features like shape, size, location, and color, among others, of a
particular defect were also detected [7,23–26]. In a third approach, the authors proposed PV
plant fault inspection with UAVs using image mosaics combined with orthophotography
techniques to create a digital map; image mosaics were combined with multiple visible
and/or infrared range images into a single mosaic image covering a large area [14,27,28].
Whereas the orthophotography technique is a vertical photograph that shows images of
objects in true planimetric position [29]. Thus, these two techniques were integrated with
previous works to achieve an advanced tool that allows monitoring and taking actions
in the operation and maintenance (O and M) of PV plants [7]. In short, this tool has
been used to detect defects and dust or dirt in PV modules [28]. Apart from this, some
approaches have been developed for the detection of defects in PV modules using artificial
vision techniques, machine learning, deep learning, and the integration therewith of the
previous approaches [7,24,30–33]. Additionally, these approaches to planning the UAV’s
flight path were configured from a ground control station (GCS) program. Irrespective of
these approaches, an important aspect is that the UAV should automatically follow the
path to cover important points in PV plants. Many research efforts have been made to
calculate the paths of and solve the waypoint planning problem for UAV inspection of
solar PV plant applications [34–37], but none of them propose the coverage path planning
(CPP) as a method to complete this task.

The CPP, given a region of interest (RoI) in a 2D environment, consists of calculating
the path that passes through each one of the points that make up the desired environment
and must be found considering the limitations of movement [38,39]. CPP is classified as
a classical NP-hard problem in the field of computational complexity. These problems
were initially analyzed for indoor environments with mobile robots. However, with the
development of GPS, CPPs began to be used for missions with UAVs. Due to the envi-
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ronment in which the task is performed and the obstacles present, precise localization in
the environment is an arduous task, which makes the CPP a difficult problem [40]. Addi-
tionally, it is classified as a motion planning subtopic in robotics, and has two approaches,
heuristic and complete. In heuristic approaches, the robots follow a set of rules defining
their behavior, but do not present a guarantee for successful full coverage. These guarantee
using the cellular decomposition of the area, which involves space discretization into cells
to simplify the coverage in each sub-region, unlike complete methods, which cannot afford
such processing. Another important issue mentioned by the authors of reference [39] is
the flight time to fully cover the area, which can be reduced using multiple robots and
by reducing the number of turning maneuvers. Finally, the available RoI information is
important; several approaches accept previous knowledge of the robot’s respecting the
search RoI (offline), while sensor-based approaches collect such information in real-time
along the coverage (online) [41].

In the literature, CPP approaches are needed in several application areas, such as floor
cleaning [42], agriculture [43,44], wildfire tracking [45], bush trimming [46], power line
inspection [47], photogrammetry [39], visual inspection [48], and many more. Additionally,
many surveys regarding CPP present several approaches and techniques for performing
missions with, mostly, land vehicles [41,49,50]. The research interest in aerial robots (indoor
and outdoor) has surely motivated the research of CPP [51]. This can be implemented
in many UAVs platforms, such as fixed-wing, rotary-wing, and hybrid UAV (VTOL) [39].
Rotary-wing UAVs are inexpensive and have good maneuverability, and their small pay-
load capacity limits the weight of on-board sensors and flight time. Hence, they are more
suitable for CPP missions on a small scale. Additionally, the increasing usage of UAVs
in applications with complicated missions has led to CPP methods being a very active
research area for single and multiple UAVs, especially recently [39,52–54], As evidenced in
a previous work [43], the classic taxonomy of coverage paths in UAVs are classified into
no decomposition, exact cellular decomposition, and approximate cellular decomposition.
The first performs the coverage with a single UAV, for which no decomposition technique
is required, because the shape of the RoI has a non-complex geometry. The second divides
the free space into simple, non-overlapping regions called cells. The union of all cells
fills the free space completely. The cells in which there are no obstacles are easy to cover
and can be covered by the robot with simple movements. The third is based on grids.
They use a representation of the environment decomposed into a collection of uniformly
squared cells [55], considering rectangular, concave, and convex polygons for RoIs. In
addition to this, CPP performances were assessed with applied metrics according to [39].
The elemental approach most used to solve offline CPP problem sis the area decomposition
into non-overlapping sub-regions [56], to determine the appropriate visiting sequence of
each sub-region and to cover each decomposed region in a back-and-forth movement to
secure a complete coverage path. As a result, the methods for obtaining complete coverage
of an RoI are the exact and approximate cellular decomposition methods [57–59].

On the other hand, image processing helps to obtain a map of the robot or RoI. Robots,
such as UAVs, need to know the RoI before commencing CPP [60], which represents where
the PV plants are and can be determined in a process called boundary extraction [61,62].
Then, the deep learning (DL) image segmentation technique, also known as semantic
segmentation [63], is achieved by applying deep convolutional neural networks (CNN),
such as the U-Net network model [64,65] or the FCN model [66], which dramatically
enhance the segmentation results. Once the segmentation is done and the mask is obtained
or the RoI is identified, the GCS calculates the CPP that guides the UAV in the automatic
plant inspection, during which it captures images of PV plants [67]. Most of the failures
occur at the centimeter or millimeter level, and that poses a challenge for the inexpensive
sensors available today [68]. Tests of coverage paths it can be conducted with drones in
a real or simulated environment. The most viable option for this stage of the work is
simulation, as verified by other research [69–72]. Simulation has been recognized as an
important research tool; initially, simulation was an academic research tool, but with the
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advancement of computers, simulation has reached new levels. It is a remarkable tool that
guarantees support in design, planning, analysis, and making decisions in different areas
of research and development. Of course, robotics, as modern technology, has not been an
exception [73,74].

This work is focused on implementing the best strategy of coverage path planning
(CPP) over PV plants with UAVs using semantic segmentation in a deep learning server to
obtain the RoI. The experimental results were obtained by simulating the CPP methods
and using UAVs, such as the 3DR Iris and Typhoon aerial robots.

The key contributions of this work are as follows:

• This work proposes CPPs as a novel strategy for conducting an inspection flight over
a PV plant with an UAV, since there are no previous reports of such work.

• This work used three CPP methods over three PV plants, which were modeled in a
simulation environment to evaluate metrics and parameters. As a result, a relationship
was found between the CPP width and energy consumption, and according to that,
the best CPP method to implement.

• This work proposes a hybrid CPP method that uses image processing and a DL server
to find the RoI quickly and accurately, becoming a semi-automatic process.

• A free simulation tool is provided, with an interface to simulate the inspection of PV
plants with UAVs.

This paper is structured as follows. In Section 2, necessary definitions and the tech-
niques used to obtain the results are described. In Section 3, the three CPP methods
implemented are compared to show relationships among the CPP width, number of
maneuvers, and energy consumption, with the aim of finding the best CPP method to
implement. Finally, in Section 4, some conclusions are given.

2. Materials and Methods

In this work, three PV power plants were selected that met the image requirements of
no light distortions, non-complex geometry, and grouped panels. These plants are in differ-
ent parts of the world. The first PV plant has an area of 35, 975 square meters, located in
Brazil (−22.119948323621525, −51.44666423682603), known as Usina Solar Unioeste 1 [75].
The second PV plant has an area of 25, 056 square meters, located in Iran (34.0504329771808,
49.796635265177294), known as Arak power plant [37]. The third plant is in the United
States (38.55989816199527, −121.42374978032115); the plant has 1344 square meters of area,
and it is part of a PV plant located on the roof of the California State University Sacramento
Library (CSUSL) [76].

These plants were subjected to a series of processing stages, as shown in Figure 1.
The RoIs were obtained from Google Maps satellite images with a predefined altitude,
and limits, from which the image (input image) of the desired PV system was obtained
as the first stage, shown in Figure 1. In the second stage, the image was entered into a DL
server that was developed in this work, taking into account the previous work [65]. The DL
server was launched with TensorFlow [77] and Flask [78]. This stage obtains a mask (image
segmentation) of the PV plant, as shown in Figure 1. In the third stage it was necessary to
apply a series of OpenCV functions (post-processing), as referenced in Algorithm A1 in the
Appendix A, to adjust the mask (output mask) to the PV plant area, as seen in Figure 1.
Then, the output mask or RoI was introduced in the GUI interface, where the CPP method
was selected to internally execute. Later, the path GPS positions (CPP computed) were sent
to the UAV through MAVlink commands [79,80]. The UAV executed these commands in
the Gazebo platform (CPP simulation) and, at the same time, the simulation data was fed
back the GUI interface. Simultaneously all GPS points reached by the UAV were drawn in
the GCS platform (CPP). In this stage, the trajectory was validated. Each stage is described
in greater detail in the following sections.
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Figure 1. Stages for CPP with semantic segmentation for UAV in PV plants.

2.1. Deep Learning (DL) Server for Segmentation

A deep learning (DL) server for segmentation was necessary to extract the RoIs
from the Google Maps images. Additionally, the server was used to achieve this task
automatically with the process called semantic segmentation, wherein each pixel is labeled
with the class of its enclosing object [65,66]. In previous work, a convolutional neural
network was proposed, wherein a public database was used; this data was prepared,
resized for training, and assessed with two network structures. The U-net network had the
best performance, in terms of metrics, in the semantic segmentation task [65]. Then a DL
server was employed to perform image segmentation and obtain the RoI [81].

2.2. Post Processing

In this step, a set of OpenCV functions were applied with Python 3.7. For example,
in the first function, morphological operators like “Erode” and “Dilate” were applied to
the images, then the “FindCountours” function was applied to help extract their contours.
The contour can be defined as a curve that joins all the continuous points at the boundary
of the PV installation. So, the “ContourArea” function was then used to find the area of
the previous contour. Following this pattern, the area was compared with 400 others to
filter the bigger area and eliminate the little areas belonging to false positives. Then the
“ApproxPolyDP” function was used to approximate a shape of the contour to another shape
with fewer vertices. Subsequently, the “DrawContour” function was used to draw the
resulting contour [82,83]. Finally, the “Erode” morphological operators were used again,
to expand the known area and compensate for the limitations of the mask with regard
to the CPP method and some faulty occurrences caused by the false positives of the DL
server. The pseudocode of the openCV functions used is shown in Algorithm A1 in the
Appendix A.

2.3. 2D Coverage Path Planning Method in the GUI Interface

In previous studies of CPPs, there were many existing methods from which to select
to solve the CPP problem. In this work, three methods based on CPP were selected,
considering the following criteria: time of execution, ease of implementation, and more,
which were used to cover the RoI. The methods were selected according to [38,39].

The boustrophedon exact cellular decomposition (BECD), which was proposed by [84],
was the first selected. The CPP method is delineated in Figure 2.

109



Appl. Sci. 2021, 11, 12093

The second was grid-based spanning tree coverage (GBSTC), which works with
cellular decomposition, first proposed by [85], and depicted in Figure 3.

Figure 2. The RoI and the path generated from the initial point (I) to the final point (F) by BECD.

The third method selected for this project was grid-based wavefront coverage (GBWC),
first proposed by [86]. The method is illustrated in Figure 4. Each of these CPP methods is
explained in more detail in the following sections.

(a). The boustrophedon exact cellular decomposition (BECD) Method: This method
takes the robot’s free space and obstacles and splits them into cells. These cells are covered
by the robot using a back-and-forth pattern from the initial point to the final point, using
maneuvers of 90 degrees to change direction from south to north or vice versa, as shown in
Figure 2. This method improves the trapezoid decomposition technique, as it exploits the
structure of the polygon to determine the start and end of an obstacle, and thus is able to
divide the free space into a few cells that do not require a redundant step, and it permits
the coverage of curved areas [84].

(b). Grid-Based Spanning Tree Coverage (GBSTC): This method is based on approx-
imate cell decomposition and differs from the previous method in that the following
postulates were considered. First, the method divides the space into grids of side L. Second,
the robot only moves in perpendicular directions to the sides of the grid. Third, every
grid is subdivided into four grids of side L/2. Finally, GBSTC discards space that is partly
occupied by obstacles. Consequently, considering these previous postulates, the method
consists of several stages: in the first stage, a graphic structure is defined, S(N, E), where
N is nodes, defined as the central point of each grid, and E is edges, defined as the line
segments connecting the centers of adjoining grids, as shown in Figure 3a. In the second
stage, the method builds a spanning tree for S, and employs this tree to plan a cover path
as follows. Starting in grid I with a sub-grid of side L/2, the robot begins by travelling
between adjoining sub-grids along a path that moves around the spanning tree at a con-
stant distance and in a counterclockwise direction, finishing when the initial sub-grid, I, is
found again, which means it is also in the final point, F [85]. An example of this method is
illustrated in Figure 3b. The approximation depends on the side length, L, of the grid.
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Figure 3. (a) Approximate cell decomposition in grids, and sub grids. (b), coverage path generated
with the GBSTC method.

(c). grid-based wavefront coverage (GBWC): The first grid-based method proposed
for CPP, GBWC is an offline method that uses a grid representation, in addition to applying
a full CPP method. The method requires an initial grid, I, and a final grid, F. A distance
transformation that propagates a wavefront from the final to the initial point is used to
assign a specific number to each item on the grid. That is, the method first assigns a zero
to the final item, and then a one to all its surrounding grids. Then all unmarked grids
adjoining those marked one are numbered two. The process is incrementally repeated until
the wavefront reaches the initial grid [86], as illustrated in Figure 4a.

Figure 4. (a) Wavefront distance transforms for the selection of the initial position (I) and final
position (F). (b) Coverage path generated using the wavefront distance transforms with the selection
of the initial position (I).

Once the distance transformation is determined, a coverage path can be found by
starting at the initial grid, I, and selecting the adjoining grid with the highest number that
has not been explored. If two or more are unexplored, and adjoining grids share the same
number, one of them is randomly selected, as shown in Figure 4b.

2.3.1. Metrics

The metrics evaluate the performance of the three CPP methods. Such assessment can
be performed by considering five commonly used metrics to evaluate the effectiveness of
the proposed CPP methods both theoretically and in simulation (dynamically) [7,41,43,62].
These five metrics are covered path length, flight time, energy consumption, redundancy
of points traveled, and percentage of coverage of the total area. Each of these metrics is
described below.
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The Lct metric (covered path length) is the length of the entire path covered by the
UAV from the initial to the final point. For a trajectory in a 2D plane composed of n points,
assuming the initial point as (x1, f (x1)) and the end point as (xn, f (xn)), the Lct can be
computed as shown in Equation (1):

Lct =
n−1

∑
i=1

√
(xi + 1− xi)2 + ( f (x1 + 1)− f (xi))2 (1)

where (xi, f (xi)), in which i = 1, 2, . . . , n, representing all the n points of the UAV flight
path in 2D coordinates. More details can be found in [87].

The flight time metric of the PX4 SITL Gazebo model is the time required to travel the
total flight path (takeoff, path travel, and landing) with a dynamic speed that considers
the inertia and the variation in speed due to UAV turns angles. These data are collected
through sensors in the Gazebo plugins [88].

The redundancy of points traveled, R%, corresponds to the number of points that are
visited more than once from the total number of points that the path contains, Equation (2).

R% =
Ppc

Pvmo
(2)

where Ppc, and Pvmo correspond to the number of points the trajectory contains, and the
number of points visited more than once.

The percentage of coverage of the total area, C%, measures the number of effectively
covered points within the total number thereof by the points the area to be covered contains,
given by Equation (3).

C% =
Pv

PT
(3)

where Pv, and PT correspond, respectively, to the total number of points visited and the
total number of points in the area.

Moreover, the number of maneuvers metric, which is the number of turning ma-
neuvers the UAV performs on a path, is often used as the main performance metric in
coverage [89,90].

The energy consumption metric is computed from the voltage and current data from
the power module of the PX4 SITL model [91]. Its value depends on parameters, such
as the CPP width between lines and the speed and the height of the UAV at the time
of implementing the CPP, which were configured in the interface and were simulated
in Gazebo.

To validate the results of the methods described above, the BECD, GBSTC, and GBWC
methods were implemented in two UAVs, simulated in Gazebo, and their performances
were assessed by the metrics presented above [39]. The next section describes the results
and compares the models in detail.

2.4. Simulation and Validation Platform

Based on [92], the Gazebo platform was selected to execute the simulation experiments,
as it has extensive documentation on its webpage. In addition, it is the most mentioned and
used simulation platform in previous work [73,74] that implemented path planning or CPP,
used UAV sensors, or deployed several UAVs [92]. Gazebo also allows the modeling of
commercial UAVs using the PX4 autopilot software [91], as shown in Figure 5. In addition,
this figure shows one of the experiments conducted with the Typhoon UAV, flown over
the CSUSL plant. The UAV sonar sensor, represented by blue lines, is also shown, as is the
UAV camera, in the box at the upper right.
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Figure 5. UAV over A PV plant, simulated in Gazebo.

The integration of Gazebo [92], PX4 [91], Python, and the CPP methods was im-
plemented using ROS (Robot Operating System) as middleware [93]. This tool allows
communication among nodes. The nodes are processes, and each node has a task asso-
ciated with it, such as sending a Mavlink command to control the UAV trajectory and
permitting reading messages from the UAV to discern its status in flight, using a simulation
mode referred to as software in the loop (SITL). This simulator provides the ability to run
different vehicles, such as a plane, copter, or rover, without a need for any microcontrollers
or hardware [94]. In addition, two PX4 autopilot rotary wing UAVs, the 3DR Iris and
Typhoon UAV, were chosen because they have good maneuverability and are more suitable
for small-scale CPP missions. Furthermore, these UAVs have been widely used in other
research [67,70,95].

The GCS software (QGroundControl) was selected to validate the CPP calculated for
each UAV and PV plant obtained, because it is the most compatible tool with the PX4
autopilot. It is also recommended on the PX4 webpage. On other hand, another compatible
tool, namely a GUI, was designed using Qt to modify and vary the parameters and to
convert the way points from RoI pixels to geo-referenced points [96].

3. Results and Discussion

The procedure described above—DL-server, post-processing, CPP, and metrics evalu-
ation—are represented in Figure 1, was applied to three different PV plant images. The
results obtained are described in the following sections.

3.1. Results with Deep Server, and OpenCV Functions

OpenCV functions and a DL server were combined to accurately extract the mask and
to trade off the DL server results of the PV plant area. Then, the CPP methods used the
mask as a region of interest (RoI).
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The stages to obtain the results of the RoI in the three images are shown in Figures 6–8.
In the first stage, a high-resolution image from Google Maps, of predefined height and
width, was obtained, and used as an input image in the DL server, depicted in Figure 6a.
In the second stage, the output image of the DL server was the mask, shown in Figure 6b.
In the third stage, the opening function was used in the mask, Figure 6c. In the fourth stage,
the RoI was obtained using the draw contour method, as seen in Figure 6d. Finally, the RoI
was blended with the input image with the aim of comparing the results in Figure 6e. The
results were satisfactory and can be adapted, depending on the environment.

Figure 6. Steps of boundary extraction by the DL server and OpenCV functions in the Unioeste 1 PV plant.

Figure 7. Steps of boundary extraction by DL server, and OpenCV functions in Arak PV plant.

Figure 8. Steps of boundary extraction by DL server, and OpenCV functions in CSUSL PV plant.

3.2. Results of the CPP Method

The CCP method results were obtained from six experiments that implemented the
five metrics previously described. Each experiment was conducted by selecting a PV plant
and a UAV, then choosing the CPP method and the width, speed, and height of the UAV
over the flight path. All of this was done in the implemented GUI interface. The six tests
were conducted by varying the CPP width parameter, while other parameters were not
varied, and the same experimental conditions were maintained throughout.

For these experiments two UAVs were selected, the Typhoon [97] and 3DR Iris [98],
as mentioned in Section 2.4. Three simulated PV plants were also chosen, as highlighted
in Section 2. The metrics referenced in Section 2.3.1 were assessed for each test. Battery
consumption was obtained from the GCS software with the SITL parameter activated. The
rest of the data was collected from the Gazebo simulations. The experiments are explained
in detail in the following sections, and some results are discussed.
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3.2.1. The Three First Experiments with a Typhoon UAV

The three first CPP experiments were conducted with a Typhoon UAV, varying the
CPP width between 0 and 20 m, depending on the PV plant being covered. For example,
in the first and second PV plants, Unioeste 1, and Arak, respectively, the CPP widths were
varied between 5 and 20 m. In the third CSUSL PV plant, the width was varied between
1 and 8 m, due to the method’s restrictions on running in small areas with a large width.
Then, in each of these experiments, the resulting metrics were annotated in Tables, as
shown in Appendix B.

The logged metrics were utilized to draw a clustered columns and lines chart for
experiments 1, 2 and 3, performed with the Typhoon UAV, to highlight the most important
information and to determine their correlations with each other. In these graphs the vertical
axis was scaled logarithmically and the horizontal axis was labeled with the type of CPP
method in use; in this way, it is possible to visualize the correlation of flight time, number
of maneuvers, and path length covered with the energy consumption by each CPP method,
as shown in Figures 9–11. In addition, the relationship between the redundancy metric and
the CPP width is identified, showing that this metric is higher in BECD, but does not affect
energy consumption, which is the primary metric of interest.

Figure 9. Performance metrics of Typhoon UAV on Unioeste PV plant (Experiment 1).

Figure 10. Performance metrics of Typhoon UAV on Arak PV plant (Experiment 2).
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Figure 11. Performance metrics of Typhoon UAV on CSUSL PV plant (Experiment 3).

The UAVs’ energy consumption, in conjunction with the CPP widths, were obtained
from the energy consumption results logs, then a new Table 1 was composed of three large
columns, corresponding to all the assessed PV plants, and each PV plant column is made
up of three CPPs with their respective values of consumed energy. The rows of the table
contain the CPP widths in increasing order from top to bottom, as shown in Table 1. Where
it can be observed, some parameters, such as the energy consumption with regard to CPP
width, were due to the size of the RoI. Additionally, it can be observed that the greater
the CPP width, the lower the energy consumption, as seen in the columns of Table 1. For
example, for the BECD CPP in Unioeste 1, with a width of 5 m, the percentage of energy
consumed was 98%, while, for a width of 20, the energy consumed was 29%. It is also
observed that the larger the PV plant, the UAV consumed all its energy in CPPs with
narrow widths; on the other hand, if the plant is small, with the same width, the UAV does
not have energy consumption problems. As can be seen in the row with a width of 8, where,
for the Unioeste 1 and Arak PV plants, a lot of energy was consumed, between 88% and
52%, unlike the CSUSL plant, in which where the energy consumed was very little, between
7% and 5%. In the experiments for which energy consumption, with respect to CPP width,
cannot be observed, (N/A) was used to annotate these results, which happened when the
CPP width was very large with respect to the RoI, as this does not allow the generation of
the route, or when the CPP width was very small with regard to the RoI causing a flight
path in which the UAV consumes all its energy. In short, the UAV used can be undersized
or oversized with respect to its intended PV plant.

The graphs in Figure 12 were constructed from Table 1 by quintic polynomial inter-
polations, which requires six data points to form a curve that passes through all given
data points [99], where the abscissa axis is the CPP width and the ordinate axis is energy
consumption. For the experiment conducted at the PV plant Unioeste 1, the graph in
Figure 12a shows that the BECD method had the lowest energy consumption when the
CPP width was in the range of 5 to 16 m, while GBSTC and GBWC had the lower energy
consumption when the CPP width was in the range of 16 to 20 m. For the experiment
tested at the Arak PV plant, the graph in Figure 12b shows that the BECD method had
the lowest energy consumption when the CPP width was in the range of 5 to 10 m, while
the GBSTC and GBWC had similar energy consumption when the CPP width was in the
range of 10 to 15 m, and GBWC had the lowest energy consumption when the CPP width
was in the range of 15 and 20 m. For tests conducted at the CSUSL PV plant, the graph in
Figure 12c shows that the BECD method had the lowest energy consumption when the
CPP width was in the range of 1 to 5.5 m, while the method GBSTC had the lowest energy
consumption when the CPP width was in the range of 5.5 to 8 m. All plants were recreated
in a simulation environment with their real dimensions.
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Table 1. Comparison of three CPP methods with regard to CPP width, for a simulated Typhoon UAV at three PV plants.

Energy Consumption

PV Plant Unioeste 1 (35,975 m2) Arak (25,056 m2) CSUSL (1344 m2)

Width (m)
CPP

BECD GBSTC GBWC BECD GBSTC GBWC BECD GBSTC GBWC

1 N/A N/A N/A N/A N/A N/A 35% 47% 43%

2 N/A N/A N/A N/A N/A N/A 20% 23% 24%

3 N/A N/A N/A N/A N/A N/A 14% 15% 15%

4 N/A N/A N/A N/A N/A N/A 11% 12% 12%

5 98% 100% 100% 80% 94% 94% N/A N/A N/A

6 N/A N/A N/A N/A N/A N/A 9% 8% 8%

8 74% 85% 88% 52% 62% 63% 7% 6% 5%

10 56% 62% 63% 41.5% 45% 43% 5% N/A 5%

12 47% 54% 55% 36% 37% 35% N/A N/A N/A

15 38% 43% 45% 27% 29% 26% N/A N/A N/A

20 29% 32% 31% 21% 20% 19% N/A N/A N/A

Figure 12. Performance test of Typhoon UAV varying the CPP width.

3.2.2. The Last Three Experiments with 3DR Iris UAV

The last three CPP experiments were conducted with a 3DR Iris UAV, varying the
CPP width between 1 and 20 m, depending on the PV plant covered. For example, in the
first and second PV plants, Unioeste 1 and Arak, respectively, the CPP widths were varied
between 8 and 20 m; in the third PV plant, CSUSL, the width was varied between 1 and
8 m, due to the restrictions of the method requiring it be run in small areas with a large
width. Then, in each of these experiments, the resulting metrics were annotated in tables,
as shown in Appendix C.

As in the previous chapter, the recorded metrics were used to create bar and line
graphs for Experiments 4, 5 and 6, which are those conducted with the 3DR Iris UAV, to
highlight the most important information and to determine correlations among the metrics.
In these graphs, the vertical and horizontal axes were scaled logarithmically and labeled in
the same manner as above, with the aim of visualizing the correlations between flight time,
number of maneuvers and path length covered, with regard to energy consumption by
each CPP method, as shown in Figure 13–15 . Furthermore, the relationship between the
redundancy metric and CPP width is identified, showing behavior similar to the previous
UAV’s data.
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Figure 13. Performance metrics of 3DR Iris UAV on Unioeste PV plants (Experiment 4).

Figure 14. Performance metrics of 3DR Iris UAV on Arak PV plants (Experiment 5).

Figure 15. Performance metrics of 3DR Iris UAV on CSUSL PV plants (Experiment 6).

The UAV energy consumption and CPP widths were obtained from the energy con-
sumption results logs, then a new Table 2 was established, in which three large columns
correspond to the PV plants, where each PV plant column contains three CPPs with their
respective values of consumed energy, and the rows of the table contain the CPP widths in
an increasing direction from top to bottom. Here it can be observed, as in the last table, that
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some parameters’ values, such as the energy consumption by CPP width, are due to the
size of the RoI. It can also be observed that the greater the CPP width, the lower the energy
consumption, as seen in the columns of Table 2. For example, using BECD at Unioeste 1
with a width of 10 m, the percentage of energy consumed was 100%, while for a width
of 20 m, the energy consumed was 48%. It is also observed that, for larger PV plants, the
UAV consumed all its energy in a CPP with a small width, whereas, for small plants of
the same width, the UAV did not have energy waste problems. As can be seen in the row
corresponding to a CPP width of 8 m, at the Unioeste 1 and Arak plants a lot of energy
was consumed, between 100%, and 88%, unlike at the CSUSL plant, where the energy
consumed was very little, between 9%, and 8%. Similarly, in the previous experiments,
wherein the UAV’s energy was exhausted and the CPP width did not allow the generation
of the route or when the CPP width was large with regard to the RoI, the results were
scored with (N/A). To summarize, the UAV used is suitable for the last PV plant.

On the other hand, the 3DR Iris UAV, with its design, size, autonomy, and performance
is suitable when the PV plant to be inspected is small, of an approximate size of 5000 square
meters or less, such as the CSUSL PV plant, at 1344 square meters. Owing to such PV plant
sizes, any coverage method used in this work can be used to cover an area with a CPP
width of 1 meter, while minimizing the metrics of path length covered, flight time and
maneuverability, to obtain lower energy consumption, as shown in the Table 2. In addition,
this UAV did not perform well at large or medium-sized plants, since, to cover them using
the CPP method, the width that must be provided is greater than 8 m; therefore, though
the UAV’s inspection of the PV plant had no high-resolution cameras on board, they were
needed; without them, the inspection cannot be guaranteed.

Table 2. Comparison of three CPP methods with regard to CPP width, simulated in a 3DR Iris UAV on three PV plants.

Energy Consumption

PV Plant Unioeste 1 (35,975 m2) Arak (25,056 m2) CSUSL (1344 m2)

Width (m)
CPP

BECD GBSTC GBWC BECD GBSTC GBWC BECD GBSTC GBWC

1 N/A N/A N/A N/A N/A N/A 52% 72% 72%

2 N/A N/A N/A N/A N/A N/A 30% 35% 38%

3 N/A N/A N/A N/A N/A N/A 21% 24% 22%

4 N/A N/A N/A N/A N/A N/A 17% 17% 15%

5 N/A N/A N/A N/A N/A N/A N/A N/A N/A

6 N/A N/A N/A N/A N/A N/A 12% 12% 11%

8 100% 100% 100% 88% 98% 98% 9% 9% 8%

10 96% 100% 100% 70% 76% 71% 7% N/A 7%

12 80% 92% 95% 60% 63% 59% N/A N/A N/A

15 64% 73% 78% 45% 48% 43% N/A N/A N/A

17 60% 68% 67% N/A N/A N/A N/A N/A N/A

20 48% 55% 54% 26% 26% 25% N/A N/A N/A

The graphs in Figure 16 were constructed from Table 2 using quintic polynomial interpo-
lations, wherein the abscissa axis is CPP width and the ordinate axis is energy consumption.

Additionally, the graph in Figure 16a shows that the BECD method had the lowest
energy consumption; when the CPP width spanned the entire test range, the GBSTC and
GBWC methods showed a higher energy consumption at the Unioeste 1 PV plant. The
graph in Figure 16b shows that the BECD method had the lowest energy consumption
when the CPP width was in the range of 8 to 10 m, whereas BECD and GBWC had similar
energy consumption, leaving the GBWC method with the lowest consumption, when the
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CPP width was in the range of 10 to 15 m. On the other hand, the GBWC method had the
lowest energy consumption when the CPP width was in the range of 15 and 20 m; this test
was conducted at the Arak PV plant. Finally, the graph in Figure 16c shows that the BECD
method had the lowest energy consumption when the CPP width was in the range of 1 to
3 m, and the GBWC method had the lowest consumed energy when the CPP width was in
the range of 3 to 8 m. The test was performed at CSUSL’s PV plant.

Figure 16. Performance test of UAV 3DR Iris varying the CPP width.

Summary Tables of the results of the metrics for each of the tests with the Typhoon
UAV and 3DR Iris UAV are shown. All files, and logs for the experiments are available on
GitHub at [100].

3.3. Discussion

The proposed strategy allows a semi-automatic and faster solution for achieving
effective results when inspecting PV plants in geometrically simple areas, with certain
limitations, although some results obtained in this work are theoretical results, such as
from CPP width, for example; in practice, a camera of 14 megapixels is not adequate to
inspect a PV plant with a CPP width of 20 m [37,101].

The results obtained in this work indicate that the most adequate method is BECD for
a specific range of CPP widths, although it also shows adequate performance for various
CPP widths in some RoIs. The GBWC showed a good performance when using a CPP
width greater than 7 m in some RoIs, and all showed a relationship with the area to be
covered, as shown in Tables 1 and 2.

An analysis of the metrics used in this work, such as redundancy, R%, which does
not represent a significant factor when comparing these three CPP methods, showed that,
although the BECD was the method with the highest redundancy, it was also the method
with the lowest consumption of energy. On the other hand, the other metrics, such as
the Lct metric, flight time metric, and the number of maneuvers, are directly related to
energy consumption, as can be seen in Appendix B and C. It also helps to conclude that the
BECD method is more suitable for widths in a range between 0 and 7 m, due to the lower
number of maneuvers in these ranges, as other authors have also mentioned [102,103]. The
percentage of coverage of the total area, C%, always showed that coverage was total

The Lct metric, flight time and number of maneuvers were directly related to the con-
sumption of energy for all the experiments performed, as seen in Figures 9–11 and 13–15,
and as confirmed by other authors [89,90], in addition to helping to reinforce that the most
appropriate CPP for certain ranges is the BECD.

The BECD method is the best method among the three methods tested, in a specific
width range, from 0 to 7 m, for all the RoIs tested, which means that for a 10 Megapixel
camera with a horizontal field of view of 7 m, the CCP method’s good images, in terms of
what to inspect of a PV plant can be obtained [23].
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The implemented BECD method divided the RoI into small regions, and then, over
these regions, it implemented the round-trip coverage pattern, called boustrophedon [38,39].
This pattern allows spending less energy consumption with small widths, due to its low
number of maneuvers compared with the other methods, as shown in Appendix B and C.

On the other hand, the GBWC method allowed lower energy consumption, according
to the results of the simulations, in widths greater than a certain value, but depending on
RoI size; this method also allows an approximate coverage outside the RoI, a characteristic
that is very important in this type of application, and that, perhaps, is not very attractive
for terrestrial robotics, from which this type of method originates [86].

A RoI with many concave points is a great challenge for performance metrics, since
they increase with the distance of travel, and also increase the number of maneuvers
and therefore increase energy consumption, according to these results in the following
works [67,103], a more detailed analysis on these characteristics was made.

In future works, the methods (BECD, GBWC) could be implemented in UAVs with
characteristics similar to those used in this work; these characteristics are shown in
Tables A1 and A5. Additionally, with these UAVs, an inspection could be conducted in at
least one PV plant. Where one can think about the implementation of an expert system that
selects the coverage path between the two types of methods (BECD, GBWC), according to
the CPP width size, required for a camera with a certain resolution, and focal length.

Finally, the results obtained with the BECD, and GBWC methods differ from the results
obtained by other authors [34–37]. Who did not implement CPPs to solve these types of
problems; they used other types of solutions that have restrictions when inspecting PV
plants with UAVs. On the contrary, this work considers the CPPs, and obtained interesting
results for future real implementation. The proposed CPP will increase the possibility
of using inexpensive UAV systems for the inspection of PV systems on roofs of houses,
and commercial buildings, and also, of the use of CPP with small widths to complete
inspections at centimeter scales of the panel where the flaws can be better seen.

4. Conclusions

In this work, a method for implementing CPP in UAV for PV plant inspection was
presented. The method consisted of a series of steps, one of these was the deployment of a
DL-based U-net model to establish a DL service system from which to extract the limits of
PV plants by extracting the boundaries of PV plants from an image. To summarize, the
method was accurate, and fast without depending on the image, with low request latency
and response.

This experiment focused on three novel path planning methods in the PV inspection
missions in order to find the best path for covering each of the three PV power plants with
less energy consumption. A GUI interface was used to order the UAV’s maneuvers in the
inspection of the simulated PV plants. The results of each CPP method in the simulation
were compared. The best CPPs was the BECD, for a range of CPP widths of 0 to 7 m. These
path planning algorithms can be performed by any multirotor UAV that receives Mavlink
commands, can carry a camera sensor, and transmit real-time video to GCS.

Performance on the CPP tasks was measured using two different types of flying robots,
a Typhoon UAV and a 3DR Iris UAV. It was demonstrated that the Typhoon UAV (or one
with similar characteristics) is better suited for large or medium-sized PV plants (such as
those in deserts, plains, and hills); instead, the drone-like 3DR Iris UAV is more suitable
for small-sized PV generation (such as on roofs and rooftops, canopies, and facades). The
proposed strategy allows such comparisons to be made and enables the selection of the
most suitable UAV for each type of installation.

The values obtained for the metrics collected from each of the tests show a correla-
tion between covered path length, flight time, number of maneuvers as regards energy
consumption, and ensuring that the CPPs implemented in UAVs to inspect photovoltaic
plants could be similar when implemented in real plants. The results also help to predict
the energy consumption of a given UAV when performing a plant inspection.
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Abbreviations
The following abbreviations are used in this manuscript:

BECD boustrophedon exact cellular decomposition
GBSTC grid-based spanning tree coverage
GBWC grid-Based wavefront coverage
DL deep learning
UAV unmanned aerial vehicle
PV photovoltaic
O and M operation and maintenance
CAGR compound annual growth rate
LCOE levelized cost of energy
List of Symbols
Lct covered path length
R% redundancy of points traveled
C% percentage of coverage of the total area

Appendix A. Algorithm

In this step, a series of OpenCV functions, in python 3.7 and in jupyter-lab, were applied.
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Algorithm A1: OpenCV functions.

1. input :A image Ir of size w× l
2. output :A Map for robot

3. initialization
4. import cv 2, np, flask, tensorflow, matplotlib
5. do
6. Im← cv2.imread(Mask)
7. th← cv2.Threshold(Im,128,255,THRESH_BINARY,THRESH_OTSU)

8. k← cv2.getStructuringElement(MORPH_RECT, (1, 1))
9. j← cv2.getStructuringElement(MORPH_RECT, (5, 5))

10. Ierosion←cv 2.erode(th2[w, l],k,iteration = 2)
11. Idilation← cv 2.dilate(Ierosion[w, l],j,iteration = 20)
12. ThImage← Idilation.astype(np.uint8)
13. cnt← cv2.findCountours(

ThImage[w, l],RETRE_XTER,CHAIN_APX_NONE)
14. for i in cnt:
15. area← cv2.contourArea(cnt)

16. if (area >400):
17. apx← cv2.approxPolyDP(cnt,0.0010∗ cv 2.arcLength(cnt, True) ,True)
18. cv2.drawContours(image_copy, [apx],−1 , (0, 0, 255),7)

19. mask← cv2.zeros([w, l])
20. cc← cv2.drawContours(mask,cnt,−1,(255, 255, 255),−1,FILLED)

while True

Appendix B. Tables of Typhoon UAV

Table A1. Yuneec Typhoon UAV technical specification.

Typhoon UAV

Dimensions 520 × 457 × 310 mm (20.5 × 18 × 12.2 inches)

Weight 1980 g (69.8 ounces)
Battery 5400 mAh 4S/ 14.8 V (79.9 Wh)
Camera 12.4 megapixels, 14mm/F2.8

Flight Time up to 25 min
Flight Speed 20o m/s

Payload Capacity 10.400 g
Motor AC YUNH520120
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Table A2. Experiment 1 with three CPP methods implemented using Typhoon UAV over Unioeste 1
PV Plant.

Width CPP Redundacy Distance Flight Time Maneuver Energy Consumed

5

BECD

8.23 7591.7 31.29 392 88

8 14.18 4751.4 19.36 68 74

10 7.34 3615.9 14.54 45 56

12 13.36 2987.2 12.22 39 47

15 15.33 2388.5 10.18 28 38

20 13.33 2388.5 10 22 29

5

GBSTC

1.27 7154.6 43 527 100

8 2.27 4444.3 22.47 178 85

10 1.83 3486.2 16.35 100 62

12 2.76 2842.1 14.19 104 54

15 4.38 2288.92 11.17 74 42

20 2.67 16,655.1 8.21 54 32

5

GBWC

3.66 7270.8 38.41 392 100

8 8.51 4732.3 24.2 175 88

10 7.95 3707.9 16.38 83 63

12 11.98 3095.2 14.35 78 55

15 12.41 2447.7 12.02 78 45

20 10.67 1779.3 8.1 39 31

Table A3. Experiment 2 with three CPP methods implemented using Typhoon UAV over Arak
PV Plant.

Width CPP Redundacy Distance Flight Time Maneuver Energy Consumed

5

BECD

12.84 4612.5 21.08 125 80

8 18.84 3021.2 13.52 74 52

10 25.52 2339.8 7.4 62 41

12 28.89 2029.9 9.36 62 36

15 12.84 1547.95 7.16 35 28

20 36.59 1126.9 5.25 25 21

5

GBSTC

2.83 4308.4 27.28 365 94

8 3.96 2766.8 16.28 119 62

10 5.73 2089.9 12.07 119 45

12 7.41 1809.7 10.03 85 37

15 8.75 1373.7 7.4 66 29

20 9.36 966.6 5.09 33 20

5

GBWC

9.07 4497.5 28.34 390 94

8 4.26 2789.6 15.01 193 63

10 4.69 2078.4 11.2 98 43

12 14.07 1922.4 9.24 58 35

15 6.25 1360.42 7.02 46 26

20 9.76 1002.8 5.04 25 19
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Table A4. Experiment 3 with three CPP methods implemented using Typhoon UAV over CSUSL
PV Plant.

Width CPP Redundacy Distance Flight Time Maneuver Energy Consumed

1

BECD

8.97 1579.4 9.47 192 35

2 20.05 814.9 5.28 86 20

3 22.09 525.1 3.44 62 14

4 21.11 406.1 3.04 38 11

6 42.86 296.2 2.19 27 9

8 86.67 198.6 1.43 20 7

1

GBSTC

1.25 1289.9 13.1 542 47

2 2.64 680.6 6.23 154 23

3 4.55 448.5 4.15 88 15

4 5.56 370.23 3.23 58 12

6 5.71 233.2 2.08 30 8

8 40 177.3 1.38 19 6

1

GBWC

1.37 1420.7 11.56 462 43

2 4.22 705.9 6.33 168 24

3 11.04 506.1 4.01 69 15

4 8.89 404.4 3.05 44 12

6 13.89 278.7 2.1 24 8

8 13.33 157.5 1.28 14 5

Appendix C. Tables of 3DR Iris UAV

Table A5. 3D Robotics UAV 3DR Iris technical specification.

3D Robotics 3DR Iris

Dimensions 10 cm in height, 55 cm motor-to-motor

Weight 1282 g

Battery 5100 mAh 3S

Camera N/A

Flight Time 15–20 mins

Flight Speed 11 m/s

Payload Capacity 400 g

Motor AC 2830, 950 kV
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Table A6. Experiment 4 with three CPP methods implemented using UAV 3DR Iris over Unioeste 1
PV Plant.

Width CPP Redundacy Distance Flight Time Maneuver Energy Consumed

10

BECD

7.34 3619.1 14.48 45 96

12 13.36 2987.1 12.24 39 80

15 15.33 2391.3 10.04 35 64

17 18.52 2234.1 9.13 25 60

18 13.79 1870.3 7.59 26 52

20 13.33 1773.8 7.25 22 48

10

GBSTC

1.83 3485.5 16.39 100 100

12 2.76 2827 14.12 104 92

15 4.38 2280.3 11.23 74 73

17 6.38 2101.5 10.36 68 68

18 4.6 1790.4 8.52 55 58

20 2.67 1651.2 8.21 54 55

10

GBWC

7.95 3716.5 16.29 83 100

12 11.98 3094.3 14.37 86 95

15 12.41 2442 12.05 78 78

17 14.81 2255.8 10.19 46 67

18 11.49 1883.7 8.47 43 57

20 10.67 1783.3 8.18 39 54

Table A7. Experiment 5 with three CPP methods implemented using the UAV 3DR Iris over Arak
PV Plant.

Width CPP Redundacy Distance Flight Time Maneuver Energy Consumed

7

BECD

15.42 3292.7 15.31 80 95

8 18.84 3020.2 14.2 74 88

10 25.52 2339.3 12.52 62 70

12 28.89 2030.4 9.57 50 60

15 31.25 1548.5 7.27 35 45

20 36.59 1133.3 5.21 25 26

7

GBSTC

5.73 2090.4 43 527 100

8 3.96 2757.8 17.06 179 98

10 5.73 2090.4 12.36 119 76

12 7.41 1809.3 10.18 85 63

15 8.75 13,674.2 8 66 48

20 9.76 971 5.07 33 26

5

GBWC

3.66 7270.8 38.41 392 100

8 4.69 2078.8 11.47 98 2

10 4.69 2078.8 11.47 98 71

12 14.07 1922.7 9.43 58 59

15 6.25 1360.08 7.07 46 43

20 6.25 1360.08 7.07 46 25
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Table A8. Experiment 6 with three CPP methods implemented using the UAV 3DR Iris over CSUSL
PV Plant.

Width CPP Redundacy Distance Flight Time Maneuver Energy Consumed

1

BECD

10.06 1724.8 10.39 211 52

2 15.38 978 6.12 95 30

3 19.3 597.2 4.18 62 21

4 26.67 441.5 3.33 47 17

6 47.22 316.7 2.3 30 12

8 66.67 197.4 1.47 20 9

1

GBSTC

1.77 1416.4 15.31 626 72

2 3.61 697.4 7.2 220 35

3 5.85 508.6 5 108 24

4 5.56 373.4 3.28 65 17

6 19.44 270.1 2.22 32 12

8 40 198.8 1.52 19 9

1

GBWC

3.94 1414.9 15.3 626 72

2 5.53 817.4 7.36 218 38

3 7.6 553 4.36 86 22

4 8.89 404.4 3.05 44 15

6 13.89 274.7 2.13 24 11

8 20 184.9 1.41 16 8
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Abstract: The accurate modeling and forecasting of the power output of photovoltaic (PV)
systems are critical to efficiently managing their integration in smart grids, delivery, and storage.
This paper intends to provide efficient short-term forecasting of solar power production using
Variational AutoEncoder (VAE) model. Adopting the VAE-driven deep learning model is expected
to improve forecasting accuracy because of its suitable performance in time-series modeling and
flexible nonlinear approximation. Both single- and multi-step-ahead forecasts are investigated
in this work. Data from two grid-connected plants (a 243 kW parking lot canopy array in the
US and a 9 MW PV system in Algeria) are employed to show the investigated deep learning
models’ performance. Specifically, the forecasting outputs of the proposed VAE-based forecasting
method have been compared with seven deep learning methods, namely recurrent neural network,
Long short-term memory (LSTM), Bidirectional LSTM, Convolutional LSTM network, Gated recurrent
units, stacked autoencoder, and restricted Boltzmann machine, and two commonly used machine
learning methods, namely logistic regression and support vector regression. The results of this
investigation demonstrate the satisfying performance of deep learning techniques to forecast solar
power and point out that the VAE consistently performed better than the other methods. Also,
results confirmed the superior performance of deep learning models compared to the two considered
baseline machine learning models.

Keywords: photovoltaic power forecasting; data-driven; deep learning; variational autoencoders; RNN

1. Introduction

The accurate modeling and forecasting of solar power output in photovoltaic (PV) systems are
certainly essential to improve their management and enable their integration in smart grids [1,2].
Namely, the output power of a PV system is highly correlated with the solar irradiation and the
weather conditions that explain the intermittent nature of PV system power generation. Particularly,
the characteristic of fluctuation and intermittent of the temperature and solar irradiance could impact
solar power production [3]. In practice, a decrease of larger than 20% of power output can be recorded
in PV plants [4]. Hence, the connected PV systems to the public power grid can impact the stability
and the expected operation of the power plant [5]. Given reliable real-time solar power forecasting,
the integration of PV systems into the power grid can be assured. Also, power forecasting becomes an
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indispensable component of smart grids to efficiently manage power grid generation, storage, delivery,
and energy market [6,7].

Long-and short-term forecasting methods are valuable tools for efficient power grid
operations [8,9]. The success of integrating PV systems in smart grids depends largely on the accuracy
of the implemented forecasting methods. Numerous models have been developed to enhance the
accuracy of solar power forecasting, including autoregressive integrated moving average (ARIMA),
and Holt-Winters methods. In Reference [10], a short term PV power forecasting based on the
Holt-Winters algorithm (also called triple exponential smoothing method) has been introduced. This
model is simple to construct and convenient to use. In Reference [11], different time series models
including Moving average models, exponential smoothing, double exponential smoothing (DES),
and triple exponential smoothing (TES) have been applied for short-term solar power forecasting.
In Reference [12], a coupled strategy integrating discrete wavelet transform (DWT), random vector
functional link neural network hybrid model (RVFL), and SARIMA has been proposed to a short-term
forecast of solar PV power. This study showed that the use of the DWT negatively affects the accuracy
of solar PV power forecasting under a clear sky. While the quality of the forecast model is improved
when using DWT in cloudy and rainy sky weather. In addition, the coupled model showed superior
forecasting performance in comparison to individuals models (i.e., SARIMA or RVFL). However,
switching between two forecast models is not an easy task, particularly for real-time forecasting.
In Reference [13], a hybrid model merging seasonal decomposition and least-square support vector
regression was developed for forecasting monthly solar power output. Improved results have been
obtained with this hybrid model compared to those obtained with ARIMA, SARIMA, and generalized
regression neural network.

In recent years, shallow machine learning (ML) as non-parametric models, which are more
flexible, have been widely exploited in improving solar PV forecasting. These models possess desirable
characteristics and can model the complicated relationship between process variables and do not need
an explicit model formulation to be specified, as is generally required. In Reference [14], a hybrid
approach combining support vector regression (SVR) and improved adaptive genetic algorithm
(IAGA) is developed for an hourly electricity demand forecasting. It has been shown that this
hybrid approach outperformed the traditional feed-forward neural networks, the extreme learning
machine (ELM) model, and the SVR model. In Reference [15], an approach for forecasting PV and
wind-generated power using the higher-order multivariate Markov Chain. This approach considers
the time-adaptive stochastic correlation between the wind and PV output power to achieve the 15-min
ahead forecasting. The observation interval of the last measured samples are included to follow the
pattern of PV/wind power fluctuations. In Reference [16], a univariate method is developed for
multiple steps ahead of solar power forecasting by integrating a data re-sampling approach with
machine learning procedures. Specifically, machine learning algorithms including Neural Networks
(NNs), Support Vector Regression (SVR), Random Forest (RF), and Multiple Linear Regression (MLR)
are applied to re-sampled time-series for computing multiple steps ahead predictions. However,
this approach is designed only for univariate time series data. In Reference [17], a forecasting strategy
combining the gradient boosting trees algorithm with feature engineering techniques is proposed
to uncover information from a grid of numerical weather predictions (NWP) using both solar and
wind data. Results indicate that appropriate features extraction from the raw NWP could improve
the forecasting. In Reference [18], a modified ensemble approach based on an adaptive residual
compensation (ARC) algorithm is introduced for solar power forecasting. In Reference [19], an analog
method for day-ahead regional photovoltaic power forecasting is introduced based on meteorological
data, and solar time and earth declination angle. This method exhibited better day-ahead regional
power forecasting compared to the persistence model, System advisor model, and SVM model.

Over the last few years, deep learning has emerged as a promising research area both in
academia and industry [20–24]. The deep learning technology has realized advancement in different
areas, such as computer vision [25], natural language processing [26], speech recognition [27],
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renewable energy forecasting [4,28], anomaly detection [29–31], and reinforcement learning [32].
Owing to its data-driven approaches, deep learning has brought a paradigm shift in the way relevant
information in time series data are extracted and analyzed. By concatenating multiple layers into
the neural network structures, deep learning-driven methods enable flexible and efficient modeling
of implicit interactions between process variables and automatic extraction of relevant information
from a voluminous dataset with limited human instruction. Various deep techniques have been
employed in the literature for improving solar power forecasting. For instance, in Reference [33],
Recurrent Neural Networks (RNNs) is adopted for PV power forecasting. However, simple RNN
is not suited to learn long-term evolution due to the vanishing gradient and exploding gradient.
To bypass this limitation, several variants of RNN have been developed including Long Short-Term
Memory Networks (LSTM) and gated recurrent unit (GRU) networks. Essentially, compared to a
simple RNN model, LSTM and GRU models possess the superior capacity in modeling time-dependent
data within a longer time span. In Reference [4], the LSTM model, which is a powerful tool in modeling
time-dependent data, is applied to forecast solar power time series data. In Reference [34], a GRU
network, which is an extended version of the LSTM model, has been applied to forecast short-term
PV power. In Reference [35], at first, an LSTM recurrent neural network (LSTM-RNN) is applied for
independent day-ahead PV power forecasting. Then, the forecasting results have been refined using
a modification approach that takes into consideration the correlation of diverse PV power patterns.
Results showed that the forecasting quality is improved by considering time correlation modification.
In Reference [36], by using the LSTM model, a forecasting framework is introduced for residential load
forecasting to address volatility problems, such as variability of resident’s activities and individual
residential loads. Results show that the forecasting accuracy could be enhanced by incorporating
appliance measurements in the training data. In Reference [37], a hybrid forecasting approach is
introduced by combining a convolutional neural network (CNN) and a salp swarm algorithm (SSA) for
PV power output forecasting. After classifying the PV power data and associated weather information
in five weather classes: rainy, heavy cloudy, cloudy, light cloudy, and sunny, the CNN is applied to
predict the next day’s weather type. To this end, five CNN models are constructed and SSA is applied
to optimize each model. However, using several CNN models makes this hybrid approach not suitable
for real-time forecasting. In Reference [38], a method combining deep convolutional neural network
and wavelet transform technique is proposed for deterministic PV power forecasting. Then, the PV
power uncertainty is quantified using quantile regression. Results demonstrated the deterministic
model possesses reasonable forecasting stability and robustness. Of course, deep learning models
possess the capacity to efficiently learn nonlinear features and pertinent information in time-series
data that should be exploited in a wide range of applications.

This study offers a threefold contribution. Firstly, to the best of our knowledge, this the first study
introducing a variational autoencoder (VAE) and Restricted Boltzmann Machine (RBM) methods to
forecast PV power. Secondly, this study provides a comparison of forecasting outputs of eight deep
learning models, including simple RNN, LSTM, ConvLSTM, Bidirectional LSTM (BiLSTM), GRUs,
stacked autoencoders, VAE, and RBM, which takes into account temporal dependencies inherently and
nonlinear characteristics. The eight deep learning methods and two commonly used machine learning
methods, namely logistic regression (LR) and support vector regression (SVR), were applied to forecast
PV power time-series data. Finally, for the guidance of short- and long-term operational strategies for
PV systems, both single- and multi-step-ahead forecasting are examined and compared in this paper.
Data sets from two grid-connected plants are adopted to assess the outputs of the deep learning-driven
forecasting methods. Section 2 introduces the eight used deep learning methods. Section 3 describes
the deep learning-based PV power forecasting strategy. Section 4 assesses the forecasting methods
and compares their performance using two actual datasets. Finally, Section 5 concludes this study and
sheds light on potential future research lines.
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2. Methodologies

Deep learning techniques, which possess good capabilities in automatically learning pertinent
features embed in data, are examined in this study to forecast PV power output. Table 1, summarizes the
pros and cons of the seven considered benchmark deep learning architectures: RNN [39], LSTM [40],
GRU [41], Bi-LSTM [42], ConvLSTM [43], SAE [44], RBM [45,46], and VAE [20,47].

Table 1. The considered benchmark deep learning methods.

Model Description Key Points

• RNNs are able to include historical
information in the forecasting process via
their recurrent structure and memory units
• Simple RNN do not have gates [39].
• The RNNs are entirely trained in a
supervised way.

+ Modeling time dependencies
- Simple RNNs fail to catch the
long-term evolution due to the
vanishing gradient and exploding
gradient [33].

• LSTM consists of three gates
regulating the information flow called
input, forge, and output gates [40].
• Gate mechanism is used to store and
memorize historical data features.
• GRU use two gates, while LSTM is
based on three gates.

+ LSTM showed good
performance for learning long-term
dependencies more easily than the
conventional RNN
- Its training is relatively longer
than that of other RNN algorithms
- The architecture of typical
LSTM is very complex

• The major demarcation of GRU from
LSTM is that only one unit is used to control
both the forgetting factor and the decision
to update the state unit [41].
• GRU contains only two gates,
the update, and the reset gates.
• The GRU has been widely used in
time-series, data sequence (e.g., speech and
text processing), temporal features
extraction, prediction, and forecasting.

+ The attractive features of the
GRU model are the shorter training
time compared to the LSTM and
the fewer parameters that the GRU
model possesses compared to the
LSTM [41].
- GRU models have problems
such as slow convergence rate and
low learning efficiency, resulting in
too long training time and even
under-fitting.

• Compared to the LSTM model that
passes the input data through the network
in one direction from past to future
(forward), the BiLSTM processes the input
also in the backward direction from the
future to the past [42].
• This architecture improves the
learning of complex temporal dependencies
through double processing.

+ Modeling time dependencies
+ Improved accuracy in state
reconstruction is achieved by
BiLSTM that merges the desirable
features of both bidirectional RNN
and LSTM [42].
- Complex architecture

• The ConvLSTM is a special variant
of the traditional LSTM, in which the
fully-connected layer operators are replaced
with convolutional operators [43].
• LSTM with recurrent connection to
deal with data sequences.
• The convolutional layer can deal with
2D inputs like a sequence of images.

+ The ConvLSTM can process
2D input through convolutional
transformations to learn the spatial
features and then feed the LSTM
module.
+ It has been used in modeling
time dependencies, feature extraction,
and spatiotemporal modeling
- Complex architecture
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Table 1. Cont.

Model Description Key Points

• Autoencoders are neural networks
that aim to create a compact representation
of a given input x like images or any type of
data [44].
• The network learns how to compress
the input features by keeping the most
important information by minimizing
the reconstruction error between the
compressed input and the original input
x [44].
• Autoencoders are usually stacked to
build a deep-stacked autoencoder.

+ Powerful compression
capabilities
+ The SAEs are trained in an
unsupervised way
+ They are applied for features
extraction, data generation,
dimensionality reduction,
classification, prediction, and
forecasting.
- Suffers from the error vanishing
and the overfitting

• RBMs are stochastic and generative
neural networks [45] consisting of visible
units and hidden units. There are no
connections between visible-to-visible and
hidden-to-hidden; however, visible and
hidden units are fully connected.
• Usually, RBMs are trained based on
the contrastive divergence learning method.
• Contrastive divergence uses Gibbs
sampling to compute the intractable
negative phase.

+ Simple architecture with two
layers
+ Generative model,
+ Strong data distribution
approximation.
+ Can be stacked to build a deep
learning model like DBN or DBM.
- Slow training due to
Contrastive Divergence approach.

Variational Autoencoders Model

VAEs are an essential class of generative-based techniques that are efficient to automatically
extract information from data in an unsupervised manner [20,47]. One desirable characteristic of VAEs
is their ability for reducing the input dimensionality enabling them to compress large dimensional
data into a compressed representation. Moreover, they are very effective for approximating complex
data distributions using stochastic gradient descent [47]. There are two major advantages of VAEs
compared the conventional autoencoders, one is they are efficient to solve the overfitting problem in
the conventional autoencoders by using a regulation mechanism in the training phase, and the second
advantage is that they have proved effective when handling various kinds of complex data in different
applications, including handwritten digits, and urban networks modeling [48]. Here, VAE is adopted
for solar PV production forecasting. Figure 1 shows a schematic diagram of the construction of a VAE.

Figure 1. Basic schematic illustration of a variational autoencoder (VAE).

Basically, the VAE, as a variant of autoencoders, contains two neural networks an encoder and
a decoder, where the encoder mission is to encode a given observed set, X into a latent space Z

as distribution, q (z|x). The latent (termed hidden) space dimension is decreased in comparison
to the dimension of the observed set. Indeed, the encoder is built to compress the observed set
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toward this reduced dimensional space efficiently. Then, a sample is generated via, z ∼ q(z|x),using
the learned probability distribution. On the other hand, the key purpose of the decoder, p (x|z),
consists in generating the observation x based on the input z. It should be emphasized that the
reconstruction of data using the decoder results in some deviation of reconstruction, which is calculated
and backpropagated through the network. This error is minimized in the training phase of the VAE
model by the minimization of the deviation between the observed set and the encoded-decoded set.

To summarize, the VAE encoder is gotten via an approximate posterior qθ (z|x), and the decoder
is obtained by a likelihood pφ (x|z), where θ and φ refers respectively to the parameters of encoder
and decoder. Here a neural network is constructed for learning θ and φ. Essentially, the VAE encoder’s
role is learning latent variable z based on gathered sensor data, and the decoder employs the learned
latent variable z for recovering the input data. The deviation between the reconstructed data and the
input data should be close to zero as possible. Notably, the learned latent variable z from the encoder
is used for feature extraction based on the input data. Usually, the dimension of the output of the
encoder is smaller than that of the original data, which leads to the dimensionality reduction of input
data. Note that the encoder is trained by training the entire VAE comprising encoder and decoder.

It is worth pointing out that the loss function has an essential effect on feature extraction for
training VAE. Assume that Xt = [x11, x2t, . . . , xNt] is the input data points of VAE at time point t,
and X

′
t is the reconstructed data using the VAE model. Furthermore, it is assumed maximizing the

marginal likelihood learning of parameters, expressed as [49]:

logpφ(x
′
) = DKL

[
qθ(z|x)

∥∥pφ(x)] + L(θ, φ; x), (1)

where DKL[.] denotes the Kulback-Leibler divergence, and L refers to the likelihood of the parameters
of encoder and decoder (i.e., θ and φ). Hence, the loss can be expressed as

L(θ, φ) = Ez∼qθ(z|x)
(
logp(x

′ |z)
)

︸ ︷︷ ︸
Reconstruction term

−DKL

(
qθ(z|x)||pφ(z)

)
︸ ︷︷ ︸

Regularization term

. (2)

The VAE’s loss function is composed of two parts: the reconstruction loss and a regularizer.
Reconstruction loss tries to get an efficient encoding-decoding procedure. In contrast, a regularizer part
permits the regularization of the latent space construction to approximate the distributions out of the
encoder as near as feasible to a prefixed distribution (e.g., Normal distribution). Figure 2 schematically
summarizes the procedure for computing the loss function.

The term (2) permits reinforcing the decoder capacity to learn data reconstruction. Higher values
of the reconstruction loss mean that the performed reconstruction is not suitable , while lower values
mean that the model is converging. The regularizer is reported using the Kulback-Leibler (KL)
divergence separating the distribution of the encoder function (qθ(z|x)) and of the latent variable
prior (z, |pφ(z)). Indeed, KL is employed to compute the distance that separates two given probability
distributions. The gradient descent method is used to minimize the loss function with respect to the
encoder’s parameters and decoder in the training phase. Overall, we minimize the loss function to
ensure getting a regular latent space,z, and adequate sampling of new observation using z ∼ pφ(z) [50].
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Figure 2. Reconstruction loss and Kulback-Leibler (KL) divergence to train VAE.

Let assume that pφ(z) = N (z; 0, I), we can write qθ(z|x) in the following form:

logqθ(z|x) = logN (z; µ, σ2 I). (3)

The mean and standard deviation of the approximate posterior are denoted by (µ, σ), respectively.
Note here that a layer is dedicated to both of them. Moreover, the latent space z is constructed using
a deterministic function g parameterized by φ and an auxiliary noise variable ε ∼ p(ε) or more
specifically ε ∼ N (0, I).

z = gφ(x, ε) = µ + σ⊙ ε. (4)

The reconstruction error term can be expressed in the following form:

L(θ, φ, x) =
1
2 ∑

i

(
1 + log((σi)

2)− (µi)
2 − (σi)

2)+ 1
L

L

∑
l=1

log(pφ(x|z(l))), (5)

where the ⊙ denotes the element-wise product.
Overall, the encoder and decoder’s parameters are obtained by minimizing the loss function,

L(θ, φ), using the training observations. The VAE is trained using the procedure tabulated Algorithm 1.
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Algorithm 1: VAE training algorithm.

Input: : Training dataset X = {x1, . . . , xk}
Output: : {θ, φ}
θ : Encoder parameters;
φ : Decoder parameters;
M : number of mini-batch (drawn from full dataset) ;
{θ, φ} ←− Initialize model parameters randomly ;
repeat

Xm ←− RandomMinibatch(X, M);
Draw L samples from ǫ ∼ N (0, 1) ;
z = gφ(Xm, ε) ;

G = ∑
j

KL
(

qj

(
z|x(j)

)
||p (z)

)
+

1
L

∑
L
l=1 log(p(x(l)|z(i,l)));

{θ, φ} ←− OptimizerUpdate(G, θ, φ);
until parameters convergence : {θ, φ};

3. Deep Learning-Based PV Power Forecasting

The input data consists of PV power output that variates between 0 and the rated output power.
Thus, when handling some large-value data with the RNN model, a gradient explosion can be occurred
and negatively affects the performance of the RNN. Furthermore, the learning effectiveness of RNN
will be reduced. To remedy this issue, the input data is normalized via min-max normalization within
the interval [0, 1], and then used for constructing the deep learning models. The normalization of the
original measurements, y is defined as:

ỹ =
(y− ymin)

(ymax − ymin)
, (6)

where ymin and ymax refer to the minimum and maximum of the raw PV power data, respectively.
After getting forecasting outputs, we applied a reverse operation to ensure that the forecasted data
match to the original PV power time-series data.

y = ỹ ∗ (ymax − ymin) + ymin. (7)

As discussed above, the generated PV power shows a high level of variability and volatility
because of its high correlation with the weather conditions. Hence, for mitigating the influence of
uncertainty on the accuracy of the PV power forecasting this work presents a deep-learning framework
to forecast PV power output time-series. Essentially, deep learning models are an efficient tool to
learn relevant features and process nonlinearity from complex datasets. In this study, a set of eight
deep learning models have been investigated and compared for one-step and multiple steps ahead
forecasting of solar PV power. The overall structure of the proposed forecasting procedures is depicted
in Figure 3. As shown in Figure 3, solar PV power forecasting is accomplished in two phases: training
and testing. The original PV power data is split into a training sub-data and a testing sub-data.
At first, the raw data is normalized to build deep learning models. Adam optimizer is used to select
the values of parameters of each model by minimizing the loss function based on training data.
Once the models are constructed, they are exploited for PV power output forecasting. The quality of
models are quantified using several statistical indexes including the Coefficient of determination (R2),
explained variance (EV), mean absolute error (MAE), Root Mean Square Error (RMSE), and normalized
RMSE (NRMSE).
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Figure 3. Schematic presentation of deep learning-based photovoltaic (PV) power forecasting.

Essentially, the deep learning-driven forecasting methods learn the temporal correlation hidden
on the PV power output data and expected to uncover and captures the sequential features in the PV
power time series. The main objective of this study is to investigate the capability of learning models
namely RNN, LSTM, BiLSTM, ConvLSTM, GRU, RBM, SAE, and VAE for one-step and multiple-steps
ahead solar PV power forecasting.

3.1. Training Procedure

The eight models investigated in this study can be categorized into two classes: autoencoders
and recurrent neural networks. The autoencoders represented include RBM, VAE, and SAEs while
the RNN-based models contain RNN, LSTM, GRU, BiLSTM, and ConvLSTM. The dataset used for
training and testing are normalized first, and more data preprocessing is needed for the autoencoder
models. For instance, data reshaping is needed to transform the univariate PV power time-series data
to a two-dimension matrix to be used as input for the autoencoders including the SAE, VAE, and RBM.
The main difference between the two classes in the training phase is the learning way, the RNNs are
entirely supervised trained while the auto-encoders are first pre-trained in an unsupervised manner
and then the training is completed based on supervised learning. Specifically, RNNs models are
trained in a supervised way by using a subset of training as input sequence (X = x1, . . . , xk) and an
output variable Y = xk+1. The sequence length l, called the lag, is a crucial parameter used in the data
preparation phase. The mapping sequence to the next value is constructed using a window sliding
algorithm. The value of l is determined using the Grid Search approach [51]. Here, the value of l is
chosen 6, which is the lowest value that maximizes the overall performance of the proposed approach.

RNN—based models are trained to learn the mapping function from the input to the output.
After that, these trained models are used to forecast new data that complete the sequence. On
the other hand, the greedy layer-wise unsupervised plus fine-tuning were applied to RBM, VAE,
and SAES. It should be noted that PV power output forecasting based on autoencoder is accomplished
as a dimensionality reduction. That is these models do not have the possibility to discover time
dependencies or model time series data. Hinton [44] shows that a greedy layerwise unsupervised
learning for each layer followed by a fine-tuning improves the features extraction and learning
process of the neural networks dedicated to prediction problems or for dimensionality reduction like
autoencoders. The VAE-driven forecasting procedure including the pretreatment step is illustrated
in Figure 4.
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Figure 4. VAE-driven procedure.

3.2. Measurements of Effectiveness

The deep learning-driven forecasting methods will be evaluated using the following metrics: R2,
RMSE, MAE, EV, and NRMSE.

R2 =
∑

n
i=1[(yi, − ȳ) · (ŷi − ¯̂y)]2√

∑
n
i=1(yi − ȳ)2 ·

√
∑

n
i=1(ŷi − ¯̂y)2

, (8)

RMSE =

√
1
n

n

∑
t=1

(yt − ŷt)2, (9)

MAE =
∑

n
t=1 |yt − ŷt|

n
, (10)

EV = 1− Var(ŷ− y)
Var(y)

, (11)

NRMSE =

(
1−

√
∑

N
i=1(yi − ŷ)2

∑
N
i=1(yi − y)2

)
.100%, (12)

where yt are the actual values, ŷt are the corresponding estimated values, y is the mean of measured
power data points, and n is the number of measurements. Instead of using RMSE that relies on the
range of the measured values, the benefit of using NRMSE as the statistical indicator is that it does not
rely on the range of the measured values. NRMSE metric indicates how well the forecasted model
response matches the measurement data. A value of 100% for NRMSE denotes perfect forecasting and
lower values characterize the poor forecasting performance. Lower RMSE and MAE values and EV
and R2 closer to 1 are an indicator of accurate forecasting.
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4. Results and Discussion

4.1. Data Description

In this study, solar PV power data from two PV systems are adopted to verify the performance of
the eight deep learning-driven forecasting methods.

• Data Set 1: The first historical solar-PV power dataset used are collected from a parking lot canopy
array monitored by the National Institute of Standard and Technology (NIST) [52]. The PV system
contains eight canopies tilted 5 degrees down from horizontal, four canopies tilt to the west,
and the other four canopies tilt to the east. The modules are installed with their longer dimension
running east-west. Each shed contains 129 modules laid out in a 3 (E −W) × 43 (N − S) grid.
This power system has a rated DC power output of 243 kW. The first dataset is collected from
January 2015 to December 2017 with a one-minute temporal resolution. The distribution of the
Parking Lot Canopy Array dataset collected from January 2015 to December 2015 are shown
in Figure 5a.

• Data Set 2: The second solar-PV power dataset is collected from a grid-connected plant in
Algeria with a peak power of 9 MWp from January 2018 to December 2018 with 15 min temporal
resolution. This PV plant consists of nine identical mini-PV plants of one mega each. Indeed,
a set of 93 PV array provides one MWp of DC power, two central inverters with 500 kVA each,
allow to connect the 93 PV array to one transformer of 1250 kVA. The hourly distribution of the
first dataset are shown in Figure 5b.

Figure 5. (a) distribution of solar PV power output from Parking Lot Canopy Array dataset.
(b) Hourly distribution of solar PV power output from January to December 2018.

Figure 6 depicts the boxplots of DC power output (Data Set 1 and Data Set 2) in Figure 5 to show
the distribution of DC power in the daytime. The maximum power is generated around mid-day.

Figure 6. Boxplots of PV power output during daytime hours: (a) Data Set 1 and (b) Data Set 2.
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4.2. Forecasting Results

Accurate short-term forecasting of PV power output gives pertinent information for maintaining
the desired power grid production delivery and storage [7,53]. This section assesses the eight models
(i.e., RNN, GRU, LSTM, BiLSTM, ConvLSTM, RBM, AE, and VAE) and compares their forecasting
performance using PV power output collected from two different PV systems. Towards this ends,
we first build each to capture the maximum variance in training data and then use them to forecast
the future trend of PV power output. The training data in Data Set 1 consists of one-minute power
data collected from 1 January 2017 to 29 June 2017. The training data in Data Set 2 is collected from
1 January 2018 to 19 October 2018. The hyper-parameters of the built deep learning methods based on
training datasets are tabulated in Table 2. For all models, we used the cross-entropy as loss function
and Rmsprop as an optimizer in training.

Table 2. Tuned parameters in the considered methods.

Methods Parameter Value

learning rate 0.0005
RBM Gibbs sampling (k) 5

Training epochs 500
Layers 01

SEAS Learning rate 0.0005
Training epochs 500
Layers 04

VAE Learning rate 0.0005
Training epochs 500
Layers 05

RNN Learning rate 0.0005
Training epochs 500

GRU Learning rate 0.0005
Training epochs 200

LSTM Learning rate 0.0005
Training epochs 200

BiLSTM Learning rate 0.0005
Training epochs 200

ConvLSTM Learning rate 0.0005
Training epochs 200

4.2.1. Forecasting Results Based on Data Set 1: Parking Lot Canopy Array Datasets

The principal feature of the PV power output is its intermittency. This unpredicted fluctuation
in solar PV power could lead to many challenges including power generation control and storage
management. Essentially, it is crucial to appropriately forecast PV power output to guarantee reliable
operation and economic integration in the power grid. In the first case study, the above-trained models
will be evaluated using the testing solar PV power output starting from 30 June to 6 July 2017 collected
from Parking lot canopy array. Forecasting outputs using the eight deep learning models using test
measurements are displayed in Figure 7. These results illustrate the goodness of deep learning models
for PV power forecasting.

Also, to show clearly the accordance of the measured and the forecast outputs from the
investigated deep learning models, the scatter plots are presented in Figure 8. Figure 8 shows that
the forecasted data from RBM and SAE models are moderately correlated with the actual PV power
output. The forecasting with ConvLSTM is relatively weakly correlated with the measured power data.
On the other hand, the forecasted power with RNN-based models and the VAE model are strongly
correlated with the measured PV power.
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Figure 7. Forecasting results from the eight models using the testing datasets: (a) Long Short-Term
Memory Networks (LSTM), (b) gated recurrent unit (GRU), (c) recurrent neural network (RNN), (d)
Bidirectional LSTM (BiLSTM), (e) Convolutional LSTM (ConvLSTM), (f) Restricted Boltzmann Machine
(RBM), (g) stacked autoencoder (SAE) and (h) VAE.

Figure 8. Scatter graphs of PV power forecasting and measurements using the eight models: (a) LSTM,
(b) GRU, (c) RNN, (d) BiLSTM, (e) ConvLSTM, (f) RBM, (g) SAE, and (h) VAE.

Now, to quantitatively evaluate the forecasting accuracy of the eight considered models based on
the testing data, five statistical indexes are computed and listed in Table 3. Also, we compared the eight
the forecasting results of the ten deep learning models with two baseline machine learning models:
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LR and SVR (Table 3). For this application, ConvLSTM performs poorly in terms of the forecasting
accuracy compared to the other models and cannot track well the variability of PV power and does
not describe the most variance in the data (i.e., EV = 0.832). Moderate forecasting performance are
obtained using RBM and SAE by explaining respectively 0.929 and 0.932 of the total variance in the
testing PV power data. The results of this investigation exhibit also that the VAE model provides
accurate forecast in comparison to the other models by achieving PV power forecast with lower RMSE,
MAE, and higher NRMSE (%) as well as the highest R2, EV values closer to 1 that means that most
of the variance in the data is captured by the VAE model. Specifically, the VAE model achieved the
highest R2 of 0.992 and the lower RMSE (6.891) and MAE (5.595). We highlight that this is the first
time that the VAE model is used for solar PV power output forecasting. This application showed that
the VAE method for PV power forecasting has superior performance. Also, it is noticed that RNN
and its extended variants LSTM, BiLSTM, and GRU achieve slightly comparable performance to the
VAE in terms of the statistical indexes (RMSE, RMSE, MAE, EV, and NRMSE). Table 3 indicates that
deep learning models exhibited improved forecasting performance compared to the baseline methods
(i.e., LR and SVR).

Table 3. Forecasting performance of the eight models based on testing data of the first dataset.

Method R2 RMSE MAE EV

LSTM 0.990 7.672 3.911 0.990
GRU 0.990 7.768 4.022 0.990
RNN 0.991 7.539 4.072 0.991
BiLSTM 0.990 7.722 3.910 0.990
ConvLSTM 0.832 31.842 16.338 0.832
RBM 0.929 20.672 8.910 0.929
SAE 0.932 20.301 8.300 0.932
SVM 0.971 14.174 12.889 0.972
LG 0.965 15.45 9.942 0.966
VAE 0.995 5.471 3.232 0.995

4.2.2. Forecasting Results Based on Data Set 2: Algerian PV Array Datasets

Now, the effectiveness of the eight methods will be tested based on power output data collected
from the 9 MWp PV plant in Algeria (Data Set 2). In this experiment, the above-trained models will be
evaluated using the testing solar PV power output collected from 20 October to 31 December 2018.
The measured test set together with model forecasts are charted in Figure 9. Similar conclusions are
also valid for these datasets. One major reason is that RNN-based models have a strong capability to
describe time dependents data and can better model the complicated relationship between historical
and future PV power output data than other methods. The RNN-based models and the VAE model
again confirm the superior forecasting performance of PV power output as shown by the scatter plots
in Figure 9. The ConvLSTM model shows poor forecasting performance results (Figure 9).

And then, the statistical indicators are computed to compare the forecasting performance between
the eight models, and baseline machine learning models: LR and SVR based on testing datasets
(Table 4). It is worth noting that the RNN-based models (i.e., RNN, LSTM, BiLSTM, ConvLSTM,
and GRU) and the VAE model show the improved forecasting performance compared to the RBM,
and SAE.

Results in Figure 9 and Table 4 indicate that using RNN-based models and VAE method has led
to improved forecasting performance. Furthermore, the error analysis highlights that the forecasting
accuracy obtained by these models can satisfy practical needs and can be useful for PV power
management. It should be noted that the VAE model is trained in an unsupervised manner in order
to forecast solar PV power. This means that the forecast is based only on the information from past
data. However, the other models are trained in a supervised way by using a subset of training as input
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sequence (x1, . . . , xk) and an output variable xk and we train RNN-based models to learn the mapping
function from the input to the output. After that, these trained models are used to forecast new data.
Even if the VAE model is trained in an unsupervised way, it can provide comparable forecasting
performance to those obtained by the supervised RNN-based models. Accordingly, the VAE-based
forecasting approach is a more flexible and powerful tool to be used in real-time PV power forecasting.

Figure 9. Scatter graphs of PV power forecasting and measurements using the eight models: (a) LSTM,
(b) GRU, (c) RNN, (d) BiLSTM, (e) ConvLSTM, (f) RBM, (g) SAE, and (h) VAE.

Table 4. Forecasting performance of the eight methods using the test set of the second dataset.

Method R2 RMSE MAE EV

LSTM 0.992 246.781 107.799 0.992
GRU 0.991 250.004 117.622 0.992
RNN 0.992 241.170 125.960 0.992
BiLSTM 0.991 259.884 117.579 0.991
ConvLSTM 0.692 1500.070 846.750 0.692
RBM 0.977 407.238 170.568 0.977
SAE 0.983 349.066 124.772 0.983
SVM 0.924 770.996 699.837 0.954
LG 0.899 886.665 837.721 0.926
VAE 0.995 199.645 99.838 0.995

Overall, the NRMSE (%) quantifies the quality of power forecasting between the measured and
forecasted PV power output time-series data, where the larger value indicates a better prediction
performance. A visual display of the NRMSE (%) derived with the eight considered deep learning
methods based on the testing datasets from the two PV systems is displayed in Figure 10. The first
dataset is with a one-minute resolution and the second dataset is with fifteen minutes resolution.
The VAE model achieves better PV power flow forecast performance compared to the RBM and SAE
models and RNN-based models. Furthermore, the results show that VAE models are efficient in
capturing the linear and nonlinear features in PV power data with different time resolutions.
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Figure 10. NRMSE by method based on the testing datasets from the two considered PV systems.

4.3. Multi-Step Ahead PV Power Forecasts

Precise multi-step forecasts are essential to managing the operation of PV systems appropriately.
Now, we assess the capability of the eight methods for multi-step ahead forecasting of PV power output
using data from Data Set 1 (a 243 kW parking lot canopy array in the US) and Data Set 2 (a 9 MW PV
system in Algeria). Based on the past measurements, x = [x1, x2, . . . , xl ], the computed single-,
two-, and multistep-ahead forecast are respectively xl+1, xl+2, and xl+n. The 5, 10, 15 steps-ahead
forecastings of PV power data based on the testing data of the Parking lot canopy array dataset and
the Adrar PV system are tabulated in Table 5.

Table 5. Validation metrics for multistep-step-ahead forecasts.

Algerian PV System Parking Lot Canopy Array

Model Steps Minutes RMSE MAE R2 EV RMSE MAE R2 EV

BiLSTM 2 30 1591.639 1303.28 0.675 0.876 18.309 10.011 0.951 0.953
CNN 2 30 1007.54 613.344 0.87 0.888 24.105 16.534 0.915 0.916
ConvLSTM2D 2 30 359.128 262.526 0.983 0.991 17.31 7.786 0.956 0.956
GRU 2 30 910.589 770.907 0.894 0.936 17.454 7.897 0.955 0.955
LSTM 2 30 376.359 285.324 0.982 0.982 17.47 7.914 0.955 0.955
RBM 2 30 390.581 213.174 0.98 0.98 17.564 7.847 0.955 0.955
RNN 2 30 1448.063 1170.279 0.731 0.868 18.101 8.474 0.952 0.953
SAE 2 30 477.986 255.739 0.971 0.974 17.724 8.783 0.954 0.955
VAE 2 30 303.091 117.701 0.988 0.988 17.31 7.566 0.956 0.956
BiLSTM 3 45 374.303 186.576 0.982 0.982 21.855 12.028 0.93 0.93
CNN 3 45 1166.323 749.863 0.826 0.84 26.135 18.617 0.9 0.9
ConvLSTM2D 3 45 370.848 260.922 0.982 0.986 21.315 10.397 0.933 0.934
GRU 3 45 395.163 225.154 0.98 0.98 21.78 11.596 0.93 0.932
LSTM 3 45 367.048 194.691 0.983 0.983 21.485 9.707 0.932 0.932
RBM 3 45 579.104 341.151 0.957 0.958 21.76 10.434 0.931 0.931
RNN 3 45 428.615 284.6 0.976 0.977 22.458 11.99 0.926 0.93
SAE 3 45 521.723 255.686 0.965 0.969 21.823 10.335 0.93 0.93
VAE 3 45 344.468 164.635 0.985 0.985 21.461 9.878 0.932 0.932
BiLSTM 4 60 432.448 229.34 0.976 0.977 23.687 13.131 0.918 0.92
CNN 4 60 949.999 567.358 0.884 0.897 27.022 17.502 0.893 0.9
ConvLSTM2D 4 60 462.93 360.618 0.972 0.978 23.174 12.113 0.921 0.921
GRU 4 60 538.857 381.686 0.963 0.965 23.252 11.681 0.921 0.921
LSTM 4 60 533.916 355.042 0.963 0.966 23.298 11.912 0.92 0.921
RBM 4 60 614.722 379.406 0.951 0.951 23.321 11.605 0.92 0.92
RNN 4 60 476.67 297.196 0.971 0.971 24.152 13.208 0.914 0.918
SAE 4 60 554.917 274.536 0.96 0.961 23.604 11.768 0.918 0.918
VAE 4 60 420.029 193.157 0.977 0.978 23.134 11.664 0.921 0.921

We can easily observe that, for all data sets, except BiLSTM and ConvLSTM, the other models
performed consistently reasonable forecasting results five-, ten-, fifteen-step-ahead forecasting.
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For instance, the VAE model achieved R2 values of 0.902,0.873, 0.856 for five-, ten-, fifteen-step-ahead
forecasting when using the first for Data Set 1, R2 values of 0.951,0.877, 0.818 for Data Set 2. The RNN,
GRU, RBM, SAE, and VAE models performed about equally in terms of R2, MAPE, and RMSE in
all cases.

For Data Set 1, the five-step-ahead forecasting R2’s for all models except ConvLSTM is around
0.90 (Table 5). Results in Table 5 show that for five-steps ahead forecasting based Data Set 2 almost
all models provide relatively good forecasting accuracy in terms of R2 which is around 0.94. It is
worthwhile noticing that for a ten-step -ahead forecast, the accuracy of all models starts to decrease
and achieve R2 values around 0.86. In the fifteen-step -ahead forecasting, we observed that LSTM,
BiLSTM, and ConvLSTM achieved poor forecasting performance. The other models are still providing
acceptable forecasting accuracy. We notice that the SAE model outperforms slightly the other models
with higher R2 and lowest forecasting errors. The overall forecasting performance of the RNN, GRU,
RBM, SAE, and VAE model was satisfying, and they can maintain a reasonable forecasting performance
to forecast solar PV power output as the number of steps increases. The error for the second dataset
is large compared to the first one. The first dataset is 15 min time resolution recorded for one year,
while the second data is of one-minute time resolution recorded for three years. Moreover, we used
90% of data for both datasets for training and 10% for testing. The one-minute data is very dynamic,
which explains the large error compared to the first dataset.

It is challenging to tell which models were absolutely superior on the basis of the R2, MAPE,
and RMSE values. The results of this study show that RNN, GRU, and VAE performs slightly better on
average than the other models in most cases for one- and multi-step-ahead forecasting. The obtained
results demonstrate that both RNNs with supervised learning and VAE with unsupervised learning can
perform a one-step and multi-step forecasting accurately. Overall, the VAE deep learning model gives
an effective way to model and forecast PV power output, and it has emerged as a serious competitor
to the RNN-driven models (i.e., RNN, GRU, and LSTM).

5. Conclusions

PV power output possesses high volatility and intermittency because of its great dependency
on environmental factors. Hence, a reliable forecast of solar PV power output is indispensable for
efficient operations of energy management systems. This paper compares eight deep learning-driven
forecasting methods for solar PV power output modeling and forecasting. The considered models
can be categorized into two categories: supervised deep learning methods, including RNN, LSTM,
BiLSTM, GRU, and ConvLSTM, and unsupervised methods, including AE, VAE, and RBM. We also
compared the performance of the deep learning methods with two baseline machine learning models
(i.e., LR and SVR). It is worth highlighting that this study introduced the VAE and RBM methods
to forecast PV power. For efficiently managing the PV system, both single- and multi-step-ahead
forecasts are considered. The forecasting accuracy of the ten models has been evaluated using two
real-world datasets collected from two different PV systems. Results show the domination of the
VAE-based forecasting methods due to its ability to learn higher-level features that permit good
forecasting accuracy.

To further enhance the forecasting performance, in future study, we plan to consider multivariate
forecasting by incorporating weather data. Also, these deep learning models can be applied and
compared using data from other renewable energy systems, such as forecasting the power generated
by wind turbines. Further, it will be interesting to conduct comparative studies to investigate the
impacts of data from different technologies, such as monocrystalline, and polycrystalline.
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Abstract: The load pressure on electrical power system is increased during last decade. The in-
stallation of new power generators (PGs) take huge time and cost. Therefore, to manage current
power demands, the solar plants are considered a fruitful solution. However, critical caring and
balance output power in solar plants are the highlighted issues. Which needs a proper procedure in
order to minimize balance output power and caring issues in solar plants. This paper investigates
artificial neural network (ANN) and hybrid boost converter (HBC) based MPPT for improving the
output power of solar plants. The proposed model is analyzed in two steps, the offline step and
the online step. Where the offline status is used for training various terms of ANNs in terms of
structure and algorithm while in the online step, the online procedure is applied with optimum
ANN for maximum power point tracking (MPPT) using traditional converter and hybrid converter
in solar plants. Moreover, a detail analytical framework is studied for both proposed steps. The
mathematical and simulation approaches show that the presented model efficiently regulate the
output of solar plants. This technique is applicable for current installed solar plants which reduces
the cost per generation.

Keywords: artificial neural network based MPPT; hybrid boost converter; renewable energies; solar
power system

1. Introduction

The electrical energy plays a key role in the economic development of a country.
From last decade, rapid increase in consumption of electricity and demand is recorded [1,2].
In order to fulfill power demands, installation of new power plants are time consump-
tion and high expensive procedures [3]. The renewable energies, such as wind and solar,
appear to be appropriate solutions to cover energy demand while reducing environmen-
tal pollution and toxic materials [4]. Furthermore, the renewable energy resources are
followed by many countries, which comes from geothermal heat, tides, rain, wind, and
sunlight. Major remote sites in each country of the globe utilizing renewable energy [5].
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The renewable energy generated power depends on site selection and climate condition.
Furthermore, there is a need of storage system power induced by renewable energy to
insure the continuity of available power [6]. Various types of resources are existed in the
entire globe, however, among of all these resources solar energy is considered economical,
inexhaustible, and sustainable energy. Photovoltaic (PV) cells mostly use for bulk and small
power and gradually increased day by day [7]. The output of PV depends on different
factor such as temperature, weather conditions, module materials, and is used in different
applications, i.e., light sources, battery charging, water pumping, space, satellite power
system, remote islanded power system, etc. This work explores the applications of artificial
neural network (ANN) and hybrid boost converter (HBC) for enhancing the efficiency
for MPPT to increase the smoothness of solar power system. The deep learning based
ANN mechanism has key features to optimize the input data and produce the purified
desire outcomes. Furthermore, currently the ANN approach is widely used in several
fields for the purpose of optimizing structure complexity and predict the expected outputs.
For example, in [8] the ANN technique is utilized for predicting droughts, in [9] the ANN
method is studied for accurately measure the wind speed and predict its results, in [10] the
particular matter is discussed for the Ankara city through ANN and similarly, in the field
of solar system the ANN is applied in [11] for forecasting the generation of solar system.
Thus, in this proposed work the ANN mechanism is estimated for optimize the output of
MPPT and HBC.

1.1. Major Contribution

The use of MPPT has increased the performance of solar power system and now the
demand of solar plant installation is enhanced. The efficiency of the MPPT based solar
system can be further improved applying ANN and HBC. Thus, this paper studies the
contributions of ANN and HBC based MPPT in the solar system. The major contributions
of this work are discussed as follows.

1. The outcomes of solar system are enhanced in this model using ANN and HBC based
MPPT algorithm;

2. The mathematical model is elaborated in detail to show how the ANN and HBC
based MPPT algorithm improve the quality of service of a solar power system;

3. The model is designed for simulation analysis and is compared among various procedures
like Elman neural network (ENN), with install HBC and ANN mechanisms and without
install HBC and ANN procedures in order to evaluate proposed model executions;

4. The proposed ANN model presents reliable outcomes in view of simple structure, fast
training and robust performance. This effectiveness is further modified by applying
HBC in the proposed model.

1.2. Organization of Paper

The rest of the paper is organized as follows: Section 2 explains the proposed frame-
work; Section 3 investigates the analytical approach; Section 4 defines the result and
discussions; similarly, Section 5 presents the conclusion.

1.3. Related Work

As it has been shown that solar energy is a cost effective solution for managing current
electric load demands, a number of research work have been carried out so far, which are
analyzed as follows:

In [12,13], the authors have discussed the two artificial based mechanisms in term
of variable and fixed step load. The theoretical and simulation analysis are investigation
for MPPT controller, and simulation. In [14], authors have proposed the MPPT technique
which is based on enhanced neural network (ENN). The proposed ENN based control
have the ability to adjust the step size to track MPPT automatically and it can improve the
dynamic and steady performance of PV panels. The proposed ENN technique can easily
be implemented because of less constructed data. In [15], authors have proposed a MPPT
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converter using online learning neural network (OLNN) and perturbation and observation
technique. The proposed work can improve the fast tracking of the solar panels when the
radiation is changing constantly. The simulation results show improved output when the
radiation is changing rapidly. In [16], authors have investigated an optimal power operating
point (OPOP) using photovoltaic and thermal neural network (PV/TNN). The NN has
been used to calculate the OPOP. The OPOP computes the optimum flow rate of PV/T for
maximum electrical and thermal power. The results show that this technique can hold fast
and accurate PV/T flow rate control. In [17], authors have presented the super twisting
sliding mode MPPT controller (ST-SMC) with ANN. The robust sliding mode controller is
used against disturbance and parametric variations while the ANN controls the peak power
voltage for the efficiency of MPPT. The simulation results show the improved performance
in terms of dynamic response and robustness. In [18], authors have suggested the two
fast and digital MPPT techniques for fast changing environment. They approximate the
MPP locus by using piecewise line segment or cubic equation. The MPP locus parameters
are found with the help of NN based program. The results show that the proposed
research required less computation requirement, high static, and dynamic tracking and
fast speed. In [19], authors have proposed the different intelligence technique, i.e., neural
network (NN), fuzzy logic (FL), genetic algorithm (GA), and neuro-fuzzy and their possible
implementation into a field programmable gate array (FPGA). The authors have developed
intelligent MPP controller using simulink/MATLAB and then different step to design
and implement the controller into FPGA. The best controller among all these is tested in
real time using FPGA Virtex 5. The comparative study of all controllers describe that the
effectiveness of developed intelligence technique in term of accuracy, quick response, power
consumption, flexibility, and simplicity. In [20], authors have presented the two techniques
ANN and Fuzzy logic controller (FLC) for MPPT of PV cell. They investigate the proposed
work using MATLAB/Simulink. The results show that the efficiency and response under
variable irradiation conditions are satisfactory. In [21], authors have investigated the
new combined method that is established by a three point comparing method and an
ANN based PV model method. During the fast variations of solar irradiance, the exact
MPP is searched by three point comparison and ANN methods. The results show that
the proposed method search the exact and fast MPP under different irradiance condition
with feedback voltage and current. In [22], authors have proposed the ANN method for
the non-linear and time-varying output of PV panels. ANN is the suitable solution for
non-linear outputs. The results also denote that the ANN algorithm have better MPPT
characteristics as compared with the traditional perturbation and observation technique.
In [23], authors have suggested the intelligent MPPT method for a standalone PV system
using ANN and fuzzy logic controller (FLC). The ANN is used for different solar irradiance
and temperature to find MPP voltage. FLC uses MPP voltage as a reference voltage to
generate a control signal for the DC-DC converter. The results explain good performance of
ANN-FLC as compared to traditional incremental conductance (IC). In [24], authors have
investigated the method to achieve acceptable tracking time and less power oscillation
by adjusting the changing step size of Flyback inverter. Solar irradiance is adopted as
an input of ANN which is used to appropriate modulation step size. The simulation
results show that for any solar irradiance ANN based Flyback inverter can find appropriate
step size. In [25], authors have presented the MPPT using ANN, and the hysteresis
current controlled inverter with fixed band and variation of load value is determined with
output current total harmonic distraction (THD) is lower than 5%. The results confirm
that the efficiency of controller and flexibility of inverter is satisfactory. In [26], authors
have proposed the MPPT of a grid connected 20 kW neuro-fuzzy network based PV
system. The neuro-fuzzy system consists of fuzzy based classifier and three multilayered
feed forwarded ANN. The inputs of ANN are irradiance and temperature, and, after the
estimation process, output is the reference voltage. The reference voltage guarantees the
optimal power transfer between PV generator and the main utility grid. The simulation
results proved the best efficiency as compared to conventional single ANN and perturb
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and observe (P&O) algorithm. The study in [27] reveals the performance of ANN based
different algorithms, i.e., Levenberg–Marquardt (LM), Bayesian regularization (BR), and
scaled conjugate gradient (SCG) algorithms are used in MPPT energy harvesting in solar
photovoltaic system. The simulated results show that SCG algorithm reveal superior
performance compared to LM and BR algorithms. However, the LM algorithm performs
better in the correlation between input–output, dataset training, and error. A fuzzy logic,
particle swarm optimization (PSO), and imperialist competitive algorithm are proposed
in [28], where it is declared that the fuzzy logic is less complicated, faster, more accurate,
and more stability then the other three algorithms. The authors have explored a hybrid
shuffled frog leaping and pattern search (HSFL–PS) algorithm in [29] for optimizing ANN-
based MPPT in a grid-tied PV system. The simulation results show that the performance
of MPPT is improved in comparison with the conventional MPP methods. A novel ANN-
ACO MPPT controller is developed by authors in [30] based on an ant colony optimization
(ACO) algorithm which is useful to train the developed ANN. The ANN-ACO technique
has improved the MPPT and reduced the drawbacks in conventional MPPT. The authors
have also improved the power quality and distortion free signal to the grid. The simulation
and experimental results show that ANN-ACO controller can track the MPP rapidly and
robustness with a minimum steady-state oscillation than the conventional INC method.
ANN based controller is used in [31] to control the converter fed by an autonomous
photovoltaic generator (PVG) instead of classical MPPT algorithms such as perturb and
observe (P&O). The results present that the ANN based PVG provide low oscillation and
better performance.

2. Proposed ANN Based MPPT and Hybrid Boost Converter Model

Figure 1 explains the HBC and ANN based MPPT presented model for minimizing
the solar power system critical caring and balancing output power issues. The output
of PV is attained by ANN based MPPT in order to improve the performance of solar
power system. The neural network technique consist of major amount of interconnected
processors called neurons. Each neuron includes a huge number of weighted links for
transforming signals. Thus, it has potential to manage the difficult task of data processing
and interpretation. In this proposed model, the feed forward back propagation ANN is
installed which contains logsig purelin and purelin activation functions based hidden
layers, as depicted in Figure 2. In case of offline step the ANN training is performed in
terms of activation function structure and training algorithm. On the other side for online
step the trained ANN based MPPT is applied to track the MPP. The output of PV array
voltage derivation (dv) and power derivation (dp) is given to ANN based MPPT which
depends on solar radiation and temperature conditions. Table 1 summarizes the basic
principle of ANN based MPPT which output is corresponding normalized increasing or
decreasing duty cycle (+1, 0, −1).

Table 1 explains the basic mechanism of ANN based MPPT controller.

Table 1. ANN based MPPT controller basic principle.

dv dp dp/dv Duty Cycle

−1 −1 −1 D(n) = D(n − 1)

+1 −1 +1 D(n) = D(n − 1)

−1 +1 +1 D(n) = D(n − 1)

+1 +1 −1 D(n) = D(n − 1)
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3. Analytical Approach
3.1. Analytical Model of PV Module

The main background of the presented approach is discussed in Section 2. This section
elaborates the mathematical mechanism for the modern MPPT based ANN system, consid-
ering the array of PVs at input side and utility grid at the receiving end. The description
of used symbols are declared in Table 2. The circuitry of the PV cell contain diode for
paralleling current as shown in Figure 3, which can be mathematically [32–34] defined as

itotal = isc − idiode, (1)

where idiode is the diode current, isc is the current through the parallel resistor. The idiode is
further explained as

idiode = io(e
evd

ηKTc − 1) (2)

So, the Equation (1) can be modified with Equation (2) the total current from PV cell
is measured as

itotal = isc − io(e
evd

ηKTc − 1) (3)

Parallel resistance Rp and series resistance Rs is also considered for the dynamic
behavior of PV cell, however, for the proposed PV cell simulation there is computational
limitation if taking both series and parallel resistance. Therefore, parallel resistance is
usually neglected in PV systems bibliography. For the proposed PV cell simulation series
resistance is considered and the PV cell total current is mathematically written as [35,36]

itotal = isc − io{exp(
e(v + itotal Rs)

ηKTc
)} − 1 (4)

The PV system consist of N numbers of branches in parallel and each parallel branch
consist of N number of PV cells in series. So, the total current from PV module under
constant weather condition is

iN
sc = iN

sc [1− exp(
Vm −Vm

oc + RN
s · iN

Ns ·Vc
T

)] (5)

The module current depends on some different parameters of the cell. Each variable
depends on different parameters of each cell. The module short circuit current depends on
number of branches and short circuit of the cell [37,38].

iM
sc = Np · ic

sc (6)

The open circuit voltage of the module depends on the number of cells in series and
the open circuit voltage of the cell.

Vm
oc = Ns ×Vc

oc (7)

The thermal voltage of the semiconductor in the module depends on Boltzmann’s
constant, cell temperature and the charge of electron, i.e., 1.602 × 10−19 [39].

Vc
T =

mKTc

e
(8)

158



Appl. Sci. 2021, 11, 11332

The equivalent series resistant of the module depends on series resistance of the cell,
number of parallel branches in the module and the number of cell in series in each branch.

RM
s =

Rc
s · Np

Ns
(9)

Assume that all the cell in PV system are same, so the power, voltage, and current
under standard condition are

Pc
max =

PM
max

Ns · Np
(10)

Vc
oco =

VM
oco

Ns
(11)

ic
sco =

iM
sco

Np
(12)

Now the instantaneous series resistance of the PV cell can be expressed as

Rc
s = (1− FF

Pc
mxo

Vc
oco icxo

).
Vc

oco

Ic
sco

(13)

Fill factor is denoted with FF and is given as

FF =

Vc
oco

Vc
To
− Ln(

Vc
oco

Vc
To

+ 0.72)
Vc

oco
Vc

To
+ 1

(14)

The short circuit current of the cell itself depends on the irradiance and can be ex-
pressed as

ic
sc =

ic
scoGa

Gao
(15)

The open circuit voltage of the cell depends on the nominal open circuit and the actual
weather condition, i.e., ambient temperature, temperature of cell, and irradiance. The open
circuit voltage is expressed [40,41] as

Vc
oc = Vc

oco + 0.03(Ta + 0.03 · Ga − Tco) (16)

Now the current generated from the PV module in term of all parameters, i.e., irradi-
ance, temperature, voltage, etc., is

iM = Np · ic
sc[1− exp(

Vm − NsV
c
oc + imRc

s
Ns
Np

NsVc
T

)] (17)

Now assume the case that PV array consist of B number of parallel branches and
each branch contain M number of module so, the array current will be equal to I = ∑

NB
i=1 .

If we consider all the panels are same and under same temperature and irradiance then the
output current will be

itotal = NB · iM (18)
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Table 2. List of symbols used for analytical model.

Name of Parameter Description

idiode Diode Current

isc Short Circuit Current

io Reserve Saturation Current

iM
sc Short circuit current under standard condition

Vm
oc open voltage under standard condition

VT Thermal voltage in the semiconductor

Pc
max Power under standard condition

Ns Cell in series in module

Np parallel branches in module

Nm module in series in an array

NB parallel branches in array

Ta Ambient temperature

Tc Cell temperature

Ga Irradiance

K Boltzmann Constant

FF Fill Factor

D Duty Cycle

TON On time of switch

V∗pu Reference Voltage

i∗L Reference inductor current

m∗ Optimal duty cycle

L1,2 Inductor 1 and 2

CIN Capacitance

ILAV Inductor Average Current

VOUT Output Voltage

Iph

Id

Io

VoutRsc

Rs

Source 

current

Figure 3. Equivalent circuit of photovoltaic cell.

3.2. Analytical Modeling of a Traditional Boost Converter

The electrical MPPT can be achieved through a DC to DC converter inserted between
the photovoltaic module and the load.The DC to DC converter ensures the matching of load
resistance with the varying source resistance. The converter is basically used to transfer
maximum energy from source to load.

The framework of traditional boost converter is represented in Figure 4 which trans-
fers maximum energy by adjusting the PV module output voltage to the reference voltage.
The traditional boost converter has two controllable variables: Voltage Vpu and the induc-
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tor current iL. The mathematical model that describe the voltage and inductor current
relation is

{
Vm

iL

= (1− D)

{
Vm

iL

(19)

where D is the duty cycle of the boost converter, which is expressed as

D =
Ton

Ttotal
= Ton fs (20)

where fs is the frequency of switching of converter’s switch and Ttotal is the total time and
TON is the on time of the switch.

dIL

T
=

1
Lpu

(Vm −Vpu)−
Ppu

Lpu
(21)

where Vpu is the reference voltage generated by the ANN based MPPT.

dVpu

dt
=

(IL − Ipu)

Pu
(22)

By using Equation (21) we obtain the reference inductor current

i∗L = (V∗pu −Vpu) + Ipu (23)

The optimal switching voltage can be expressed by using the Equations (22) and (23)

V∗m = PI(V∗pu −Vpu) + Vpu +
Rpu

Lpu
IL (24)

while the boost converter command is obtained by the conversion of Equation (19)

D∗ = 1− V∗m
VDC

(25)

The DC link capacitor at the output play a key role to ensure energy balance between
the PV module and the power injected into the system. The DC link capacitor charge and
discharge that oscillate between two levels depending on actual weather condition and
power injection.

IGBT
Duty

Cycle

Inductor

Diode

Switching 

Device

Capicitor
Voltage 

source

Figure 4. Traditional boost converter.

3.3. Analytical Modelling of Enhanced Single Phase Hybrid Boost Converter

Figure 4 shows the traditional boost converter that theoretically, voltage gain is very
high at very high duty ratio near 100% but practically, traditional boost converter cannot
work efficiently at 100% duty cycle because of diodes, equivalent resistance of inductor
and capacitor, and the saturation of both capacitor and inductor [40,41]. In this paper,
enhanced single phase HBC is introduced which has replaced the inductor in traditional
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boost converter into two inductors and 3 diodes, this structure provides high gain and
efficiency. The gain of proposed converter is also increased than the traditional boost
converter by a factor of (d + 1). Figure 5 shows the enhanced single phase HBC, for the
mathematical modeling, we assumed that all the components are lossless and the outputs
and the inputs are pure DC signals. For these consideration voltage across the inductor
depends on input and output voltages. The voltage across the inductor during ON and
OFF time are estimated as

TON : VL = VIN (26)

TOFF : VL = −VOUT −VIN

2
(27)

The above formula indicates that during the switch is at ON state the voltage across
the inductor is positive and at OFF state voltage will be negative. The positive and negative
area of the voltage of the inductor will be same. With the above condition the output
voltage is calculated as

VOUT =
1 + d

1− d
.VIN with d =

TON

TP
, 1− d =

TOFF

TP
(28)

The average inductor current is the function of input current from the solar module
and the duty cycle of the switch

ILAV =
IIN

1 + d
(29)

To find the appropriate inductor and capacitor value in the circuit we need to know the
output and input voltage of the converter and the rated power which should be transferred
to the output. With these known parameters input current and average inductor current
can be calculated and assumed that the average inductor current is the max current in the
circuit. To find the inductor value in the circuit the input and output voltage is considered
and the duty cycle is measured as

L1 = L2 =
VIN · TON

△IL
(30)

L1 = L2 =
VOUT · TP

△IL
· d.(1− d)

1 + d
(31)

The AC voltage is produced in the capacitor which overlaps with DC voltage so,
because of this reason voltage variation is the key factor in capacity dimension of capacitor.

CIN =
Ic · TON

△ ·Vc
(32)

CIN =
ILAV · TP

△ ·VINmax
· d · (1− d) (33)
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To design the capacitor for boost converter the RMS current of the load is the important
factor. Duty cycle of the average inductor current and the maximum current variation are
used for the capacitor current, which are defined as

IINC = ILAV

√
d · (1− d) +

(△ · ILmax

ILAV

)2 · d2 · (1− d)2 · (1 + 3 · d)
12 · (1 + d)2(3− 2 ·

√
2)

(34)

The maximum voltage variation that is acceptable for the capacitor is important for
the selection of output capacitor. The current time area of capacitor is the function of duty
cycle and output current, which are calculated as

COUT =
IOUT · TP · d
△VOUTmax

(35)

COUT =
ILAV · TP

△VOUTmax
· d · (1− d) (36)

Practically, acceptable voltage variation for capacitor is less than 1% of the output
voltage so the output capacitor dimension is calculated is given as

COUT =
ILAV R · TP

4△VOUTmax
with △VOUTmax ≤ 0.01 ·Vout R (37)

The output current across the capacitor is the function of duty cycle for an average
inductor current and maximum inductive current variation. So the output current will be

IINC = ILAV

√
d · (1− d) +

(△ · ILmax

ILAV

)2.
d2 · (1− d)3

12 · (1 + d)2(3− 2 ·
√

2)
(38)

IGBT
Duty

Cycle

         L1
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D0
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Source
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Figure 5. Enhanced single phase hybrid boost converter.

4. Results and Discussion

In the presented model, the ANN and HBC based MPPT is used for enhancing the
productivity and performance. The results of the proposed model are compared among
ANN based traditional boost converter and ANN based proposed HBC. The results of the
proposed model present that the ANN based HBC MPPT give smooth output powers as
compare to traditional boost converter. The proposed model is analyzed using MATLAB
simulation software. The data are collected in terms of short circuit current, maximum
current, open circuit voltage, maximum voltage, current temperature and voltage tempera-
ture, standard irradiance, standard temperature, maximum current of the given irradiance
and temperature, maximum voltage of the given irradiance and temperature, and max-
imum power of the given irradiance and temperature. The temperature and irradiance
are applied as input variables while the MPP voltage is used as a output of the ANN
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model. The current and power of the MPPT are estimated using V-! characteristics and
multiplication of obtained current and voltage, respectively. The collected data are divided
among training and testing for ANN approach. Table 3 explains the list of elements used
for calculating the simulation results. Whereas the flow chart of applied algorithm is
depicted in Figure 6. Figure 7 presents the correlation among tradition boost converter
and proposed HBC, which clarifies that HBC gain is several folds higher than traditional
boost converter. Hence, with applying the proposed HBC the performance of ANN based
MPPT is enhanced than without installed HBC MPPT system. Figure 8 shows the analysis
of ANN based MPPT controller and advance hybrid converter in terms of power and time.
Which declares that the irradiance level is instantly changed at 0 s, 0.04 s, 0.07 s, 0.11 s,
and 0.15 s, and temperature is constant at 25 ◦C. At 0.04 s, the range of power is constant
till 0.5 s. At 0.5 s the power jumped from 140 W to 220 where fluctuation is recorded.
Similarly, this slight variations are continued in whole process as mentioned in Figure 8.
Furthermore, it is depicted from Figure 8, that the ANN based MPPT has increased the
smoothness of outcomes. The recorded instability in Figure 8 is highlighted in Figure 9,
which shows that variation is increased from 0.0 to 0.2 s. The constant outcomes are gained
at 0.04 s. Thus, Figure 9 defines that, in view of ANN and advance hybrid converter,
the variation in generated power is optimized. The smoothness of the proposed induced
power compared with conventional boost converter, which is illustrated in Figure 10 for
power against time. Figure 10 clarifies that without the use of the proposed advance hybrid
converter, the maximum variation in the produced power occurs. The signals achieve
constant position after maximum delay. The alteration of the induced power mentioned in
Figure 10 is zoomed out in Figure 11. Which explains that the fluctuations in generated
power is larger than the proposed advance HBC and ANN based MPPT model. Another
important term is the ripples in the output power during the constant irradiance, shown in
Figure 12, which is 0.02 W in the proposed model. Figures 13 and 14 declare the relation
among train, test, validation, and best data from the ANN approach in terms of means
square error and epochs. Similarly, Figure 15 depicts the output results of the utilized
AN as a function of time. The parameters like training target, training outputs, validation
targets, validation outputs, test targets, test outputs, errors, and responses are evaluated in
Figure 15. Figure 16a,b mention the outcomes of solar system excluding ANN and HBC
based MPPT and including ANN and HBC based MPPT, respectively. In the last, the
fruitful outcomes of the proposed ANN and advance hybrid boost converter based MPPT
for enhancing the fidelity of the solar power system is compared with current work, as
shown in Table 4.

Table 3. Parameter description used for evaluation the proposed model.

Name of Parameter Description

Short circuit current 10.5 A

Open circuit voltage 22.1 V

Irradiance 700–1000 W/m2

No of cells in module 60

No of cells in series module 8

No of cells in parallel 6

Temperature 25 ◦C

Maximum power 120 W

Ideal factor 1.9

Maximum voltage 620 v
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Figure 6. Flow chart description for proposed model.
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Figure 8. ANN based MPPT controller with hybrid boost converter.
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Figure 9. Zoom out portion of the ANN based MPPT controller with hybrid boost converter.

0.0 0.5 1.0 1.5 2.0

0

20

40

60

80

100

120

140

160

180

200

220

240

P
o

w
e

r 
(W

)

Time (sec)

  ANN based MPPT controller with traditional boost converter

Figure 10. ANN based MPPT controller with traditional boost converter.
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Figure 11. Analysis of varied area of the ANN based MPPT controller with traditional boost converter.
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Figure 12. Power ripples of the ANN and hybrid boost converter based MPPT converter.

Figure 13. Maximum square error against epoch for evaluation the performance (41 Epochs).
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Figure 14. Maximum square error against epoch for evaluation the performance (163 Epochs).

Figure 15. Measuring the output response in terms of error and output targets.

(a) (b)
Figure 16. (a): Output results of the proposed model excluding ANN and HBC enabled MPPT, (b): Proposed model
outcomes with ANN and HBC MPPT.
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Table 4. Performance comparison with current published system.

Name of Parameter [42] [43] Presented Model

Power extraction efficiency 68% 80% 85%

Maximum error of optimum 29% 23% 0.56%

MPPT accuracy 2.6% 2.6% 0.4%

Transient response 0.7 4 0.3

5. Conclusions

The increase in electric load is recorded during last decade. Solar plants are the
fruitful solution to minimize pressure on the main power grids. In this paper, load manage-
ment is discussed using an ANN based MPPT and hybrid boost converter. Furthermore,
to maintain output power smart transformer is installed before load distribution. The ANN
based MPPT controller with hybrid converter have fast tracking and less fluctuations. The
mechanism of ANN based is explained with mathematical background. The traditional
and proposed HBC are compared theoretically and the features of HBC are highlighted.
The results of proposed ANN and HBC based MPPT are evaluated in terms of power and
time for using traditional boost converter with ANN and proposed HBC with ANN. The
results show the superiority of solar power system with hybrid converter to improve the
efficiency of solar power system. In this work, the performance and productivity of the so-
lar power system are strengthened by utilizing the ANN and HBC based MPPT. However,
in future the power generation can be further improved by using advance algorithms and
machine learning methodologies, such as the flower pollination algorithm (PFA), optical
swarm optimization (PSO), convolution neural network (CNN), and coyote optimization
algorithm (COA). In addition, for forecasting the solar power system condition the hybrid
based ANN and adaptive neural-fuzzy inference system (ANFIS) using hybrid whale
optimization and pattern search (HWO-PS) algorithm can be evaluated.
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Abstract: The inspection techniques for defects in photovoltaic modules are diverse. Among them,
the inspection with measurements using current–voltage (I-V) curves is one of the most outstanding.
I-V curves, which can be carried under illumination or in dark conditions, are widely used to detect
certain defects in photovoltaic modules. In a traditional way, these measurements are carried out by
disconnecting the photovoltaic module from the string inside the photovoltaic plant. In this work,
the researchers propose a methodology to perform online dark I-V curves of modules in photovoltaic
plants without the need of disconnecting them from the string. For this, a combination of electronic
boards in the photovoltaic modules and a bidirectional inverter are employed. The results are highly
promising, and this methodology could be widely used in upcoming photovoltaic plants.

Keywords: dark I-V curves; bidirectional power inverter; online distributed measurement of dark
I-V curves

1. Introduction

Solar photovoltaic (PV) energy is a reliable renewable energy source that has increased
its cumulative installed capacity up to 633.7 GW by the end of 2019 [1,2]. This means an
increase of 23% from the 516.8 GW achieved in 2018 and represents a progression by almost
400 times the installed capacity at the beginning of the century. In terms of annual installed
capacity, the 116.9 GW installed in 2019 reflects a growth of 13% with respect to 2018, and
it positions solar photovoltaic as the champion power generation source installed in 2019,
with 48% of annual share [1]. The COVID-19 pandemic and its associated crisis slowed
down the progression of PV solar energy in 2020. A recent study of the International Energy
Agency analyzes different consequences of the pandemic and accordingly proposes several
scenarios of possible energy futures. In all scenarios analyzed, renewable energies will
grow rapidly, with solar in the lead of this new era of electricity generation [3].

Therefore, solar PV energy is a key factor in the diversification of energy sources
that promotes a gradual decarbonation and encourages the large-scale implementation of
energy models free of greenhouse gas emissions. The reason for the spectacular growth
and prospect of this energy source lays in the constant development of the technology and
its high reliability. This has made possible a drastic reduction of costs, which has favored its
large-scale implementation. Moreover, PV applications have a variety of configurations and
power levels, ranging from a few watts for consumer products or small home applications
to large utility-scale power plants. These power plants have represented the largest share
in the solar market in preceding years, with great expectations to keep this trend in next
years [3]. In these high-power applications, the long-term reliability of the plant results in
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the recovery of the investment and the profit of the plant. In order to ensure this long-term
reliability and a return on investment, the components of a PV plant, and the plant itself,
are subjected to careful control procedures before, during, and after their construction.
There exists a large collection of quality control mechanisms and international standards to
asseverate the guaranty of the PV systems, being one of most widely used the ones issued
by Technical Committee 82 of the International Electrotechnical Commission [4].

Ensuring energy production is a key factor in warranting plant profitability, and this
has forced the design of increasingly intelligent and advanced operation and maintenance
(O&M) strategies [5–8]. The maintenance operation included in most O&M PV power
plant contracts can be divided into Preventive, Corrective, and Predictive. While corrective
maintenance is performed after some failure has been detected, preventive and predictive
seek to anticipate the fault. Both need specialized personnel to perform the tasks and to
analyze the data, and the second one requires “intelligent” equipment for the monitoring
that can supply information about the state of the plant, allowing the evaluation of subtle
trends that could be unnoticed in regular inspections.

Among the advanced operation and maintenance techniques that provide information
about the PV modules, infrared thermography (IRT), electroluminescence (EL), and string
current–voltage (I-V) curve measurement can be highlighted.

IRT has been widely used to detect failures in PV modules and plants [9–15]. It has
the advantage of being non-intrusive, and it can be done while the plant is in operation.
EL, on the other hand, is an excellent technique for the detection of failures such as cracks,
interconnection defects, broken cell fingers, or other cell and string issues [16,17]. It can
be used at the laboratory level in PV modules [18,19] or in PV plants where bigger areas
can be analyzed with ground-mounted or aerial equipment [20]. To perform EL analysis, it
is necessary to forward bias the module or array. This implies disconnecting the module
or array and the use of an electronic load or an external power supply to bias the module
or string.

Finally, I-V curve measurement gives more comprehensive information about the state
of a PV module or string. The main characteristic parameters of the device are obtained
from the I-V curve. Some of them are inferred directly from the measurement and give
information about the performance: short circuit current (Isc), open circuit voltage (Voc),
and maximum power point (Pmax) with its associate current (Impp) and voltage (Vmpp).
Others give information about the physical properties of the device under study, and they
are obtained from the I-V curve by applying models. The most widely used are the double
or single diode models [21–23], which supply the parameters: photogenerated current IL,
series resistance Rs, shunt resistance Rsh, diode saturation current I0, and ideality factor m.
By analyzing the magnitude and evolution of these parameters, the degradation of a PV
device can be quantified. There are several techniques and devices used to measure the
I-V curve of PV devices in the field. An excellent review can be found elsewhere [24]. In
addition, some authors developed a mobile laboratory to perform I-V curve measurements
of PV modules in the plant at standard test conditions according to IEC standard [25,26].
This has the advantage of ensuring uniform environmental conditions during the tests and
it allows a precise quality control of selected PV modules throughout their shelf life.

The measurement of the I-V curve of PV modules or strings in a PV plant under
illumination implies in most of the cases the disconnection of the module/array in order
to sweep the operating point from Isc to Voc. This has the drawback, on the one hand, of
requiring the disconnection of the plant and thus production, and on the other, the high
voltages and/or currents when strings are measured, which forces taking rigorous personal
security measures. In recent times, electronic boards to be installed in photovoltaic modules
and inverters have been developed, from which it is possible to make I-V traces without
disconnecting the photovoltaic modules. For example, in [27], the authors present two I-V
tracing strategies at the photovoltaic module level without the need to disconnect them.
One strategy uses electronic boards at the photovoltaic module level, while the second
strategy combines electronic boards at the photovoltaic module level together with an
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electronic string card (common for all photovoltaic modules). In both cases, the measures
are of high quality, and the strategies have low costs.

The measurement at dark conditions has the clear advantage that it is performed
when the plant is not in operation. While the normal operating mode of a plant or PV
modules is under illumination, the dark curve gives very important information about
the characteristics of the device, and it allows analyzing various failure modes. It has
been used for many years to determine solar cell parameters [21,28,29] and as a diagnosis
to detect certain defects such as mismatch, handling, soldering, or lamination problems
in module manufacturing [30]. More recent works propose the use of a dark I-V curve
alone or in combination with a light I-V curve for the identification of several failure
modes. In [31], complementary analysis of dark and light current voltage characteristic is
used to characterize failure modes such as degradation of the electrical circuit of the PV
module, mechanical damage to the solar cells, and potential-induced degradation (PID).
In [32], the analysis of a dark I-V curve to in situ monitor the degradation of PV modules
undergoing thermal cycling and mechanical loading stress testing is proposed. The same
group proposes an extension of their method to analyze in situ the temperature dependence
of power loss estimations in PID experiments [33].

In this paper, we go a step further and propose the use of the developed technology
to measure online distributed dark I-V curves of the PV modules in the plant. The online
measurement refers to the acquisition without the need to disconnect the PV module from
the string to which it is connected. It is a distributed strategy, since all the electronics
required for the I-V measurement are located in the PV modules. Therefore, the proposed
strategy implies the automatic acquisition of dark I-V curves by the developed electronic
device, which is included in the PV modules, without the need for the onsite disconnection
of any component in the plant. This is especially interesting for PV plant operators, who can
obtain the dark I-V curves of the modules, which give relevant information of the individual
modules, as has been outlined (characteristics of the device, to analyze various failure
modes, to determine solar cell parameters, for monitoring the degradation of modules,, to
diagnosis or characterize certain defects and failure modes) with the advantage of online
measures, significantly reducing the onsite workforce, acquisition time, and costs. The
paper has been structured as follows: it starts with an introduction to the research in
Section 1, followed by the materials and method presented in Section 2, the results and
their discussion in Section 3, and the main conclusions in Section 4.

2. Materials and Method

This section presents the materials and method used in the research performed. It has
been divided in five subsections. The first one revises the dark I-V curves, highlighting
their importance in PV inspections; the second and the third subsections explain the
bidirectional inverter and the electronic board used in the research, respectively. Both have
been developed by this research group. In the fourth subsection, the main characteristics
of the PV modules tested are detailed. Finally, subsection five describes the methodology
followed in the research proposed in this article.

2.1. Dark I-V Curves

Solar PV cells convert sunlight into electricity. All potential combinations of current
and voltage pairs of points of the PV device under certain conditions of irradiance and
temperature are represented in an I-V curve. There are different models that describe
the electrical behavior of the I-V curve of a PV device. The one exponential model is
widely used and it includes the series and shunt resistances, as detailed in the following
Equation (1) [10,21]. Figure 1 shows the equivalent circuit of the one-diode model of a PV
cell under illumination conditions (a) and dark conditions (b).

I = IL − I0

[
exp

(
V + I Rs

n vt

)
− 1
]
−
(

V + I Rs

Rsh

)
(1)
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(a)  (b)  

Figure 1. One-diode model of a photovoltaic (PV) cell under illumination conditions (a) and dark conditions (b), including
the series and shunt resistances.

In Equation (1), IL is the photogenerated current, I0 is the saturation current of the
diode, n is the diode ideality factor, Rs is the series resistance, Rsh is the shunt resistance,
and vt is the thermal voltage (K T/e) with k as the Boltzmann constant, e as the electron
charge, and T as the temperature in Kelvin. In the dark conditions model circuit, as the
photogenerated current IL due to illumination is zero, the current generator is missing.
In Figure 2, there is a common I-V curve under illumination represented in the fourth
quadrant, which overlaps the dark diode current with the photogenerated current due to
illumination and the dark I-V curve in the first quadrant. The main characteristic points of
the curve in illumination are marked in this figure. The criteria that have been considered
in this research are that the current is negative when the PV device is generating power
(fourth quadrant).

0 exp 1
    
    

    

Figure 2. Illuminated and dark current–voltage (I-V) curves with their characteristic points.

As it has been remarked in the introduction, the measurement at dark conditions
has the clear advantage that it is performed when the plant is not in operation, giving
very important information about the characteristics of the device. It allows analyzing
various failure modes, determining solar cell parameters, and monitoring the degradation
of modules and it is used as a diagnosis to detect or characterize certain defects and failure
modes. The application of the model of Equation (1) with the calculation of the parameters
for the dark I-V curve can give information about the changes of a PV module performance,
indicating that some failure or degradation has occurred. To illustrate how the variation
of the parameters affect the dark I-V curve, Figure 3a,b show the changes in the dark I-V
curve of a standard PV cell in which each one of the model parameters of Equation (1) has
been changed one at a time. Parameters are expressed in relation to the area for being more
comparable, so current is presented in mA/cm2, and J0 represents the diode saturation
current density. The reference curve corresponds to a standard cell with the following
parameters: J0 = 1.5 * 10−9 A/cm2, n = 1.5, Rs = 0.6 Ω cm2, and Rsh = 60.000 Ω cm2. From
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these initial values, parameters have been changed to simulate worse device behavior by
increasing Rs, J0, and n, and decreasing Rsh. The graph has been split into two parts to
better appreciate the modifications that the change of each parameter introduces in the I-V
curve. For the case of variations in “n” and Rsh, the graph is presented in logarithm scale
to better distinguish its influence and the voltage area in which these changes produce
their effect.

(a) (b)
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Figure 3. Simulated dark I-V curves by introducing changes in one of the exponential parameters. Reference curve:
J0 = 1.5 × 10−9 A/cm2, n = 1.5, Rs = 0.6 Ω cm2, and Rsh = 60.000 Ω cm2, (a) increase in Rs from 0.6 to 2.5 Ω cm2 and J0 from
1.5 × 10−9 to 5 × 10−8 A/cm2; (b) increase in n from 1.5 to 1.9 and decrease in Rsh from 60,000 to 500 Ω cm2. Graph (b) is
presented in logarithm scale.

The variations of the curves presented in Figure 3 can be indicative of certain degrada-
tion modes. For example, the degradation of the electrical circuit of a PV module usually
contributes to the increasing of series resistance [31], which is appreciated in the high-
voltage area of the I-V curve. Mechanical damage would contribute also to the increase of
series resistance, but it will also increase recombination and shunt losses [31], as appreciated
by the changes in J0 and Rsh. Shunting losses are visible in the low-voltage region. These
types of analysis through the dark I-V curve have been shown to be especially interesting
to detect degradation provoked by PID [31,34,35].

An additional way to evaluate the performance of a PV device through the dark I-V
curve is by obtaining the parameters of the dark curve equivalent to the illuminated one
by transposing the dark I-V curve to the short circuit current of the illuminated one and
calculating the fill factor dark (FFD) [31,34,35]. A decrease in this FFD implies degradation in
the performance of the PV device.

In a common arrangement, it is necessary to forward bias the module with an external
power supply in order to perform dark I-V curves. As a novel approach, a power inverter
with bidirectional power flow capability has been used in this work for biasing the modules
instead of the external power supply by applying the procedure explained in the following
subsections [36].

2.2. Power Inverter with Bidirectional Power Flow Capability

Nowadays, common solar inverters used in PV plants only have the capability to
invert the electricity produced in the solar panels to lately be injected to the grid. However,
the use of a power inverter with bidirectional power flow capability is proposed in recent
research [36] as a novel system that extremely facilitates the operation and maintenance of
PV plants, allowing the on-site outdoor EL and IRT inspections [10]. In this scenario, this
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device is suitable for the acquisition of dark I-V curves, as permits the current injection to
the modules (I quadrant).

The 3 kW bidirectional inverter pilot presented in [36] has been used in this research.
In the DC input side, the PV string voltage can be set between 330 and 550 V. The bidirec-
tional inverter allows fixing ten different levels of current injection to the string of modules,
from 10% of Isc to 100% of Isc in steps of 10% of Isc. For the dark I-V curves tracing presented
in this paper, the bidirectional inverter has been set to 100% of Isc, and the electronic board
is in charge of tracing the curve, as it is explained in the following section. Although the
leakage current is dependent on the voltage, the temperature, and the humidity condi-
tions, at low temperatures (< 25◦C), the influence of the voltage in the leakage current is
minor [37]. Therefore, achieving slightly higher values of voltage in defective modules
during outdoor dark I-V curve measurement, in which the temperature is low and the
acquisition time is rapid (40 ms) should not affect the leakage current. As well, the authors
in [38] proved how injecting current for long periods does not degrade the panel. Hence,
the degradation of the panels should be insignificant during a 40 ms measurement. That
is why the maximum limit of 100% of Isc has been selected, obtaining complete dark I-V
curves. However, the maximum current limit can be set in the bidirectional inverter if
desired in any specific case.

This bidirectional inverter allows EL to be done at night in individual modules or
in the string with this system, without the need for an external source. The current set
point, sent from the computer to the inverter, is controlled by means of the PV side voltage.
Figure 4 shows the power inverter with bidirectional power flow capability used in on-site
measurements.

 

Figure 4. Bidirectional power inverter of the Campus Duques de Soria of the University of Valladolid.

2.3. Electronic Board Integrated in Photovoltaic Modules

For the local measurements over each PV module, an electronic board has been
designed to be installed within the module connecting box. In order to obtain a full I-V
curve of the PV module under dark conditions, it is necessary to sweep the forward current
injected from the bidirectional inverter explained above between zero and its maximum
value (100% of Isc). This way, a set of module current values and their corresponding
voltage values can be measured and stored as points of the I-V curve.

It is possible to perform this sweep controlling the current supplied by the bidirec-
tional inverter, but if a good resolution in the current values is needed, it will require a
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precise regulation of string voltages of some hundreds of volts, increasing the complex-
ity of the bidirectional inverter, and in addition, a communications system between the
inverter and the module electronics will be required to synchronize the sweep with the
measurements. For these reasons, we have opted for a local sweeping electronics integrated
in the PV module.

Figure 5 shows the schematic of the PV module electronic board. An 8-bit microcon-
troller is the heart of the circuit as it stores and executes the firmware for generating all
the necessary signals that perform the I-V tracing process. For the measurement of current
and voltage values, two of the microcontroller pins (labelled as V and I in Figure 5) can be
configured as analog inputs for an internal analog-to-digital converter (ADC) of 10-bits.
The module voltage analog input (V) is fed from the positive module terminal through
a voltage divider. The resistive values of the voltage divider are much greater than the
PV module Rsh; therefore, they do not alter the module parallel resistance. This divider
reduces the module voltage for a full-scale matching with the positive reference of the
ADC (5 V). Consequently, the resolution of the 10-bits ADC is 5 mV (5 V/1024), which
corresponds with the full scale of the I-V curve measurement, which results in a resolution
of 50 mV (50V/1024) in voltage measurements.

The module current is measured with an AMR (Anisotropic Magnetoresistance) sensor
(Is), which outputs a voltage proportional to the current with a 5 volts swing for a current
value from zero to 5 Amps, so it can be connected directly to the 10 bit ADC input (I). This
setup allows for a current resolution of 5 mA (5 Amps/1024). The MOSFET transistor M1
will be responsible for the local current sweeping process. The M1 gate is driven directly
by the microcontroller pin (Cm), which is configured as an analog output from an internal
digital-to-analog converter (DAC). For a smooth and as linear as possible sweep, a closed
control loop has been implemented in firmware, where the current and voltage values
sampled by the ADC are used as a feedback for adjusting the gate voltage of M1. This
strategy allows for the tuning of the control loop by simply changing some parameters in
the firmware (as delay or gain).

The power supply for the entire system is provided by the voltage module established
when the forward current from the bidirectional inverter flows along the string, via a
DC/DC converter that outputs the 5 volts needed by the electronics. Since during the I-V
tracing, the current sweep forces the module to different operating points, including the
zero voltage, a power supply holding circuit has been implemented in order to keep the
supply voltage at the input of the DC/DC converter high enough during the time that the
I-V tracing is performed. This circuit is composed by the capacitor (C) and the diode (D)
in such a way that capacitor (C) is charged up to the module voltage when the circuit is
idle. When during an I-V tracing the module voltage drops, the diode (D) is reverse biased,
avoiding the capacitor discharge over the module, and this capacitor can then supply the
energy to the circuit until the I-V tracing is finished.

For the experiments, the communications with the microcontroller for tracing demand
or data download have been implemented using the serial port integrated in it, which is
connected to an external computer that send the commands for starting the measurements
and receives the numerical data of the I-V curves.

The process applied for I-V curve tracing is based on these consecutive steps:

• First, in dark conditions, the Isc current is driven from the bidirectional inverter
towards the modules string in a forward biased way (opposite of the current flow in
production while in daylight). This establishes a voltage in the module terminals, and
the circuit is powered up.

• When the I-V tracing is demanded from the external computer via a serial port, the
MOSFET M1 is closed, subtracting all the current from the module, thus driving the
module to zero voltage.

• The current sweep and the current and voltage measurements are started simultane-
ously. The MOSFET is pushed from its initial closed state to an open state; then, the
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module voltage returns to its maximum, and the I-V tracing is finished. The maximum
current value is the one fixed initially in the bidirectional inverter (Isc).

• The microcontroller sends the data corresponding to the I-V curve to the external
computer, and the circuit returns to the idle mode.

(a) 

(b) 

Figure 5. Schematic of the module electronic board (a) and a real picture of the card (b).

2.4. Tested Modules

On-site outdoor tests have been performed in the PV installation in the School of
Forestry, Agronomic, and Bioenergy Industry Engineering (EIFAB) of the University of
Valladolid, in Soria, Spain. It is shown in the upper row of PV modules in Figure 6. It is
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composed by eleven mono-crystalline PV modules with different kinds of defects. Their
main characteristics are presented in Table 1. The area of each cell is 156.25 cm2.

 

Figure 6. Photovoltaic (PV) installation in Campus Duques de Soria.

Table 1. Main characteristics of the PV modules tested.

Module Number Module Model Cells
Power (P)

[W]
Voc [V] Vmpp [V] Isc [A] Impp [A]

1, 2, 3, 4, 5, 7, 8 and 9 EOPLLY
72 cells

(125 mm × 125 mm)

175 44.35 36.26 5.45 4.83
6 EOPLLY 165 43.92 35.64 5.23 4.63

10 EGNG 180 44.4 35.4 5.35 5.08
11 SKY GLOBAL 175 42.6 35.5 5.52 4.93

2.5. Method

As it has been introduced, the objective of the research presented in this paper is the
use of the developed electronic board integrated in photovoltaic modules presented in
Section 2.3 to measure the online distributed dark I-V curves of the PV modules in the plant.
To obtain and validate the dark I-V curves, the followed methodology has been used: firstly,
the dark I-V curves of all the modules presented are measured with the developed device,
and secondly, the main parameters of the curves are extracted to draw some conclusions
on the state of the analyzed PV modules.

I-V curve measurements are carried out after sunset. It is not necessary to cover
the panels, since the influence of the moon is completely negligible, 3.916 * 10−3 W/m2

(perigee, perihelion) for a full moon [37]. For the I-V curves acquisition, 100% of the Isc

setpoint is selected in a computer connected to the bidirectional inverter, which gives the
order. The eleven PV modules under analysis are all connected in series to the bidirectional
inverter (which is unique for the entire string). To make the dark I-V curve measurements,
each module has one electronic board integrated (the developed card presented). In order,
one of the cards makes a short circuit in the module, so that the rest of the modules of the
string remain connected in series to the inverter while the card makes the dark I-V curve
of that first module. When the acquisition of the curve ends, the card re-integrates the
first module measured in the string. Successively, the measurements of all the modules
are made. The time it takes to acquire the I-V curve of each module is 40 ms. A better
definition, reliability, and low disturbance in the low-current region of the I-V curve can
be obtained, if required, by the acquisition of several I-V curves and averaging [39], but
at the expense of a longer time of exploration. For installations with a large number of
PV modules, a balance between total time of measurement and curve definition should
be considered.
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Ambient and module temperatures in the I-V curve acquisition moment have been
measured and will be presented within the results. The temperatures were measured using
an external PT1000 temperature probe, as this electronic board prototype does not have
any temperature nor irradiance sensor incorporated. The temperature probe has been
attached to a healthy cell in the middle of the PV module. A schema of the system is
presented in Figure 7, showing the global operating diagram, where it is possible to see
the bidirectional inverter, as well as the electronic boards installed in each photovoltaic
module. The injection of current in dark conditions will allow the realization of the dark
I-V curve.

⁰ ⁰

Figure 7. Global operating diagram of the system.

Once the dark I-V curves are captured, the main parameters of the one exponential
model (single-diode model) of each module are obtained using the 2/3 Diode Fit soft-
ware [40] with the objective of drawing some conclusions on the state of the analyzed
PV modules. The free software 2/3 Diode Fit permits calculating model parameters for
PV devices using a 1-diode model, 2-diode model, and other more complex options. The
software provides initial guesses of the parameters, calculating the slopes and applying
conditions in the areas in which each parameter has more influence. From these starting
parameters, optimized ones are obtained through an iterative procedure, in which it is
possible to select the precision and stopping criteria. The algorithm to calculate the I-V
curve is described in detail in [41], and all program functionalities and a comprehensive
explanation of the equations and options available can be found in the program manual
available at [40]. As it has been detailed, these parameters are extremely useful for analyz-
ing the appearance of different failure modes, monitoring the degradation of modules, and
detecting or characterizing certain defects, among others.

3. Results and Discussion
3.1. Dark I-V Curves Onsite Measurements

The following Table 2 shows the ambient temperature and the temperature of the
photovoltaic cell for the measurements performed.
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Table 2. Ambient and cell temperatures of each module at the I-V curve measurement.

Module Number Ambient Temperature [◦C] Cell Temperature [◦C]

1 14.5 14.7
2 14.4 14.7
3 14.4 14.5
4 14.4 14.7
5 14.6 15.4
6 15.3 16.2
7 14.6 16.7
8 14.8 16.1
8 14.7 17.0
9 14.8 16.5
10 15.0 16.9
11 15.0 21.5

Figure 8 shows the I-V curves in darkness for all photovoltaic modules. These mea-
surements have been taken at the temperature values indicated in Table 2. Each I-V curve
has been presented at the cell temperature at which it has been captured. Conversion to
25 ◦C cell temperature has not been performed, as PV modules with different kinds of
defects have been used, and the nominal conversion parameters (alpha, beta, and gamma)
could have changed over the years associated with the degradation of the modules.
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Figure 8. Dark I-V curves of the eleven modules measured with the developed device at the PV installation in Campus
Duques de Soria.

3.2. Extraction of Solar Module Parameters from the Measured Dark I-V Curves

Once the dark I-V curves onsite measurements have been presented, the main pa-
rameters of the one exponential model (single-diode model) of each module are obtained
using the 2/3 Diode Fit software. These results are presented in Table 3. In order to have
comparative results between the different modules, parameters are presented in relation to
the area. With the objective of drawing some conclusions on the state of the analyzed PV
modules and for comparison purposes, all dark I-V curves have been presented in the same
graph in Figure 8 and are analyzed together with their main parameters in this subsection.
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Table 3. Absolute and referred to unit area main parameters of the one exponential model (single-
diode model) of each module obtained using the 2/3 Diode Fit software. The values referred to
unit area correspond to the cell current density J0 [A/cm2] and cell shunt Rsh [kΩ·cm2] and series
Rs [Ω cm2] resistances. The absolute values of current and resistance included in the table correspond
to the module parameters, and they have been obtained from the cell values referred to unit area.

Module
Number

J0 [A/cm2] I0 [A] n
Rsh

[kΩ cm2]
Rsh

[kΩ]
Rs

[Ω·cm2]
Rs [Ω]

1 7.87 × 10–9 1.23 × 10–6 1.73 24.79 11.42 1.17 0.54
2 4.22 × 10–9 6.60 × 10–7 1.61 3.75 1.73 0.51 0.24
3 3.64 × 10–10 5.69 × 10–8 1.38 12.33 5.68 1.29 0.59
4 2.83 × 10–11 4.42 × 10–9 1.17 9.56 4.41 0.99 0.46
5 2.15 × 10–9 3.36 × 10–7 1.55 7.72 3.56 0.49 0.23
6 7.57 × 10–10 1.18 × 10–7 1.41 4.15 1.91 1.00 0.46
7 3.98 × 10–12 6.22 × 10–10 1.04 2.64 1.21 1.45 0.67
8 3.68 × 10–9 5.75 × 10–7 1.56 2.02 0.93 0.34 0.16
9 4.00 × 10–9 6.25 × 10–7 1.63 89.47 41.23 0.54 0.25

10 7.49 × 10–6 1.17 × 10–3 3.05 2.15 0.99 0.86 0.40
11 3.91 × 10–9 6.11 × 10–7 1.57 60.57 27.91 0.47 0.22

First, it can be observed from Figure 8 is that there is one curve—number 10 from
module 10—that has different characteristics from the rest. This is reflected in the extremely
high value of the saturation current that, combined with the high value of the diode factor,
dominates the rest of the model parameters.

For the curves that belong to the same module type (1, 2, 3, 4, 5, 7, 8, and 9), some
differences can also be appreciated. If we fix a current equivalent to Isc, we find that different
voltages are found for the I-V characteristics. Given that all the curves are measured at
approximately the same temperature, these variations would indicate different degradation
in these modules. Furthermore, changes in the slope in the high-voltage area indicate
changes in series resistance (higher slope, lower series resistance). It has to be taken into
account that these modules have a lot of damages, some of them appreciated by the naked
eye (see the upper row of modules in Figure 6), and various degradation modes are mixed,
influencing the measured dark I-V curves. Higher series resistance modules indicate
degradation in the module electrical circuit (modules 1, 3, and 7). High series resistance,
combined with lower shunt resistance and diode saturation current could inform about
mechanical damage [31] (for example, module 3).

It is also observed that some modules, especially those numbered 7, 8, and 2 present
a very low value of shunt resistance (see Table 3). This low value of shunt resistance
is also found in the other EOPLLY module (165W type), and in the number 10 module,
which presents high degradation in all parameters. These low values of shunt resistance
would imply shunting loses in the module. The combination of a lower Rsh and higher
J0 in modules 2 and 8 would indicate that the recombination losses are also enhanced in
these modules.

With reference to the I-V curves presented, other interesting ideas can be pointed out.
Differences between curves (in the 35–50 V range) are a consequence of the combination of
parameters that can have opposite effects (for example, J0 and n), so it is very difficult to
grasp differences among the degradation states of several modules by solely comparing
their I-V curves in a certain moment (except for cases as that of module 10), one to each
other. In this case, the rightmost curve corresponds to module 1 (J0 = 7.87 × 10–9 A/cm2

and n = 1.73), while the leftmost is of module 7 (J0 = 3.98 × 10–12 A/cm2 and n = 1.04). The
important point is also to compare the I-V curves of the same module in different periods
along its life, because a check of possible shifts or changes in the curves or in the extracted
parameters along time could reveal degradation processes being started or affecting the
performance of the module.
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4. Conclusions

This work demonstrates the possibility of tracing dark I-V curves in the modules of
a PV plant without disconnecting them from the string. This is a breakthrough, as the
dark I-V curve gives important information about the PV device and certain defects. These
measures have been possible thanks to the combination of a bidirectional inverter and the
developed electronic boards installed at the PV module level.

The results of the measurements have been satisfactory, and this allows obtaining the
values of Rs and Rsh, among others, of the different PV modules of a plant online, without
disconnection. The values obtained for Rs and Rsh, adjusted with the 2/3 Diode Fit software
perfectly fit to the PV module installed.

With regard to future work, the authors will research the combination of dark and
light I-V curve measurements. All measurements will be carried out without disconnection
in the PV plant when combined with the bidirectional inverter. In addition, these measures
will be managed and controlled through a low-cost communications system based on
power line communications. In addition, with the measurements carried out, this research
group will work with models based on artificial intelligence to locate defects in modules
and cells, with the aim of keeping the performance of the photovoltaic plant high. Advances
in O&M are key for this research team. Models based on artificial intelligence will work
with images (electroluminescence and thermography) and I-V curves (light and dark).
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Abstract: In recent years, photovoltaic (PV) power generation has attracted considerable attention
as a new eco-friendly and renewable energy generation technology. With the recent development
of semiconductor manufacturing technologies, PV power generation is gradually increasing. In
this paper, we analyze the types of defects that form in PV power generation panels and propose
a method for enhancing the productivity and efficiency of PV power stations by determining the
defects of aging PV modules based on their temperature, power output, and panel images. The
method proposed in the paper allows the replacement of individual panels that are experiencing a
malfunction, thereby reducing the output loss of solar power generation plants. The aim is to develop
a method that enables users to immediately check the type of failures among the six failure types that
frequently occur in aging PV panels—namely, hotspot, panel breakage, connector breakage, busbar
breakage, panel cell overheating, and diode failure—based on thermal images by using the failure
detection system. By comparing the data acquired in the study with the thermal images of a PV
power station, efficiency is increased by detecting solar module faults in deteriorated photovoltaic
power plants.

Keywords: photovoltaic module; defect detection; power plant; efficiency; thermal image;
photovoltaic aging

1. Introduction

In recent years, photovoltaic (PV) power has been receiving considerable attention as
an alternative renewable energy source. Numerous studies on PV systems have attempted
to improve the electrical performance of PV panels and have proposed maximum power
estimation techniques and advanced power conversion techniques [1,2].

Owing to their environmental friendliness and good productivity, PV modules have
been installed in various areas, including building rooftops, forests, and open fields. Ac-
cording to the “Korea Renewable Energy 2030 Plan”, Korea should increase the proportion
of renewable energy production from the current value of 4% to 20% by 2030. However,
the amount of waste from spent PV modules is expected to exceed 1900 tons in 2030 (the
target year of the 2030 Plan) and 85,000 tons in 2040. Therefore, it is necessary to develop a
method for the disposal of solar equipment in preparation for the end-of-life management
of PV modules, understand the environmental and social issues of PV modules, and reduce
the cost of PV power generation [3–5].

PV modules have a lifespan of approximately 20 years when exposed to the outside
environment, and they can be used as semipermanent systems with low maintenance

189



Appl. Sci. 2021, 11, 727

costs [6]. Further, it was reported that the electrical performance of systems operated for a
long time in more technologically advanced countries degraded significantly because of
the degradation of the electrical characteristics and discoloration of the buffer materials,
such as ethylene-vinyl acetate, in addition to physical damage [7].

In general, defect diagnosis of an aging PV panel is performed by comparing its
system status and output with that of a normally operating PV system. The defects of the
system can be evaluated by measuring the voltage and current of the PV panel terminals.
In a previous study, ZigBee communication models were used to identify the types of PV
panel defects, and it is expected that these models can be used to obtain thermal imaging
data of the PV panels that are determined to be defective through their voltage drops [8].

For the accurate localization of the defects and determination of the causes of the
efficiency decrease in PV panels, a system that thoroughly reflects the natural environment
should be developed to compare the PV panel output under various control conditions
and to obtain experimental data, including thermal images for each failure type. When
implementing an actual system with traditional models or electrical performance-based
failure diagnosis techniques, errors and inaccuracies in the identification of the defects may
be experienced since the system status, and the output contains random signal components.
To reduce such errors, in this paper, a system has been proposed that detects the failures
and malfunctions of aging PV panels based on image data [9–12].

Furthermore, it is necessary to develop a method for the detection of PV panel failures
at a minimum cost and avoid replacing all the panels in a PV power station. To accelerate
the defect detection in PV panels, in this study, we first designed and fabricated an envi-
ronmental chamber for accelerated life tests to simulate the actual natural environment by
controlling key variables, such as temperature, lighting irradiation (illumination intensity),
humidity, and vibration. Further, the fabricated chamber was used to conduct artificial
tests and analyze the key factors affecting the normal PV panel output through the Taguchi
method. Subsequently, an aging PV panel failure detection system was developed by
analyzing images of frequently occurring failure types.

Ultimately, the aim was to develop a method that enables users to immediately
check the type of failures among the six failure types that frequently occur in aging PV
panels—namely, hotspot, panel breakage, connector breakage, busbar breakage, panel cell
overheating, and diode failure—based on thermal images by using the failure detection
system. To this end, we first checked the output of a normally operating PV panel and then
induced various failures on the panels to obtain image data by failure type through output
comparison and thermal image capturing process. Subsequently, we checked whether the
same image is generated when images are captured after establishing a small-scale power
generation facility using the normal panels and faulty panels.

It is expected that the proposed method will enable efficient operation of PV power
generation facilities by standardizing the thermal images that are used indiscriminately and
allowing easy detection of failure types. Additionally, the method will also contribute to
reducing the maintenance cost as it will enable users to determine which panel is producing
the lowest output in the power generation facility. Further, we propose a detection system
that enables easy detection of failure types by standardizing thermal images for each
failure type after capturing PV panel images with a thermal imaging camera. In addition,
a method that can increase the output in the PV power generation facility by detecting
whether the output is the highest or lowest in the failure types and replacing the faulty
panels in a timely manner is presented.

2. Structure of PV Panel and Causes of Power Loss
2.1. Structure of a PV Panel

Once the photons from sunlight enter the semiconductor composed of a P–N junction,
the electrons separated by the internal electric field accumulate in the N-type silicon,
generating a charge; a path is formed to enable current to flow in the direction opposite to
electron flow [13–15].
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In a typical PV power generation system, several solar cells are wired in series to form
a panel-type module. Then, several modules are wired in series and parallel. Depend-
ing on the type of light-absorbing material, solar cells can be classified into three types:
silicon-based, compound semiconductor-based, and organic semiconductor-based. Further,
the order of commercialization is as follows: first-generation cells (crystalline silicon),
second-generation cells (amorphous silicon, copper indium gallium selenide (CIGS), and
cadmium telluride (CdTe)), third-generation cells (dye-sensitized and organic cells), and
next-generation cells (quantum dots and plasmons).

Among these materials, crystalline silicon solar cells were the first to be commercial-
ized, and they currently account for more than 90% of the solar cells on the world market.
Further, thin-film solar cells (CdTe, CIGS, etc.) account for approximately 8% of the world
market. Dye-sensitized solar cells and organic solar cells are attracting interest owing to
their potential implementation in a variety of applications, such as building-integrated PV
and mobile devices. In recent years, perovskite solar cells have been widely studied as
potential alternatives to silicon solar cells [16].

2.2. Power-Loss Factors of PV Panels

Excluding manufacturing errors and deterioration, the factors that affect the power
loss in PV panels can be categorized into three types: mismatch effect due to shading or
dirt that occurs when panels are connected in series and parallel to increase the output,
changes in solar altitude, and temperature increases. These three types of factors that affect
the power loss in PV panels are described in detail in the following subsections.

2.2.1. Module Mismatch Losses and Application of Inverters

The required output of PV panels is generated by arranging them into strings, i.e.,
connecting several panels in series or parallel (arrays), rather than using the panels in-
dividually. During operation, shading effects due to obstruction factors such as clouds
or fallen leaves may cause mismatch losses, which could lead to a decrease in the power
output. Several methods to decrease the module mismatch losses have been developed,
including the use of built-in module inverters, string inverters, and module built-in DC–DC
converters [17–21]. However, these methods require a separate circuit for compensating
for the voltage loss due to shadowed strings. For the implementation of these methods, the
cost of the additional modules to be installed, and the power losses due to the presence of
these modules should be analyzed.

2.2.2. Power Loss Caused by Solar Altitude Change and Tracking System

The altitude of the sun changes from sunrise to sunset and over different seasons. PV
panels are most efficient when they are positioned perpendicular to the position of the sun;
thus, it is efficient to use a solar tracking system. The methods for positioning panels at the
optimal angle include tracking the sun through a software program, utilizing an optical
sensor, or employing both methods. In a previous study, the use of a tracking system for
one month led to an increase in the output power of a 100 W panel of approximately 18%
compared to a case where no tracking system was used. Nevertheless, the implementation
of the corresponding systems required additional structures and power systems and
incurred maintenance costs and additional power consumption.

2.3. Power-Loss Factors of PV Panels

Excluding manufacturing errors and deterioration, the factors that affect the power
loss in PV panels can be categorized into three types: mismatch effect due to shading or
dirt that occurs when panels are connected in series and parallel to increase the output,
changes in solar altitude, and temperature increases. These three types of factors that affect
the power loss in PV panels are described in detail in the following subsections.

191



Appl. Sci. 2021, 11, 727

2.3.1. Module Mismatch Losses and Application of Inverters

The required output of PV panels is generated by arranging them into strings, i.e.,
connecting several panels in series or parallel (arrays), rather than using the panels in-
dividually. During operation, shading effects due to obstruction factors such as clouds
or fallen leaves may cause mismatch losses, which could lead to a decrease in the power
output. Several methods to decrease the module mismatch losses have been developed,
including the use of built-in module inverters, string inverters, and module built-in DC–DC
converters [16–20]. However, these methods require a separate circuit for compensating
for the voltage loss due to shadowed strings. For the implementation of these methods, the
cost of the additional modules to be installed, and the power losses due to the presence of
these modules should be analyzed.

2.3.2. Power Loss Caused by Solar Altitude Change and Tracking System

The altitude of the sun changes from sunrise to sunset and over different seasons. PV
panels are most efficient when they are positioned perpendicular to the position of the sun;
thus, it is efficient to use a solar tracking system. The methods for positioning panels at the
optimal angle include tracking the sun through a software program, utilizing an optical
sensor, or employing both methods. In a previous study, the use of a tracking system
for one month led to an increase in the output power of a 100 W panel of approximately
18% compared to a case where no tracking system was used [21]. Nevertheless, the
implementation of the corresponding systems required additional structures and power
systems and incurred maintenance costs and additional power consumption.

3. Methods and Materials
3.1. Analysis of Aging PV Panel Failure Types

There are two main types of PV panel failure modes: corrosion and solar cell or
connection problems. However, corrosion problems are usually caused by reactions such
as those occurring when a metal is exposed to oxygen, solutions such as water, and
other microscopic organisms. Thus, corrosion can be neglected because it is rare and
insignificant in most cases; thus, only solar cell and connection problems are analyzed.
Table 1 summarizes the various solar cell failure mode types analyzed in this study. Among
the failure modes presented in Table 1, the most critical is the hotspot type.

Table 1. Solar cell failure types.

No. Failure Type Failure Cause

1 Hotspot Dust, bird droppings, shade, snow

2 Panel breakage Hail

3 Breakages of diode and connector Connection problem

4 Overheating of solar cells Connection problem

5 Busbar Connection problem

3.2. Specifications of Experimental PV Panels

Three PV panel models with different outputs and sizes were selected for the PV panel
output comparison test; their parameters are presented in Table 2. The panel shown in the
fourth column of the table was selected to analyze whether the failure types can be found
in the panel.

Table 2. Photovoltaic (PV) panel output and specifications.

Panel Size 530 × 370 (mm) 1640 × 980 (mm) 1950 × 980 (mm)

Panel power
35 W

(18 V, 2.1 A)
220 W

(25 V, 8.8 A)
364 W

(39 V, 9.3 A)
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3.3. Configuration of the Environmental Chamber

Figure 1 shows photographs of the interior and exterior of the experimental chamber con-
structed in this study. The chamber had an external size of 3000 (W)× 4500 (D)× 2800 (H) mm,
rated power of 4800 W, a correlated color temperature of 5500 K, and lamp luminous flux of
180,000 Lm. (PV panel experimental chamber, Korea) The interior of the experimental chamber
was sealed and designed to allow the control of the temperature and humidity using a thermo-
hygrostat and induce vertical vibrations through a vibrator installed on the support structure
area. Additionally, xenon lamps with a wavelength and light irradiation similar to those of the
sun were installed on top of the chamber to irradiate the PV panel. Specifically, a total of six
xenon lamps with a power of 1 kW (total: 6 kW) were installed inside the chamber, along with
three 220 V power supplies. (UXL Xenon Short-Arc Lamps, UXL-16SB, Germany).

Figure 1. Photographs of the (a) exterior and (b) the interior of the PV panel experimental chamber.

3.4. PV Panel Performance Test Method

The cells constituting the PV module generate heat during electricity generation. The
cells display 100% of their normal starting efficiency when the temperature is maintained
at 25 ◦C, and for every temperature increase of 1 ◦C, the efficiency decreases by 0.5%.
Thus, it can be inferred that PV panels are sensitive to the temperature and that higher cell
temperatures cause output degradation. Accordingly, the experiment was conducted by
acquiring thermal images of the PV panel failures and considering the output decrease
when the temperature increases in certain areas of the PV panels.

Assuming that the panel output degrades when a specific area of the panel heats up,
the types of failure can be determined by taking a wide range of images of the power
station with a drone equipped with a thermal imaging camera.

Table 3 summarizes the image acquisition methods for the most frequently occurring
failure types. The thermal images used to determine the failure types can serve as a basis
for reducing the maintenance cost of power generation stations by allowing only partial
replacement of power generation equipment.

Figure 2 shows photographs of typical PV modules with different failure types. In
figure, a total of six images are secured on failures by panel breakage, diode failure,
connector degradation, hotspot, busbar breakage, and panel cell overheating to obtain
thermal images that can immediately differentiate the type of failure in an aging PV panel.
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Table 3. Panel image acquisition method for different panel failure types.

No. Failure Type Panel Image Acquisition Method

1 Panel breakage Applying external physical forces on the panel to induce damages of various sizes

2 Diode failure Diode breakage and reverse polarity connection

3 Connector breakage Connecting the connectors with reversed poles

4 Hotspot Generating shades with pollutants, boxes, fallen leaves, etc.

5 Busbar breakage Connecting busbars, used for connecting cells to each PV panel, to different cells

6 Panel cell overheating Connecting additional cells through wiring to each PV panel cell

Figure 2. Photographs of PV panels with different failure types: (a) panel breakage, (b) diode failure, (c) connector breakage,
(d) hotspot, (e) busbar, and (f) overheating of panel cells.

3.5. Method for Securing PV Panel Failure Images by Constructing a Small-Scale Power
Generation Facility

We established a small-scale power generation facility composed of normal and faulty
panels using the failure types of Figure 2 and detected the images by failure type. The
facility was equipped with a total of 32 panels, comprising two parallel modules, each
composed of 16 panels connected in series. As each module generated 1.7 kW output, the
facility was designed to generate a total of 3.4 kW when the two modules were connected.
Additionally, the small-scale power generation facility was arranged so that the images
of normal and faulty panel types could be analyzed. In this study, the PV panel images
were analyzed after capturing them using a drone equipped with a thermal imaging
camera. Table 4 shows Normal and faulty panel placement layout in the small-scale power
generation facility.
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Table 4. Normal and faulty panel placement layout in the small-scale power generation facility.

Normal Panel
Panel

Breakage
Normal Panel Diode Failure Hot Spot Busbar

Connector
Breakage

Panel Cell
Overheating

Normal panel Panel cell
overheating Normal panel Panel breakage Diode failure Busbar Connector

breakage Hotspot

Normal panel Connector
breakage Normal panel Busbar Panel breakage Hotspot Panel cell

overheating Diode failure

Normal panel Hotspot Normal panel Diode failure Busbar Panel breakage Connector
breakage

Panel cell
overheating

4. Results
4.1. Key Factors of PV Module Output

Figure 3 shows the key factors affecting the PV module output obtained using the
Taguchi experimental design method. In addition to the four main influential factors, the
operator and maintenance time factors were analyzed. The operator factor was catego-
rized as either professional or nonprofessional, denoted as U0 and U1, respectively; the
maintenance time factor was set to 1 or 3 h, denoted as V0 and V1, respectively.

Figure 3. Key factors affecting PV module output obtained using the Taguchi experimental design
method.

From Figure 4, it can be seen that the level of influence of the factors was ranked
based on signal-to-noise ratio and mean. Temperature and lighting have a high ranking in
terms of both the signal-to-noise ratio and mean. It can be seen that the factors with higher
response ranks were more likely to be recognized as key influential factors.

Figure 4 shows the analysis results of the main effects of the signal-to-noise ratio.
Similar to the response tables, the temperature and lighting factors show a greater influence
(steeper slope) than the other factors.
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Figure 4. Analysis results of the main effects of the signal-to-noise ratio.

4.2. Image Analysis According to Failure Type

We imaged the failures of twenty 35 W panels, twenty 220 W panels, and ten 365 W
panels, for a total of 50 panels. Because the 35 W panels did not contain diodes, a total
of five images were acquired for the failures of panel breakage, connector degradation,
hotspots, busbars, and cell overheating. Furthermore, because the 220 and 365 W panels
contain diodes, a total of six images, including the diode failure, were acquired for each
panel type.

4.3. Analysis of the 365 W PV Panel

Table 5 presents the power output of the 365 W PV panel measured before and after
different failure types. From the table, it can be seen that before failure, the output of the
365 W panel is 355.79 W, and after failure, it decreased by at least 10% in all cases.

Table 5. Power output of the 365 W PV panel after different failure types.

Failure Type
Output before

Failure (W)
Output after
Failure (W)

Voltage after
Failure (V)

Current after
Failure (A)

Hot Spot 355.76 316.96 39 8.135

Diode 355.79 199.95 25 7.99

Connector breakage 355.79 0 0 0

Panel breakage 355.79 110 39 2.846

Busbar 355.79 214.37 25 8.575

Cell overheating 355.79 239.47 25 9.589

Figure 5 shows photographs and thermal images of the 365 W PV panel after different
types of failure. From the figure, it can be seen that overheating occurs in a certain part
of the panel in the case of the hotspot problem. Furthermore, sporadic heat generation is
observed in the case of diode malfunction. In the case of connector failure, heat generation
is observed at the edges of the panel. In the case of cell overheating, heat generation is
observed throughout the damaged areas. Lastly, in the case of busbar failure, overheating
is observed in the area where the busbar is located.
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Figure 5. Photographs (left) and thermal images (right) of the 365 W panel with different failure types: (a) hotspot, (b) diode
failure, (c) connector breakage, (d) panel breakage, (e) busbar, and (f) overheating of panel cells.

4.4. Analysis of the 220 W PV Panel

Table 6 presents the power output of the 220 W PV panel measured before and after
different failure types. From the table, it can be seen that before failure, the output of the
panel is 175.10 W. After diode failure, connector breakage, and cell overheating, the panel
output is 0 W.
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Table 6. Power output of the 220 W PV panel after different failure types.

Failure Type
Output before

Failure (W)
Output after
Failure (W)

Voltage after
Failure (V)

Current after
Failure (A)

Hot Spot 175.12 107.16 25 4.298

Diode 175.12 0 0 0

Connector breakage 175.12 0 0 0

Panel breakage 175.12 40.68 25 1.618

Busbar 175.12 78.83 20 3.934

Cell overheating 175.12 0 0 0

Figure 6 shows photographs and thermal images of the 220 W PV panel after different
types of failures. It can be seen that the thermal images of the 220 W PV panels after
different types of failures are similar to those of the 365 W PV panels.
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Figure 6. Cont.

198



Appl. Sci. 2021, 11, 727

(f) 

Figure 6. Photographs (left) and thermal images (right) of the 220 W panel with different failure
types: (a) hotspot, (b) diode failure, (c) connector breakage, (d) panel breakage, (e) busbar, and (f)
overheating of panel cells.

4.5. Analysis of the 35 W PV Panel

Table 7 presents the power output of the 35 W PV panel measured before and after
different failure types (excluding diode failure because low-output power panels do not
contain diodes). After connector breakage and cell overheating, the panel output is 0 W.

Table 7. Power output of the 35 W PV panel after different failure types.

Failure Type
Output before

Failure (W)
Output after
Failure (W)

Voltage after
Failure (V)

Current after
Failure (A)

Hotspot 31.4 8.16 18 0.454

Connector breakage 31.4 0 0 0

Panel breakage 31.4 0 0 0

Busbar 31.4 28.89 18 1.598

Cell overheating 31.4 14.84 10 1.482

Figure 7 shows photographs and thermal images of the 35 W PV panel after different
types of failures. It can be seen that the thermal images of the 35 W PV panels after different
types of failures are similar to those of the 365 and 220 W PV panels.

(a) 

(b)

Figure 7. Cont.
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(c) 

(d) 

(e) 

Figure 7. Photographs (left) and thermal images (right) of the 35 W panel with different failure types:
(a) hotspot, (b) connector breakage, (c) panel breakage, (d) busbar, and (e) overheating of panel cells.

4.6. PV Panel Thermal Image Analysis Results

Figure 8 shows thermal images of the investigated panels with different failure types.
From figure, it can be seen that most of the failure images are similar. It can be concluded
that by photographing a PV power station with a drone equipped with a thermal imaging
camera, malfunctions in the panels can be discovered immediately. As a result, faulty
panels can be replaced, enhancing the power output and efficiency of the station.

(a) 

No diode 

breakdown 

(b) 

(c)

Figure 8. Cont.
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(d) 
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Figure 8. Thermal images of the 365 W (left), 220 W (middle), and 35 W (right) panels after different
failure types: (a) hotspot, (b) diode failure, (c) connector breakage, (d) panel breakage, (e) busbar,
and (f) overheating of panel cells.

4.7. Output Data Comparison Analysis by Failure Type in the 365 W, 220 W, and 35 W Panels

As the output of the PV panels varies by size, failure types were generated on a total of 50
panels composed of 365 W, 220 W, and 35 W PV panels to compare the output data. Figure 5
illustrates failure images of a 365 W panel by failure type, while Figures 6 and 7 illustrate
failure images of a 220 W panel and a 35 W panel, respectively. Figure 8 shows combined
thermal images for each output. The important factor here is to analyze the changes in the
output in each failure type and propose a method for increasing the efficiency of the power
generation facility by prioritizing replacement of the PV panels having the lowest output
among the failure types.

Figure 9 compares the output values of each PV panel by failure type. In the figure,
(a) to (f) indicate the following failure types: (a) hotspot, (b) diode failure, (c) connector
breakage, (d) panel breakage, (e) busbar, and (f) overheating of panel cells. The failure type
yielding the lowest panel output was analyzed as the (c) connector breakage, followed
by (d) panel breakage, (b) diode failure, (e) busbar, (f) overheating of panel cells, and
(a) hotspot. When the connector breakage was detected through PV panel imaging, the
corresponding panel was analyzed as the panel requiring a priority in replacement. It is
inferred that the panel that requires immediate replacement can be derived based on the
images obtained using a thermal imaging camera and the panel output data.

Figure 9. Output comparison of each PV panel by failure type.
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4.8. Thermal Image Results of Small-Scale Power Generation Facility

Based on the panel placement layout shown in Table 4, the PV panels were arranged
using normal and faulty panels. The panels were arranged in parallel modules, with each
module comprising16 panels in series. Further, a thermal imaging camera was attached to a
drone to obtain the images of the normal and faulty PV panels. The images were captured
during clear weather, and the drone was set to fly at the height of about 20 m from the ground.

Figure 10. Faulty panel images acquired using a thermal imaging camera. While
panels #1, 3, 9, 11, 17, 19, 25, and 27 were normal panels without any failure shown in
the thermal images, it can be seen that the rest of the panels other than the normal ones
showed overheating of cells in certain areas of the panel as a result of taking images with a
thermal imaging camera for each failure type, thereby generating various images. As for
the connector breakage, it was possible to detect the failure with only the image analysis
as severe overheating is generated throughout the PV panel. In the connector breakage,
which yields the lowest output, the phenomenon in which the cells encounter overheating
throughout the panels is observed. Through this image analysis, it was possible to check
the results of image data for panels requiring immediate replacement by acquiring images
of connector breakage, which displays the lowest panel output among the failure types.

Figure 10. Faulty panel images acquired using a thermal imaging camera.

5. Conclusions

In this study, we analyzed the power output of PV panels after different types of
failure. To this end, we designed and fabricated an experimental chamber and placed PV
panels inside the chamber. Xenon lamps were used to simulate sunlight irradiation. After
generating different types of damage to PV panels with power outputs of 365, 220 and 35 W
and irradiating these in the experimental chamber, failure images were acquired using a
thermal imaging camera to analyze the damaged PV panels. Many similarities were found
in the thermal images of the PV panels with different failures.
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By comparing the data acquired in this study with the thermal images of a PV power
station, PV panels experiencing malfunction could be identified, and the power output loss
due to the defects could be calculated.

In the future, more failure images of panels in PV power stations should be captured
using drones. By analyzing these images in real time, panel failures can be discovered,
improving the efficiency of PV power stations.

Based on the experiment results of this study, it was possible to obtain images of PV
panels showing the lowest output and overheating throughout the panels by conducting
analysis on the thermal images of a PV power generation facility captured using a drone.
While the output can be increased by replacing the entire panel when failure types occur,
if the replacement priority is given on the connector breakage failure type that yields the
lowest output among all failure types in consideration of the cost aspect, the output of the
power generation facility can be improved, and the maintenance cost can be minimized as
proposed in this study.
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Abstract: Nowadays, the world is in a transition towards renewable energy solar being one of
the most promising sources used today. However, Solar Photovoltaic (PV) systems present great
challenges for their proper performance such as dirt and environmental conditions that may reduce
the output energy of the PV plants. For this reason, inspection and periodic maintenance are essential
to extend useful life. The use of unmanned aerial vehicles (UAV) for inspection and maintenance
of PV plants favor a timely diagnosis. UAV path planning algorithm over a PV facility is required
to better perform this task. Therefore, it is necessary to explore how to extract the boundary of PV
facilities with some techniques. This research work focuses on an automatic boundary extraction
method of PV plants from imagery using a deep neural network model with a U-net structure. The
results obtained were evaluated by comparing them with other reported works. Additionally, to
achieve the boundary extraction processes, the standard metrics Intersection over Union (IoU) and
the Dice Coefficient (DC) were considered to make a better conclusion among all methods. The
experimental results evaluated on the Amir dataset show that the proposed approach can significantly
improve the boundary and segmentation performance in the test stage up to 90.42% and 91.42%
as calculated by IoU and DC metrics, respectively. Furthermore, the training period was faster.
Consequently, it is envisaged that the proposed U-Net model will be an advantage in remote sensing
image segmentation.

Keywords: deep learning (DL); unmanned aerial vehicle (UAV); photovoltaic (PV) systems; image-
processing; image segmentation; semantic segmentation

1. Introduction

In the last decade, the world began the transition towards renewable energy the
harvesting of solar energy one of the most promising sources used today. Photovoltaic
(PV) energy production is a fast-growing market: The Compound Annual Growth Rate
(CAGR) of cumulative PV plants was 35% from year 2010 to 2019. The main reasons for this
accelerated growth are: production cost of PV panels have decreased, return on investment
ranging from 0.7 to 1.5 years. Some countries offer economic benefits for new facilities
and the performance ratio (which informs how energy-efficient and reliable PV plants
are against its theoretical production) is better nowadays. Before 2000 it was 70%, today
performance ranges from 80% to 90% [1,2].

Nonetheless, PV plants present some challenges for maintaining proper performance
with failures and defects being the most common ones. In general, failures on PV systems
are more concentrated in the inverters and PV modules. In the PV modules, because of dirty
equipment, environmental conditions, or manufacturing problems the PV plant energy
output can be reduced by 31% [3–5]. To detect these problems, it is necessary to consider
that the PV systems are commonly located on roofs, rooftops, and farms. Therefore the
access, maintenance, and detection of possible problems in the panels should be carried
out by trained and qualified personnel working at heights to detect these problems. These
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procedures can put the integrity of people, equipment, and PV Plants at risk [6]. Manual
inspection can take up to 8 h/MW, depending on the number of test modules. This period
can be more than double for rooftop systems, depending on the characteristics of the
installation [7].

As an alternative to use trained personnel for maintenance, the use of an Unmanned
Aerial Vehicle (UAV) has many advantages: it reduces the risks in maintenance labours,
increases reliability, and increases effectiveness of PV plants. As a result, research teams
are currently working on developing equipment that can automatically inspect and clean
PV systems, as shown in [8,9].

Compared to traditional methods, UAVs could perform an automatic inspection
and monitoring with lower costs, cover larger areas, and achieve faster detection. The
cameras installed on UAVs take photos [10], and through image processing, the area of
the PV systems can be identified in a process called boundary extraction [11]. Once the
area is identified, the ground control station calculates the Coverage Path Planning (CPP)
that guides the UAV in the automatic plant inspection. Any faults are detected with the
inspection, the required maintenance is scheduled.

This work focused on the boundary extraction of PV systems which is a key aspect
for UAVs to conduct autonomous inspections and enhance Operation and Maintenance
(O&M) [11].

Several inspections and defect detection methods have been proposed in the literature.
Lately, UAVs have been used for the inspection of different PV plants, to identify the
correlation between altitude and the PV panel defects detection as: shape, size, location,
color, among others [12–16]. Many attempts have been committed to developing a reliable
and cost-effective aerial robot with optimum efficiency over PV plant inspection [10,17–19].
For autonomous inspection, large volumes of information or big data are required from PV
systems. These datasets improve the inspection by means of automatic learning algorithms
during the O&M process [7]. The O&M process of photovoltaic plants is an important aspect
for the profitability of investors. Autonomous inspection of PV systems is a technology with
great potential, mainly for large PV plants, roofs, facades and where manual techniques
have notable restrictions in terms of human risk, performance, time and cost.

Traditional Image Processing (TIP) has been used extensively by other authors. In
this study [13,20–24], the authors used TIP to defect recognition in the inspection of photo-
voltaic plants. Furthermore, using HSV transformation, color filtering and segmentation,
techniques have been implemented in many projects, especially for defect detection [25], to
enumerate photovoltaic modules [20,26] and identification of limits [27]. This technique has
a restriction for unsupervised procedures; the user should assist in the image processing by
adjusting the filter to the particular color of each target the technique aims to find. Therefore,
TIP is not a proper method for autonomous aerial inspection of photovoltaic plants.

The boundary extraction is referred to as an image segmentation technique. This
technique divides an image into a set of regions, and it is performed by dividing the image
histogram into optimal threshold values [28,29]. The aim is to substitute the representation
of an image into something easily analyzable to obtain detailed information on the region
of interest in an image and aid to annotate the scene of the object [30]. Image segmentation
is necessary to identify the content of the photo. Accordingly, edge detection is an essential
tool for image segmentation [31] and can be achieved by means of traditional image
processing techniques [27,32] or through artificial vision techniques [33].

The image segmentation techniques with TIP were developed to identify objects such
as the area of PV Plants out of an orthophoto [10,34,35]. Later, the Machine Learning
(ML) and Deep Learning (DL) image segmentation techniques, also known as semantic
segmentation, were proposed [36,37]. In semantic segmentation each pixel is labeled
with the class of its enclosing object or region [33]. Convolutional Neural Networks have
been used for semantic segmentation , such as the Fully Convolutional Network (FCN)
model [33], and U-Net network model [38], which drastically enhances the segmentation
certainty compared with TIP method results, and ML technique results [36,37].
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The convolutional neural networks are used for extracting dense semantic represen-
tations from input images and to predict labels at the pixel level. To perform this task, it
is necessary to obtain or create a dataset, perform a pre-processing of the data, select an
appropriate model and train it based on metrics, and then evaluate the results as shown
in [11]. This is a fundamental challenge in computer vision with wide applications in scene
interpretation, medical imaging, robot vision, etc. [39]. Once the segmentation is done, the
next step is to obtain the automatic Coverage Path Planning (CPP).

Although advances in GPS systems have improved and accuracy is around 10 cm in
low-cost Real Time Kinematics (RTK) GPS systems [40]. Most of the projects use software
tools that provide companies like Mission Planner [41] or development groups as Qground-
Control [42]. These tools are based on simple polygonal coverage areas and a coverage
pattern of zigzag path. They require time when the area is of complex geometry, or when
the plant is in continuous expansion. Additionally, the programmer preloads waypoints
without optimal coverage. As a consequence, to develop a real-time path-planning algo-
rithm for an autonomous monitoring system, it is a hard task in this platform. Therefore, it
is first necessary to determine the boundary of the PV plant. By taking out the boundaries
of PV plants, aerial photogrammetry and mapping can be faster, effective, economical and
customizable [27], they motivate to make this work.

The key contributions of this work are as follows:

• In the revised literature, there is no report of U-net model to extract the boundaries of
PV Plants; this work proposes such a model.

• The IoU and DC metrics were not used in previous related research works. For the
trained and tested of U-net and FCN model, this work uses these metrics and finds a
better solution.

This paper is structured as follows. In Section 2, the necessary definitions and tech-
niques to obtain the results are described. In Section 3, the three techniques implemented
for boundary extraction are compared to show the best method. Finally, in Section 4 some
conclusions are shown.

2. Materials and Methods
2.1. Samples Collection

Before the segmentation, training samples were collected, based on the orthoimage
and PV plant on-farm, rooftop, and roof photos. The samples collected to cover the spectral
variability of each class of PV panel and consider the lighting variation in the scene, also in
different parts of the world. For CNN, the samples were converted in a tagged image file
format (.jpg) file and mask image file format (.png) with a shape of 240× 320. The total of
this dataset was found in the Amir dataset [43].

2.2. Boundary Extraction Procedure

UAVs must have a precise set of coordinates to define the coverage path planning
correctly and thus fly over the total area of PV Plants in the inspection mission. To achieve
this task automatically, it is necessary to explore how to extract the boundary of photovoltaic
facilities with some techniques. There is a process called semantic segmentation, where
each pixel is labeled with the class of its enclosing object or region, which can extract the
PV Plants as a particular object in an image [11], but with the constraints that this work
addresses. Two techniques have been implemented so far: Traditional Image Processing
(TIP) [10] and Deep Learning (DL) [11]. Figure 1 shows the steps followed to reach that
result by TIP and DL-based techniques.
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Figure 1. Steps of boundary extraction by image analysis with two techniques.

2.3. Traditional Image Processing (TIP)

The process to obtain the boundary pixels of a target can be achieved by means of
traditional image processing techniques with functions that extract, increase, filter, and
detect the features of an image and obtain its segmentation [27,32]. The main stages were
used to remove the borders of PV plants out of an image, as shown in Figure 1 [10]. In the
first stage, the original image was filtered using “filter2D” function from OpenCV, that is a
convolution filter with 5 × 5 averaging filter kernel, as shown at Algorithm 1. This filter is
compound with various Low-Pass Filters (LPF) and High-Pass Filters (HPF). LPF helps in
removing noise, blurring images. HPF filters help in finding edges in images.

In the second stage, the filtered image is transformed into the HSV (hue, saturation,
and value) representation. The transformation lessens reflection caused by environmental
light during aerial image collection. Furthermore, this transformation helps in the color-
based segmentation required in the next stages.

In the third stage, each channel was processed separately to extract the area of the
PV plants. This was achieved by applying thresholding operations on the HSV image. To
extract the PV blue color out of the image, the HSV range limits for thresholding where
determined: from (50, 0, 0) to (110, 255, 255). Thresholding was implementing using the
inRange function of OpenCV.

At the fourth stage, two morphological operators were applied: the “erode” and
“dilate” functions. Together these operations helps to reduce noise and to better define
the boundaries of the PV devices, the application of erosion followed by dilation is also
known as opening operation. Erosion and dilation requires an structuring element (also
known as kernel) to be applied to the images. In this case, a rectangular kernel of 2 ×
2 pixels (MORPH_RECT,(2, 2)) was used for both operations. Lines 13, 14 and 15 from
Algorithm 1 show the creation of the structuring element and the successive use of the
erode and dilate functions.

Then, the “findCountours” function was used to help in extracting the contours from
the image. The contour can be defined as a curve joining all the continuous points in the
boundary of the PV installation. The input parameters for this function are: the image
(dilated image from previous stage), the type of contour to be extracted (in this case only
the external contours, RETR_EXTERNAL) and the contour approximation method (in this
case not approximation, CHAIN_APPROX_NONE). Finally the area was recognized using
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a multi-stage algorithm to detect a wide range of edges in images, known as the Canny
edge detection “Canny” [44].

The pseudo-code of the Traditional Image Processing is shown in Algorithm 1, and
was implemented in Python 3 using OpenCV library.

Algorithm 1: TIP algorithms

1. input :A image Im of size w× l
2. output :A Boundary of the image

3. initialization
4. import cv 2, np
5. for i in range(n):
6. I← cv 2.imread(Im)

7. Irgb←cv 2.cvtColor(I[w, l],COLOR_BRG2RGB)
8. Kernel←np.ones([5, 5])

nlIdst← cv 2.filter 2D(Irgb[w, l],−1,Kernel)
9. Ihsv←cv 2.cvtColor(Idst[w, l],COLOR_BRG2hsv)/* Transformation from RGB to HSV */

10. LowerBlue← np.array([55, 0, 0])
11. UpperBlue←np.array([110, 255, 255])
12. mask←cv 2inRange(Ihsv[w, l],LowerBlue,UpperBlue)

13. K← cv 2.getStructuringElement(MORPH_RECT,(2, 2))
14. Ierosion←cv 2.erode(mask[w, l],K,iteration = 3)
15. Idilation← cv 2.dilate(Ierosion[w, l],K,iteration = 8)
16. cnt← cv 2.findCountours(Idilation[w, l],RETRE_XTERNAL,CHAIN_APPROX_NONE)
17. mask2← cv2.zeros([w, l])
18. cc← cv 2.drawContours(mask2,cnt,−1,255,−1)
19. edge← cv2.Canny(cc,100,105)

2.4. Deep Learning

Another approach to ascertain the boundaries of PV plants uses a DL-based technique
which consists of several steps:

2.4.1. Data Specifications

The first step is to select the data for training the Neural Networks. The parameters
to take into account are: PV Plants in orthophotos and aerial images with the respective
masks for each image [11].

2.4.2. Data Understanding

The data preparation phase can be subdivided, into at least four steps. The first step is
data selection inside the dataset. The second step involves correcting the individual data,
which are assumed to be noisy, apparently incorrect, or absent. The third step involves
resizing the data as needed. Finally, most of the available implementations assume that
the data are given in a single table, so if the data are in several tables, they must be parsed
together in a single one [45].

2.4.3. Modeling

In the literature, the semantic segmentation task has many existing models that can be
selected for the desired task. In this work, two methods based on deep learning have been
selected, taking into account the following criteria: the most competent for the type of task,
the amount of data to be processed, the execution time, and the ease of implementation to
predict each label for each pixel. The methods were selected according to [11,46–49]. The
FCN model was the first one selected, which was proposed by [33] and used by [11]. The
network architecture is delineated in Figure 2. The second one is the U-Net model, first
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proposed by [38] and selected for this project. The network architecture is illustrated in
Figure 3.

Figure 2. FCN model.

Figure 3. U-net Model.

(a). Fully Convolutional Network (FCN) model: This model has two blocks. The first
block is a series of 13 layers in order to create a modified version of a VGG16 backbone
Figure 2, which was introduced for the first time by [50]. The VGG16 backbone has
16 convolutional layers and its creators belong to the team “Visual Geometry Group”,
hence its name VGG16. The backbone is the network that takes the image as input and

210



Appl. Sci. 2021, 11, 6524

extracts the feature map upon which the rest of the network is based. The second block
consists of a series of deconvolutional layers that simply reverses the forward and backward
passes of convolution. The last layer uses a softmax function to predict the probability of
the category as shown in Figure 2. As a result, the input of FCN model is an RGB image,
and the output is the predicted mask of the PV plants. For more details, read [33]. The
parameters for the training process were depicted in Table 1.

(b). The U-net network model: This model has two blocks: a decreasing path and
an increasing path, respectively, which gives it the u-shaped architecture or horizontal
hourglass shape [51]. The decreasing path is a typical convolutional network that consists
of repeated application of convolutions, each followed by a rectified linear unit (ReLU) and
a max-pooling operation. During the decrease, the spatial information is reduced whereas
feature information is increased. The increasing pathway combines the feature and spatial
information through a sequence of upsampling layers followed by two layers of transposed
convolution for each step [38,52], as illustrated in Figure 3. The parameters for the training
process were depicted in Table 1. Its architecture is shown in Table 2. The platform used for
FCN and Unet models by this work was Tensorflow with Keras backend [53]. The U-net
model had never been used for this kind of application so far.

Table 1. Summary of the FCN and U-net model parameters for the training process.

Activation
(Last Layers)

Activation
(Inner Layers)

Optimizer Loss Function Metrics Epoch Batch Size

Sigmoid Relu RMS Binary_cross N/A 150 1

Sigmoid Elu Adam Binary_cross IoU,F1 score 15 8

The FCN and U-net models additionally have a binary cross-entropy function (Hp)
to calculate the loss in the process of training the neuronal network [54]. As the problem
at hand is a semantic segmentation task, Equation (1) is used. This function examines
each pixel and compares the binary-predicted values vector with the binary-encoded
target vector.

Hp(q) = −
1
N

N

∑
i=1

yi · log(p(yi)) + (1− yi) · log(1− p(yi)) (1)

where y is the label of each pixel, it takes the value of 1 for the PV plants area and 0 to
indicate other areas or elements, and p(y) is the probability of the pixel belonging to the
PV plants area for all N points. The Adam optimization function is used to optimize the
models [55]. Because semantic segmentation is the task at hand, it is essential to implement
metrics to ensure the model performs well.

Table 2. Architecture of the U-net.

Layer (Type) Output Shape Parameters

Input Layer (None, 240, 320, 3) 0

Lambda (None, 240, 320, 3) 0

Conv2D (None, 240, 320, 16) 448

Dropout (None, 240, 320, 16) 0

Conv2D (None, 240, 320, 16) 2320

MaxPooling2D (None, 120, 160, 16) 0

Conv2D (None, 120, 160, 32) 4640

Dropout (None, 120, 160, 32) 0

Conv2D (None, 120, 160, 32) 9248
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Table 2. Cont.

Layer (Type) Output Shape Parameters

MaxPooling2D (None, 60, 80, 32) 0

Conv2D (None, 60, 80, 64) 18,496

Dropout (None, 60, 80, 64) 0

Conv2D (None, 60, 80, 64) 36,928

MaxPooling2D (None, 30, 40, 64) 0

Conv2D (None, 30, 40, 128) 73,856

Dropout (None, 30, 40, 128) 0

Conv2D (None, 30, 40, 128) 147,584

MaxPooling2D (None, 15, 20, 128) 0

Conv2D (None, 15, 20, 256) 295,168

Dropout (None, 15, 20, 256) 0

Conv2D (None, 15, 20, 256) 590,080

Conv2D_Transpose (None, 30, 40, 128) 131,200

Concatenate (None, 30, 40, 128) 73,856

Conv2D (None, 30, 40, 128) 295,040

Dropout (None, 30, 40, 128) 0

Conv2D (None, 30, 40, 128) 147,584

Conv2D_Transpose (None, 60, 80, 64) 32,832

Concatenate (None, 60, 80, 128) 0

Conv2D (None, 60, 80, 64) 73,792

Dropout (None, 60, 80, 64) 0

Conv2D (None, 60, 80, 64) 36,928

Conv2D_Transpose (None, 120, 160, 32 8224

Concatenate (None, 120, 160, 64) 0

Conv2D (None, 120, 160, 32) 18,464

Dropout (None, 120, 160, 32) 0

Conv2D (None, 120, 160, 32) 9248

Conv2D_Transpose (None, 240, 320, 16) 2064

Concatenate (None, 240, 320, 32) 0

Conv2D (None, 240, 320, 16) 4624

Dropout (None, 240, 320, 16) 0

Conv2D (None, 240, 320, 16) 2320

Conv2D (None, 240, 320, 1) 17

2.4.4. Metrics

The metrics evaluate the similarities between the predicted mask (N) and the original
mask (S). Such similarity assessment can be performed by considering spatial overlapping
information, that is, by computing the true positives (TP), false positives (FP) and false
negatives (FN) given by TP = |N ∩ S|, FP =

∣∣N \ S
∣∣, and FN =

∣∣S \ N
∣∣, respectively.

There are three standard metrics commonly employed to evaluate the effectiveness of
the proposed semantic segmentation technique [29,48,49,56]. The three metrics, namely,
pixel accuracy (Acc), region Intersection over Union (IoU), and Dice Coefficient (DC).
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Pixel accuracy is the ratio of correctly classified PV plants pixels to the total number of
PV plants pixels in the original mask image [57], which can be mathematically represented
as Equation (2).

Accuracy =
TP

TP + FN
(2)

The IoU metric (the Jaccard index) is defined by Equation (3). This equation is a ratio
between the intersection of the predicted mask N, and the original mask S and the union
of both. More details can be found in [58].

IoU(N, S) =
|N ∩ S|
|N ∪ S| =

TP

TP + FP + FN
(3)

The DC metric [56,58,59] is expressed as Equation (4). This equation divides the
intersection of the predicted mask N, and the original mask S times two by the sum of N
and S.

DC(N, S) =
2.|N ∩ S|
|N|+ |S| =

2.TP

2.TP + FP + FN
(4)

To validate the results of the techniques described above, the FCN and U-net models
were trained and their performance was evaluated by validating and testing samples of
the Amir dataset [43]. The next section describes such results and compares the models
in detail.

3. Results and Discussion
3.1. Database Specification

For this work, the DeepSolar [60], Google Sun-Roof [61], OpenPV [62], and Amir’s
databases were accessed [43]. Only the last database met the established parameters. It
contained PV plants in orthophotos and aerial images with their respective masks. Further-
more, the PV plants images were from different countries around the world. Therefore, the
”Amir” dataset was selected.

3.2. Results with TIP Technique

The results obtained in this work were compared with the results obtained in previous
investigations where the TIP and the deep learning techniques were used alongside the
FCN model [11].

The stages to obtain the results are shown in Figure 4. In the First Stage, a 2D filter
was applied, depicted in Figure 4a. In the second stage, the filtered image is transformed
into the HSV representation, Figure 4b. In the third stage, the blue color was filtered out,
Figure 4c. At the fourth stage, the opening function was used, as seen in Figure 4d. Finally,
the area was recognized using the canny method illustrated in Figure 4e. The results were
satisfactory and can be modified depending on the environment.

The results are shown in Table 3. The TIP technique was obtained by randomly
selecting images out of the test dataset, then applying the functions described in the
methodology section (Section 2), and finally comparing the mask obtained with the original
mask. The IoU metric obtained was 71.62% and the DC was 71.62%.

Figure 4. Steps of boundary extraction by TIP.
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3.3. Results with DL-Based Techniques

The training data consisted of 2864 aerial images selected at random: 90% of the
training dataset in the Amir database. The validation data were the remaining 10% of
the same training dataset. Figure 5a shows the loss function and IoU metric of the FCN
model during the training and validation process. The general trend of the two curves is
consistent, showing that the network converges rapidly and is stable at iteration 30, and the
loss value tends to 0.04%. Figure 5b shows the DC metric of the model during the training
and validation stage. The general trend of the two curves is consistent at iteration 30.

On the other hand, using the same metrics, the U-net model proposed in this work
shows a better performance. Figure 6a shows the loss function and IoU metric of the model
during the training and validation stage. The common trend of the two curves shows the
network converges quickly and is stable at iteration 16, and the loss value tends to 0.03%.
Figure 6b shows the DC metric of the model all along the training and validation phase.
The prevalent trend of the two curves is consistent and in iteration 16.

Figure 5. Performance and metrics of the FCN model using the training and validation sets.

Figure 6. Performance and metrics of the U-net model obtained using the training and validation sets.

In the evaluation stage, 716 images were used along with the trained FCN model
for PV plant detection. Some relevant results are shown in Figure 7. In this figure, the
columns correspond to different PV plants. The first row contains the original images;
the second row, the original masks; and, the third one, the predicted masks. The images
used were taken in deserted regions and vegetation zones. The FCN model detects the PV
plants in vegetation zones with some false positives. As an example, the second and third
predictions of Figure 7 identify a lake and vegetation as part of the PV plants. In deserted
regions, PV plants are detected more precisely. Although these images have very high
precision, their predicted shape does not fully correspond to the original mask. Hence, it
was necessary to review the performance metrics of the algorithm [63].

The segmentation results in the evaluation stage, using the same 716 images and
the trained U-Net model, are shown in Figure 8. The arrangement is the same as in the
previous Figure 7. It is noteworthy that this model correctly segments the photovoltaic
plant while the other model does not achieve this result, as can be seen in the second and
third predictions in Figure 8.
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Figure 7. Evaluation with test data FCN Model.

Figure 8. Evaluation with test data U-net Model.

Afterwards, the trained model tested 716 samples. Table 3 shows the results and
comparison among the TIP technique, the U-net proposed model and the FCN model used
by [11], which was replicated in this study. The FCN and the proposed U-net models were
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compared. The accuracies obtained for the FCN model in the stages of training and testing
were 97.99% and 94.16% respectively [11]. For U-Net proposed, the accuracy obtained in
the stages of training and testing were 97.07% and 95.44%, respectively. Both results can be
seen in Table 3.

To compare the FCN model proposed by Amir [11], and the U-net model proposed in
this work, the two most used metrics in semantic segmentation problems were used. The
FCN model was implemented with the standard IoU metric, whose result for the training
stage was 94.13%,and the validation stage was 90.91% and for test stage was 87.47%. The
DC metric of the validation 92.96% and test 89.61% which deviates a little from the training
95.10%. However, using the same metrics the U-net model proposed in this work shows a
better performance. The IoU metric obtained was 93.57% in the training stage, 93.51% in
the validation stage, and 91.42% in the test stage. The DC metric of the validation 94.44%
was almost the same as that of the training 94.03% which deviates a little from the test
91.42%. Table 3 shows these results. Due to this, a difference was found between the FCN
and U-net model for the first metric of 2.95% and for the second metric used of 1.81%
difference was calculated. All files and logs from the experiments are available at GitHub
in [64].

Table 3. Comparison between three techniques.

Parameter TIP Method FCN Model Amir [11] U-Net Proposed

Metrics N/A N/A IoU, F1 scor

Acc train N/A 97.99% 97.07%

Acc test N/A 94.16% 95.44%

IoU metric N/A 94.13% 93.57%

Dice coef metric N/A 95.10% 94.03%

val IoU metric N/A 90.91% 93.51%

val Dice coef N/A 92.96% 94.44%

test IoU metric 71.62% 87.47% 90.42%

test Dice coef metric 71.62% 89.61% 91.42%

3.4. Discussion

The U-net model proposed reconstructs the segmented image and protects the original
image shape characteristics by storing the grouping indices of the max-pooling layer, a
process that is not done in the FCN model.

The training and testing accuracy is the percentage of pixels in the image that are
classified correctly and cannot be taken as indicators of how similar the predicted PV
plants and the original mask are [65]. For the purpose of comparing the similarity in the
results, the IoU metric was used. This metric varies from 0 to 1 (0–100%) with 0 meaning
no similarity and 1 meaning total similarity between original and predicted masks [63].

The U-net model proposed in this work aimed to obtain a value closer to 1 in the IoU
metric. The iteration times show the model used is faster and therefore reliable for the
training and processing stages obtaining results virtually in real time [66]. The DC is the
other metric used in this work. This metric also ranges from 0 to 1, with 1 signifying the
greatest similarity between the predicted and original masks [63]. Both metrics were used
to determine if the U-net model was better than the FCN model in the validation and test
stages. The values of the IoU and Dice metrics in Table 3 showed the U-net model had a
better performance when compared to the FCN model. This work was implemented with
VGG16 as an encoder because it was the encoder used by Amir [11], which is a comparison
work, but in future work, it is possible to use other encoders like ResNet, AlexNet, etc. [37].

Finally, the results obtained with the TIP and FCN model agree with the results
obtained by other authors [11,13]. The authors mentioned they did not use the standard
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metrics for these kinds of problems and the bias in the results were expected. On the
contrary, this work did take these metrics into account and found satisfactory results. The
U-net network increased the processing speed, veracity in the segmentation process, and
the overall performance of the model.

4. Conclusions

This work used three techniques, namely, the TIP technique, the DL-based FCN and
U-net models. This work applied the U-net model to PV plants. All the models were used
for the extraction of the PV plants boundaries out of an image. As a consequence, the TIP
technique can be very precise but requires constant adjustment depending on the image,
whereas the FCN and U-net network models are more useful when it comes to unknown
PV plants.

The U-net network model is novel for this kind of problem. It allows greater processing
speeds and performance when predicting the area of PV plants, also better features. The
results obtained open the door for further investigation of this model in this problem.

The U-net technique turned out to be satisfactory compared to the TIP technique and
the FCN model used in previous studies. The values obtained in the implemented metrics
guarantee that the areas predicted for the PV plants are similar to the real ones. The results
also help to predict possible false positives, such as lakes in the vicinity of photovoltaic
plants. The relevant features of an object can be obtained using this technique while using
the FCN technique is not possible.
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List of Symbols

Hp binary cross-entropy
IoU(N, S) IoU metric, the mask predicted N and ground-trouth S original mask
DC(N, S) The DC, the mask predicted N and ground-trouth S original mask
FP false positives
TP true positives
FN false negatives
FP false positives
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Abbreviations
The following abbreviations are used in this manuscript:

DL Deep Learning
ML Machine Learning
UAV Unmanned Aerial Vehicle
PV Photovoltaic
TIP Traditional Image Processing
O&M Operation and Maintenance
FCN Fully Convolutional Network
CAGR Compound Annual Growth Rate
MV Machine Vision
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Abstract: Although unique expected energy models can be generated for a given photovoltaic (PV)
site, a standardized model is also needed to facilitate performance comparisons across fleets. Current
standardized expected energy models for PV work well with sparse data, but they have demonstrated
significant over-estimations, which impacts accurate diagnoses of field operations and maintenance
issues. This research addresses this issue by using machine learning to develop a data-driven expected
energy model that can more accurately generate inferences for energy production of PV systems.
Irradiance and system capacity information was used from 172 sites across the United States to train
a series of models using Lasso linear regression. The trained models generally perform better than
the commonly used expected energy model from international standard (IEC 61724-1), with the
two highest performing models ranging in model complexity from a third-order polynomial with
10 parameters (R2

adj = 0.994) to a simpler, second-order polynomial with 4 parameters (R2
adj = 0.993),

the latter of which is subject to further evaluation. Subsequently, the trained models provide a more
robust basis for identifying potential energy anomalies for operations and maintenance activities as
well as informing planning-related financial assessments. We conclude with directions for future
research, such as using splines to improve model continuity and better capture systems with low
(≤1000 kW DC) capacity.

Keywords: photovoltaic systems; expected energy models; fleet-scale; lasso regression; performance
modeling; machine learning

1. Introduction

The increasing penetration of photovoltaic (PV) systems within the energy markets
has established the need for evaluating and ensuring high system reliability. In particular, a
large emphasis has been placed on monitoring algorithms that can contextualize observed
energy generation at a site with information about how the system would have performed
in a nominal state [1]. The latter are commonly estimated through expected energy models.
Expected energy models are incorporated into many PV performance monitoring tasks,
including anomaly detection [2–5], financial planning [6], fleet-level (site vs. site) com-
parisons [7], degradation analysis [7], and the evaluation of extreme weather effects [8].
The comparison of observed energy values to those derived from expected energy models
serves as the basis for informing both tactical (i.e., short-term tasks such as field repair)
and strategic (i.e., long-term activities such as site planning) operations and maintenance
(O&M) activities.

Expected energy models can vary from asset-level to site-level estimates [9]. Asset-
level models typically focus on using parameters provided by the manufacturer (e.g.,
maximum power) [9,10]. However, such approaches do not always work well for in-field
performance since the parameters were developed in standardized test conditions and
thus do not reflect operational conditions [11]. In response to these limitations, empirical
methods that use field observations and regression methods have emerged to derive param-
eters across non-standardized test conditions (e.g., [12,13]). At the site-level, most expected
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energy models leverage the correlation between power production and meteorological
covariates [14,15]. For example, the standard expected energy model from the International
Electrotechnical Commission (IEC) uses irradiance and site capacity information to develop
an expected energy estimate [15]. Similarly, the PVUSA model trains a regression model for
a given site by estimating power production using local irradiance, temperature, and wind
speed conditions [16]. Industry research shows that most expected energy estimates tend
to be overestimate production by a median of 3% but could be up to 20% [17]. Although
the mismatch between observed and expected generation are well-recognized [18], limited
attention has been given to date for improving the accuracy of expected energy models at
the site-level, especially suited for fleet-level (i.e., site vs. site) comparisons.

This work aims to address this knowledge gap by generating a standardized, in-
terpretable data-driven expected energy model that can be used for fleet-level compar-
isons. Although gradient-boosted and neural network-based methods have demonstrated
significant successes for output performance [19–21], they often lack in model inter-
pretability. In particular, models with high complexity can hide prediction biases or other
vulnerabilities [22]. Thus for this work, we opted for more interpretable, regression-based
models to increase the transparency of the implemented methods. In addition to identifying
a more robust alternate for expected energy modeling, the associated publication of code
used for training models (in the open source software pvOps) enables the extension of these
methods to develop site-specific expected energy models for PV systems anywhere in the
world or to other renewable energy systems. Such advancements in expected energy model
estimates are needed to continue supporting better planning and field O&M activities,
both of which ultimately influence the sustainability of PV sites. The following sections
describes the data processing and model construction activities (Section 2), the performance
of trained models (Section 3), and summarize primary findings (Section 4).

2. Methodology

The data-driven expected energy model training activities were supported by Sandia
National Laboratories’ PV Reliability, Operations, and Maintenance (PVROM) database [23].
Information about the PVROM database, as well as data processing, model training, and
model evaluations, are described in the following Sections.

2.1. Data

The PVROM database contains 1.3 million data points of hourly production data across
176 sites in the United States [23], spanning multiple states (Figure 1) and generally ranging
between 2017 and 2020. The database contains hourly measurements of expected energy in
kiloWatt-hours (kWh), irradiance (Watts per square meter; W

m2 ), ambient temperature, and
module temperature; site-level direct current (DC) capacity is provided by the industry
partners. The DC capacity (CDC) for the sites within the database span from 37.8 kilowatts
(kW) to 130,000 kW; a majority of the sites (140) are under 10,000 kW, with 67 of those sites
under 1000 kW. A subset of the sites (100) contain industry-partner-provided expected
energy estimates generated from proprietary models; these values serve as a basis for
model validation activities (see Section 2.5).
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Figure 1. Geographical coverage of sites within the PVROM database. A majority of the sites are
located in California.

2.2. Preprocessing

Data quality issues stemming from measurement errors and system anomalous con-
ditions (reflecting local field failures, such as communication loss) could introduce signal
variations in field data that would hinder model performance. Problematic data convolute
the relationships between features, making it more difficult to measure the true parameter
estimates; these potential irreducible errors are decreased through numerous data quality
filters (Figure 2). Missing values (i.e., NaN or None values) were removed prior to applying
data quality filters. An evaluation of these missing values revealed that a majority of them
(~88%) occurred during nighttime hours (~7 p.m. to 8 a.m.), indicating that some sites
captured night-time entries as null (Figure 2). After removing these missing values, ~900 K
data points remained, which were then subject to a series of data quality filtering steps.

Figure 2. Data preprocessing activities included both data quality- and anomaly-related filters. Data
quality filters were conducted independently; only data points that passed all quality-based filters
were subject to the anomaly-based filters.

Data were filtered to ensure they are within nominal sensor ranges, using thresholds
following [24] and the IEC 61724-1 standard [15]. Specifically, we retained data that met
the following criteria:

• 20 W
m2 ≤ Irradiance (I) ≤ 1500 W

m2 ;
• Energy (E) > 0 kWh;
• Ambient temperature (Tamb) ≤ 50 ◦C and module temperature (Tmod) ≤ 90 ◦C.
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Wind speed was not consistently available from partners and thus was excluded from
analysis. Although available temperature data were used in the preprocessing steps, they
are not used as a predictor variable in the regression models, since they ate not included in
current standard models [15].

Flatlining values—determined by periods where consecutive data changed by less
than a threshold—were flagged for removal using the pecos package [25], which follows the
IEC 61724-3 standard [26]. Specifically, four consecutive hours with either ∆E < 0.01% of
the site’s capacity or ∆I < 10 W

m2 were filtered. Lastly, inverter clipping, which occurs when
the DC energy surpasses an inverter’s DC energy rating, was addressed by mathematically
observing plateaus in the energy signal using the pvanalytics package [27]. Dropping
energy measurements during inverter clipping, which manifest as a static value across
high irradiance levels, would create a better linear fit. After data quality checks, 429 K data
points across 150 sites remained (Figure 2).

Data points that passed all quality checks were also assessed for system-level anoma-
lies. These anomalies likely reflect abnormal operating conditions (i.e., local failures) and
thus require removal to ensure the trained baseline energy models reflect nominal system
performance. Anomalous entries were detected using a comparison of observed energy to
irradiance and site capacities (Figure 3). The comparison of observed energy and irradiance
filter focuses on removing data where the E–I ratio (λ) is outside its nominal distribution by
3 standard deviations {λ : λ < µλ − 3σλ ∪ λ > µλ + 3σλ}, where µλ and σλ are the mean
and standard deviation of the E–I ratio, respectively [28]. This filter was implemented
for each site separately to capture site-specific variations (including system capacity) and
resulted in the removal of 70 K data points (Figure 2). The second system anomaly filter
focused on removing sites with mismatches between observed energy and site capacity.
Namely, if a site’s maximum recorded energy was over 1.2× CDC or under 0.7× CDC,
then all data points for that site were excluded from subsequent analysis. This method
filtered 23 sites; 50%+ of these sites were under 1000 kW, and only 1 was over 10,000 kW.
Approximately 26 K data points were removed with this filter, resulting in a final dataset
that contained 332 K data points across 127 sites for model training and testing activities
(Figure 2). The age of the sites within the final dataset ranged from newly installed sites up
to 10 years, with a majority being less than 5 years in age (Figure A2).

Figure 3. An example of anomaly-based filter (energy production vs. irradiance) for a particular site.
Anomalous data points (visualized as Xs) are often lower than non-anomalous values within the
distribution-derived bands (red lines).

2.3. Variable Standardization

The specific inputs used for model training mimic commonly available parameters
used in current expected energy models (e.g., [15]), such as irradiance and site capac-
ity. However, with covariates at different scales (e.g., {0 W

m2 < I < 1.2× 103 W
m2 } while

{1× 102 kW< CDC < 1.3× 105 kW}), variable standardization is required to reduce model
sensitivity to parameter scales. In particular, without standardization, weights generated
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for each parameter are more likely to reflect scalar nuances rather than the relative im-
portance of the parameter to the outcome of interest. Variable standardization centers the
data by subtracting data points in a feature from its associated mean value (µ) and then
scales the data by dividing by the associated standard deviation (σ)—i.e., Z = µ−µ̄

σX
. The

resulting standardized variables have a mean of zero and a standard deviation of one.
This process makes parameters easier to rank in terms of influence; the variable with the
larger parameter holds a more important effect on the output response. Thus, variable
standardization also aids in the interpretability of the derived parameters, especially when
variable interactions (e.g., I × CDC) are introduced. The mean and standard deviation
parameters used to standardize irradiance, capacity, and energy values are captured in
Table 1.

Table 1. Mean and standard deviation (StDev) parameters used to standardize variables prior to
training regression models.

>1000 kW Systems <1000 kW Systems

Parameter Mean StDev Mean StDev

Irradiance 571.459 324.199 413.533 286.110
Capacity 14,916.234 20,030.000 375.919 234.151
Energy 7449.152 12,054.525 119.008 119.829

2.4. Model Design and Training

Similar to other machine learning models, regression techniques leverage input data
to learn relationships and use those relationships to predict unseen quantities. These
relationships are generally contained in model parameters (β̂), which map predictors, as
summarized in a design matrix X, to an output Ŷ = Xβ̂ + ǫ with residual model error ǫ.
Many different regression techniques exist; these techniques typically vary in the structure
of the cost function, which quantifies the error between predicted and expected values.
This cost function (C) is usually captured as a summation of loss functions (calculated
on each data point) across the training set. The set β̂, which renders the smallest cost, is
defined as the learned parameters, mathematically notated as:

β̂ = arg min
θ

C. (1)

A popular regression model is the ordinary least squares (OLS), which defines its
best model (β̂OLS = arg min

θ

SSE) with an objective function equal to the sum of squared

errors (SSE):

SSE =
n

∑
i=1

(yi − ŷi)
2 =

n

∑
i=1

(y−
p

∑
j=0

β̂ jxij)
2 (2)

where n is the number of samples, p is the number of predictors, and xij is the ith value
for the jth explanatory variable. As shown in the equation, the SSE sums the squared
difference between each sample (y) and its associated model estimate (ŷ). High emphasis
is naturally placed on reducing high-error samples. Therefore, outliers can have a large
effect on the learned parameters, so data preprocessing steps are required for robust model
development. Additionally, OLS renders non-zero coefficients on all β̂, which can create
small, insubstantial parameters which are likely components of the training dataset and
therefore contribute to model overfitting and thus should be removed from the model.

Alternate approaches to OLS include the Theil–Sen regressor [29], which is robust
against outliers since it chooses the median of the slopes of all lines between pairs of points,
as well as techniques such as Lasso regression [30] that explicitly address model overfitting
by reducing model complexity (i.e., the number of parameters used). For this analysis, the
latter was selected since Lasso regression models are able to incorporate both parameter
regularization and residual sum of squares into the loss function. The cost function for
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Lasso regression β̂lasso = arg min
θ

(SSE + α ∑
p
j=1 |β j|) incorporates an L1 regularization

term α ∑
p
j=1 |β j|, which penalizes the magnitude of the β terms. This penalization tends

to shrink coefficients to zero, rendering a more parsimonious model; we use an α = 0.003
for defining the impact of the regularization on the regression kernel. Specifically, the
penalization acts as a bias, which in turn can reduce overall error due to the bias–variance
tradeoff [31].

Standardized variables are passed into Lasso regression to learn a linear model,
which relates the input variables to energy. Multiple combinations of input variables
were used to train the regression models (more details below). For all models, a random-
ized (80–20%) split is utilized to partition the preprocessed, standardized data into train
and test partitions, respectively.

In addition to individual parameter influences, interactions and temporal factors
were incorporated as input features to capture nuances within the datasets. Interaction
parameters, which allow the effect of one parameter on the response variable to be weighted
by the value of another variable, are introduced by including terms which are the product of
two or more predictor variables. For example, Figure 4 shows that the relationship between
E and I does vary across CDC. Thus, the inclusion of an I and CDC interaction term may
be helpful in predicting the generated energy. The suite of interaction combinations are
instantiated using polynomial models up to the third order (i.e., degree d = 3). In a model
with d = 2 and 2 covariates, the initiated regression model would take the following form:

y = β0 + β1x2
1 + β2x2

2 + β3x1x2 + β4x1 + β5x2. (3)

Notice that a d = 2 also includes d = 1 parameters (i.e., β4x1 and β5x2). This remains
true for all values of the polynomial power (e.g., for a model initiated with d = 3, terms
from d = 2 and d = 1 are also included). Two interaction polynomial orders are tested: a
second-order (d = 2) and a third-order (d = 3) (Table 2). The particular interaction noted
above (I × CDC) is captured in multiple models, including an additive model with a single
interaction term (Table 2).

In addition to interactions, temporal factors are used to capture a variable’s changing
effect on the energy generated over time. For instance, the correlation between I and E
changes over the course of the year due to spectral irradiance effects [32,33]. Therefore,
allowing the model to capture time-variant nuances may be important for capturing such
nonlinearities. Three temporal based conditions were explored: seasonal (four per year),
monthly, and hourly. A model with two predictor variables and monthly temporal-based
variable conditions would be instantiated as:

y = ajan1t∈janx1 + a f eb1t∈ f ebx1 + . . . + adec1t∈decx1

+ bjan1t∈janx2 + b f eb1t∈ f ebx2 + . . . + bdec1t∈decx2,
(4)

where the a and b parameters are coefficients describing the effect of parameter x1 and x2,
respectively, when conditioned on a month of the year. For instance, ajan describes the
effect of x1 on the y response variable during the month of January. The indicator function
1t masks the predictor variable to ensure it is within its timeframe. With the various
combinations of interactions and temporal conditions, a total of 13 regression kernels were
evaluated (Table 2; see Appendix A for some of the mathematical formulations).
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(a)

(b)

Figure 4. Correlation between energy production and irradiance for raw data (a) and preprocessed
data (b) for different site capacities. Higher correlations in the preprocessed data indicate interaction
between DC capacity and irradiance for energy production.
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Table 2. Combinations of parameters used to initiate the 13 regression kernels evaluated in this study.
The simple additive model attaches a parameter to each predictor variable to evaluate individual
effects. * For hourly temporal conditions, only 15 h are used to reflect daytime hours.

Model Category Time Variables (t) Interaction Degree (d) Number Parameters for M Inputs Number Parameters for 2 Inputs

Additive M + 1 3

Additive with interaction 2nd-order (d = 2) M + 2 4

Additive with Time-weighted
Season (t = 4) tM + 1 9
Month (t = 12) 25
Hour (t = 15 *) 31

Polynomial 2nd-order (d = 2) d

∑
i=1

CR(M, i) + 1
6

3rd-order (d = 3) 10

d = 2 d = 3

Polynomial with Time-weighted
Season (t = 4) 2nd-order (d = 2)

t
d

∑
i=1

CR(M, i) + 1
t = 4 25 41

Month (t = 12) 3rd-order (d = 3) t = 12 73 121
Hour (t = 15 *) t = 15 90 151

2.5. Model Evaluation

Three metrics were used to evaluate the performance of the trained expected energy
models: logarithmic root mean squared error (log RMSE), coefficient of determination (R2),
and percent error (δ). Both partner-provided expected energy values and those calculated
by the leading standardized expected energy model (i.e., IEC 61724) were used as reference
values for model evaluations.

The root mean squared error (RMSE) is a common goodness-of-fit statistic used for
model evaluation. The RMSE is expressed as:

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)2

where yi and ŷi are the measured and predicted values of the response variable, and n is
the number of samples. RMSE is in the same units as the response variable (i.e., kWh).
Lower RMSE values indicate a better, lower predicted error. Because the error can be quite
large in magnitude (100 to 1010), a logarithmic transform is applied to facilitate evaluations.
Because the magnitude of the error is closely connected to a site’s capacity, the log RMSE
cannot be used to compare model performance between sites unless the sites are similar
in size.

The coefficient of determination (R2), however, can be used to compare model perfor-
mance across different site sizes. Specifically, R2 is calculated as:

R2 = 1− ∑(yi − ŷi)
2

∑(yi − ȳ)2 , (5)

where ȳ is the average of the y values. R2 denotes the proportion of variability in the
response explained by the model with a value of 1, indicating a perfect fit. R2 was used to
compare trained model outputs with partner-generated expected energy values, whose
underlying model structures were unknown.

Generally, however, R2 is not well-suited for comparing models across varying num-
bers of parameters. Thus, when comparing the 13 trained models to one another, we utilize
an adjusted R2

adj metric, which checks whether the added parameters contribute to the ex-
planation of the predictor variable and penalizes models with unnecessary complexity [34].
Low-effect parameters (i.e., β ≈ 0) reduce the model’s overall fit score. The adjusted R2

adj is
calculated as follows:

R2
adj = 1− (

(1− R2)(n− 1)
n− p− 1

), (6)

where n is the number of samples, and p is the number of predictors.
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Finally, δ was used to capture the directionality of error (i.e., overprediction vs. under-
prediction):

δ = 100× ŷ− y

y
. (7)

The log RMSE and R2 were implemented to evaluate model performance at both site
and fleet (i.e., across multiple sites) levels, while δ was only implemented at the fleet level;
all metrics were reported on the test dataset. T-tests were used to evaluate significance in
performance variations between the trained and reference values.

3. Results and Discussion

Data processing activities generally increased the correlations between the predictor
variables (i.e., irradiance and capacity) and the response variable (i.e., energy) (Table A1).
The processed data were inputted into a total of 13 trained models—ranging in model
complexity (pre-lasso) from 3 parameters for the ‘simple additive’ model pre-lasso to
151 parameters for the ‘third-order-hour’ (see Table 3). Generally, the number of parameters
were lower for all models post-lasso fit, except for the ‘simple additive’ and ‘additive
interaction’ models, likely indicating the already sparse construction of these models.

Table 3. This table describes the parameterization and performance of all of the models evaluated
in the results of this paper. Wins are summarized by showing the percentage of sites where a
given model was the top performer according to the associated goodness-of-fit metric (Adj. R2 or
log RMSE); the IEC model was used as the reference value for log RMSE calculations. The third-
order interactions model and basic model perform consistently well, a conclusion also found on the
heatmaps (Figure 5). Additionally, because lasso regression was leveraged, the models decrease in
size after training the model.

>1000 kW Systems <1000 kW Systems

Models Time Variable Interaction
Degree

Number
Parameters
Pre-Lasso

Number
Parameters
Post-Lasso

Wins: Adj. R2 Wins:
logRMSE Wins: Adj. R2 Wins:

logRMSE

Third-order
interactions 3 10 9 47.9 49.0 38.7 38.7

Additive
interaction 1 4 4 22.9 17.7 32.3 29.0

Second-order
interactions 2 6 5 15.6 10.4 6.5 0.0

Second-order
seasonal season 2 25 18 9.4 15.6 3.2 3.2

Third-order
seasonal season 3 41 27 1.0 4.2 3.2 3.2

Second-order
month month 2 73 43 0.0 0.0 3.2 3.2

Second-order
hour hour 2 90 44 0.0 0.0 0.0 0.0

Third-order
month month 3 121 68 0.0 0.0 0.0 3.2

Third-order
hour hour 3 151 81 1.0 1.0 0.0 6.5

IEC 1.0 1.0 12.9 12.9

hour hour 1 31 26 0.0 0.0 0.0 0.0

month month 1 25 25 0.0 0.0 0.0 0.0

seasonal season 1 9 9 1.0 1.0 0.0 0.0

simple
additive 1 3 3 0.0 0.0 0.0 0.0
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Initially, the various models were trained using data across all system sizes. How-
ever, this approach demonstrated systemic underperformance for low-capacity systems
(<1000 kW DC capacity). Specifically, the best trained models (i.e., ‘third-order inter-
actions’ and ‘additive interaction’) outperformed the IEC model in terms of log RMSE
when tested on every single system above 1300 kW DC capacity; however, 12 of 34 sys-
tems below a 1300 kW DC capacity underperformed relative to the IEC model. This
result likely reflects the varying relationships between the site DC capacity and the
energy generated; systems of higher capacity tend to receive a higher maximum energy
generated per DC capacity (Figure A1). To better deal with this varying linearity, two
separate sets of models were trained: one for models under 1000 kW DC capacity and
another over.

Across both high-capacity and low-capacity systems, models with the I × CDC inter-
action term perform better than those without the interaction term (i.e., ‘hour’, ‘month’,
‘seasonal’, and ‘simple additive’ models). For example, two of the top-performing models
(across both high-capacity and low-capacity systems) are the ‘simple additive’ and the
‘third-order interactions’ models, both of which contain this interaction term (Table 3 and
Figure 5). The ‘additive interaction’ trained (AIT) model has four parameters:

ê =

{
0.07 + 0.69i + 0.65c + 0.42ic CDC < 1000 kW

−0.06 + 0.29i + 0.76c + 0.40ic CDC ≥ 1000 kW
(8)

where i and c define the standardized irradiance and capacity variables, respectively, as
defined in Table 1. The ‘third-order interactions’ model, on the other hand, contains these
four terms as well as higher-order interactions (e.g., irradiance2 × capacity, capacity3).
Although the variables within both of these two models are similar to the IEC standard, the
inclusion of the interaction term, which highlights that the linear relationship between I and
E is moderated by CDC (Figure 4), likely explains the superior performance of these models
relative to that standard. The heatmaps of the log RMSE values highlight the evaluation
metric’s dependence on site capacity (Figure 5a,c), while the adjusted R2 heatmaps show
consistent performance across site capacity (Figure 5b,d). The vertical concentration of dark
bars likely reflects data quality issues not addressed by data preprocessing steps. A com-
parison of the associated partner generated expected energy estimates to those predicted
from models also demonstrates that the AIT-derived estimates have lower average percent
errors than the other models and the IEC (Table A2). Further evaluation of 2 years of
records at a single site demonstrates that the AIT-derived estimates have a lower standard
deviation and do not overestimate as much as the IEC-derived estimates (Figure A3). Given
its parsimonious nature, the AIT model is subjected to further evaluation for both high-
and low-capacity systems.
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(a): Log RMSE for high-capacity systems:

(b): Adjusted R2 for high-capacity systems:

(c): Log RMSE for low-capacity systems:

(d): Adjusted R2 for low-capacity systems:

Figure 5. High-capacity (a,b) and low-capacity (c,d) site-level model evaluations with test data.
Models with lighter colors (i.e., low values for log RMSE and values closer to 1 for adjusted R2)
indicate better performance.

3.1. High-Capacity Systems

For high-capacity systems, a significant (almost uniform) difference is found in both
the log RMSE and R2 values between the AIT and the IEC reference models (Figure 6a,b).
Across the sites, the AIT model improves the goodness of fit by 0.42 in R2 (IEC: 0.501; AIT:
0.93) and 1.16 in log RMSE (IEC: 6.99; AIT: 5.83). Generally, there are very few systems for
which the IEC model performs better than the trained models (Table 3). The percent error
(δ), on average, of the AIT model (3.65) is significantly lower than the IEC model (20.86)
for high-capacity systems. An evaluation of percent error shows that the AIT generally
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performs well (i.e., δ ≈ 0 and thinner standard deviation bars) for most irradiance levels,
except at the two extremes (i.e., <200 and >1100 W

m2 ) (Figure 7).
The difference in performance relative to the IEC model is especially pronounced for

larger system sizes (Figure 6a,b). Although the AIT model appears to show a small improve-
ment over the partner-provided values (Figure 6a,b), a t-test concluded that the distributions
of both the log RMSE (p-value: 0.78) and R2 (p-value: 0.48) are not significantly different.

(a): High-capacity systems:

(b): Low-capacity systems:

Figure 6. Model evaluation using log RMSE and R2 metrics for high-capacity systems (a) and low-
capacity systems (b). Data points reflect site-level summaries of associated test data while dotted lines
reflect best line fits to support visual pattern identification. The R2 metric was used for this analysis
(vs. adjusted R2) since partner-provided model architectures are unknown. The ‘additive interaction’
regression model (in red) is comparable to the partner-provided proprietary values (green) and
consistently performs better than the IEC standard (blue), especially at higher capacity values.
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(a) High-capacity systems:

(b): Low-capacity systems:

Figure 7. Percent error as a function of irradiance shows that the ‘additive interaction’ model
outperforms the IEC standard across both high-capacity (a) and low-capacity (b) systems. Lines
indicate mean values, while shaded region captures one standard deviation. The ‘additive interaction’
model performs best (δ ≈ 0) at 500–1100 W

m2 and at 200–1000 W
m2 for high-capacity and low-capacity

systems, respectively.

3.2. Low-Capacity Systems

The model performance of the AIT for low-capacity systems was generally comparable
to that of high-capacity systems, although the improvements were not as high. Across all
low-capacity sites, the AIT model’s goodness of fit improved by 0.165 in R2 (IEC: 0.74; AIT:
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0.90) and 0.61 in log RMSE (IEC: 3.35; AIT: 2.75) (Figure 6a,b). Out of the 31 low-capacity
sites (comprising 50K hours), the IEC-based model outperformed the trained models in
4 systems (Table 3). In some of the low-capacity systems, the measured energy is much
higher than expected (Figure 5). The tendency of the IEC model to overpredict likely
describes why this model performs better for some of the lower-capacity systems.

The δ, on average, is 4.42 and 15.37 for the AIT model and IEC model, respectively.
Similar to the high-capacity system, the percent error values are greater at the extremes
(Figure 7b). However, the standard error is generally higher in the low-capacity systems, as
evidenced by wider standard deviation bars across the irradiance levels (Figure 7b).

3.3. Limitations and Future Work

The methodological approach of this analysis was strongly guided by available data.
However, future work could extend these methods to consider: (1) energy generation at
finer resolutions, (2) additional co-variates, and (3) alternate model formulations. For ex-
ample, scaling could be used to consider alternate frequencies (beyond the hourly intervals
considered in this study) post-evaluation. The methods used in this analysis explicitly
omitted variables not included in current standard models (e.g., [15]). However, future
assessments could more explicitly incorporate co-variates such as temperature, wind speed,
and even age of the site. The latter would especially enable active consideration of degrada-
tion influence, which can influence long-term energy generation of PV sites [35]. Additional
co-variates (such as type of inverters and modules) could also be included in subsequent
iterations to capture more subtle impacts associated with differing site designs. Finally,
future work could consider alternate model formulations (e.g., splines) to improve model
continuity and better capture energy generation for smaller system sizes.

4. Conclusions

This work demonstrates the opportunities for leveraging data-driven, machine learn-
ing methods to generate more robust expected energy models. Generally, when compared
to partner-provided values, the trained regression models outperform the IEC standard, es-
pecially in high-capacity systems. Detailed evaluation of the parsimonious AIT or ‘additive
interaction’ model, in particular, demonstrated significant potential for use as a standard-
ized, fleet-level expected energy model. The specific code used to train the regression
models as well as the AIT model have been integrated with pvOps, an open source Python
package which supports the evaluation of field data by PV researchers and operators; pvOps
can be accessed at https://github.com/sandialabs/pvOps, accessed on 22 December 2021.
Although this work presents findings specific to PV systems, the general methodologies can
be applied to any domain that uses expected energy models to support site planning and
O&M activities. Ongoing evaluations and improvements of these standardized expected
energy models will continue to increase the accuracy and precision of site-level PV perfor-
mance evaluations, which is critical to supporting reliability and economic assessments of
PV operations and maintenance.
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Abbreviations
The following abbreviations are used in this manuscript:

E Energy (kWh)
Ê Expected energy (kWh)
I irradiance ( W

m2 )
CDC DC capacity (kW)
Tamb ambient temperature (◦C)
Tmod module temperature (◦C)
e standardized E (see Table 1)
i standardized I (see Table 1)
c standardized C (see Table 1)
RMSE Root mean squared error
n number of samples
p number of predictors

Appendix A

Appendix A.1. Tables & Figures

Table A1. Correlations with energy generation and regression model parameters pre- and post- data
processing. Correlations with energy production are generally comparable with irradiance across
raw and filtered data, while correlations for site capacity are significantly higher for the filtered data
than the raw data.

Data Subsets

Parameters Raw
Post-Data Quality

Filters
Post-System

Anomaly Filters

Irradiance (I) 0.46 0.41 0.40

Capacity (CDC) 0.55 0.85 0.89

Table A2. Summary of average percent errors for each of the trained models, using the partner-
generated values as the reference value.

Average Percent Error
>1000 kW Systems ≤1000 kW Systems

Third-order interactions 0.03 0.23

Second-order interactions 0.03 0.21

Third-order seasonal 0.05 0.20

Second-order seasonal 0.04 0.16
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Table A2. Cont.

Average Percent Error
>1000 kW Systems ≤1000 kW Systems

Third-order month 0.12 0.27

Second-order month 0.08 0.27

Third-order hour 0.13 0.15

Second-order hour 0.10 0.05

Additive interaction 0.03 0.00

simple additive 0.36 1.44

IEC 0.39 1.75

hour 0.28 1.01

month 0.32 1.30

seasonal 0.32 1.55

Figure A1. Relationship between DC capacity (kW) and hourly generated energy (kWh). The blue
dots show a site’s DC capacity versus its maximum recorded energy generated in a single hour.
Although the trends are largely linear, the slopes differ for sites smaller than 1000 kW (blue dashed
lines) and sites larger than 1000 kW (orange dashed lines). Since slight deviations in slope can render
large prediction error, we train two separate model based on site size.

Figure A2. Age of sites within the final dataset. A majority are less than five years of age.
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Figure A3. A 2-year comparison of observed energy with expected energy estimates from the trained
additive interaction trained (AIT) model and the IEC standard at a single site. The IEC-derived
estimates overestimate much more so than AIT-derived estimates. Slightly higher values of AIT-
derived estimates relative to observed values likely indicate local failures at the site.

Appendix A.2. Top-Performing Trained Models

Mathematical equations associated with the trained regression models. In general,
these model formulations contain more parameters and do not perform as well as the
additive interaction model. High-capacity refers to systems with greater than or equal to
1000 kW in CDC while low-capacity refers to systems smaller than 1000 kW in CDC.

High-capacity second-order seasonal:

e = 0.309iIwinter + 0.292iIspring + 0.281iIsummer + 0.287iIfall

+ 0.762cIwinter + 0.734cIspring + 0.724cIsummer + 0.730cIfall

− 0.003i2 Ispring − 0.009i2 Isummer − 0.007i2 Ifall + 0.430icIwinter

+ 0.397icIspring + 0.380icIsummer + 0.384icIfall + 0.008c2 Iwinter

+ 0.008c2 Ispring − 0.003c2 Ifall − 0.054

High-capacity third-order interactions:

e = 0.293i + 0.769c− 0.019i2 + 0.394ic + 0.021i2c + 0.004ic2 + 0.001c3 − 0.039

High-capacity third-order seasonal:

e = 0.265iIwinter + 0.270iIspring + 0.252iIsummer + 0.243iIfall

+ 0.749cIwinter + 0.740cIspring + 0.722cIsummer + 0.730cIfall

− 0.006i2 Isummer − 0.388icIwinter + 0.378icIspring + 0.365icIsummer

+ 0.346icIfall + 0.019c2 Iwinter + 0.005c2 Ispring − 0.002c2 Ifall

+ 0.016i3 Iwinter + 0.008i3 Ispring + 0.014i3 Isummer + 0.017i3 Ifall

− 0.013ic2 Iwinter + 0.008ic2 Ispring + 0.007ic2 Isummer + 0.019ic2 Ifall

− 0.002c3 Iwinter − 0.054
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High-capacity second-order interactions:

e = 0.295i + 0.745c− 0.018i2 + 0.404ic + 0.004c2 − 0.042

Low-capacity second-order seasonal:

e = 0.711iIwinter + 0.686iIspring + 0.680iIsummer + 0.714iIfall

+ 0.617cIwinter + 0.576cIspring + 0.605cIsummer + 0.636cIfall

− 0.046i2 Iwinter − 0.028i2 Ispring − 0.046i2 Isummer − 0.038i2 Ifall

+ 0.401icIwinter + 0.381icIspring + 0.382icIsummer + 0.427icIfall

+ 0.001c2 Iwinter − 0.006c2 Isummer − 0.104

Low-capacity third-order interactions:

e = 0.746i + 0.642c− 0.043i2 + 0.426ic− 0.019i3 − 0.034i2c− 0.017c3 + 0.115

Low-capacity third-order seasonal:

e = 0.757iIwinter + 0.684iIspring + 0.667iIsummer + 0.712iIfall

+ 0.577cIwinter + 0.486cIspring + 0.567cIsummer + 0.619cIfall

− 0.023i2 Iwinter − 0.027i2 Ispring − 0.050i2 Isummer − 0.033i2 Ifall

+ 0.413icIwinter + 0.382icIspring + 0.381icIsummer + 0.428icIfall

− 0.028i3 Iwinter − 0.007i3 Isummer − 0.022i2cIwinter − 0.004i2cIfall
− 0.047c3 Iwinter + 0.068c3 Ispring + 0.027c3 Isummer + 0.016c3 Ifall + 0.099

Low-capacity second-order interactions:

e = 0.719i + 0.630c− 0.063i2 + 0.411ic− 0.124
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Featured Application: Structural corrosion monitoring for offshore wind turbines.

Abstract: The exploitation of offshore windfarms (WFs) goes hand in hand with large capital expen-
ditures (CAPEX) and operational expenditures (OPEX), as these mechanical installations operate
continuously for multiple decades in harsh, saline conditions. OPEX can account for up to 30%
of the levelised cost of energy (LCoE) for a deployed offshore wind farm. To maintain the cost-
competitiveness of deployed offshore WFs versus other renewable energy sources, their LCoE has to
be kept in check, both by minimising the OPEX and optimising the offshore wind energy production.
As corrosion, in particular uniform corrosion, is a major cause of failure of offshore wind turbine
structures, there is an urgent need for corrosion management systems for deployed offshore wind
turbine structures (WTs). Despite the fact that initial corrosion protection solutions are already
integrated on some critical structural components such as WT towers, WT transition pieces or WT
sub-structure (fixed or floating platforms), these components can still be harshly damaged by the cor-
rosive environmental offshore conditions. The traditional preventive maintenance strategy, in which
regular manual inspections by experts are necessary, is widely implemented nowadays in wind farm
applications. Unfortunately, for such challenging operating environments, regular human inspections
have a significant cost, which eventually increase the OPEX. To minimise the OPEX, remote corrosion
monitoring solutions combined with supporting software (SW) tools are thus necessary. This paper
focuses on the development of a software (SW) tool for the visualisation of corrosion measurement
data. To this end, criteria for efficient structural corrosion analysis were identified, namely a scaleable,
SCADA-compatible, secure, web accessible tool that can visualise 3D relationships. In order to be
effective, the SW tool requires a tight integration with decision support tools. This paper provides
three insights: Firstly, through a literature study and non-exhaustive market study, it is shown that
a combined visualisation and decision SW tool is currently non-existing in the market. This gap
motivates a need for the development of a custom SW tool. Secondly, the capabilities of the developed
custom software tool, consisting of a backend layer and visualisation browser designed for this task
are demonstrated and discussed in this paper. This indicates that a SCADA-compatible visualisation
software tool is possible, and can be a major stepping stone towards a semi-automated decision
support toolchain for offshore wind turbine corrosion monitoring.

Keywords: SCADA; visualisation; software; wind-turbine; windfarm; cross-platform; HMI; GUI;
corrosion; monitoring

1. Introduction

The renewable energy markets in the world have reached a mature state and continue
growing at a significant rate [1,2]. Among others, wind-sourced electricity production
has the potential to deliver a significant contribution to the electric energy portfolio of the
world within the next decades. This attracts many new investors and augments market
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interactions, thereby increasing the importance of optimisation of operational costs and
efficiency gains [1].

Europe is a leading player in this domain, notably for offshore wind turbine manu-
facturing, as (in 2015) European manufacturers produced around 41 to 50% of annually
installed wind power installations worldwide. While this market share had increased up to
61% in 2017 [3], in the last five years, both China and USA have made an unprecedented
comeback, partially driven by expiring government subsidies. In 2020 [4], the Chinese
wind market dominated the global wind market, totalling 97 GW that year, with a share of
40% of the newly installed production capacity worldwide, both onshore and offshore.

As the world’s landmass is rather limited and already under tremendous pressure,
offshore installations are becoming ever more popular. The mean cost per produced energy
unit for offshore exploitation is rapidly decreasing, thereby closing the gap compared to
conventional energy generation methods and onshore wind farms; therefore, many large
investors in the domain of windfarm operations move towards larger wind turbines and
offshore windfarms. Some sources predict that the global offshore wind farm (WF) market
size will continue to grow at a rate of 12% per year [5].

These off-shore investments currently result in a typical levelised cost of (produced)
electricity (LCoE) in the range between USD 70 to USD 210 per MWh [2], with a mean
around USD 90 per MWh, which is currently still higher than that of most onshore wind
turbines estimates (USD 47–60 per MWhproduced) [6]. These costs are mainly composed of
three items: capital expenditures (CAPEX) for power production, conversion and transmis-
sion installations; operational expenses (OPEX) and the weighted average cost of capital
(WACCs) for financing related costs, such as the cost of depth and risk premiums.

This market growth and shift of deployment area does have consequences: Weather
conditions and corrosion effects are more severe in offshore and saline environments,
making structural stability more critical, while decreasing maintenance time windows.
This leads to increased costs for operation and maintenance (O&M) compared to onshore
installations, signalling an economic opportunity for (data-driven or model based) opti-
misation of maintenance scheduling. Due to the unpredictable nature of corrosion, both
for installations that are approaching the end of design lifetime and more recent deploy-
ments (which may be engineered with lower tolerances), regular inspection and preventive
maintenance is crucial to monitor, track and predict the individual status of structural
health of individual wind turbines. Moreover, near the end of the planned turbine lifetime,
decommissioning should be scheduled and performed.

The scheduling of these maintenance tasks is a complex planning problem [7], wherein
the two key bottlenecks of failure mode analysis are: the availability of suitable measure-
ment data and expert insights to interpret the data correctly. In order to bridge this gap,
further research is warranted.

The contributions of this paper are threefold:

• The shifting needs for the wind farm sector with regard to structural corrosion moni-
toring are identified and listed;

• A market analysis is performed and presented for existing, commercially available
software solutions that combine these needs;

• A solution for the identified knowledge domain gap is presented, in the form of an
open-source platform based software tool that can combine available SCADA data
and web-based datastreams.

In the following sections, the state-of-the-art of corrosion monitoring is presented
(Section 2), together with a market analysis (Section 3.1) and a presentation of our custom
software (SW) tool (Section 3.3.2) developed to tackle these specific needs.

2. State-of-the-Art

In order to analyse the needs and benchmark available software solutions for structural
stability evaluation of wind turbines, objective criteria are needed. Several existing wind
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farm operation market studies were taken as a guideline for this comparison [5,8,9], together
with input from EU-project partners involved in the WATEREYE project [10].

In the case of offshore wind turbines, a large variety of support-structure types are
used. The most prevalent design is a monopile structure mounted on the seabed floor, yet
other structures such as a tripod structures, jacket type or gravity-based structures are used
as well [11], while even floating turbines are in the research phase for the deployment of
offshore wind turbines in deep waters. A few examples are given in Figure 1.

(a) (b) (c)

Figure 1. Some commercial offshore wind turbine structures: (a) monopile wind turbine; (b) floating
wind turbine; (c) lattice type wind turbine. Images are courtesy of [12].

Therefore, especially for new, non-standard installations such as floating wind turbines,
expert supervision for structural analysis will likely be required. Visualisation and decision
support tools can assist them in this analysis. A breakdown of the needs for these roles, lead
to the following standard practices and derived criteria for structural stability monitoring.

2.1. Maturity of the Wind Turbine Market

The collective world experience with regard to offshore wind turbine structural corro-
sion is rather limited: Most of the experience regarding corrosion of offshore wind turbine
structures is condensed in Europe, especially in Denmark, the Netherlands, Germany and
the UK, as 90% of the globally installed offshore installations (by capacity) were produced
and installed by European companies [13].

The first offshore windfarm was constructed in 1991 (Ørsted), yet these demonstrators
contained small wind turbines (0.5 to 2 MW each) installed in shallow water (3–5 m),
whereas in the last decade, the trend is to go towards larger sizes and capacities per wind
turbine (3 to 12 MW each), and with anchoring on ever deeper seabeds [13]. In the US,
the first commercial offshore wind farm was only constructed in 2016, near Rhode Island.
In China, the first commercial offshore windpark was deployed in 2010 [14].

2.2. Standard Practices for Structural Stability Monitoring

Most wind turbine manufacturers offer tools for operational management of their
wind turbines; however, the focus of these tools is mostly on the rotating components
(gearbox, generator, etc.), whereas the evaluation of structural stability of the wind turbine
pylons are rarely addressed in these tools [15].

The default inspection mode for structural stability of offshore wind turbines, are vi-
sual (RGB-camera-based) inspections and flooded member detection. For submerged parts,
this is traditionally performed by divers or remotely operated vehicles, with a frequency
between one and five years. These types of inspections and full scale post construction im-
pact evaluation campaigns [16]; however, can be costly in terms of vessel time, and involve
hazards to personnel [17].

Therefore, in more recent constructions, manufacturers or operators often embed
sensors to detect and quantify structural loading, flooding or corrosion effects, for example
accelerometers, saline senors, displacement measurements or acoustic emission systems.

243



Appl. Sci. 2022, 12, 1762

In this data-rich environment, it is not the data capture that is the main difficulty.
Rather, the robustification of the measurements, the detection of all failure modes and the
subsequent evaluation and analysis of the captured data is what leads to understanding
and effective decision making.

2.3. Criteria for Structural Analysis of WT

From existing literature reviews and interviews, including [17–20], multiple features
for structural analysis of wind turbines are extracted and subsequently condensed in
criteria. A holistic SW tool for structural health monitoring of offshore WF should be:

• Graphical, as structural integrity is related to spatial distribution and location of oc-
currence.

• Scaleable and modular. WFs are modular and scaleable by nature, consisting of one, up
to several hundreds, of WTs. Modular—to include other, non-corrosion wind-turbine
failure modes (blade monitoring, gearbox monitoring, inverter monitoring, . . .).

• SCADA compatible, in order to leverage the vast amount of data already captured at
the wind turbine (WT) and WF level.

• Web-based and secure, in order to allow data-analysis by experts, independent of the
WF location and shielded from external tampering or unauthorised access.

• Maintenance planning-inclusive, as the data-based insights can trigger condition-
based maintenance maintenance (CBM) or predictive maintenance (PdM) scheduling
decisions, actively reducing OPEX.

These identified criteria are subsequently used to evaluate existing SW solutions in
the market.

3. Software Solutions
3.1. Existing Windfarm Visualisation Tools

Both for wind-farm development [21] and for structural monitoring and maintenance
planning, visualisation tools are indispensable. Dozens of software packages exist in the
market for these applications. The scope of this review is not to be exhaustive, nor to
provide a judgement or ranking. Rather, the aim is to classify a subset of existing software
tools that are publicly advertised, according to the criteria presented in Section 2.

This exercise results in the non-exhaustive overview shown in Table 1. This table
shows that there are multiple software providers; each offering unique, functional pieces
of software; however, to the author’s knowledge, none of these suppliers currently offer
a holistic and tailored solution specifically for the structural monitoring of the windfarm
market, including 3D corrosion visualisation and maintenance task planning.

3.2. Existing Visualisation Tools in Other Industries (Oil and Gas)

Beyond the domain of WF, it makes sense to extend the search into an other domain
where metal structures are deployed in offshore, saline environments, where corrosion
monitoring is important, namely, the offshore oil and gas industry.

Since the economic loss in these industries due to corrosion can be extremely high,
monitoring and managing corrosion in the oil and gas industry is paramount importance;
therefore, this industry has deployed and is inspecting and maintaining ten-thousands of
offshore drilling platforms, undersea pipelines and supporting pylons.

Offshore oil drilling platforms have a long history: the first deep-sea oil-rig was erected
in 1947 in the gulf of Mexico, whereas the first platform might have been built around 1890
(Grand Lake, St. Maris) [22].

A similar classification exercise was undertaken for this industry, using the same crite-
ria as stipulated in Section 2.3, in order to carry over suitable approaches and frameworks
(where available) to tackle monitoring of renewable energy projects.

Interested readers are directed to existing literature reviews in this field, including
(among others) following book [23] and paper [24]. These authors describe common
practices for design, maintenance and monitoring of offshore installations.
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Table 1. Non-exhaustive list and classification of commercial wind turbine corrosion visualisation
and maintenance planning software tools.

Name Application Graphical Modular * SCADA Web-Based Planning Reference

WindFarmer: Analyst Design 2Dmap V (import) X X X
dnv.com

accessed on 30
July 2021

Surfacepro 3D Corrosion 3D V V X X
eddyfi.com

accessed on 28
July 2021

Yokagawa EMS (Energy
Management System) 2D V V V V

yokagawa.com
accessed on 8
October 2021

BraveDigital Bespoke (EWT) 2D V V (OPC) V X
bravedigital.com

accessed on 28
July 2021

PingMonitor Blade monitoring X V V V V (forecast)
pingmonitor.co
accessed on 28

July 2021

Effector Octavis EMS X V V V V (diagnosis)
ifm.com

accessed on 14
september 2021

Multilevel Wind
SCADA Center EMS V V V V X

siemens.com
accessed on 28

July 2021

nCode Fatigue analysis V X V X X
hbm.com

accessed on 16
August 2021

General Electric Digital twin V V V X V
ge.com accessed
on 12 September

2021

* 1 Scaleability and Modularity.

Table 2 summarises our (non-exhaustive) market analysis of structural corrosion
analysis tools used in the oil and gas industry. There are uncountable sources and software
packages published online, that list multiple (hundreds) of software packages in this
industry [25], that may be applied (with minimal modifications) to WF applications.

Table 2. Non-exhaustive list and classification of commercial oil and gas industry corrosion visualisa-
tion and maintenance planning software tools.

Name Application Graphical Modular * SCADA Web-Based Planning Reference

SmartCET Design x (reporting) V V V X (alarms)
honeywell.com
accessed on 14

September 2021

rysco-corrosion Sensing x V V X X
ryscocorrosion.com

accessed on 14
September 2021

Beasy Corrosion 3D V V X X
nace.org, [15]

accessed on 8 October
2021

SGS Corrosion monitoring Monitoring x X X X V (alarms)
www.sgsgroup.com.

cn accessed on 14 July
2021

Corrosion Clinic Manual analysis V X X X X [25]

* 1 Scaleability and Modularity.

From our investigation, most software packages offer one or more of the required
functionalities of the listed criteria, yet to our knowledge, no single application offers a
holistic solution fitting the needs of the WT structural corrosion monitoring. Furthermore,
there is a need for adapting these solutions to the needs of the offshore windfarm industry.
Even if one would fit all criteria, it is not certain that it is applicable in plug-and-play
fashion to monitor the structural health of wind farms.
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3.3. Custom SW Tool

3.3.1. Custom Architecture

In offshore wind turbines, failures of structural components, caused by corrosion
at tower including the “tower-platform” junction and the entire splash-zone can cause
significant and critical down-times and subsequent loss of electricity production. As no
holistic commercially available tool was identified, to the best of the authors’ knowledge, in
the framework of the ongoing WATEREYE research project [10], a custom SW demonstrator
tool was developed. The initial concept and architecture of the custom SW tool was
developed in our previous work [26]. In this paper, the concept and architecture are further
refined and finally implemented into a demonstrable and deployable SW tool.

In the WATEREYE project [10], corrosion monitoring and O&M planning tools for
offshore wind farms and turbine structures are developed and integrated in (a subsequent
version of) the custom SW-tool. Further, in the scope of the WATEREYE project, technologies
for monitoring, data analytics, modelling, and diagnosis and for wind turbine (WT) and wind
farm (WF) O&M advanced control strategies have been investigated and implemented.

The analysis listed in Table 1, resulted in the design and development of an SW-tool
that attempts to cover all criteria identified in Section 2.3. For the framework of this SW
tool, Qt [27] was chosen. Because of its highly scaleable characteristics, it allows developers
to build components that can run on embedded, desktop and mobile computers, and it
supports graphical development (inclusion via widgets). Qt supports all of today’s user
interface paradigms, controls and behaviors, making it easy to design really attractive
HMIs that users intuitively understand. Furthermore, Qt uses the latest SSL and TLS
implementations to safely encrypt data communications for cyber-secure remote-access.

In order to leverage both web-based and SCADA-capabilities, pvbrowser [28] was
chosen, which is an open source C++ GUI framework, built on top of Qt. This application
framework provides a specialised browser for the client computer and an integrated
development environment for creating servers that interact with data acquisition programs
(daemons) for many SCADA protocols [28].

The stock architecture of pvbrowser is shown in Figure 2a. PvBrowser is available
under the GPL v2 (program) and GNU LGPLv3 (library) licence frameworks.

Figure 2. (a) Original pvbrowser architecture [28] and (b) modified architecture and data flow,
to support the WATEREYE project [10] needs.
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For 3D-visualisation purposes, the visualisation toolkit (VTK) [29] was used. This
C++ based open source toolbox is capable of filtering, processing and visualising large
datasets, with numerous user and SCADA interaction capabilities. Pvbrowser provides
some support for VTK, but the default browser does not support it out of the box. To setup
the VTK-based Qt-widget and to streamline the interaction between the user and the
widget, TCL-TK scripts (Graphical toolkit for TCL) were used, available under a BSD-type
licence [30].

3.3.2. Custom Visualisation SW Tool

In the WATEREYE project [10], measurements containing corrosion status information
are generated using mobile and fixed sensors. These data are stored in a secure database,
accessible through a Representational State Transfer application Programming interface
(REST-API) . A visualisation tool is needed to support O&M experts to understand the
status of an offshore wind turbine, based on gathered measurement data. To this end,
a visualisation SW tool was developed according to the criteria developed defined in
Section 2.

This framework was used to develop a custom web interface, which takes (mainte-
nance staff) user input, queries a REST-datbase to fetch the measurement and prediction
data from a windfarm database and subsequently presents the data on a custom pv-
dashboard. The user can interact with these data, either visually (in 3D or 2D), or by
downloading the underlaying data and processing it offline.

This combination results in the following architecture, depicted in Figure 3. It was
based on pvbrowser, but with modified architecture, as explained in Figure 2b. This SW
tool is capable of:

• Querying measurement and geometric data from the database using a REST-API,
based on user inputs in the GUI.

• Pre-processing these data, merging the inputs from different sources into key perfor-
mance indicators (KPI’s) such as relative corrosion rate (mm/y).

• Exporting these data toward data-files and image.
• Visualising these data in interactive 3D and 2D visualisations.

Figure 3. Architecture of custom SW tool, with main components: QT-based (customised) pvserver
(orange box) and VTK-enabled pvbrowser (blue box), fetching data from a database (grey box).

Through the browser client, the user can access and interact with the data, using a
browser-like application. The user can use the software, agnostic of the architecture or
changes at server side.

The server architecture allows us to centrally manage and adapt both the data and
visualisation output from different windfarms and users.

Based on the chosen parameters, the server component makes a query to the data-
server, parses the data and presents them to the user in predefined widgets in the browser
side (see Figure 4). There, the user can interact with the data (zoom, query, rotate) to
increase his/her understanding of spatial and time relationships, or adapt the query for
additional data.
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The core functionalities of this SW tool are:

• Initialisation, with connection to the database, and auto-populating of the dropdown
menus for all wind turbines and sensor data available in the database.

• Selection of a wind turbine to present in 2D and 3D views.
• Selection of parameters, such as attributes and sensors to visualise and time period

of interest.
• Modularity and expandability, for future functionality (as described in following

section).

Any change in the parameters above, triggers the visualisation of:

• The 3D visualisation of the sensor values at each sensor position on the wind turbine,
as shown in Figure 5a,b.

• The 2D or 3D visualisation of derived the wall thickness loss/defect features or relative
thickness.

• The 2D visualisation of a time series of a selected attribute, at a selected position, over
the selected time period, shown in Figure 5c.

Figure 4. Example of the browser window of our SW-tool. It consists of three areas: user input (red
box), a 3D visualisation area (green box) and a 2D time series visualisation (blue box). All widgets are
interactive and responsive, as explained in Section 3.3.2.

The user-friendliness and responsiveness of the tool is further enhanced by enabling
3D-panning, rotating and zooming, sensor highlighting, 2D-point picking and informa-
tional tooltips, as shown in Figure 5b,c.
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(a) (b) (c)

Figure 5. (a) Example of the browser 3D window, with a large 3D wind turbine model. (b) Example
of the browser 3D window, with 3D model, measurement location and status visualisation capability.
(c) Example of the browser 2D window, with interaction and picking capability.

3.4. Discussion

The presented market analysis shows the potential and opportunities present in this
growing market of structural monitoring of offshore wind turbine parks, both for applied
research and further commercialisation of dedicated software solutions.

The technological readiness level (TRL) of the SW-tool presented here is relatively low
(not production ready), as it is not deployed in the field yet, nor tested by a large userbase;
however, it does form a profound starting point for further developments.

Paths toward industrial uptake could focus on security and robustness, as well as on
an improved user-friendliness and modularity. Further research includes the extension of
this SW-tool to stochastic estimates of corrosion processes and inclusion of risk-assessment
and economic impact of different degradation scenarios. Moreover, with minimal effort
it is possible to transition the SW tool to other fields where 3D visualisation of corrosion
measurement data is relevant.

4. Conclusions and Further Research

Based on the insights presented in Section 2 and the existing tools identified in
Section 3.3.2, it is clear that there currently is a lack of commercial tools that consider
and address all the needs for corrosion monitoring of offshore wind turbine structures.

Furthermore, as corrosion is a slow, stochastic process influenced by multiple dis-
turbances, it is very hard to quantify theoretically; therefore, data-based and risk aware
maintenance planning is crucial to ensure the structural integrity of offshore wind assets
throughout their intended service life. This improves the risk–return balance of CAPEX
and OPEX, thereby further reducing the weighted average cost of capital (WACC).

The SCADA-compatible software tool presented here, can help wind turbine/wind
farm operators to translate corrosion-related information to insights on the wind turbine
structural degradation. Furthermore, it can assist the operators with the economic schedul-
ing of preventive maintenance interventions.
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Abstract: The ultrasound technique is a well-known non-destructive and efficient testing method
for on-line corrosion monitoring. Wall thickness loss rate is the major parameter that defines the
corrosion process in this approach. This paper presents a smart corrosion monitoring system for
offshore wind turbines based on the ultrasound pulse-echo technique. The solution is first developed
as an ultrasound testbed with the aim of upgrading it into a low-cost and low-power miniaturized
system to be deployed inside offshore wind turbines. This paper discusses different important stages
of the presented monitoring system as design methodology, the precision of the measurements, and
system performance verification. The obtained results during the testing of a variety of samples
show meaningful information about the thickness loss due to corrosion. Furthermore, the developed
system allows us to measure the Time-of-Flight (ToF) with high precision on steel samples of different
thicknesses and on coated steel samples using the offshore standard coating NORSOK 7A.

Keywords: corrosion monitoring; FPGA; offshore wind turbines; ultrasound; thickness loss

1. Introduction

Wind energy plays a significant role as a renewable energy source, urging the need for
cost-effective renewable energy sources. Compared to onshore wind energy, offshore wind
turbines benefit from two main advantages: higher mean wind speeds (modest increases in
wind speed can result in doubling the generated power) and steadier wind supply, which
makes power generation more reliable. These two factors combined have a dramatic effect
on the Return on Investment (RoI) of the farm [1].

In the last decade, we have witnessed a steady increase in the total installed capacity
of offshore wind farms. By the end of 2019, 6.1 GW capacity has been newly installed.
The total capacity installed by 2019, was 29.1 GW, which is a 10% increase with respect
to 2018 [2]. Europe (UK, Germany, Denmark, Belgium) is leading by contributing 75%
of total global offshore wind installation, as of the end of 2019, and Asian offshore wind
energy production keeps growing significantly, lead by China and followed by Taiwan,
Vietnam, Japan, and South Korea. Due to COVID-19, the overall expected wind capacity
in 2020 was not met because of the challenges in project construction, execution activities,
and investments. However, the Global Wind Energy Council (GWEC) has predicted that
offshore wind energy will have a 20% of contribution to the global wind installation by the
year 2025.

Offshore structures are installed in relatively deep water and exposed to the harsh
marine environment. This leads to an increase of the cost of construction and deployment
compared to onshore structures [3] and higher operation and Maintenance (O&M) costs
of installations compared to land or coastal-based structures due to the limitations in
accessibility, manpower, special equipment requirements, etc. [4]. The added costs in the
construction and deployment of offshore turbines were mitigated at the beginning as the
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turbines were installed mainly in coastal sites with shallow waters. In recent years, there
has been a constant increase in the water depth and distance to shore for the offshore wind
farms [5], as farms are located further away from shore (60 km) and as depth water reaches
200 m [6]. This leads to higher Capital Expenditure (CAPEX) and O&M costs that reduce
the benefits of the farm [7]. Several foundations for wind turbines have been developed
trying to reduce the construction and installation costs. Another key to the profitability
of the wind farm is to improve the useful life of the wind turbines by maintaining the
operational conditions of the towers to minimize the breakdowns or downtime of the
turbines. Therefore, improving O&M models and tools and, at the same time, reducing
costs have become key to maintain the profitability of offshore wind farms. Numerous
research works providing different approaches that support directly or indirectly to improve
O&M process of offshore wind turbines/farms have been discussed in Reference [8–12].

1.1. Structural Health Monitoring of Wind Turbines: Corrosion Monitoring

Structural Health Monitoring Systems (SHMSs) for Offshore Wind Turbines (OWTs)
are used to detect damage in blades [13,14], tower, and support structure. Since the tower
and foundation are two key elements of OWT that support the structural integrity, they
must operate as much time as possible. Once the turbine is installed, it should sustain
with associated loads, and their partial failure would carry catastrophic consequences.
Not much progress has been made in developing robust applications regarding SHMs for
operating WTs [15].

Corrosion is one of the main root causes that can produce offshore structural failure.
Corrosion monitoring is the process of obtaining very frequent corrosion measures to
evaluate the progress of corrosion within a specific environment. Corrosion inspections
are done to evaluate the material condition at any given time based on a pre-scheduled
routine or the available risks. Usually, inspections are performed much less frequently
than corrosion monitoring. Frequent corrosion measures are always advantageous of early
detecting the risks, repairing conditions, and, consequently, reducing the operational and
maintenance cost associated with corrosion. The rust formation due to corrosion depends
on the environment and the type of material, as well. Carbon steels corrode mostly by
general corrosion (uniform corrosion), but localized types of corrosion can also take place,
e.g., pitting, which usually are not considered in conventional corrosion analysis [16].
Different reasons can be identified behind the growth of corrosion process in an offshore
structure, such as temperature, salinity, pH, and coating damage due to tidal fluctuations,
dissolved oxygen, variable cyclic load due to wave and wind impact, etc. [17].

Even for a well-designed structure, with a long time of exposure to the harsh marine
environment, corrosion causes the degradation of the metal leading to create corrosion
fatigue cracks and, consequently, structural failure. This scenario increases the O&M
cost because of the possibility of more frequent maintenance, repair activities, and any
replacement if needed [18]. Therefore, a successful corrosion monitoring approach can
potentially decrease the ongoing O&M cost of wind turbines directed at reducing economic
losses and environmental damages. However, corrosion monitoring is one of the major
challenges that an SHM system developed for an OWT faces, mainly due to the accessibility
difficulties and the area the corrosion monitoring system must cover, which is very large
even when one considers that some zones are more affected than others, e.g., the splash
zone. Thinking about an automated solution, ideally, the corrosion sensor should work
unattended 24/7 for several months or even years. This imposes very hard specifications
that the monitoring system must meet. Therefore, prior to the selection of an appropriate
corrosion monitoring technique and sensors, the zone of interest (splash zone, atmospheric
zone, submerged zone) of the wind tower and the respective environmental conditions
must be considered separately [19].
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1.2. Corrosion Inspection and Monitoring Techniques

There are different types of corrosion inspection and monitoring techniques to find
out the corrosion condition of metals, as is discussed and reviewed in Reference [20,21].
Figure 1 shows a detailed classification of these techniques based on the corrosion detection
method and sensing parameters.

Figure 1. Corrosion detection methods.

In general, corrosion detection measures can be direct measuring metal loss due
to corrosion or corrosion rate or indirect measuring any parameter that may be a cause
or consequence of the metal loss or corrosion. Some of these techniques need direct
contact/exposure to the same corrosive fluids or to access the internal environment where
the corrosion process takes place. They are known as intrusive techniques and can alter
the corrosion process and create disturbances to the operation during installation and
re-installation of measuring probes or inspection processes. Therefore, it is beneficial if
corrosion testing can be performed from the outside of the test object. This is possible
with non-intrusive techniques through detecting physical and geometry changes due to
corrosion (mass loss, crack, or surface discontinuities), and there is no need for any direct
contact to the same corrosive fluids or access to the internal environment. On the other
hand, it is very important to perform corrosion detection activities in the field applications
without destroying the engineering properties of the material and without affecting its
long-term future performance during the inspection process. This kind of evaluation can
be achieved by using Non-Destructive Testing (NDT) methods for material testing [22].
Among the techniques listed in Figure 1, if this condition is satisfied, they are known as an
NDT method. Therefore, we can propose that the most appropriate corrosion detection
technique for offshore wind turbines shall be both non-intrusive and non-destructive.

The main objective of this research work is to develop a smart ultrasound solution for
corrosion monitoring in offshore wind turbines. Due to the harsh and distant environment
they have been installed in, it is a challenge to find the most suitable corrosion detec-
tion technique. Based on the expected solution, we have identified the following design
specifications to be achieved and feasible with the selected corrosion detection method.

• SHM requires a reliable and permanent acquisition of monitoring data with mini-
mum interruptions.

• Corrosion detection technique shall be non-intrusive and non-destructive.
• The monitoring system is able to detect uniform corrosion.
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• The solution is able to detect corrosion in both splash zone and atmospheric zone of
the wind turbine tower.

• Data acquisition must run for several years in order to obtain meaningful results about
the tower’s health.

• Robust wireless communications are needed to rely on the sensor data sent to the
tower’s central computer in a difficult environment for electromagnetic signals.

• Corrosion detection components must have the capability of integrating with Un-
manned Aerial Vehicles (UAVs) as they offer significant potential benefits to the
monitoring of large-scale facilities, e.g., atmospheric zone.

• Tower locations which are not easily reached by a mobile platform must be covered
by battery powered sensor nodes fixely installed in those areas, e.g., splash zone.

The paper is structured as follows. In Section 2, a review of different ultrasound
solutions for corrosion monitoring is introduced. Section 3 describes the concept of the
presented approach for corrosion monitoring in offshore wind turbines. Section 4 pro-
vides the description of the ultrasound testbed and the design methodology followed to
miniaturize the solution. In Section 5, the samples preparation and the experimental setup
are presented. Section 6 shows the most relevant results we have obtained through our
experiments. Finally, the conclusions are summarized in Section 7.

2. Related Work

In ultrasound techniques, a high-frequency ultrasound wave will travel along with a
material that shows elastic properties. The frequency range of ultrasonic sound waves used
for NDT of materials is generally 1 MHz to 15 MHz [23]. The velocity of the ultrasound
wave propagation through a material is a function of the elastic modulus and density of the
material [22,24]. Importantly, ultrasound waves are distinctly reflected at the boundaries
when the acoustic impedance change due to a different material or medium properties.
Based on that, the thickness loss due to corrosion will be given as a function of propagating
velocity, frequency, and energy components [25]. The setup can be designed based on two
common techniques [23,26]:

1. Pulse echo method: A short period of ultrasonic energy is introduced into the test
piece with regular pause, and the reflected part of the ultrasonic wave is utilized for
the analysis. As the sender and receiver probes use the same transducers, either one
transducer or two transducers placed on the same side can be used.

2. Through transmission method: The transmitted part of the ultrasound wave is used
for the analysis. Separate transducers placed on opposite sides are used as the sender
and receiver probes.

It can be said that the best technique for corrosion monitoring would be the pulse-
echo method as it gives the depth/location of the defect in comparison to the through
transmission method.

Thus, current sensing methods using the ultrasound technique give valuable infor-
mation about various forms of degradation that occur in all sorts of materials (cracks,
deformations, thinning, corrosion, etc.), but, in general, they are classified as inspection
devices, rather than monitoring devices. The inspection devices are usually “once-off”
measurements that cover a given period of time (according to maintenance schedules),
while the monitoring devices involve very frequent measurements that must detect small
fluctuations in the advancement of corrosion in order to be used as input for a general
assessment of corrosion [27]. Several previous works have been reported to assess corrosion
in pipelines using ultrasounds [28].

Although not focused on corrosion detection, Ref. [13] proposes a novel walking
robot-based system for NDT in wind turbines. Moreover, commercial systems based
on ultrasounds exist in the market to monitor large structures. For example, Eddyfi
Technologies has developed the Scorpion2 product [29] for ultrasonic tank shell inspections.
To the best of our knowledge, it monitors wall thickness during the inspection using
a dry-coupled, remote-access ultrasonic crawler that brings major efficiency and data
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improvements to tank shell inspections. It scans the tank wall to get an image of the wall
status with the aim of estimating the wall thickness. Among other NDT techniques, the
walking robot offers ultrasonic testing, but it is aimed at identifying cracks, delamination,
etc., in composites (e.g., in blades). Furthermore, this walking robot has already been used
in onshore wind turbines.

Ultrasound is a technique with a lot of potentials to deploy a Wireless Sensor Network
(WSN). Nodes can be housed in small devices with communication capabilities, drawing
very little power from a battery and offering very good corrosion detection capabilities.
However, this is not enough when referred to large structures (e.g., offshore WT) where
corrosion may develop randomly at a given point. The continuous technological improve-
ments of all kinds of unmanned vehicles (terrestrial, maritime, and aerial) during the last
decade make this technology very attractive for many industries that require frequent
and costly maintenance operations in areas where access is difficult. Ref. [30] proposes
an autonomous ultrasonic inspection using UAVs. This research is very relevant since it
demonstrates the influence of the accuracy of the measurements positioning and of the
electrical noise produced by control electronics and the propeller motors into the thick-
ness estimation. These uncertainties cause ultrasonic signal coupling issues. One of the
main advantages of permanently installed ultrasound sensors is that they achieve a better
repeatability since the coupling and probe-positioning errors are removed. Hence, in the
case of mobile solutions, there are challenges to solve regarding probe alignment, more
robust control strategies, enhanced positioning the accuracy, and novel ultrasonic angu-
lar coupling capabilities. The paper is focused on the improvement of the UAV design,
and they do not show the accuracy obtained in the thickness estimation. Additionally, in
this paper, they claim to detect the loss of thickness over non-coated aluminium samples
(11 mm of thickness). It is well known that coating reduces accuracy of wall thickness
estimations [31], and wind turbine walls are usually protected with standard coatings of
different thicknesses and formulations. Therefore, coating affects the ultrasound signal
response, and it is another key challenge to be solved, not only for ultrasound mobile
solutions but also for fixed solutions. Another problem is that ultrasound monitoring
employs liquid couplants, which makes it necessary to integrate a couplant dispenser into
the UAV and a cleaning phase after the ultrasound measurement has been taken.

Corrosion is an extremely slow process, and corrosion rates between 0.1–0.2 mm/year
are typical rates. Therefore, with a resolution of 1 µm, we will have to wait, on average,
more than 4 days between consecutive measures to get statistically meaningful results.
The work presented by References [32,33] proposes the use of curve fitting algorithms
of a Gaussian echo model to estimate the time of arrival of ultrasound echoes. In order
to improve the precision of the ToF measurements, it is necessary to compensate for
temperature variations that affect both the thickness of the material and the speed of sound,
digitally processing several back-wall echoes or using adaptive filtering techniques [34].
Other proposals rely on improving the Signal-to-Noise Ratio (SNR) and time resolution of
the signals by employing the Wiener filter and spectral extrapolation [35]. An interesting
idea to increase the SNR of the ultrasound system is to use coded excitation as in [36],
which introduces a code gain in the signal’s path. Finally, Ref. [37] proposes a non-standard
approach based on cross-correlation, but, instead of performing the correlation with the
transmitted signal, they correlate a back-wall echo with a reference signal that has been
modified using an iterative algorithm that also involves cross-correlations. Thus, this
approach achieves wall-thickness estimations (below 1 µm) on ultrasonic signals. However,
this is at the expense of increased data processing complexity that will affect the power
consumption and the cost of the solution.

To the best of our knowledge, none of the proposals in the literature develop a low-cost
and low-power corrosion monitoring system based on ultrasound able to measure the
thickness loss precisely showing that the solution can work for different thicknesses and
mainly, for coated samples using the offshore standard coating NORSOK 7A. On top of
that, the proposed approach aims to operate unattended inside offshore metallic towers.
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3. Corrosion Monitoring System Concept

Our corrosion monitoring system design concept is focused on a novel and smart
low-power and low-cost corrosion monitoring system for offshore wind turbines. The
zones of interest are the splash zone and the atmospheric zone. The splash zone is the area
that is intermittently exposed to seawater due to the action of tide or waves or both. This
intermittence produces the highest level of corrosion. The atmospheric zone is the zone that
is permanently exposed to marine air conditions. Therefore, the level of corrosion is also
very high. Our approach includes two types of deployment, namely (i) a fixed and (ii) a
mobile solution. In the case of the splash zone, the fixed sensors are attached to the structure
due to the difficulties to access by a mobile platform. However, the atmospheric zone is
covered by the mobile solution based on a drone flying inside the tower. Therefore, the
main requirements to be achieved by our corrosion monitoring solution can be highlighted
as follows.

• The monitoring solution shall be operational under the harsh conditions of off-
shore platforms.

• The corrosion sensor of the mobile and fixed solutions shall perform one measurement
every month. However, this rate must be parameterizable with the aim of being
increased when necessary.

• The corrosion sensor must be able to measure the ToF related to the thickness loss of
the selected steel with a thickness between 40 mm and 70 mm but also with a thickness
of 5 mm or 6 mm, which shall be the thickness of the produced samples to characterize
the ultrasound solution.

• Be able to operate unattended for long periods of time.
• Both fixed and mobile solutions shall be able to perform corrosion measurements in

the field and send those measurements wirelessly.
• The size of the overall final monitoring solution shall be up to 6 × 11 cm with a

weight of up to 100 g. The sensor head shall be connected to the processing platform
through wires.

4. Smart Ultrasound Sensor Design

Being aware of developing a reliable corrosion monitoring solution to decrease the
cost of the maintenance and the downtimes during operation in the offshore wind sector,
this paper presents a smart and robust corrosion monitoring system based on ultrasound
technology and ToF technique that is capable of operating unattended inside an offshore
metallic tower. With that aim, a prototype of the ultrasound test device has been designed.
This is the Ultrasound Testbed (UT) with the capability of upgrading into a miniaturized
solution that can be placed and operate inside of the wind turbine. UT is developed with
the aim of performing frequent ultrasound measurements and analyzing the ultrasound
responses. More details about sensor selection, excitation signals, and design methodology
of the UT system are discussed in the following subsections.

4.1. Probe Selection

The selection of ultrasound probe or transducer needs to be done by considering the
sensor characteristics, such as sensor dimensions, weight, dead zone duration, waveform
duration, and peak frequency. The transducer operating frequency spectrum and the
waveform duration are often provided by the manufacturer. The peak frequency of the
transducer controls the penetrating power that affects the possible inspection thickness
of test material, e.g., high-frequency ultrasound has low penetration power and might
almost attenuate within the material. As at a fixed velocity in a perfectly elastic material
the wavelength and frequency are inversely proportional, a change in the probe frequency
will affect the sensitivity and the resolution to detect flaws in the material. Due to the
diffraction of ultrasonic, the sensitivity is about half of the corresponding wavelength [38].
Thus, sensitivity and resolution are increased when probe frequency increases. The dead
zone duration is the interval following the initial pulse where the transducer ringing
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prevents detection or interpretation of reflected echoes. This is a constraint with thinner
size samples as it is better that the time interval between back-to-back echoes has to be out
of the dead zone.

As we are going to measure 5 mm thick samples, it is important to check the dead-zone
of the selected probe. A 5 mm thick steel sample will introduce a delay between back-
to-back echoes of 2× 5/5.9× 106 = 1.69 µs (the speed of sound in steel is approximately
5.9× 106 mm/s). This is the expected value of the ToF before corrosion takes place. This
value is important when considering the dead zone of an ultrasonic probe. Dead zone
value is highly dependent on the test conditions and instrumentation used. It is not
normally given in the technical documentation of the probe and needs to be determined
experimentally. The values shown on Table 1 correspond to the time when the ultrasound
signal has almost completely settled (see Figure 2). However, it must be noted that the
dead zone does not entirely invalidate the ultrasound data received on that interval. By
proper filtering, and with the appropriate receiver’s gain, it would be possible to extract
echoes within the dead zone of the piezo.

Figure 2. Dead Zone of an ultrasound probe.

Table 1. Performance and features of ultrasound probes.

Part Name YS15-10 TSB10-06 V111

Manufacturer YUSHI OKOndt Olympus

Diameter (mm) 10 6 13

Peak Frequency (MHz) 7.86 10.2 8.44

−6 dB Bandwidth (MHz) 3 3 6.93

Waveform Duration −20 dB Level (µs) 0.7 0.840 0.272

Dead Zone (µs) 2.6 2.4 3.5

Connector/Position BNC/Top Microdot/Side Microdot/Side

Weight (g) 50 7 20

Price (e) ∼100 ∼100 ∼600
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A comparative analysis of the performance specifications of three sensors has been
done to select the most suitable one for the UT system as given in Table 2. As a result,
V111 from Olympus [39] has been selected as the most suitable ultrasound probe for our
system, specifically prioritizing its lower waveform duration (higher bandwidth) and
sound pressure power. Having a higher dead zone compared to the other two sensors
will not be a constraint in the real scenario as the system is designed for testing thickness
around 40 mm.

Table 2. Applicability to the US system.

Part Name YS15-10 TSB10-06 V111

Manufacturer YUSHI OKOndt Olympus

Dead Zone

Waveform Duration

Bandwidth

Sound Pressure Power

Testing 5 mm Samples

Testing 40 mm Samples

Weight and Size

Price

4.2. Excitation Signal

The conventional method is using a square wave as the excitation signal. The frequency
response of the V111 peaks at 8.44 MHz; therefore, the frequency of the pulse must be
similar in order to resonate and optimize the received signal’s strength. Adding more
pulses increases the signal’s strength but at the expense of a larger pulse duration that
deteriorates the time resolution of the ToF estimation. In our system, the period and the
rise and fall times of the square wave can be controlled using a 125 MHz clock. The square
wave pulse is bipolar (±15 V), and the generated frequency is obtained by dividing the
clock frequency by an even integer 125/16 = 7.8 MHz to guarantee a 50% duty cycle for
positive and negative pulses.

4.3. Signal Processing and Time-of-Flight Estimation

Based on ultrasound waves, corrosion is evaluated by estimating the wall thickness
loss that happens due to corrosion. The proposed approach is based on the Time of
Flight (ToF) technique, which estimates the thickness of the test object by measuring the
elapsed time between two consecutive echoes of the ultrasound response. This is based
on the reflection of the ultrasound waves in different acoustic impedance conditions. This
way, the effect of the couplant is greatly reduced because no changes in the couplant are
expected in the time period of a ToF (in our case, less than 5 µs). The main drawback
is the additional attenuation of the second echo that reduces the SNR of the signal and,
therefore, the quality of the estimation. The determination of the time is done using the
cross-correlation operation.

A block diagram of the signal processing operations performed to complete the ToF
estimation in our approach is given in Figure 3. To have an accurate time base, it is impor-
tant that both the ultrasound signal generator (US Generator) and the signal acquisition
circuit (ADC Read) work with the same clock input. The filter removes unwanted fre-
quencies components outside the bandwidth of the probe. The Echo Windowing block
determines the location and size of the echo signals that will be cross-correlated. Some
signal quality measurements are performed on the echo signals (signal level, signal width,
echo amplitude and decay rate, separation between echoes, etc.). These measurements will
help to detect low-quality signals and discard those ToF measurements in advance. Finally,
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cross-correlation between two consecutive echoes, as well as peak detection and analysis,
produce the ToF result.

Figure 3. Block diagram of the signal processing chain.

4.4. Design Methodology

The design of a highly integrated monitoring system involves the collaboration be-
tween several design teams: analog circuits, digital signal processing, FPGA and microcon-
troller development, PCB prototyping and design, validation, etc. To coordinate the efforts
from different teams, it is very important to have a system design methodology that takes
you from the conceptual design to the final device to be deployed.

We have used a prototype-based design methodology in which the system is first
designed from large building blocks that allow us to define the system using high-level
abstraction languages, such as MATLAB or C/C++. As can be seen in Figure 4, the main
blocks of the system prototype include a PC/Laptop and an Ultrasound Testbed. The
latter is composed of a high-performance embedded processor that is able to generate and
acquire ultrasound signals. The embedded processor runs a Linux system with the Debian
distribution and includes an SD card for mass storage, Ethernet and Wi-Fi connections, and
access to an internal FPGA that serves the purpose of buffering the ultrasound data from a
high-speed 14-bit ADC. The Ultrasound Analog Front End (AFE) is composed of a pulser
generator, adaptation circuitry, and a variable gain amplifier.

The system prototype permits us first to set up an experiment and gather raw ultra-
sound data for a variety of steel samples with different coatings, to test different piezo
sensors, and change the experiment conditions, such as temperature, signal frequency,
number of pulses, etc. The raw data is stored as a JSON file in a data repository that can be
accessed from MATLAB to design and test signal processing and detection algorithms with
the aim of estimating the time-of-flight from the ultrasound response.

Secondly, thanks to the embedded system, it is possible to run a C/C++ implementa-
tion of the algorithm in the Red Pitaya microprocessor and test it for quantization effects.
In this case, the embedded system is responsible for estimating the time-of-flight, and the
data obtained can also be uploaded to the data repository as a JSON file.

The hardware architecture of the final implementation is designed by analyzing the
computing requirements of the algorithms designed in the prototype phase. We have
chosen an architecture that includes a low-power Cortex-M4-based microcontroller (µC),
an FPGA that interfaces with the µC using an SPI link and the AFE devices. The µC is in
charge of supervising the system, i.e., powering on and off the different devices (FPGA,
AFE, memories), launching measurements and gathering the results and raw data from the
FPGA using the SPI interface and providing communication interfaces with the external
world (UART and wireless communications). The high-speed sampling of the ultrasound
signals has called for the use of an FPGA. Ultrasound signal generation is also handled by
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the FPGA to produce synchronized signals for the pulser. The processing of ultrasound
data requires intensive computation that is more efficiently performed in the FPGA.

Figure 4. System design methodology.

By having models of the processing of ultrasound signals at different abstraction levels
(MATLAB, C/C++, and FPGA), it is possible to perform validations at different stages of
the design process as it advances towards the final implementation using the raw data
stored in the data repository (see Figure 4). In this way, we can feed the MATLAB model
with the real data from the miniaturized system and compare the ToF results obtained
for verification.

Finally, after validating the ultrasound test method and algorithm implemented in
UT, it has been migrated to a miniaturized system, as shown in Figure 5 (right), being
able to place it inside a wind turbine to conduct ultrasound tests in the real scenario. The
performance specifications of the miniaturized solution are given in Table 3.

Table 3. Miniaturized ultrasound system performance.

Specification Value

Dimensions (110 × 60 × 15) mm

Power supply Battery 3.6 V, 5800 mAh

Average power consumption (Sleep mode) 5.4 µW

Average power consumption (per measurement event) 850 mW

Wake Up Time before US measurement 1 s

Measurement Time 200 µs
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Figure 5. Pictures of the UT (left) and miniaturized solution (right).

5. Sample Preparation and Experimental Setup
5.1. Sample Preparation

Two types of S355 structural steel samples have been used for the system performance
validation as reference samples and test samples. Reference samples have been used
mainly to verify the test method and evaluate the precision of the measurements during
the algorithm development. On the other hand, test samples have been used to test the
long-term system performance. The dimensions of the reference and test samples are
shown in Table 4.

Table 4. Reference and test sample dimensions.

Sample Size (75 × 150 × 5) mm (75 × 150 × 40) mm

Reference Samples
Test Samples –

The real thickness of a wind turbine tower is around 40 mm. However, the test samples
have been used only with 5 mm thickness due to the practical difficulties in transportation
and handling of the samples during the frequent experiments.

Coating layers are applied to protect the substrate from reacting with its environment
so that it will not engage in an electrochemical process and corrode. Coatings provide pro-
tection against moisture, dissolved gases, acids, and other reactants in the environment. The
test coated samples with applied standard coating NORSOK 7A (see Figure 6) were tested
by our ultrasound system to observe the changes in the characteristics of the ultrasound
signal and to analyze the performance of the developed signal processing algorithm.

Corrosion is a very slow process, and it takes a long time to induce corrosion on
coated samples. Therefore, in order to observe a measurable thickness loss with time, the
corrosion process has been accelerated by producing a 2 mm-wide and 50 mm-long scribe,
cut completely through the coating, which is made in the coated samples, as can be seen
in Figure 6. This scribe emulates in some way a coating defect or failure. The prepared
coated samples were exposed and conditioned based on cyclic aging resistance processes
(cyclic processes of exposure to UV, neutral salt spray, and low-temperature exposure)
in agreement with EN ISO 12944-9. The test method consists of 25 cycles of 4200 h of
exposure: over three days, the samples are exposed to UV/condensation according to EN
ISO 16474-3; during the following three days, the samples are exposed to neutral salt spray
according to EN ISO 9227; during the next day, the samples are exposed to low temperature
at (−20 ± 2 °C).
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Figure 6. Picture of coated test samples: non-exposed coated test sample (top) and three months
exposed sample (bottom).

In order to observe and measure the corrosion process, the coated samples have been
exposed to cyclic aging resistance process for different time durations as 1 month, 3 months
(see Figure 6 (bottom)), and 6 months. Testings of coated samples have been performed in
three different layers as: on scribe, no-scribe bottom layer, and no-scribe top layer, to get an
indication of thickness loss due to corrosion under cyclic aging process.

5.2. Experimental Setup

The developed Ultrasound Testbed (UT) prototype is shown in Figure 5 (left). It
consists of a low-noise amplifier, pulser, piezoelectric transducer, and FPGA controller
with high-frequency ADC and DAC conversion. The UT system is capable of performing
frequent ultrasound testings. In the purpose of performing tests and analyzing results, the
UT is connected to a PC/Laptop with MATLAB via Wi-Fi or Ethernet, and the experiments
are launched and controlled via PC/Laptop. The main advantages of the UT system are that
it allows the user to perform frequent tests, to visualize and compare the results easily, and
to develop, analyze, and update the signal processing algorithms for better ToF estimations.

The ultrasound test is performed by placing the sensor on the sample using a couplant
applied as shown in Figure 7. Olympus D12-gel, that is recommended for rough surfaces,
has been used as the couplant to perform the ultrasound tests. Each test is performed by
launching 25 excitation signals in a row and collecting the corresponding response from
the test sample. Therefore, the ToF value calculated for a particular location is an average
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of 25 measures, and this helps to minimize the uncertainty of the results. In addition to
that, the precision is calculated as the standard deviation of those 25 measurements.

Figure 7. Non-exposed coated sample: on scribe measurements.

Ultrasonic couplant is used to make good contact between transducer and test piece,
facilitating quality sound energy transmission. In NDT, the couplant is used because they
do not transmit effectively through air. Even so, the applied couplant layer still can affect
to ultrasonic velocity and attenuation of the back wall echoes from the test piece. This
depends on the acoustic impedance of the couplant being used and how good the contact
is made between the test surface and the transducer. On the other hand, if the amount of
couplant is excessive, a couplant layer can act as a wedge and alter the direction of the
sound wave affecting the final result.

The measurement of ToF in ultrasound signals propagating through steel is directly
related to the variation of the speed of sound with temperature and, to a lesser extent,
to thermal expansion. Therefore, we need to measure the temperature of the steel to
compensate for the temperature effect in the measurement of ToF. However, all the mea-
sures performed using UT were made at room temperature. Therefore, no temperature
compensation is needed at this point.

The value of Time of Flight depends on the speed of the sound through the target
material. The speed of sound in steel is approximately 5900 m/s [40]. To increase the
accuracy of the measurements, the speed of sound has been calculated for the selected steel
material (S355J2G3) using the 5 mm reference samples. In the process of calculating the
speed of sound, the reference bare steel sample surface was divided into 8 zones, and the
average thickness of each zone was measured using a digital micrometer. Considering
it as the thickness reference, the average speed of sound for each zone was calculated
using Equation (1), based on 5 ToF measures performed by using the UT on each zone.
Accordingly, the final calculated average speed of sound at room temperature for bare steel
reference samples is 5950 m/s. This value has been set as the speed of sound in steel for the
rest of the test samples measured by the ultrasound solution.

Speed of sound [m/s] =
2× 103 × Reference thickness of sample [mm]

Time of Flight (ToF) [µs]
. (1)
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The UT test approach has been validated by comparing the results from UT and
micrometer measures from reference samples of both 5 mm and 40 mm thickness. The
results showed a good agreement between the thickness estimations done by the UT and
by conventional methods, such as using a caliper or a micrometer.

6. Results and Discussion
6.1. Test Samples Measurements

Though the test method of UT system has been validated using reference samples,
the long-term system performance has been analyzed by measuring the test samples, as
explained in Section 5.1. The following subsections discuss the results obtained by the UT
system for non-exposed and exposed coated test samples.

6.1.1. Measurements Precision of Non-Exposed Test Samples

The time response of an ultrasound sensor collected from a test object shows the
characteristic behavior of echoes bouncing back and forth the wall’s boundaries.

As discussed in Section 4.3, after ADC reading follows a filtering process that includes
a bandpass filter that is used to remove the unwanted frequency components from the
signal. Figure 8 presents the bandpass filtering results obtained for non-exposed bare steel
and coated samples. Figure 8 (top) shows the ultrasound response from the bandpass filter
for a bare steel sample that has a well separated and small echo duration, which facilitates
the separation of the consecutive echoes for the ToF calculation. In addition, compared
with Figure 8 (bottom), it can be seen that the echo duration is longer for coated samples
compared to the bare steel samples. This fact makes the echo separation more difficult in
the case of coated samples. The estimated echo durations for bare steel and coated samples
are around 0.7–0.9 µs and 1.3–1.5 µs, respectively.

The precision of the ultrasound measures gives important information about the
system’s performance. Having a good precision allows us to take more frequent corrosion
measurements, which can potentially be used to estimate the corrosion rate at any instant
by using a derivative FIR filter. The latency of the corrosion rate measurements using this
method will be in the range of a few hours which, in practical terms, can be considered a
real-time signal for an O&M operator. Figure 9 shows the data plotted between the obtained
ToF precision (σToF) and the signal level (SL) for both non-exposed bare steel and coated
samples. Here, the SL refers to the Root Mean Square (RMS) value of the first detected
echo measured after the amplifier. This value is calculated digitally after the bandpass filter
mentioned above. Because of this, SL is an indication of the SNR of the digitized signal
after bandpass filtering.

The precision of ToF values we are plotting here is the standard deviation of 25 mea-
sures launched at one location, as discussed in Section 5.2. The data points of the graph
for non-exposed coated samples in Figure 9 are related to both on scribe and no-scribe
areas. It has been clearly observed, in the Figure 9, that the SL of ultrasound measures has
considerable variations, depending on the position of the piezo, and, when the signal level
decreases, the precision obtained for those respective measures gets worse.

The data points of signal level versus ToF precision were best fitted with an exponential
decay function (σToF = A · e−SL/B). Each fitted curve is represented over the signal level
range of 35 mV to 250 mV. Considering the decay constant coefficient associated with each
fitted curve (parameter B in mV indicates the increase in SL necessary for a 63% reduction
in σToF), the ToF precision versus SL behavior is almost the same for the bare steel and
coated samples. Both bare and coated samples have good ToF precision results, but the
obtained SLs are slightly better in coated samples. The reason behind this behavior may
be that the quality of contact made between the transducer and the coated samples was
better than in the case of the bare steel samples. Furthermore, the results do not show any
significant reduction of the signal level due to the coating layer.
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Figure 8. Bandpass filter results for bare steel sample (top) and coated sample (bottom).

Figure 9. Non-exposed samples: signal level versus precision.
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6.1.2. Measurements Precision of Exposed Test Coated Samples

Different sets of numbered coated samples have been exposed to a controlled corrosive
environment under the cyclic aging test after 1 month, 3 months (see Figure 6 (bottom)),
and 6 months exposure. After the completion of the exposure time, each sample has been
tested using the UT. The ultrasound thickness measures have been performed in both on
scribe and no-scribe locations of the coated samples, as discussed in Section 5.1.

The precision of measures obtained for the test coated samples exposed under cyclic
aging test for different time durations with respect to the signal level has been plotted
in Figure 10. Here, also, the SL refers to the Root Mean Square (RMS) value of the first
detected echo measured after the amplifier, and precision refers to the standard deviation
of 25 measures performed in the same location (σToF). Comparing the precision of ToF
measures between on scribe and no-scribe areas, it can be seen that, in order to obtain
similar precisions in Scribe and Non-Scribe areas, we must increase the SL by ∼75 mV (see
the B parameter of fitting curve) when measuring Scribe areas.

Figure 10. Exposed coated samples: signal level versus precision.

Furthermore, in the case of the on scribe area, it can be observed that the most lower
signal level data points belong to the samples with higher exposition time. This may be
caused due to the non-uniformity of the corrosion layer developed on the scribe area. In
general, we are obtaining a good precision for both bare and coated samples. The ToF
precision computed here is the standard deviation of ToF values of 25 measures at the
same sensor position (as discussed in Section 5.2). If we place the sensor on different
locations of the same sample and calculate the standard deviation of ToF measures, the
obtained precision is lower than the given values here. This is because the thickness at
different locations of the same sample varies, even for the non-exposed bare steel samples.
These small thickness variations (at µm level) are due to the common existing imperfections
during the sample production. Therefore, in order to have a good precision of ToF measures,
the positioning of the sensor on the same location is very important. As discussed in
Section 3, from the two modes of operation (fixed and mobile), the positioning accuracy
can be a constraint for the mobile solution, which we have to address in future work.

6.1.3. Thickness Loss Measurements on Exposed Test Coated Samples

Each exposed coated sample has been measured using UT, as mentioned in Section 5.1.
Figure 11 shows the thickness measures on scribe and no-scribe locations of coated samples
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for different exposed time durations. Considering the fact that no significant difference has
been observed between the no-scribe bottom and no-scribe top layer thickness measures,
only an average of no-scribe top and bottom layer measures has been used as the no-
scribe measures.

Figure 11. Coated samples: thickness versus exposed time in months.

The detected thickness differences between the scribe and no-scribe locations of the
same sample are indicated by the arrows. With the scribe made in the coated samples, the
corrosion process has been accelerated and initiated along with the scribe. Apparently, the
results show that the thickness losses are higher on the scribe area than on the no-scribe
area when the exposure time is sufficient to produce a significant thickness loss due to
corrosion, as is the case of 6 months exposure.

7. Conclusions

In this paper, we present a corrosion monitoring system based on ultrasound technol-
ogy. The size, weight, and other performance parameters, such as precision in thickness
loss measurements, power consumption, and wireless connectivity, make the proposed
solution very suitable for unattended deployment in offshore wind turbines or installed in
mobile platforms, such as drones operating inside the tower, to cover easily large structures.
This mobile solution would be able to detect earlier critical failures due to corrosion and,
consequently, plan better maintenance actions.

The system design was developed using an Ultrasound Testbed (UT) that allows us
to assess the performance of the detection and measuring algorithms in MATLAB and
C/C++. The UT can launch ultrasound experiments with different parameters (frequency,
waveform duration, gain, etc.) in order to find the optimal values. As a result, we created a
large database of ultrasound raw signals that were later used to validate the algorithms
implemented in the final miniaturized system. After validation, the UT system has been
successfully migrated into a miniaturized system with low power, low cost, and size of
110× 60× 15 mm.

All the measurements presented in the paper were done using the UT and analyzed un-
der a MATLAB development environment for test samples of 75 × 150 × 5 mm. However,
the system was validated for reference samples of 75 × 150 × 40 mm, as well, demon-
strating that the solution is flexible enough to work with different thicknesses closer to a
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realistic scenario. Further large-scale validation of the proposed solution mainly for sensor
placement and alignment in the case of the mobile solution will be done in the near future.
Related to that, and taking into account the harsh conditions of these offshore platforms,
we pay special attention to the batteries and sensor probe with the aim of reducing the
number of replacements and to facilitate those replacements when needed.

Considering the results obtained in this research work, the signal level (SL) and ToF
precision measurements show a similar exponential decaying relation for both bare steel
and coated samples. In general, we could observe that the signal level is slightly higher
for coated samples than for bare samples and that precisions below 1 µm can readily be
obtained for SL > 50 mV. The thickness loss could be estimated in the coated (NORSOK 7A
system) samples as the difference in the sample thickness between the no-scribe and on
scribe areas after running the cycling aging test for several months. The results show, as
expected, a growing thickness loss as exposition time increases. The values of the thickness
loss reported is an average of the difference between the thickness along the on scribe area
and the thickness in many no-scribe areas of the same sample. Other observations are that
SL in on scribe areas is normally worse than in no-scribe areas, SL deteriorates as exposition
time increases, and ToF precisions are again below 1 µm for SL > 50 mV.

Therefore, the thickness estimation of coated samples exposed under the cyclic aging
test shows meaningful information about thickness loss due to corrosion. The variable toler-
ance of the wall thickness at different locations of the same sample very well obliges sensor
positioning for the mobile platform. However, this is not an issue for the fixed solution.

To sum up, it can be said that the main objectives related to achieve a miniaturized
system, to get a precision of 1 µm, and to estimate the thickness loss with high precision
have been accomplished, taking into account bare and coated samples. The obtained
precision allows us to take several thickness measurements per day to estimate the value of
the corrosion rate in real-time for practical purposes.
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AFE Analog Front End
CAPEX Capital Expenditure
GWEC Global Wind Energy Council
NDT Non-Destructive Testing
O&M Operation and Maintenance
OWT Offshore Wind Turbines
PCB Printed Circuit Board
ROI Return on Investment
SHMS Structural Health Monitoring Systems
SNR Signal-to-Noise Ratio
WSN Wireless Sensor Network
SL Signal Level
ToF Time-of-Flight
UAV Unmanned Aerial Vehicle
UT Ultrasound Testbed
WT Wind Turbine
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Abstract: To ensure the profitability of the wind industry, one of the most important objectives is
to minimize maintenance costs. For this reason, the components of wind turbines are continuously
monitored to detect any type of failure by analyzing the signals measured by the sensors included
in the condition monitoring system. Most of the proposals for the detection and diagnosis of faults
based on signal processing and artificial intelligence models use a fault-free signal and a signal
acquired on a system in which a fault has been provoked; however, when the failures are incipient,
the frequency components associated with the failures are very close to the fundamental component
and there are incomplete data, the detection and diagnosis of failures is difficult. Therefore, the
purpose of this research is to detect and diagnose failures of the electric generator of wind turbines in
operation, using the current signal and applying generative adversarial networks to obtain synthetic
data that allow for counteracting the problem of an unbalanced dataset. The proposal is useful for
the detection of broken bars in squirrel cage induction generators, which, according to the control
system, were in a healthy state.

Keywords: wind turbine; faults diagnostic; artificial intelligence; unbalanced datasets; synthetic data

1. Introduction. Fault Diagnosis in Wind Turbines by Means of the Current Signal

Due to the remote locations where wind farms are installed and the considerable
height of the wind turbines (WTs), condition-based maintenance predominates in the
wind industry [1–3]. The detection and diagnosis of failures of WT components is usually
performed using signal processing techniques applied to the vibration signal [4]. However,
according to [5], the vibration signal has some disadvantages that can be overcome using
the current signal, since with this signal it is possible to detect not only electrical faults, but
also mechanical faults.

When a current flows through the stator of the induction machine, a flux is created
in the air gap that depends on the design parameters of the motor. This flux induces
currents in the rotor bars, which will create their own field. According to [6], when the
rotor is in good condition, there is only one field that rotates in the same direction as the
rotor, at the slip frequency. However, when there is an asymmetry in the rotor, a current
and a field appear in the opposite direction of the normal current. The electromotive
force due to the fault current induces a current in the stator, whose frequency is given by
fbb = (1− 2ks) f Hz [7].
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The broken rotor bar causes a torque pulsation at twice the slip frequency (2sf ),
in addition to a speed oscillation that is also a function of the inertia of the rotor. The
speed oscillation can reduce the magnitude of the sideband (1 − 2s)f, but instead an
upper sideband current component is induced at (1 + 2s)f in the stator winding, which is
reinforced by the magnetic core nonlinearity, that is, as a summary it can be said that the
failure due to broken bars or other oscillations induces additional frequencies in the stator
current given by Equation (1).

fbb = [(1± 2ks)] f (1)

Equation (1) is what is known as a double slip frequency sideband due to broken rotor
bars, which modulates the amplitude and phase of the line current. According to [8], as the
oscillations of the load torque are also manifested in the spectrum around the fundamental
frequency, the components of Equation (1) would not be useful to diagnose broken bars.
For this, it is necessary to use the higher order components given by Equation (2).

fbb =

[(
k

p

)
(1− s)± s

]
f (2)

Having analyzed the way in which the components associated with failures are
produced, such as broken bars, now the problem is to find the appropriate method for
their detection and diagnosis. For the detection and diagnosis of faults in rotating electrical
machines, the prevalent approach is based on working in the frequency domain, identifying
the frequency components of failure in the vibration spectrum. Although many proposals in
this regard can be found in the specialized literature, there are still challenges to overcome,
especially in the detection of incipient faults and in operation at low load. Besides, if the
slip varies due to change in speed, load, or grid instability, there is no constant spectrum,
and signal processing techniques must be applied, such as: time-frequency transforms,
filtering techniques to eliminate the components that are not of interest, and algorithms to
obtain the spectrum corresponding to a specific speed [9,10].

Thus, in relation specifically to the use of the current signal for the fault detection of
the electric generator of WTs and prime mover coupled to its shaft, some examples can
be mentioned. In [11], the faulty gears of the gearbox are detected using power spectrum
density (PSD), [12] proposes a model that allows for detecting the broken teeth of gears
applying fast Fourier transform (FFT), [13] also detects the broken teeth of gears, using FFT
prior to the application of SVM, [14] uses PSD to extract the characteristics of the signal
that, after passing through a model called particle filtering, feeds an adaptive neuro Fuzzy
inference System (ANFIS) capable of detecting broken teeth in gears, [15] proposes the use
of a multiphase imbalance separation technique (EMIST) together with FFT to detect faults
in the inner and outer race bearings of a gearbox, [16] proposes the detection of roughness
in bearings, decomposing the current signal by means of wavelets. In [17], faults of the
stator and rotor windings are detected by analyzing the spectrum obtained with the FFT.
Through a comparative study, [18] determined that, to detect bearing failures, broken bars,
and eccentricity, the wavelet-based methodology is superior to the Welch periodagram,
PSD and Short Time Fourier Transform (STFT), while according to [19], Hilbert transform
(HT) is superior to Park transform and Teager energy operator when it comes to detecting
generator bearing failures. As a summary, once the signal processing techniques have been
applied, the identification of the components associated with the failures is done according
to the equations, such as those included in Table 1.

Table 1. Frequency components associated with faults [5].

Fault Mathematical Model

Inter-turns short circuit fst =
[

n
p (1− s)± k

]
f

Eccentricity fecc =
[
1± k

(1−s)
p

]
f
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From a historical point of view, methodologies based on signal processing techniques
were the first to be used regarding the detection and diagnosis of faults in rotating electrical
machines. After the appearance of the AI models, it would not take long before they were
applied to the diagnosis and detection of faults in rotating induction machines. At present,
signal processing techniques constitute a previous step for the application of AI models.

AI has been the subject of a huge number of publications and research papers, which
have allowed for the construction of sophisticated equipment to control, monitor and detect
the presence of faults, especially using ANN, Fuzzy logic and Neuro-Fuzzy systems [20]
and [21]. As an example of the basic methodology used, we can mention the publication
made by [22], approximately twenty-two years ago. According to this proposal, the
frequency components that are relevant for the diagnosis depend on the slip or speed, so it
is necessary to make two measurements, a sampling at high frequencies to determine the
slip by means of the harmonic of the first slot and another sampling of greater duration at
low frequencies to find the components associated with the faults. The inference machine
of an expert system compares the spectrum obtained with a database containing the
components associated with different types of faults and filters out the part of the spectrum
that is not of interest. A simple way to carry out the diagnosis is by comparing the values
obtained against a previously established threshold. The other alternative is through
ANFIS with a Sugeno-type first-order inference system. The set of faults obtained are the
input of the membership functions that form the adaptive nodes of the first layer of a
multilayer neural network fed forward. The first layer is associated with the membership
functions of linguistic variables (small, medium, and large), while the last layer provides
the diagnosis expressed as: no failure, incipient failure, one broken bar, and two broken
bars. To diagnose broken bars, the input variables are the components associated with
these faults, whilst the negative and positive sequence components are used to detect short
circuits between turns.

According to [21], as the ANFIS model only has one output, it can detect only one
fault. For this reason, [21] proposes the co-active ANFIS (CANFIS) model capable of
detecting several faults at the same time. The previously filtered and demodulated signal
is decomposed by wavelet transform to obtain the coefficients that are affected by the
faults. These coefficients are the input of the CANFIS model, which by having multiple
outputs, can detect several faults at the same time. For [23,24], when fault diagnosis is
done applying wavelet transform, it is not necessary to use slip. However, according
to [25], as wavelets have the drawback of energy loss and edge distortion, it is preferable to
use empirical mode decomposition (EMD) to obtain intrinsic mode functions (IMF). Each
IMF represents a frequency band in which a type of failure can be found using Support
Vector Machines (SVM), but after the optimization of the parameters by means of a genetic
immune algorithm.

Although most of the proposals are based on models that have been previously
trained with data containing the faults to be detected, according to the proposal of [26], this
requirement would not be necessary. According to [27,28], the diagnosis can be made based
only on data from systems such as Supervisory Control and Data Acquisition (SCADA).
In [29], the signal is filtered to obtain the root mean square (RMS), kurtosis, skewness,
standard deviation and crest factor. These parameters are the input data of a neural network
trained with the Bayesian Regularization algorithm; the ANN has a hidden layer with
46 neurons and for the output layer it uses the tan-sigmoid transfer function.

According to [30], once the rotor current signal of a doubly fed induction generator
(DFIG) has been sampled, the instantaneous rotation frequency of the shaft is obtained
and the signal is demodulated using HT to obtain its envelope, but as the speed and shaft
rotation frequency are not constant, an angular resampling algorithm is applied to obtain
a constant envelope. Once this constant envelope is obtained, its PSD can be obtained to
detect faults. In each phase, the amplitudes of the rotation frequencies corresponding to
the input shaft, pinion and output shaft are obtained, plus RMS, kurtosis, peak value, and
signal-to-noise ratio (SNR). These variables become the input of a deep learning model
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called a stacked autoencoder. Finally, the characteristics obtained from the learning of the
ANN feed an SVM algorithm that classifies the failures. In [13], the frequency components
that correspond to the faults are derived as a function of the interaction between the rotor
and stator currents. When the gearbox suffers a failure, the vibration produces a torque
on the shaft, Equation (3), altering its speed and frequency, which will be reflected in the
current spectrum. Thus, when the FFT is applied to rotor and stator signals, characteristic
frequencies of gearbox failures can be detected. In total, 16 variables of the rotor and 9
of the stator are extracted, of which 19 are in the frequency domain and 6 are in the time
domain (RMS, kurtosis, and peak value of both signals). These variables feed an SVM
whose output offers a diagnosis of the failures expressed in probability form, unlike the
traditional SVM model that only classifies the failures.

T = T0 + ∑ Ti cos(2π fit + ϕi) (3)

Another way to visualize the state of a component is by means of its remaining useful
life (RUL), as applied in [14] to analyze the state of the bearings of a gearbox. According
to this study, whilst gears cause torsional vibrations, bearings do so radially. For this
reason, in a healthy state the phase current will contain the fundamental component f and
sidebands fi caused by the normal vibrations of the gearbox. However, as the faults will be
reflected in the amplitude of the frequency components, if there are bearings with localized
faults, new components will appear in the current signal, according to Equation (4). Once
the signal has been sampled and before obtaining the PSD, the high frequency noise is
eliminated by means of a forward-backward filter. The variable used to predict the state of
the multiplier and its RUL is the SNR calculated according to Equation (5). The SNR values
are the input of a five-layer ANFIS model, with an inference system formed by a set of 16
Fuzzy rules of the IF-THEM form based on a first order Sugeno model and optimizing the
parameters using an ANN.

isa = isT0 cos(2π f t) + ∑
i

1
2 AsTi

[cos(2π( f − fi)t− ϕTi) + cos(2π( f + fi)t + ϕTi)]

+∑
j

1
2 AsTj

[
cos
(
2π
(

f − f j

)
t− ϕTj

)
+ cos

(
2π
(

f + f j

)
t + ϕTj

)] (4)

NSR =
Pnoise

Psignal
=

Ptotal − Psignal

Psignal
(5)

According to [31], although the rotor imbalance is manifested in the amplitude of the
lateral harmonics of the fundamental frequency, the FFT and STFT fail to detect faults when
the SNR is low, and the speed is not constant. As a single ANN would not be sufficient
to cover the entire range of the electric generator speed, the authors propose dividing
the interval in which the speed varies by several ranges and using one ANN for each
range. The variables used correspond to wind speed, wind direction, pitch angle, turning
speed and power output for one year, all of them obtained from the SCADA. To test the
proposal, [31] simulates in Simulink a WT whose current signal is sampled at 5 kHz for
300 s. Applying FFT to 2 s signal segments, the spectrum formed by 250 components that
become the input of the ANN is obtained. Having trained the model first with the signal
in a healthy state and then with the signal containing the fault, the author states that it
is possible to detect the frequency components associated with rotor eccentricity, which
according to classical spectral analysis are given by Equation (6).

fecc = [1± (2k− 1/p)] f (6)

In [32], through the equations that relate voltage, current, flux, mutual inductance and
torque between stator and rotor, a WT with DFIG is simulated in Matlab, but unlike [31],
the faults studied are the one-phase fault and the inter-turns short circuit of the stator,
while the model used is Fuzzy logic. The current signals from the three phases of the stator
feed the Fuzzy system, which interprets them as linguistic variables (zero, small, medium,
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and large). From the database obtained with the measurements, the membership functions
and 14 Fuzzy rules are built. In another simulation proposed in [33], the current signal
from a DFIG and ANN are used to monitor islanding events of WTs that are part of a wind
farm connected to the grid. Other models used include the detection of broken bars and
inter-turns short circuits, using equations from Table 1 [34].

In relation to the publications on the monitoring, detection, and diagnosis of failures
in induction motors, using current signal and AI models, there is less research that deals
with WTs. Some proposals are shown in Table 2. The components that have received the
most attention are: bearings, gearbox, blades and electric generator. It can also be observed
that among the models used, the following predominate: SVM, ANN, fuzzy logic and
ANFIS. However, at the time of writing this research, only the works of [15,35–37] deal
with the use of the current signal based on data from WTs in operation, although none of
them apply AI models. By way of summary, it can also be stated that:

• Generally, signal processing and analysis techniques are combined with AI;
• Not just one AI model is used, but a combination of them;
• The component of the WTs that has received the most attention is the gearbox;
• The types of failures most analyzed are broken gears and broken teeth;
• In most cases, the current signal is from a DFIG; and
• Stator, rotor or both currents signal can be used.

In most of the proposals, the AI model used is trained with the signal from the fault-
free machine, to later use a sample of the signal that contains some type of failure caused
on purpose (so the type of failure is known in advance). In these conditions, diagnosis is
relatively easy, but due to the related costs, in the wind industry it would be very difficult
to proceed in this way, so only the signal during the WT operation is available. However,
if we only have the signal from the electric generator of TWs during its operation, the
diagnosis process is complicated, since, in this case, and assuming that there are few faults
or the faults are in an incipient state, the data are unbalanced. Since the efficiency of
generative adversarial networks (GANs) is so high that it is difficult to distinguish between
real and synthetic data, samples obtained by GANs could be used to compensate for
unbalanced datasets.

Considering what has been stated previously, the main objectives of this work are
to investigate the detection and diagnosis of faults of the SCIG installed in an operating
WT (on which there are very few field studies), using electrical current signal and GANs,
which is a methodology little explored thus far. The rest of this investigation is organized
as follows: in Section Two, a brief conceptual analysis is made on the use of the current
signal and GANs for fault detection and diagnosis in WTs. Section Three includes the
methods and materials. In Section Four, the results obtained when applying the proposed
methodology are shown and discussed. Conclusions and recommendations are included
in Section Five.
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Table 2. Proposals on fault detection in WTs using current signal and AI models.

Reference Generator Type Signal Source Component Failure Models Used

[30]
Doubly fed induction

generators
Rotor Gearbox

Cracks gear
Chipped gear

one-tooth-missing
two-tooth-missing

Hilbert transform
Power spectrum density
Support vector machine

Artificial neural networks
Stacked autoencoder

[33]
Doubly fed induction

generators
Stator Stator Islanding Artificial neural networks

[31]
Permanent magnet

synchronous generator
Rotor Generator Rotor imbalance Artificial neural networks

[32]
Doubly fed induction

generators
Stator Generator

Inter-turns short
circuit

Open phase
Fuzzy Logic

[36]
Permanent magnet

synchronous generator
Stator Gearbox Remaining useful life

Particle filtering
Adaptive neuro Fuzzy

inference System

[13]
Doubly fed induction

generators
Rotor
Stator

Gearbox

chipped gear
cracked gear

one-tooth-missing
two-tooth-missing

Fast Fourier transform
Support vector machine

[38]
Squirrel cage induction

generator
Stator Rotor Broken bars

Fast Fourier transform
Hilbert transform

Wavelets transform
STFT

2. Fault Diagnosis by Means of GANs

From a computational point of view, there are several methods to improve the effi-
ciency of AI models trained with an unbalanced dataset, [39]. However, according to [40],
statistical, regression, clustering and reconstruction models are not efficient when it comes
to unbalanced datasets with very few outliers. Non-parametric models require large
amounts of data and computational resources, while proximity-based models are affected
by the volume and dimensionality of the data. Therefore, to overcome the drawbacks of un-
balanced datasets and the lack of information caused by the course of dimensionality, [40]
proposes Artificially Generating Potential Outliers (AGPO), whose main idea is to apply
generative adversarial networks (GANs) to detect outliers of unbalanced datasets.

Among the most widely used AI models are those called generative modeling, whose
main objective is to learn the exact distribution of the data with which they are trained, so
that new data similar to the original can be generated, simulated or predicted. Although
the main application of these models has been the treatment of images, they have also
been used in the field of video games, cinema, graphic design, audio analysis and body
language. However, the main difficulty has been finding the function that allows modeling
the input data, and for this purpose, these models use the Monte Carlo method based on
Markov chains, which is computationally very expensive. To overcome this drawback,
several proposals, such as the Variational Autoencoders (VAEs) model have incorporated
the use of ANNs capable of obtaining a powerful approximation function, through back-
propagation. VAEs obtain the probability function using Bayesian statistics and two
generative networks. The first ANN generates a probability function and random values
on the studied phenomenon. The second ANN performs the discriminator function and
provides a model only for the variables labeled conditional on the observed variables [41].

Until a few years ago, VAEs were among the most powerful and popular models
used for the unsupervised autonomous learning of complicated distributions; however,
they have the drawback that to determine probability distributions, they use Bayesian
networks and Markov chains. However, in 2014, Ian Goodfellow [42] proposed the GANs,
which is a model composed of two multilayer perceptron (MLP) ANNs. The first ANN
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plays the role of generator (NNG), since, after obtaining the distribution function of the
dataset, it is capable of generating synthetic data very similar to the originals. The second
ANN works as a discriminator (NND), because it determines whether a sample is real
or is generated by the NNG. The two ANNs compete with each other until they find the
Nash equilibrium for the non-cooperative game between two players trying to minimize
their cost function. When the optimal point has been reached, the synthetic samples are so
similar to the real ones that the NNG is not able to determine if a sample is real or fake. All
this is achieved without using Markov chains and inference systems, and both ANNs are
trained simultaneously with the same dataset, unlike models such as VAE, in which the
NNG and NND are trained separately, [42].

According to [43], the minimization technique based on the gradient to lower the cost
of each player simultaneously, which is used in [42], fails in convergence, so it is preferable
to train the generator to match the value that it should have for an intermediate layer of
the discriminator. This strategy, called GAN coincident characteristic, is excellent as a
semi-supervised learning classifier, since, according to [40], its strength is based on the fact
that: “Instead of directly maximizing the output of the discriminator, the new objective requires the
generator to generate data that matches the statistics of the real data, where we use the discriminator
only to specify the statistics that we think are worth matching.”

Currently, one of the most recent alternatives to solve the problem of classifying
outliers from an unbalanced dataset is to generate synthetic data using semi-supervised
and unsupervised models based on GANs [44]. The applications of GANs are no longer
limited to image processing, but they are also applied to tabular data. In addition, to
improve efficiency, proposals can be found that combine GANs with other models [45],
while other investigations even modify the structure of the original GANs proposal. In [40],
the Single-Objective Generative Adversarial Active Learning (SO-GAAL) algorithm is
proposed to detect outliers from an unbalanced tabular dataset. The SO-GAAL model,
which is based on the Generative Adversarial Active Learning (GAAL) proposed by [46], is
basically a GAN that performs the classification when the NND separates the real data from
those potential synthetic outliers generated by NNG. However, as the training progresses
and the min-max game reaches Nash equilibrium, the information about the potential
outliers is too close to the real data and the NND fails to distinguish between real data and
outliers, causing the accuracy of SO -GAAL to drop dramatically.

The SO-GAAL model is unable to obtain a distribution function that represents the
whole dataset and fails to detect the outliers because it does not stop the training when the
outliers provide the necessary information, and this is due to fact that the GAN proposed
by [42] has no prior information. To correct this problem, [40] proposes to modify the
structure of the GANs, adding multiple NNGs with different objectives (MO-GAAL). The
real data are divided into subsets of affine samples and each subset will feed an NNG, which
will learn to generate outliers similar to the real data. In this way, a set of distributions is
obtained that represents the whole dataset, which allows the NND to classify the outliers.

Regarding the detection and diagnosis of faults in rotating electrical machines, based
on unbalanced datasets, several approaches are available, such as: [47], which proposes
the Adaptive Boosting (AdaBoost) method to detect broken bars, and [48], which proposes
a multiclass support vector machine (SVM) based on the one-vs-one strategy to detect
broken bars in the case of speeds close to synchronism. In general, it can be said that,
when it comes to fault detection and diagnosis, proposals based on an unbalanced dataset
combine various statistical and AI models, but there is no standardized methodology.
The application of GANs is still limited and there are not many references: [49] uses the
current signal and synthetic data generated by GANs to correct the overtraining of a deep
neural network used to detect the faults of an induction motor, while, to detect incipient
faults in a gearbox, [50] obtains a synthetic dataset through GANs that are added to the
original dataset to properly train a Stacked Denoising Autoencoder (SDAE) using the
vibration signal. In general, it can be said that no references have been found on the use
of the current signal together with GANs for fault detection in WTs, and especially in
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squirrel cage induction generators (SCIG) of WTs. Furthermore, the mentioned proposals
for induction motors have been demonstrated on test benches and using small power
electric motors. The GANs could also be applied to other types of signals, in such a way
that the results can be compared with other proposals, such as [51].

3. Materials and Methods

For this study, measurements were made in a wind farm located in the region of
Castilla y León, Spain. The wind farm has 33 WTs (NEG Micon brand) that use two
winding SCIG, one of 750 kW that operates when the wind speed exceeds 6.5 m/s and
another 200 kW winding for wind speeds between 3 and 6.5 m/s (see Table 3). As it is
necessary to turn off the WTs to install the measurement equipment, permission was only
obtained to perform the measurements at four WTs (WT-3, WT-4, WT-16 and WT-25). It
must also be noted that the tests were done on the highest power winding, since the wind
speed was relatively high at the time the signal was sampled.

Table 3. Technical characteristics of the SCIG.

Manufacturer ABB

Type 2 speeds
Cooling by water

Rated power 750/200 kW
Rated current 697/204 A

Poles 4/6
Synchronism speed 1500/1000 rpm

Speed at rated power 1510/1007 rpm
Slip at rated power 0.67/0.7%

Voltage 3 × 690 V
Frequency 50 Hz

Winding connection ∆

For measurements, three Fluke i3000s FLEX-36 current clamps (one for each phase)
were connected to the main panel of the WT. The other end of the current clamp was
connected to a PicoScope® 4424, which must necessarily be connected to a computer where
the software has previously been installed to configure the acquisition of the signal (see
Figure 1). Although generally to obtain a good resolution in the frequency domain the
sampling rate used fluctuates between 2 and 5 kHz, in this work a 10 kHz sampling
rate was applied, since the frequencies that could be found were unknown. The total
measurement time in each WT was approximately 8.5 min and to reduce the effects of
spectrum variation, the sampled signal is recorded every two seconds. The software to
sample the signal simultaneously records a file in mat format for each phase. Under these
conditions and considering the four WTs, a total of 1006 signal files are obtained for each
phase and 3018 files if the three phases are considered.

The signal records are processed in Matlab to obtain the power spectral density. The
difference in magnitude between the fundamental frequency and its sidebands is then
calculated, and depending on the magnitude of this difference, the data are labeled as 0
(healthy) or 1 (broken bars) [52]. Through Equation (2), the lateral components of the fifth,
seventh, eleventh and thirteenth harmonics are also obtained.
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Figure 1. Generator electrical signal sampling.

According to what was seen in Section Two, the identification of the frequency com-
ponents associated with the faults must be done at a fixed speed and slip. However, as
the wind speed has a stochastic behavior, the spectrum of the generator will vary, and it
is necessary to apply a method that allows the analysis in the frequency range at which
the faults occur [53]. To solve the inconvenience described, one of the most accepted
alternatives is the wavelet transform, since it allows for analyzing the signal in both the
time and frequency domain [23]. Using the wavelet transform, a signal can be represented
as a sum of small waves or wavelets throughout the time domain, which is known as a
continuous wavelet transform (CWT). Each wavelet is a wavelet function that represents
the original signal but scaled and shifted. However, as CWT involves too many calcula-
tions, another alternative is to apply the discrete wavelet transform (DWT), which can
be seen as a downsampling process to decompose a signal into two sequences called cA1

(approximation coefficients) and cD1 (detail coefficients). cA1 corresponds to the lower
frequency range, while cD1 consists of the high-frequency noise of the original signal. If we
decompose cA1, a second level of decomposition formed by cA2 and cD2 will be obtained.
Decomposing cA2, we will obtain cA3 with cD3, and so on until the frequency level we are
trying to analyze is reached [54].

Applying Equation (1) for broken bars, a frequency component of 49.33 Hz is obtained.
Then, following the methodology proposed in [55], the signal is decomposed using discrete
wavelet transform (DWT) in 8 levels (see Figure 2). Since the 49.33 Hz frequency is
contained within the frequency range of level d8 (38-78.16 Hz), signal power is obtained
from level d8. In addition, the maximum and minimum values of the signal power are
obtained, as well as the median, mean, mode, standard deviation, and variance. With all
these data obtained in Matlab, a file type csv is created, which becomes the dataframe to
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work in Python and tensorflow. The data are scaled to the range 0 to 1 for the best behavior
of the neural networks.

 

Figure 2. Signal decomposition using DWT, [55,56].

In Python, Kmeans is first applied to obtain three clusters, in such a way that the
dataset is separated into healthy and faulty samples. Once the failure samples have been
identified, and because they are relatively few, then the GANs are used to generate synthetic
samples with faults which can compensate the unbalanced dataset. The synthetic data
obtained in this way are put together with the original samples to retrain an ANN (see
Figure 3).

 

Figure 3. General scheme of the proposed model.

The GANs are MLP with backward propagation and are fed with the same variables
used to apply Kmeans but are from the samples with failures. The structure of the ANNs is:

• 1 input layer with 17 neurons, with ReLU activation function;
• 2 hidden layers of 15 neurons each; and
• 1 output layer.
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The hyper-parameters of the ANNs are: 100 training cycles (epochs) and the samples
presented to the network each time are 10 (batch size). Accuracy is defined as the initial
results metric. To guarantee the independence of the training and test data, ANNs are
trained using 5-fold CrossValidation. The implementation of the ANN models was done
with tensorflow and Keras. The computer used was the same one that was used to sample
the signal, that is, a Toshiba laptop with an Intel Core i3-3120M processor, 2.50 GHz, 8 GB
of RAM and an Intel HD Graphics 4000 graphics card.

To compare the results obtained with the proposed procedure, the proposal of [40]
is applied, in which, in addition to generating synthetic data using GANs to compensate
unbalanced tabular data, it is also proposed to use several generating neural networks
(GNN), instead of a single GNN that is used in the original proposal of GANs. The research
code from [40] is available in the GitHub repository, but since it is written in previous
versions of Python and Tensorflow, it is necessary to create another virtual environment in
Anaconda Powershell.

4. Results and Discussion

Applying some basic AI models, it can be observed that for all the models, the
convergence is excellent, the RMSE is very small, and the accuracy value is very high (see
Table 4 and Figure 4). The same does not happen with the Presiccion, Recall and F1 metrics,
since the uniformity of the data and the existence of very few outliers make it difficult to
identify the outliers. Applying kmeans and segmenting the dataset into three clusters (see
Figure 5), the uniformity of the data can be appreciated, but also in one of the clusters the
dispersion of the outliers can be observed. Outliers reduce the effectiveness of kmeans, as
can be seen in the confusion matrix in Figure 6.

Table 4. Root mean square (RMSE) error for AI models trained with real data.

AI Model RMSE

Linear Regression 0.122
Logistic Regression 0.10

Decision Tree Classification 0.012
SVM-Linear 0.122

Nearest Neighbors 0.122
Neural Network 0.138

AdaBoost Classifier 0.018

Out of 3018 samples, 2953 are free of faults and only 65, approximately 2% of samples,
have any indications of a fault. The distribution of the asymmetries found according to
each WT is summarized in Table 5, where 78% of the failures indicated correspond to
WT-3 and WT-4. The small number of samples which have failures causes the set of data
available to train the AI model to be unbalanced, which would also likely cause the metrics
of the first Kmeans model to be improved.

The low number of outliers (incomplete dataset) reduces the efficiency of the AI
models. So, to improve the quality of the prediction, we apply the strategy of generating
synthetic data using GANs. First, we tested with the methodology proposed by [40]. When
the SCIG signal is processed using the algorithm proposed to generate synthetic samples
using GANs with only one GNN, the precision in the detection of outliers is shown in
Figure 7a and the area under the curve (AUC) is 0.52. When the GANs model with multiple
GNNs is used, which according to [40] is superior to models such as: kNN, FastABOD,
Parzen and k-means, the precision in the detection of outliers improves considerably (see
Figure 7b) and the value AUC increases to 0.84.
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Figure 4. ANN convergence trained with real data.

 

Figure 5. Kmeans (k = 3) model trained with real data.

 

Figure 6. Confusion matrix obtained with original dataset and Kmeans.
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Table 5. Number of samples with trace of failure.

Fault WT-3 WT-4 WT-16 WT-25

Broken bar 30 21 12 2

Figure 7. Precision in the detection of broken bars of the SCIG, using the proposal of [40]. (a) GANs with one GNN; (b)
GANs with multiple GNNs.

As can be seen in Figure 7, the ROC curves are very unstable and the predictions fall
below the non-discrimination line, which means that the model has difficulties converg
and is ineffective at predicting failures. When only one GNN is used, the instability of the
model is maintained despite reaching 17,000 iterations (see Figure 7a), while, using several
GNNs, the model stabilizes after 7000 iterations (see Figure 7b), and the sensitivity also
improves markedly.

Applying the methodology proposed in this research, as described in the fourth
section, with the samples showing signs of failure (see Table 5), we train the GANs to
generate 100 synthetic data, which is added to the original data, to retrain a neural network.
Proceeding in this way, the Receiver Operating Characteristics (ROC) curve (see Figure 8)
and the value of 0.95 for the AUC are obtained. Compared with the ROC curve obtained by
applying the proposal of [40] (see Figure 7), the ROC curve in Figure 8 is much smoother
and indicates a better convergence of the models used in this research. In fact, the AUC is
also higher.

Another way to visualize the efficiency of the proposed model is through the confusion
matrix (see Figure 9). From t 9 it can be seen that the proposed model is capable of
appropriately classifying the synthetic data and in this way improves the accuracy of
the prediction.
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Figure 8. Receiver Operating Characteristic curve of the K-means model trained with data generated
by GANs.

 

Figure 9. Confusion matrix of the ANN trained with synthetic data.

5. Conclusions

The signal processing techniques have represented an important advance regarding
the detection and diagnosis of faults; however, in many cases they are not enough and must
be combined with other mathematical models that generally assume some idealizations.
Another alternative is artificial intelligence (AI) models, which from a conceptual point of
view are characterized by their ability to adapt to uncertainty and to work with incomplete
data. These AI models are used individually or together with signal processing techniques;
however, when only the current signal of a WT in operation is available, but the signal has
not been previously sampled in a healthy state or with some type of fault, the detection
and diagnosis is complicated. It must also be noted that when failures are incipient and
there are few failure records, the efficiency of AI models will be reduced.

In the usual procedures, the diagnosis algorithms are trained using data from tests
with healthy equipment and with equipment in which failures have been caused. However,
these situations may not be extrapolated to real situations, in addition to decreasing the
performance of the classification algorithms when working with unbalanced datasets.

To improve the efficiency of AI models and wind turbine fault diagnosis procedures in
cases of unbalanced data, this research proposes generating synthetic data using GANs. The
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methodology has shown its effectiveness for the early detection of failures due to broken
bars in SCIG, in addition to allowing for improving the metrics of the AI model used.

Although this study has focused on broken bars, the proposed model could be applied
to detect other faults. At the output of the proposed model, another model based on ANN
or Fuzzy logic could be added to obtain a more precise diagnosis of the failure studied
(half section broken bar, one broken bar, two broken bars, many broken bars). It would
also be advisable to continue with the research trying to build GANs, not only with MLP,
but also with other AI models, and to use GANs not to generate a synthetic dataset, but to
carry out the diagnosis exclusively through GANs. In this study, tabular data have been
used; however, the proposed methodology could be tested with images. In addition, other
types of signals could also be used, such as: vibration, acoustic and thermal.
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Nomenclature

is stator current
ir rotor current
θr angular displacement of the rotor
ωr rotor electric field speed
T total torque
T0 average or constant torque
Ti torque component induced by torsional vibration
fi characteristic frequency induced by torsional vibration
ϕi Ti offset
f fundamental frequency
fi, f j characteristic frequencies of gears and bearings respectively
fecc component due to rotor eccentricity
fbb component due to broken bars
fst component due to inter-turn short circuit
s slip
p polos pairs
k 1, 2, 3, . . . . . .
n 1, 2, 3, . . . . . .
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Abstract: The increasing rate of penetration of non-conventional renewable energies is affecting the
traditional assumption of controllability over energy sources. Power dispatch scheduling methods
need to integrate the intrinsic randomness of some new sources, among which, wind energy is
particularly difficult to treat. This work aims at the optimal construction of energy bands around
wind energy forecasts. Complementarily, a remarkable fact of the proposed technique is that it can
be extended to integrate multiple forecasts into a single one, whose band width is narrower at the
same level of confidence. The work is based upon a real-world application case, developed for the
Uruguayan Electricity Market, a world leader in the penetration of renewable energies.

Keywords: wind power; non-conventional renewable energy; forecasting; energy bands;
combinatorial optimization

1. Introduction

Whether due to economic pressure or environmental concerns, the rate of penetration
of non-conventional renewable energies has been increasing rapidly over recent years,
and it is expected to grow even faster in the years to come. Short-term operation and
maintenance of electrical systems relies on optimal power dispatch scheduling methods.

Either renewable or not, conventional energy sources are dispatchable on request, i.e.,
authorities can control when and how much power will be provided from each source.
Conversely, non-conventional renewable energies are not controllable, are intermittent and
uncertain, even within a few hours period ahead. The intrinsic stochastic nature of the new
energy sources turns out the short-term dispatch of the grid into a much harder challenge,
which necessarily must coexist with randomness coming from significant portions of the
installed power plant. This work regards with the optimal crafting of wind-energy bands
(in a sense precisely defined in Section 3). It is based on an application case of Uruguay,
a worldwide leader in the usage of renewable energies. The Uruguayan case was chosen as
reference because: (i) Uruguay is the country of these authors, so the case is very proximate
to our research group; (ii) the country counts an immense relative penetration of renewable
generation of diverse sources; and (iii) there is plenty of open access information available.
Although this document is guided by that reference application case, the methodology is
general and its results extendable, so it can be ported to another system or country.

1.1. Literature Overview

In the context of forecast of daily scenarios there exist a vast literature and plenty
of methods proposed to accurately predict a likely behavior for the stochastic process
involved. Several of them use purely statistics techniques—parametric, semi-parametric
and nonparametric—to infer forecasts. Particularly, there are standard and well-known
techniques coming from the analysis of time series for the daily forecasting electricity prices
and electricity demand (see [1]) that can be adapted to wind power inference. Statistical
methods like those, perform well to forecast time series without very strong fluctuations,
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like: electricity prices, electrical demand time series, hydraulic contributions to water
reservoirs, or even to forecast mid and long-term availability of wind power. When the
application regards with short-term wind power generation, the accuracy of such statistical
methods degrades notably, even over short periods of time that range from a few hours till
two or three days ahead. This is because wind power is much more volatile than electricity
prices and electrical demand time series (and the other examples mentioned before).

Complementarily, there are approaches for short-term wind power forecasting based
on numerical simulations of atmosphere’s wind flows (see [2,3]). For a couple of days ahead
period, or even larger time windows, numerical simulations are usually more accurate than
purely statistical models. Such models are deterministic, while the underlying physical
phenomena is chaotic by nature. So, they perform better than purely statistical methods
to follow the process whereabouts at early stages but are far from being trustworthy in
what respects to the construction of likely scenarios at larger times. Summarizing: the
scheduling of short-term dispatch must coexist with randomness, so, even though wind
simulations provide valuable information, they must be enriched in order to account the
intrinsic stochasticity of the process.

In the last decade, the concept of prediction interval associated to probabilistic fore-
casts was introduced (see [4]). The construction is based on a nonparametric approach to
estimate—at once, for all instant of time within a selected grid over a forecast horizon- the
interdependent quantiles for the (unknown) distribution probability of the wind power
process. For each time, the corresponding prediction interval provides an estimate of
the expected accuracy of predictions with respect to what the actual value of the wind
power will be. Therefore, this technique crafts bands inside which the wind power
process is expected to stay with a given probability (the nominal coverage rate [5,6]).
Complementing the previous line of work, in [7] other methods that also use deterministic
forecasts as input are introduced, and through a subtle analysis that involves historical
data to estimate nonparametric forecast error densities, for some relevant times chosen
appropriately, the authors have succeeded in generating wind power scenarios with their
respective probabilities.

Referred to the construction of confidence bands, several papers have been issued.
In other works (see [8]), parametric processes guided by stochastic differential equations
(SDEs) are studied. These processes involve a drift term, which acts as a force that tends to
attract the trajectories towards the forecast (which is known as an input), and also involve
a diffusive term modulated by a Wiener process factor as usual. Different parametric
models are studied by considering specific forms for the drift and diffusion terms. The ba-
sic idea of the mentioned work consists in approximate these parametric non-Gaussian
stochastic processes by Gaussian processes with the same mean, variance and covariance
structure. Such approximations allow the estimation of the parameters through maximum
likelihood techniques. Following the ideas of these authors and using the same data set
for wind power in Uruguay as in the present work, the article [9] synthesizes multiple
realizations of the calibrated process in order to build confidence bands. As a subsequent
and tightly coupled step towards tackling the crafting of stochastic optimal short-term
dispatches schedules of the grid, the previous research team uses those SDEs as supply for
a Continuous-Time Stochastic Optimal Control (CTSOC) [10], with very promising results.
However, scalable numerical techniques to solve optimal control problems derive from
dynamical programming [11], what limits the number of state variables to integrate to
the problem. The reference [10] is a pretty good example of what can be done when the
number of states is manageable, but many times, the intrinsic structure of the problem
makes it untreatable through such approaches. Some practical applications inevitably
require crafting scenarios to use other optimization techniques, where the availability of
wind-energy bands is essential.

Energy bands crafted in this article were used as a supply for an optimal short-term
dispatch problem for the reference application case, which combines generation units
with complex commitments, temporal dependencies among them, and other intrinsic
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characteristics that makes the problem too hard to be tackled when approached with
dynamical programming or related techniques. We suggest [12] as an illustrative reference
for practical applications of this work.

In recent years a considerable effort was put into controlling strong variability of
weather conditions through the incorporation of what is called in the literature Ensemble
Weather Forecasting (see for instance [13], focused on wind-power predictions in Japan);
a strategy significantly different from that present in Section 4 of this paper. Methodologies
aside, objectives are in fact quite similar: to control rare events, in that case through numer-
ical studies over an area-averaged, added to a rigorous probabilistic analysis. Of course,
the particularities of the Uruguayan case are notably different to the Japanese case due to
the frequent existence in the eastern Pacific region of strong climatic anomalies as the pass-
ing of extratropical cyclones, that the authors called wind ramp events. Their probabilistic
wind-power prediction achieved a good statistical reliably through confidence interval
for the wind-power variability. Numerical Weather Predictions and Ensemble Weather
Forecasting are also used in [14].

Finally, researchers from South Korea introduce an interesting ensemble [15] through
different machine learning techniques, combining multilayer perceptron (MLP),
support vector regression (SVR), and CatBoost to improve power forecasting of renewable
sources. As we see later on, the article here presented focuses upon wind energy rather
than power forecasts, and in fact, uses power forecasts as a supply. Furthermore, instead of
using existing learning techniques as in [15], this work introduces a novel one, conceptually
simpler, and yet promising according on its results.

1.2. Particulars of the Reference Application Case

As we previously mentioned, the methodology elaborated in this work is general and
it can be applied to other cases. However, practical relevance of these results relies upon
the magnitude and diversity of renewable energy sources in the particular application.
Uruguay is one the countries of the world with highest penetration of renewable energies.
Nowadays, over 98% of the annual energy consumed by the country or exported to
neighbors (i.e., Argentina and Brazil) comes from renewable sources. Table 1 presents
the installed power plant and annual generation by type of energy source (Information
regarding capacity and energy is available at: https://portal.ute.com.uy/composicion-
energetica-y-potencias while geographic distribution is in: https://www.ute.com.uy/
institucional/infraestructura/fuentes-de-generacion Other historical or real-time data is
available at: https://www.adme.com.uy and https://adme.com.uy/mmee/infanual.php.
A few years ago, when data of this work was acquired, that fraction was 96%, slightly
lower but still remarkable high.

Table 1. Details of the installed power plant and energy by type of source [ADME: 2019, UTE: 2019].

Energy by Installed Power Relative Produced Energy Relative
Type of Source Plant (MW) Subtotal Total 2019 (GWh) Subtotal

Hydroelectric 1534 31.5% 6134 55.6%

Wind-power 1506 30.9% 3690 33.5%

Solar-Photovoltaic 254 5.2% 314 2.8%

Biomass (thermal) 413 8.5% 660 6.0%

Fossile (thermal) 1170 24.0% 225 2.0%
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Figure 1 on the other hand shows the geographical distribution of renewable units.
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Figure 1. Geographical distribution of renewable sources. Leftmost: wind-power (blue), solar-photovoltaic (yellow) and
biomass thermal units (red). Rightmost: hydroelectric dams. [source UTE: 2019 and [12]].

The information previously presented is public and accessible through the provided
URLs. Detailed historic information about actual wind-power and related forecasts was
also public by the time this work was realized, but unfortunately is no longer so.

1.3. Main Goals of This Work

Regardless of the technique used to narrow uncertainty with bands, those works
mentioned in Section 1.1 share a common characteristic: the electric-power is the magnitude
to be captured. For some applications and/or contexts, the energy coming from wind
sources—which is a derivative of the wind’s power anyway—is an important magnitude
itself, and since it is the outcome of integrating the previous, results less noisy and easy
to capture. This work aims on crafting bands representative of the energy to be produced
along some periods, rather than focusing on accurate measures of the instant power.
It is worth mentioning that since both magnitudes are strictly dependent, a fitted power-
process cannot be outside energy-bands for too long. Thus, though this kind of bands
could resemble the other in their shape, strictly speaking, they are different.

Regarding the process to craft such wind-energy bands, the idea goes by designing a
learning model that is fed from: wind-power forecasts as a mainstream of what to expect
for the days to come, and actual wind-power data to incorporate information related
to the historical deviations of the process. The area inside the band is a measure of the
quality of such calibration. The smaller the area, the better the quality of the fitting. So,
crafting energy-bands of minimal area is our objective. Assuming persistent behavior,
an optimal fitting over a training set is expected to replicate reasonably well over other
independent instance, so a historical calibration could be used to estimate energy-bands in
the near future.

Summarizing, our interest is not focused on particular power trajectories and their
probabilities but aims on crafting optimal area energy-bands around wind-power forecasts,
in such a way that the energy outside those bands be bounded. At this respect, our
article presents a novel approach. The method is purely nonparametric, since it makes no
assumptions on the physical phenomena, nor any hypothesis about the involved random
processes (conditions on homogeneity in time, seasonal behavior of the temporal series or
any kind of markovian hypotheses, are not necessary for this work). Our proposal is based
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upon a mixed integer optimization problem, which aims on getting the narrowest average
band around a set of forecasts, or a combination of forecasts, that keeps the off-band
aggregated energy below a given threshold. As an innovation, to allow the optimization to
go as farther as possible, the model enables to discard up to a given percentage of training
samples that are treated as atypical profiles.

At first glance this last feature might look risky, in the sense that, in advance, one can-
not tell whether the day to come will match or not an atypical profile. However, as we
see later, when the method is trained with more than one forecast, whenever they are
conditionally independent or weakly dependent, a combination of those forecasts and
their bands allows to regain the lost confidence; the result is a more accurate band than
those of constructions computed by separate. This is another remarkable point of the
present work, since it helps to improve band’s quality by taking the best of more than one
forecasts provider.

1.4. Structure of This Document

This work uses data coming from two independent wind-power forecast providers
for the Uruguayan Electricity Market: Garrad Hassan and Meteológica, which was avail-
able during the period. Complementarily, a third and purely probabilistic forecast was
constructed up from historical wind-power realizations, by closely following other docu-
mented ideas (see [16]). Regarding actual wind-process realizations, we also have used
power records measured over the Uruguayan grid. Therefore, the experimental evaluation
here presented for training and test sets is based upon real-world data.

The structure of this article matches the stages of the novel technique. In Section 2 we
describe the main characteristics of wind-power in Uruguay, together with the forecasts
used as supplies for computations and analysis. Section 3 presents the optimization model
to create likely bands of minimum width as well as results from experimental evaluation;
while Section 4 shows how after filtering atypical days, a combination of bands calibrated
up from independent forecasts performs better than any of them by separate. Finally,
Section 5 summarizes the main results and possible applications.

2. Wind-Power Uncertainty and the Use of Forecasts

This section shows how variable wind-power is -when described as a stochastic
process—and it presents the forecasts that are used to anticipate power realizations. The his-
torical of wind-power data in Uruguay has a few years and along this period the installed
power plant has been firmly growing. So, instead of expressing power in term of MW,
we use the Plant Load Factor (PLF), which corresponds to the actual power generated at
each time divided by the sum of the installed power capacity of each wind turbine in the
system at that moment (i.e., the wind-power plant). Therefore, PLF is a dimensionless
quantity that takes values between 0 and 1. Over an hour time-slot basis we consider the
average PLF, i.e., the average power along each hour divided by the power plant; this is the
main variable we use along this work. In this way the information is normalized, and we
can disregard of changes in the installed capacity during the period of analysis. In what
follows we present a summary of the behavior of wind-power in Uruguay. The data sample
used involves around 730 days of the years 2014 to 2016. We decided to use this period
as reference because of the homogeneity of forecast providers and the availability of open
data sources.

2.1. Seasonal Regularity

Figure 2 shows the average energy and relative deviations of the daily PLF with
respect to the historical mean. Daily PLF is the cumulated value of hourly PLFs over a day,
so it ranges from 0 to 24. The temporal horizon varies from 1 day to 730 days ahead.
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Figure 2. Total and relative deviations of actual PLF with respect to the historical average (leftmost
horizontal blue line) as a function of the horizon (730 days).

The intermediate rebound in the deviation is due to a seasonal phenomenon; this effect
decreases considerably if the records are limited to a single season. For instance, Figure 3
shows the equivalent plot when only summer days of the same period are considered.
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Figure 3. Total and relative deviations of actual PLF with respect to the historical average for summer
season (leftmost horizontal blue line).

The previous figure shows how after a week or two, the process goes inside the 10%
error band, respect to the average value for that season. We must conclude that wind-power
is fairly regular when used in medium-term planning. For shorter periods of time, the
situation is quite the opposite.

2.2. Changing Daily Behavior

Managing the electric grid of a country is a challenging task that must be carried
out carefully and optimally. To accomplish that, multiple problems are to be solved,
spanning different scales of time and components. Medium-term planning usually refers
to the valuation of intangible resources, such as the height of the lake in an electric dam
accounted as an economic asset. Seasonal regularity as that observed in Section 2.1 is an
advisable characteristic to develop mid-term optimization planning models. Short-term
planning consists in crafting optimal dispatch schedules for some days ahead, and its aim
is upon efficiently coordinate the usage of available resources. The object of this work
is on suppling energy-bands for the short-term power dispatch of the Uruguayan grid,
whose outcome sets the prices of energy in the electricity market. Due to its short scale
of time (a few days ahead) and time-step (of an hour each) short-term planning requires
accurate PLF estimations hour-by-hour over some days to come.
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A histogram of daily cumulated PLFs along the available two years of samples is
shown over the leftmost of Figure 4. Observe that many days within the period have daily
cumulated PLFs below 5 (which is approximately 20% of the power plant). The number of
samples whose cumulated PLFs are above 19 (80% of the power plant) are lesser, and yet
there are days where the average wind-power was pretty close to the power plant. To get
an insight about hourly behavior, the rightmost of Figure 4 shows the hour-by-hour mean
marked with asterisks. The mean PLF is around 20% higher in the night hours compared
with the hours of sun. Complementarily, the rightmost image plots actual wind-power
samples, concretely those 30% with higher distance (||.||2) respect to the average over
the first year. Observe how divergent are these samples when compared with the mean
trajectory. We are not going further in the direction of standard statistical descriptive,
since it exposes the predictions of wind-power to important errors and thus is seldom used.
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Figure 4. Histogram of daily wind energy samples [daily PLF upon the leftmost] and 30% most
atypical realizations for Uruguayan wind-power over a year [rightmost].

2.3. Additional Accuracy Coming from Numerical Forecasts

This section experimentally analyzes the benefits of using short-term wind-power
forecastings based on numerical simulations of atmosphere’s wind flows. As a measure
of the error incurred we use the ||.||1 distance between forecasts and actual realizations.
Hence, the total energy error for the period starting on day d (denoted errd) is computed
as: errd = ∑

T
t=1 |wd

t − pd
t |, being wd

t and pd
t , respectively, the actual power (PLF) for the

day d as seen t hours ahead and its corresponding forecasted value. On the other hand,
T is the time horizon of the forecasts: 72 h in our examples. In Section 3 we explain the
convenience of using such an error measure.

This work used information for the Uruguayan grid, which was of public domain by
the time computations were realized. Two independent forecast providers are considered:
Garrad Hassan and Meteológica. Their common samples span around 300 days, starting in
early 2016. A third forecast -about which we elaborate later on—that uses a purely statistics
analysis (following PSF ideas [16]) is built to benchmark statistical and numerical forecast.
In spite of its lower performance as an isolated technique, we see in Section 4 that this final
forecast (referred to as PSF44) increases the overall quality of a convex combinations of
filtered forecasts.

Regarding statistical moments of the series, the mean value of the PLF error samples
is 6.80 for Garrad Hassan and 5.99 for Meteológica, with respective variances of values 2.48
and 2.21. On the other hand, those figures for the PSF44 are: 13.99 and 4.52; notoriously
worse than numerical forecasts. Complementarily, histograms in Figure 5 represent er-
ror distributions for each case, reinforcing the idea that Meteológica’s forecast slightly
outperforms Garrad Hassan’s, while both are much better than PSF44.
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Figure 5. Histograms for total deviations of forecasts within a horizon of 72 h ahead. Red and
blue areas concentrate 50% of probability in all cases [leftmost: Garrad Hassan, center: Meteológica,
rightmost: PSF44].

2.4. PSF-Like Forecast

Pattern Sequence-based Forecasting algorithm (PSF) is a novel nonparametric ap-
proach to infer forecasts. This method has provided promising results when applied to an
assortment of time series forecasting in several international markets, at a horizon of one or
a few days ahead. The main idea of the PSF algorithm -and more recent variants- involves
three parts working sequentially:

1. The historical of time series is clustered into groups that have similar temporal
daily profiles;

2. The time series of daily profiles is converted into a discrete sequence of labels for the
cluster each day belongs to;

3. Given the label corresponding to the current day, a window of days of fixed length
is used to seek along the whole past sequence of labels for those that match the
window ending at present time. The profile for the day to be predicted is constructed
averaging profiles that follow to each one of those identical windows in the past.

A remarkable advantage of the PSF method is its reduced number of parameters.
There are only two main parameters to adjust: the number of clusters K and the historical
time window W.

Figure 6 shows the centroids computed over the actual wind-power data-set when
using different numbers of clusters. For example purposes, assume K = 3 and W = 4; so,
a sequence of D days translates into a sequence {sd} (d ∈ D) of digits, with sd ∈ {1, 2, 3}.
Here, sd is the index of the closest centroid to the realization of the day d.
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Figure 6. Centroids of actual wind-power samples for different number of clusters.

Within such sequence, we aim now on finding subsequences with W = 4 symbols,
for instance, the sequence 1231 (we are assuming that current day belongs to cluster 1,
given by the last symbol in this sequence). Figure 7 shows examples where that subse-
quence could be found. The outcome of this predictor (one day ahead) is the average of
the actual PLF realizations, among those samples immediately following the subsequences
registered. To extend the construction to a two-days ahead forecast, one could repeat the
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process seeking for the subsequence composed of the previous W − 1 days plus the new
forecasted one, and so on.

· · · 1 1 2 3 1 3 · · · 1 1 2 3 1 2 3 1 · · ·

Figure 7. Example of matching subsequences within a historical of symbols.

The purpose behind the development of this forecast is not devaluating statistical
methods. On the contrary, this work shows an example of how such a simple method,
may contribute to the overall quality when combined with forecasts coming from comple-
mentary techniques.

3. Optimization of Wind-Energy Bands

Optimization of wind-energy bands is in the core of this framework. We provide
an expression to compute a band around any forecast, and, for that concrete formula,
we seek for the narrowest band that satisfies a set of constraints, which imposes limits to
the actual process in its deviations in accordance with the historical behavior. A traditional
approach would go the way of setting constraints to keep the power deviation under certain
boundaries. Conversely, this work aims on minimizing the expected off-band energy.

The previous is explained by the particulars of the Uruguayan electricity installed
plant, but it is also justified by trends of new technologies. Around 98% of the electricity
annually consumed in this country comes from renewable sources (see [17]). In average,
50% is from hydroelectric sources, while 35% is from wind-power. All of the hydroelec-
tric dams in Uruguayan have water reservoirs; two of them (Bonete and Salto Grande,
see Figure 1) are particularly huge. Almost 40% of the hydroelectric capacity is located after
the greater lake (Bonete’s), which would take 5 months to empty at full-power. Therefore,
in fact, the hydroelectric plant also constitutes an accumulator, i.e., a kind of battery that
can plenty compensate short-term fluctuations of the power coming from wind turbines.
Hence, regarding Uruguayan short-term planning concerns, an accurate prediction of
energy boundaries is more convenient than a power forecast of limited punctual quality.
In a complementary manner, smart-grids capabilities are rapidly advancing towards active
applications, capable of dynamically adjusting portions of the demand to adapt them to fit
system needs (see [18]), while electricity storage units based on batteries are just around the
corner (read [19] and also see the “Neoen & Tesla Motors” project in Australia). Therefore,
in the near future, this work could be a useful experience for other countries.

The information required to determine an instance of our optimization problem
comprises the following data sets. At first place, we need a historical of wind-power
forecasts. We consider a collection P of deterministc registers that involves short-term
point forecasts over a horizon of a few days ahead; i.e., a family of vectors pd ∈ [0, 1]T ,
with fixed T, which is set by the number of samples along the time horizon. Here, d is the
index for each day on which the construction of a band begins; d ∈ D, being D the set of
indices for days with historical observations. Wind-power forecasts usually span from one
up to three days, i.e., from 24 to 72 h, and time is discretized at a rate of one sample per
hour. Let T − 1 be the limit of hours ahead available for each forecast. We assume that all
forecasts share the same time horizon, and that in t = 0 the current power is the only data
known for sure. As we mentioned earlier, for simplicity the wind-power is expressed as the
PLF, which corresponds to the actual power generated divided by the sum of the installed
power capacity of wind turbines in the system at each moment. Thus pd

t ∈ [0, 1] is the
normalized point forecast of the wind-power t hours ahead, within the vector associated to
the forecast issued on the day d.

The second part of the input data set comprises the actual historical wind-power time
series samples, grouped into a collection: W , whose elements wd ∈ [0, 1]T are also assumed
normalized. Hence, wd

t ∈ [0, 1] is the actual PLF measured t hours after the beginning of
the day d. For consistency, since the current state can be measured rather than forecasted,
pd

0 = wd
0 for each day d. Observe that the setW usually has duplicated records, for instance:
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wd
24 = wd+1

0 . Despite that, we have chosen this format to simplify those expressions that
link with forecast information. Regarding forecasts, however, the previous equality doesn’t
hold. In fact, pd

24 (a sample, forecasted 24 h ahead) is different from pd+1
0 (the actual value

measured a day later).
It is clear that, given any two bands containing the real process inside of them at

the same instants, the narrower band is of better quality. Wind-power generation is a
process hard to anticipate, and violations to computed bands is a fact we must coexist with.
However, not every violation has the same severity in terms of its impact to the power
grid. In the context of the short-term energy dispatch, how much cumulated energy falls
down outside the band is a convenient metric to assess the confidence of the pair: forecast
plus computed band. In this work, we define the following expression as a metric for the
reliability (The expression on the right hand side corresponds precisely to the anti-reliability,
which of course is the complement of the reliability; hence the notation for the left hand
side)Rd, of a band around a given forecast pd:

1−Rd(w, lb, ub)=
1
T

T−1

∑
t=0

max
[
w(t)−ub

(
pd, t

)
, 0
]
+

1
T

T−1

∑
t=0

max
[
lb
(

pd, t
)
−w(t), 0

]
(1)

where ub and lb respectively are the functions that determine upper and lower limits for
the bands along the forecasted period, and w is the actual generation, unknown until the
near future where reality is revealed. Functions lb and ub take a forecast (pd) and an instant
(t) as their inputs, while their outputs are the respective bounds to expect.

As mentioned, the feasible region of the optimization model imposes limits to the
severity of violations to the band. Besides, in order to improve the quality as further
as possible, the model allows to discard up to a limit of elements in the training set,
which are atypical, specially bad forecasts that whether included would either: deteriorate
the accuracy of the result, or force us to use too broad bands. So, to complete an instance
we must set values to those quantities. The parameter θ ∈ [0, 1] limits the amount of energy
allowed to fall down outside the band along the optimization horizon. The parameter
λ ∈ [0, 1] sets a minimum fraction of regular (i.e., not atypical) forecasts to be used in the
effective training set or, in other terms, (1− λ) is the maximum fraction of atypical days
allowed to be discarded. It is worth mentioning that the limit for off-band energy only
accounts over regular forecasts.

3.1. Minimal Relative Width of Bands

This work considers those bands defined by relative deviations with respect to fore-
casted values, which are simple to calculate and optimize, and yet lead to accurate results.
Let {xt ≥ 0} be a set of coefficients associated to the time series analyzed, which delimits
the width of the band. That is, for any instant t within the time horizon of the forecast
issued on day d, we take pd

t and compute the lower and upper limits of the band us-

ing the expressions lbd
t = max

[
0, (1− xt)pd

t

]
and ubd

t = min
[
1, (1 + xt)pd

t

]
respectively.

Hence, {xt : 0 ≤ t ≤ T − 1} comprises the first set of control variables that modulates
the relative width of the band for a given forecast pd ∈ P . Figure 8 sketches about how
these variables and derivatives are related, through a hypothetical forecast (centroid of the
band, highlighted in blue), its correspondent energy-band (shaded in grey), and the actual
power-process registered afterwards (red curve).
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Figure 8. A wind-power band (grey) crafted after a forecast (blue), for some day d, and the actual
process (red).

The objective function of this optimization is ∑
T−1
t=0 ŵtxt, where ŵt = (∑d∈D wd

t )/|D|
is the average PLF at time t over a historical record of observations D, eventually different
from that of the training set. In other words, ŵt corresponds to the sequence of asterisks
in the rightmost of Figure 4, while ∑

T−1
t=0 ŵtxt matches the average grey area in Figure 8.

Whenever forecasts are statistically reliable, the objective function corresponds with the
expected absolute PLF area of the band along the period T.

Defined so, the optimization is not instant-to-instant greedy, in the sense that it could
deteriorate the performance at some points in order to surpass the overall performance
by gaining more in others. That differentiates this work from related ones (like [7]),
whose intention is to track power rather than energy. In fact, this model doesn’t need
conventional hypotheses about stochastic processes, such as homogeneity or markovianity.

The second group of control variables is composed by those who determine which are
the regular forecasts. The variable yd ∈ {0, 1} indicates whether the forecast issued on day
d should be considered regular (yd = 1), or atypical (yd = 0). Unlike the {xt} variables,
these new ones are boolean. We denote D to the set of days for which the optimization
problem is implemented (i.e., the training-set). The complete combinatorial optimization
model is that in (2).





min
T−1

∑
t=0

ŵtxt

pd
t xt − yd + zd

t ≥ |wd
t − pd

t | − 1, 0 ≤ t ≤ T − 1, d ∈ D, (i)

T−1

∑
t=0

zd
t ≤ T(θ + 1− yd), d ∈ D, (ii)

∑
d∈D

yd ≥ λD, (iii)

yd ∈ {0, 1}, 0 ≤ xt, 0 ≤ zd
t ≤ 1.

(2)

The auxiliary variables (zd
t ) account by how much power the process (wd

t ) violates
the band around the forecast (pd

t ), either at the top or the bottom, for those days classified
as regular (i.e., when yd = 1). For instance, if yd = 1 and wd

t ≥ pd
t (1 + xt), then it must

be held zd
t ≥ wd

t − pd
t (1 + xt) ≥ 0 to satisfy equation (i) in (2) for that day d at time t.

When yd = 1 and wd
t ≤ pd

t (1− xt), then zd
t should verify zd

t ≥ pd
t (1− xt) − wd

t ≥ 0 to
satisfy equation (i). For a graphical reference about both situations, please see Figure 8.
The optimization process pushes down the zd

t values, which ultimately are to be set to
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max
[
0, wd

t − pd
t (1 + xt), pd

t (1− xt)− wd
t

]
, the anti-reliability of (1). That equation is always

satisfied when yd = 0 simply by choosing zd
t = 0 for every t; therefore, atypical days are

disregarded for violations.
Given any day d, when yd = 1 (an effective day of the training set), the second equation

guarantees that the time-normalized cumulated off-band energy along the forecasted period
T is below θ. That is, in terms of the reliability: 1−Rd = (∑T−1

t=0 zd
t )/T ≤ θ; so θ bounds the

energy that lies outside the band to a fraction of the installed power plant. As it happens
with (i), equation (ii) is automatically satisfied when yd = 0. Coming back to Figure 8 as
a reference instance, by combining equations (i) and (ii) inside an optimization process,
we are forcing the total off-band energy (the result of adding up both yellow areas) to be
under a desired threshold. Finally, equation (iii) forces the problem to select at least λD
days to be regular, which combined with the persistence hypothesis conveys likelihood to
the result.

3.2. Experimental Evaluation

The experimental evaluation of this work is based upon a later open data from the
Uruguayan Electricity Market. From that past repository, we chose two independent fore-
cast sources: Garrad Hassan and Meteológica. The data were pre-processed using a power
assimilation methodology, which fits forecasts along the first 6 h in order to match the start-
ing state (wd

0). The exact process is described in paper [3]. The used forecasts from Garrad
Hassan were those issued at 1AM between 5 April 2016, and 10 March 2017. Within this
period there are 302 days where both, forecast and actual data, are complete. Regarding
the other provider (Meteológica), the number of complete records is 394, with dates of
issue ranging from 1 January 2016, to 10 March 2017. Regarding our own forecast (PSF44),
synthesized up from a series of actual power registers, we used the same 730 days of be-
tween years 2014 to 2016 that were used upon the first part of Section 2.1. Best performance
was found by using K = 4 and W = 4 (acronym PSF44 refers to those parameters).

Throughout this work, we relied upon IBM(R) ILOG(R) CPLEX(R) Interactive

Optimizer12.6.3 as the optimization solver. The server was an HP ProLiant DL385 G7,
with 24 AMD Opteron(tm) Processor 6172 with 64 GB of RAM. After running model (2)
over a training set comprising around 30% of Meteológica’s days, we find bands like those
sketched in Figure 9.
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Figure 9. Wind-energy bands for three random days within Meteológica’s training set [λ = 1, θ = 0.05].

The x-axis represents the number of hours ahead for each forecast, while the y-axis
corresponds to the PLF. Blue curves are associated with power forecasts while red ones
are the actual values. Finally, the grey area represents the wind-power band for θ = 0.05
and λ = 1. Since λ equals 1, every day within the training set must be effectively included;
that is, yd = 1 for each d ∈ D, so all days are treated as regular. Furthermore, when λ = 1
then (2) turns out to be a pure linear programing problem, and running times are within
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the second. Fixing λ to 1, it is of interest to explore how θ modifies the bands. Figure 10
shows the result over the same training set when θ = 0.01.
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Figure 10. Wind-energy bands for the same days when θ = 0.01 instead of θ = 0.05 [λ = 1].

Observe that bands in Figure 10 are wider than in Figure 9, which is expected since we
are less tolerant respect to how much energy lies outside those bands. In order to balance
reliability and thickness, it is of interest to compute how much area do bands cover as we
change θ while keeping λ = 1.

The training in all of the previous cases was performed over a set D of 120 randomly
selected days out of a set of 300 days in common for all providers. The common com-
plement, i.e., the set of (180) days shared by these three forecasts and not being in the
training-set, is used as the test-set. The calibration of PSF44 was crafted using the set of
430 contiguous days previous to those of training and test sets. Experimental evaluation
(see leftmost of Figure 11) verifies that the average width of the bands, when trained
over the entire training set of forecasts (λ = 1), falls down rapidly to 0, which is reached
upon both companies when θ is close to 0.2. Although similar, Meteológica’s bands (blue)
are always better than Garrad Hassan’s (red). PSF44 (green) requires much wider bands
to achieve the same grades of reliability. The middle plot shows the relative difference
between widths of original bands (those of the training set), and widths computed over
the test-set using the corresponding x vector found for each θ. It is worth mentioning that
widths are always similar (divergence is low), so the objetive function in (2) when evaluated
over the training set is representative of what happens outside it. This is sustained even
for relatively higher θ values right below 0.2, where widths tend to zero and the relative
deviation makes no sense to be accounted.
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Figure 11. Average width of bands found for the training set as θ changes while λ is fixed in
1 [leftmost], relative deviation between average widths register for training and testing sets [middle],
and violations of off-band energy limits over testing set. [red samples correspond to Garrad Hassan,
blue ones to Meteológica and green to PSF44].
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Regarding off-band energy violations to the limit θ when computed over the test-set
(they do not happen in the training-set because of (2)(ii)), the rightmost of Figure 11 shows
the fraction of those violations, i.e., the fraction of samples where the off-band energy
surpasses Tθ. They are also low for all forecasts and are particularly lower as values
of θ get apart from zero. The previous exercise experimentally justifies the persistence
hypothesis this technique is based on.

The goal of this work is providing stochastic short-term optimal power dispatch
schedulers, with accurate wind-energy bands, in the context of the Uruguayan Electricity
Market. In particular, our interest is keeping off-band energy below 10% of the average
PLF, which is around 0.35; so we consider θ = 0.035. In Uruguay, 35% of electricity comes
from wind-power sources, thus that value of θ corresponds to 1.23% of the average energy
consumed, what is ambitious. That value is used as reference during this work.

The other parameter to consider is λ which attends to the fact that, whatever accurate
a family of forecasts may be, there will always be samples that degrade the overall quality
of the whole. Table 2 shows how some attributes of the bands change as λ decreases from 1
to 0.6, while θ remains fixed in 0.035 (our target off-band violation).

Table 2. Experimentally estimated attributes for confidence θ = 0.035 bands as λ decreases.

λ % Anomalous BW %BW t (s) % ANOMALOUS BW %BW t (s) % Anomalous BW %BW t (s)

1.00 6.6% 21.3 29.6% <1 5.6% 34.3 47.6% <1 5.4% 62.3 86.5% <1

0.95 14.8% 16.0 22.2% 117 12.2% 26.8 37.2% 129 8.0% 56.6 78.6% 77

0.90 20.4% 13.8 19.2% 138 16.3% 24.8 34.4% 428 11.2% 51.6 71.7% 66

0.85 27.0% 12.5 17.4% 265 22.5% 22.1 30.7% 272 13.4% 48.4 67.2% 292

0.80 32.1% 11.7 16.3% 664 25.5% 19.7 27.4% 1518 16.3% 45.6 63.3% 421

0.75 36.7% 10.8 15.0% 1296 37.2% 17.4 24.2% 1097 20.7% 41.8 58.1% 657

0.70 45.4% 9.9 13.7% 2020 45.4% 15.6 21.7% 1950 28.3% 38.5 53.5% 842

0.65 49.0% 8.9 12.3% 1225 49.0% 13.1 18.2% 1480 28.6% 35.9 49.9% 1468

0.60 54.6% 8.3 11.5% 1390 52.6% 11.9 16.5% 1560 37.0% 34.2 47.5% 2425

Meteológica Garrad Hassan PSF44

The first three four columns correspond to Meteológica forecasts, the second part does
to Garrad Hassan’s and the last one to PSF44 forecasts. These metrics were computed over
the test-set by using optimal x coefficients for each λ over the samples in the training-set.
Columns labeled as %anomalous indicate the percentage of the samples, in each case, whose
off-band energies surpasses the 0.035 of the total plant factor (Tθ). We decided to use
different adjetives to distinguish between atypical days: samples intentionally excluded
from the training-set, and anomalous days: samples in the testing-set that by chance surpass
the off-band energy limit. The columns BW and %BW respectively show the average
absolute and relative areas of the wind-power bands over the test set, using 72 as the full
plant factor for the time horizon. Finally, the number of seconds spent by the solver to find
the optimal solution for each case appears in the column labeled as t(s). Observe that as λ
decreases so it does the expected width for energy bands, because the solver is allowed
to select down to λD days during the training, and the optimization ends up by crafting
bands for the best subset with a λ fraction of the original number of days. Computation
times ascend, because (2) becomes combinatorial for λ < 1. Conversely, the percentage of
anomalous days (i.e., those whose off-band energy falls outside the limit) increases, since the
calibration performed over a partial/elite training-set is no longer representative over the
complement (i.e., the test-set). A second goal of this work is keeping the percentage of
anomalous days below 10%, which translates into attaining the target θ at least 90% of the
times. The final goal is over the allowed variance for wind-power. Until now, we have
focused upon energy rather than power. Keeping the process within narrower bands
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is equivalent to expect lower power variations. According to official sources, the total
electricity produced by Uruguay during 2017 (to meet internal demand plus energy exports
to Argentina and Brazil) was of 12,600 GWh. The equivalent hourly average power is
1438 MW. The total wind-power plant by late 2017 was of 1437 MW (the fact these final
figures match is just a coincidence). Hence, aiming on having energy bands whose relative
width is below 20% is equivalent to expect average power fluctuations (either upwards or
downwards the centroid) below 10% of the installed wind-power plant, which matches the
average power consumption. In summary, our targets are: θ ≤ 0.035, %BW ≤ 20% and
%anomalous ≤ 10%. Observe that no record in Table 2 fulfills all these goals simultaneously.
Along Section 4 we see how to deal with that issue.

4. Combining Forecasts

At first sight, we might think that a convex combination of forecasts and their bands
would inherit the width of each one, and that we cannot improve bands quality by means
of combining them. The only mechanism we have seen that can get narrower bands goes by
reducing λ. As a drawback, this also increases the percentage of anomalous days. However,
we might regain confidence if anomalous days -for the different forecasts- were somehow
independent, since a combination of anomalous situations in all bands would be rarer than
in any of them by separate. That’s the idea behind this section. To check the consistency
of this idea we analyze how independent anomalous days are, by its correlation matrices.
Table 3 recapitulates figures of anomalous days for different values of λ with θ = 0.035.

Table 3. Correlation matrices for anomalous days for different λ’s and θ = 0.035.

MT GH PS MT GH PS MT GH PS

MT 1.0000 0.2621 −0.0178 MT 1.0000 0.2854 0.0147 MT 1.0000 0.2797 −0.0093

GH 0.2621 1.0000 −0.0648 GH 0.2854 1.0000 −0.0720 GH 0.2797 1.0000 −0.0308

PS −0.0178 −0.0648 1.0000 PS 0.0147 −0.0720 1.0000 PS −0.0093 −0.0308 1.0000

λ = 0.60 λ = 0.65 λ = 0.70

MT GH PS MT GH PS MT GH PS

MT 1.0000 0.2450 0.1127 MT 1.0000 0.2488 0.0581 MT 1.0000 0.2507 0.0109

GH 0.2450 1.0000 0.0817 GH 0.2488 1.0000 0.0810 GH 0.2507 1.0000 0.0929

PS 0.1127 0.0817 1.0000 PS 0.0581 0.0810 1.0000 PS 0.0109 0.0929 1.0000

λ = 0.75 λ = 0.80 λ = 0.85

MT GH PS MT GH PS MT GH PS

MT 1.0000 0.3246 0.0262 MT 1.0000 0.2830 −0.0926 MT 1.0000 0.2921 −0.0707

GH 0.3246 1.0000 0.1119 GH 0.2830 1.0000 0.0281 GH 0.2921 1.0000 0.0243

PS 0.0262 0.1119 1.0000 PS −0.0926 0.0281 1.0000 PS −0.0707 0.0243 1.0000

λ = 0.9 λ = 0.95 λ = 1.00

These numbers were computed over the test-set for Bernoulli’s random variables,
Mt(d), Gt(d) and Pt(d), indicator of the event of finding an anomalous day: they evaluate
to 1 (respectively 0) if and only if the forecast for day d of the respective corresponding
-Metológica, Garrad Hassan and PSF44- classifies as anomalous (resp. regular). From these
correlation values, we infer that anomalous days of Metológica and Garrad Hassan are
positively but weakly correlated. By running simple simulations with two sets of dependent
Bernoulli’s random variables with the same expected value, we observe that the correlations
values of the table appeared when 1 out of between 3 to 4 samples of one set copy the value

305



Appl. Sci. 2021, 11, 5137

of the other. PSF44 is basically independent of the others providers, and in fact can either
be positively or negatively correlated with them.

Given the three sets of forecasts: Pmt, Pgh and Pps, and their corresponding func-
tions to compute bands (lower and upper bounds): bdMTλ(p)→ [0, 1]T×2, bdGHλ(p)→
[0, 1]T×2 and bdPSλ(p) → [0, 1]T×2, we explore convex combinations of them: bdMX =
α · bdMTλ1 + β · bdGHλ2 + (1− α− β) · bdPSλ3, with 0 ≤ α, β ≤ α + β ≤ 1, for different
combinations of λ’s. The goal is on finding the combination that is closest to satisfy the
targets: θ ≤ 0.035, %BW ≤ 20% and %anomalous≤10%. This second stage of training was
performed over the half of the test-set (90 days). The other half remains as the definite
test-set to check results. The most convenient combination over the new training-set was
found for values: α = 0.66, β = 0.25, γ = 0.09, λ1 = 0.85, λ2 = 0.70 and λ3 = 0.65.
After checking over the now reduced test-set we verify that for θ = 0.035 as limit for
off-band energy, 8.9% of the days fall into the anomalous condition, while the value for the
average bandwidth is %BW = 21.7%. This final figure does not attain our original goal
(i.e., 20%), but it is pretty close to it.

Performance of Optimally Combined Bands

The lecture of the previos figures indicates that the most performant family of forecasts
(Metológica) contributes with 66% of the weight when is calibrated using 85% of its
better forecast samples. Despite having similar performance (recall Figures 5 and 11),
Garrad Hassan’s forecasts only contributes with 25% of the weight, and that is after filtering
30% of its samples. Unexpectedly, being the worst by far, PSF44 contributes with almost
10% to the final result, although after purging 35% of its samples. Probably, the higher
weight of PSF44 comes from its almost independence (small correlation) with respect to
the other forecasts, rather than its quality.

To analyze the performance of the combined band we present qualitative and quanti-
tive evidence. Figure 12 sketches random bands, its centroid and the corresponding actual
power over six days within the test-set. The last two figures (middle and rightmost plots
in the bottom row) correspond to two of the eight anomalous days found. Although the
off-band energy surpasses the Tθ limit, overall, the performance of those bands doesn’t
look that bad either.

20 40 60
0

0.2

0.4

0.6

0.8

1

20 40 60
0

0.2

0.4

0.6

0.8

1

20 40 60
0

0.2

0.4

0.6

0.8

1

20 40 60
0

0.2

0.4

0.6

0.8

1

20 40 60
0

0.2

0.4

0.6

0.8

1

20 40 60
0

0.2

0.4

0.6

0.8

1

Figure 12. Hybrid bands for six random days in the test-set [blue is the centroid, the red one is the
actual power].

Figure 13 shows other group of six random bands. This case does not include anoma-
lous samples, but there are a couple of samples where the area of the band is above the
target value. The most notorious case is that on the leftmost of the bottom row.
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Figure 13. Hybrid bands for six random days in the test-set [blue is the centroid, the red one is the
actual power].

It is worth wandering how much energy lies outside the band when violations happen,
and how narrow confidence bands are. The residual test-set is so small (90 samples) that,
although biased, we decided to use the old one to craft histograms. Figure 14 shows
histograms computed up from the original (180 samples) test-set. The leftmost corresponds
to the distribution of the off-band energy normalized by the total PLF along the period (72).
It is observed that no sample disagrees in more than 7.3%, while in 50% of the samples
(those colored with red) that percentage is lower than 1.6%. The rightmost represents the
distribution of normalized widths (%BW). As in the previous case, samples colored in red
add up to 50% and all of them are lower than 14.6%.

Fraction off-band energy
0 0.02 0.04 0.06 0.08

D
e
n
s
it
y

0

5

10

15

20

25

30

35

40

45

50
Off-band energy distribution

Normalized width of bands
0 5 10 15 20 25 30

D
e
n
s
it
y

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1
Bandwidths distribution

Figure 14. Histograms for relative off-band energy and widths of the bands.

Complementing the previous figure, Figure 15 marks with green the quantiles where
the values of either: off-band energy [leftmost] or normalized widths [rightmost] sat-
isfy original targets. The cumulated probability of samples in the first totalizes 90.17%,
while those over the rightmost add up to 79.8%. These results reflect the quality of the
forecasts and bands computed by this method. We conclude then, that the result is not
only satisfactory regarding our initial average performance goals (θ ≤ 0.035, { but it is
pretty good in terms of the overall quality of the bands and specially in terms of the energy
confidence of them.
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Figure 15. Histograms for relative off-band energy and widths of the bands.

5. Conclusions and Future Work

In this work we introduce a novel learning technique for crafting wind energy bands
around forecasts of wind-power generation over a horizon of 72 h ahead. The analysis is
based on a historical data set provided by the Uruguayan Electricity Market. The technique
allows to discard a portion of atypical days in the training-set, while controls the average
cumulated energy that lies outside bands. With an appropriate choice of the parameters
involved in the analysis, the model has succeeded in providing bands satisfying natural
requirements on confidence and width.

A remarkable conclusion of this work is that the use of an optimal convex combination
of conditionally independent (or weakly dependent) forecasts and its corresponding bands
improves significantly the performance of the model. For instance, the experimental
evaluation of Section 3 suggests that Meteológica forecasts performs, in average, better than
Garrad Hassan’s and PSF44. However, an appropriate convex combination of all of them
(even when the performance of PSF44 is rather bad) provides better results. While most of
the weight of the combination goes to Meteológica, the inclusion of Garrad Hassan and
PSF44 forecasts conveys stability to the result, compensating the fact that some anomalous
days for one forecast are regular according to the others. This idea could be extended of
course including more forecasts providers.

A drawback of the analysis that we mention here is that the available data set at the
moment this work was developed was not too large (around 300 days). Regarding the
quality of bands, we expect the performance of the technique will work even better with a
more extensive data-set, perhaps spanning a few years. Nevertheless, this size introduces a
challenge: increasing the training-set significantly increases computation times. Notice that
after adding up computation times reported in Table 2, the total time is above 6 h, which is
pretty good for the purposes of these experiments. However, those times are expected to
be much higher as the training data-set increases in size, so, in such situations is necessary
the introduction of specific algorithms to solve the optimization problem in (2), i.e., not to
rely upon standard solvers. A line of future work precisely goes the way of experimenting
with other exact methods or derivatives thereof and the exploration of Metaheuristics, in
order to find more efficient algorithms to tackle the problem.

Complementarily, the current model uses a single set of x’s variables to delimit bands
around forecasts, which results in symmetric widths either upwards or downwards. It is
worth testing this hypothesis by including two sets of x’s, on per each direction, and letting
the optimization to find solutions over a larger search space. A previous clusterization
of forecasts might also improve the performance. Since the training-set indistinguishably
comprises both: samples for windy and not-windy days, the relative deviation at a time
t necessary to reposition the process within a band shall be greater for forecasts of low
prospected energy than the necessary for high energy ones. The previous over-penalizes
widths of bands in forecasts with higher expected energy. Training different bands for
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different seasons might also improve the quality. Most of these ideas however, require
historical data sets much larger than the one currently available.

Regarding the application of bands as those developed in this work. They may be
particularly important to craft scenarios in stochastic optimization problems where the
complexity of state variables does not allow using other techniques, such as dynamical
programming. Examples of such situations arise from a combination of: generation units
with complex commitments (limit to minimum power, a slow starting/stopping process,
a minimum uptime operation once started); temporal correlation between generation units
(e.g., dam water reservoirs where water influxes come from another hydroelectric dam);
control deferrable consumption (e.g., electrical residential water heating that must be
accounted within certain time windows); large scale energy storage to be later returned to
the grid; among others. That results in a wide spectrum of potential application cases.
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Abstract: Silicon is the main element in the composition of glass and it has been seen that it can be
used as a partial replacement for cement in the manufacture of concrete. Different dosages of glass
powder and cement were applied to manufacture the concrete mixes. Initially, the characteristics
of fresh concrete were studied, such as consistency, air content, apparent density and workability.
Secondly, compressive strength tests were performed on the different concrete mixtures produced.
The consistency tests allowed us to classify these concretes within the group of fluids. The air content
of these concretes increased with the rate of substitution of cement by glass powder, resulting in
lighter concretes. Density tests showed that this parameter decreased as the rate of substitution
of cement increased. A coefficient k has been calculated for the substitution of glass powder by
cement in the binder, using the Bolomey formula. Also, a mathematical model has been proposed to
further analyze the experimental data. Major contributions of this work were to study the possible
application of this concrete in different dispersions as a surface protection layer against the action of
corrosion, in wind turbine foundations as well as the stabilization of the wind farm roads.

Keywords: sustainability; compressive strength; Bolomey formula; sustainable concrete; glass pow-
der

1. Introduction

By designing the 2030 Agenda, the United Nations (UN) established 17 primary global
objectives, the so-called SDGs (Sustainable Development Goals) [1], mainly focusing on
eradicating poverty, protecting the planet by fighting climate change and defending the en-
vironment. It is a commitment and a challenge that must be addressed jointly, seriously and
responsibly from all areas of society. Since ancient times, civil engineering has promoted
the development of society through the construction of different types of infrastructures [2].
However, this development has caused severe environmental damage due to the large
amount of natural resources demanded, as well as the pollution produced [3]. Current
trends in the field of civil engineering are aimed at adapting to the SDGs by achieving re-
silient and sustainable infrastructures that contribute in some way to the circular economy,
where the value of products and materials is kept as long as possible. Waste and the use of
resources are minimized, as these resources are kept within the economy when a product
has reached the end of its useful life in order to be repeatedly reused and continue creating
value [4], and contributing to achieve innovative products that represent an economic
benefit and a higher quality of life for people [5]. Therefore, it is important to carry out
an evaluation of the efficiency and sustainability of the works to determine the degree of
efficiency of the materials and construction methods [6].

311



Appl. Sci. 2021, 11, 3050

Within the framework of the circular economy, the role of glass is worth highlight-
ing [7]. Glass is a material that is easily recyclable due to its physical-chemical characteris-
tics [7]. All types of glass waste are used in the recycling process, coming from the selective
recovery of containers and packaging from the glass and ceramic industry [8].

Although in most industrialized countries the percentage of annually recycled glass
is increasing, there is still a high percentage of glass that is disposed in landfill [9], which
involves an important problem due to the accumulation of non-degradable waste, especially
in highly populated areas [10].

Some of the problems to increase the recycling rate of glass waste come from the
combination of different colors of glass waste, as well as difficulties in removing dirt, paper
or other contaminants from glass products [11]. These wastes that cannot be recycled will
be reused for certain uses.

Currently, there are many studies that show the good properties of glass waste, which
cannot be recycled, as substitutes for certain materials in the preparation of mortars and
concrete. They are considered indeed one of the most suitable substitutes for sand and
cement, due to their physical characteristics and chemical composition [12–14]. This reuse
of waste materials becomes a viable strategy to reduce the use of Portland cement and
natural aggregates in the preparation of mortars and concretes, reducing environmental
and energy impacts. Among these, the reduction of CO2 emissions is significant [14,15],
as well as of areas destined for controlled landfills [13,16]. In this context, the so-called
eco-efficient concretes arise, which comply with the characteristics outlined, but, in some
cases, they have some worse properties, such as compressive strength or durability, when
compared to those made with natural materials [16].

The use of finely grinded glass powder in the manufacture of mortars and concretes
has been widely studied, especially the optimum particle size. Most of the studies have
focused on assessing how the properties of concrete vary depending on the substitu-
tion percentage of cement by glass powder, as well as its particle size, which has been
shown to play a vital role in the alkali–silica reaction (ASR) [17–19]. At this regard, and
according to Idir et al. [19], with a particle size between 0.9 and 1 mm and a substitution
percentage of 20% with glass powder, the classic contractions due to ASR do not occur.
Corinaldesi et al. [20] stated that up to a substitution percentage of the aggregates by glass
powder of 70% can be reached, provided that a particle size between 36 and 50 µm is used.
This showed that by reducing the particle size of glass powder, the pozzolanic properties of
the binders manufactured increase. In addition, a greater long-term strength resistance of
the pastes manufactured with this type of cement was obtained, due to the higher presence
of C-S-H gels [19,20]. Also, these gels have a self-repairing property when they are used in
the stabilization of rolling track soils by prolonging their setting over time [21].

Liu [22] reported that self-compacting concrete produced with 10% glass powder to
replace cement had good properties when fresh. They indicated that workability decreased
as the glass powder content of the concrete increased due to the geometry of the glass
dust. In the same line, Parghi et al. [13] indicated that the sharper edge and the more
angular shape of the glass powder (GP) particles reduced the fluidity of the cement mortars
and concretes.

Nassar and Soroushian [23] reported pozzolanic activity when glass powder with
a particle size of 13 µm was used as a fractional replacement for cement in concrete.
Schwarz et al. [24] studied the properties of ground glass powder and reported that up
to a certain percentage substituting ground glass for cement was a viable solution for
fabrication in concrete.

Studies carried out by Sahyan et al. [25] have shown that at constant water-to-binder
mass ratio, the addition of 20% of glass powder significantly reduced the chloride ion
permeability of concrete, which was confirmed by Schawrz et al. [21]. This property confers
protective properties against corrosion to concretes made with glass powder and cement.
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Shaoa et al. [23] observed an increase in compressive strength of 120% at the cure age
from 3 to 90 days, when concrete was produced with ground glass powder with particle
size up to 38 µm.

According to Pengwei et al. [24], in the traditional concrete used in civil construction
that is generally subjected to large changes in temperature, its durability is clearly affected,
and in extreme cases can leave the concrete out of service. To avoid these consequences
in traditional concretes, air-entraining additives are incorporated into the mix. In the
case of concrete made with glass powder as a binder, the higher the percentage of sub-
stitution of glass powder for cement, the higher the air content, so it is not necessary to
include additives.

In 1935, Bolomey gave a formula to predict the compressive strength of cement mortar,
which expresses a linear relationship between the water–cement ratio and compressive
strength. This expression indicates that compressive strength of cement-based materials is
mainly dependent on the water–cement ratio among all the other factors. Therefore, it is
seen as a mathematical form of water–cement ratio law. In this regard, based on Fernández
Cánovas studies [25], a calculation of theoretical compressive strengths at 28 and 90 days
was reported using Bolomey’s dosage, introducing a coefficient k that represented the
replacement of cement CEM I52.5 R by glass powder.

Considering all the above-mentioned points, our initial research hypothesis was that
the glass powder used in this work, with its characteristics and particle size, will allow us
to produce an ecofriendly concrete, whose mechanical properties will not be adequate to
use it as a structural concrete, but it may be useful as a surface protection layer to avoid
or reduce corrosion phenomenon. Therefore, the aim of this work consisted of studying
the compressive strength of cements produced with different substitution percentages of a
certain glass powder. A mathematical model has been proposed to fit the experimental
compressive strength results. Also, Bolomey’s formula was applied for simulation of the
relationship between the water–cement ratio and 28- and 90-day compressive strength.

In summary, major contributions of this work were to study the possible application
of concrete made with cement and glass powder in different dispersions as a surface
protection layer against the action of corrosion, in wind turbine foundations as well as
the stabilization of the wind farm roads, since it is a sustainable and environmentally
friendly material. On the other hand, the mathematical model developed has resulted
in an appropriate simulation tool, since errors between real and simulated final stable
values of compressive strength were lower than 3.3%. Finally, it has been proved that glass
powder exerted an important activity in increasing the long-term compressive strength
of concretes, according to results obtained by the application of Bolomey’s formula. Also,
the use of glass powder as a binder in the concrete would be beneficial from the point of
view of the circular economy and environmental footprint because a final waste, which
cannot be further recycled and whose destiny would be a landfill, may have another useful
application.

2. Materials and Methods
2.1. Materials

CEM I 42.5-R Portland cement (Cementos Portland Valderrivas, Morata de Tajuña,
Madrid, Spain) was used. This cement had a density of 3.12 g/cm3, a specific surface of
4.440 cm2/g and a green–gray color. Its chemical composition was as follows—CaO (65%),
SiO2 (19%), Al2O3 (5.5%), Fe2O3 (2.65%), SO3 (2%), MgO (2%), Na2O (0.15%), K2O (0.7%).

The aggregate in mortar was essentially siliceous and non-reactive. It was sand with a
granulometry <4 mm, gravel 4–12 mm and gravel 12–20 mm.

The glass powder used came from the grinding of waste from the ceramic industry, as
well as from containers and packaging from the selective rubbish collection, which cannot
be reused due to their characteristic (high percentage of paper, cork or plastic attached).
They have been ground in a bar mill equipped with 15 bars of 3 different diameters and
with different grinding times.

313



Appl. Sci. 2021, 11, 3050

d50 glass powder of 16 µm was used (dimension of sample particles for which 50% of
them have a diameter lower than a certain value) [8], which provides interesting mechanical
results at a cost energy clearly lower than that necessary to obtain smaller granulometries
of glass powder. This makes the use of this material more sustainable in the field of Civil
Engineering [26].

Chemical composition of glass powder was given by the manufacturing company. It
is composed by 71.00% SiO2, 11.80% Na2O, 11.28% CaO, 2.20% Al2O3, 1.60% Fe2O3, 1.40%
MgO, 0.60% K2O, 0.10% MnO, 0.07% TiO2 and 0.05% P2O5, with 0.90% volatile LF (lost of
the Fire).

Physical and mechanical characteristics of the waste used were obtained by means of
different analysis techniques—laser granulometry, X-ray Diffraction and Scanning Electron
Microscopy. It should be noted that all the aforementioned ground glass powder comes
from the same batch of waste. Only their granulometries vary.

2.2. Characterization of Fresh Concrete

Consistency tests were carried out using the UNE-EN 12350-5 standard [27], by means
of the settlement test, which is sensitive when the mean settlement is between 10 and
200 mm. The air content of prepared concrete was determined by the UNE-EN 12350-7
standard [28] by pressure methods. The procedure followed for the calculation of density
and porosity was based on the corresponding standard [29].

2.3. Sample Preparation

In order to evaluate the different characteristics of concrete, 6 series of test pieces were
manufactured in accordance with the UNE-EN 12390-2 standard [30]. The only difference
between these specimens was the amount of glass powder used to replace the CEM I 52.5
R cement, as described in Table 1.

Table 1. Summary of experimental conditions for the samples prepared.

Concrete Composition Sample ID

Control G15 G30 G45 G60 G80

Cement substitution rate for glass powder (%) 0 15 30 45 60 80
Cement CEM I 52,5 R (kg/m3) 330 280.5 231 181.5 132 66

Glass Powder (kg/m3) 0 49.5 99 148.5 198 264
Equivalent binder (kg/m3) 330

Plasticizer (% binder) 0.35
Total water (L) 184

Arid <4 mm 740
Gravel 4–12 mm 310

Gravel 12–20 mm 850

All the mixtures were completely homogenized and poured into 10× 30 cm cylindrical
molds. They were compacted and after 24 h they were removed from the mold and kept
in a humid curing chamber at 20 ◦C, for 2, 7, 28, 90 and 180 days. After this time, the test
tubes were broken in accordance with the instructions of the UNE 83-304-84 standard [31],
and the properties of compressive strength of manufactured concretes were determined.

3. Results and Discussion
3.1. Characterization of Glass Powder

Three grinding processes were carried out on the waste glass, each one for a different
time, in order to obtain three samples of glass powders with different particle sizes.

Three dimensions have characterized the glass powders—d10, d50 and d90. They
represent, respectively, the diameter of the sample particles for which 10%, 50% and 90%
of the particles have a diameter smaller than that dimension, as can be seen in Table 2. In
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this work, the value of d50 was used for the characterization of the different batches of
ground glass.

Table 2. Granulometric characteristics of glass powders produced as a function of grinding time.

Glass Powder Used Griding Duration d10 d50 d90

T1 2 h 30 2.92 ± 0.01 µm 33 ± 1 µm 110 ± 3 µm
T2 4 h 15 1.96 ± 0.01 µm 16 ± 1 µm 59 ± 2 µm
T3 5 h 1.65 ± 0.01 µm 11 ± 1 µm 43 ± 2 µm

The cumulative granulometric curves of the three samples (Figures 1 and 2) revealed
considerable differences in the distribution of particle size.

—

 

Figure 1. Distribution of the accumulated granulometry of the 3 batches of glass powder [32].

—

 

Figure 2. Differential particle size distribution of the 3 batches of glass powder [32].

The glass powder subjected to X-ray diffraction tests resulted in a broad diffraction
band between 15 and 45 degrees, which corresponded to its amorphous and disordered
structure. The X-ray diffractogram of the glass powder of d50 = 16 µm is shown in Figure 3.
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ctogram of the glass powder of d50 = 16 μm is shown in Figure 

 

ray diffractogram of the glass powder of d50 = 16 μm. The dotted area shows the Figure 3. X-ray diffractogram of the glass powder of d50 = 16 µm. The dotted area shows the bulging
of the baseline indicating the presence of amorphous phases [32].

By means of the observation through the Scanning Electron Microscope (SEM), glass
grains with particle size between 1 and 20 µm can be observed. These grains showed
acicular shape and cone-shaped fractures. It should be noted the absence of fine elements
attached to these glass particles and their low porosity. A frontal and side views of a glass
powder particle, obtained by SEM, are shown in Figure 4.

ctogram of the glass powder of d50 = 16 μm is shown in Figure 

ray diffractogram of the glass powder of d50 = 16 μm. The dotted area shows the 

 

Figure 4. View of a glass powder particle (scanning electron microscopy (SEM) cliche in secondary
electrons). Frontal view (left) and side view (right) [32].

3.2. Results of the Characterization of Concrete

Results obtained for consistency, air content, apparent density and workability tests
are shown in Table 3.
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Table 3. Results obtained in the characterization of fresh concrete and concrete substituted by
glass powder.

Control G15 G30 G45 G60 G80

Consistency (mm) 11 16 16 16 14 13
Air content (%) 2.8 3.9 5.0 5.0 6.8 7.5

Apparent density
(kg/m3)

2390.1 2351.0 2338.5 2330.5 2292.0 2282.0

Workability
(easy/difficult)

easy easy easy medium medium difficult

According to the results obtained for the consistency tests, carried out by means of
a settlement test, concretes studied can be classified within the group of fluid concretes,
regardless of their dosage. It can be observed that the penetration values decreased as the
amount of glass powder added to the mixture increased, which is in agreement with the
results obtained by Liu [22]. Regarding the air content, it varied from 3.9% to 7.5%, so air
content increased with the substitution rate of the CEM I 52.5 R cement by glass powder.
Therefore, it can be said that replacing cement with glass powder led to a higher air content.
This phenomenon is caused by the retention of air bubbles by the surface energy of the
glass, which is greater the finer the glass grains are. For this reason, the volumetric mass
of the different concretes varied, decreasing when the substitution of cement for glass
powder increased. In addition to air, a second cause intervened in the decrease in the
volumetric mass of the concretes, which was the volumetric mass difference between glass
and cement. This is because the substitutions of CEM I 52.5 R cement for glass powder
were mass substitutions that were made without the volumetric corrections due to the
presence of aggregates.

Workability decreased when the amount of glass powder in the binder increased, also
in accordance with the tests carried out by Liu et al. [22].

The densities of the different concretes manufactured for this study were between 2351
and 2282 kg/m3, so density decreased as the rate of substitution of cement for glass powder
increased. This is not in agreement with some authors, for example, Parghi et al. [13], who
reported that the density was higher the higher the percentage of glass contained in the
mixture was. This may be due to the volumetric mass of the cement used, which was
3.12 g/cm3, while that of the glass powder was 2.54 g/cm3.

Regarding workability, the results obtained for the manufactured concretes did not
show significant changes. This result is in agreement with those obtained by Pereira-de-
Oliveira et al. [33] and Taha et al. [34].

3.3. Mechanical Properties of Concrete

Table 4 presents the compressive strengths of manufactured concretes, with and
without cement replacement with glass powder (see Table 1 for dosages), for all test ages
(2, 7, 28, 90 and 180 days).

Table 4. Compressive strength of concrete manufactured with cement replaced by glass powder.

t (Days)
Compressive Strength (MPa)

Control G15 G30 G45 G60 G80

2 22.4 17.3 12.4 8.6 2.7 0.5
7 29.9 25.9 20.4 15.9 5.0 1.5

28 34.5 32.0 23.9 21.2 10.0 3.7
90 39.6 32.6 29.8 25.2 14.2 8.6
180 40.4 33.8 30.7 26.9 15.8 10.3

As can be observed, for concrete prepared with cement replaced by glass powder, the
compressive strength of the concrete decreased when the quantity of glass powder in the
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binder increased. This can be attributed to the fact that glass powder has a low pozzolanic
activity at the early ages. These results are in agreement with the results obtained by
Tan et al. [35] and Mizahosseini et al. [36].

3.3.1. Mathematical Analysis of the Experimental Results

A mathematical model has been proposed to further analyze the experimental data.
The results obtained fit the following equation:

Cs = Cs0

(
1− exp

(
−
(

t

τ

)n))
(1)

close to the one that defines a first order system in classical mechanics (a similar model
has been used by Fiol et al. [37] In the above equation, Cs is the compressive strength, Cs0
is the final stable value of the compressive strength, t stands for the number of days after
setting, n is a shape constant, and τ is a characteristic time that represents the time when
the compressive strength reaches a 63% of its final value. The results of the fittings, together
with the Root Mean Squared Error, RMSE:

RMSE =

√√√√ 1
N

N

∑
i=1

(Cs|measured − Cs|calculated)
2 (2)

are presented in Table 5. The results of the modeling have been plotted in Figure 5 with
dashed lines.

Table 5. Coefficients of Equation (1), Cs0, τ, and n, fitted to the measured values of the compressive
strength, for each one of the studied cases (see Table 4), together with the Root Mean Squared Error
(RMSE) of each fitting.

Control G15 G30 G45 G60 G80

Cs0 (MPa) 41.89 33.237 31.978 26.964 16.618 11.011
τ (d) 1.5979 2.0105 2.4732 3.3509 9.3934 59.627

n 4.1999 3.4191 9.4455 10.810 32.400 62.276
RMSE
(MPa)

0.608 0.364 1.025 0.634 0.107 0.226

𝐶𝑠 = 𝐶𝑠0 (1 − 𝑒𝑥𝑝(−(𝑡𝜏)𝑛))
τ

RMSE= √1𝑁∑(𝐶𝑠|𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑−𝐶𝑠|𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑)2𝑁
𝑖=1

τ

τ

Figure 5. Evolution over time after setting of concrete compression strengths, Cs, for different cases studied
(see Tables 1 and 4).
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The model has proven to simulate quite well the results, as the errors were between
0.65% and 3.21% in relation to the calculated values of Cs0. Results of the model fitting to
the G15 sample were slightly different, as the shape of its curve seemed to detach from the
general pattern shown by the curves fitted to the data from the other cases. In Figure 6, the
coefficients of Equation (1) extracted from the different samples data are plotted in relation
to the amount of glass powder used to replace the cement, Gp. The following equations
were fitted to the results (see the dashed lines in graphs from Figure 5):

Cs0 = 41.54− 38.06Cs

(
R2 = 0.967

)
(3)

τ = 2.8477 + 46.875C2
s + 73.28C4

s

(
R2 = 0.986

)
(4)

n = 0.3266 + 1.0277C2.172
s

(
R2 = 0.857

)
(5)

𝐶𝑠0 = 41.54 − 38.06𝐶𝑠𝜏 = 2.8477 + 46.875𝐶𝑠2 +73.28𝐶𝑠4𝑛 = 0.3266 + 1.0277𝐶𝑠2.172

 

τ
–

Simulation by Bolomey’s 
As previously mentioned, Bolomey’s formula allows 
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Figure 6. Coefficients of Equation (1), Cs0, τ, and n, plotted in relation to the amount of glass powder used to replace the
cement, Gp. The corresponding lines of tendency (Equations (3)–(5)) have been plotted as dashed lines.

From Figure 5, it can be seen that the coefficient n from the G15 sample did not fit
Equation (5), making the fitting of Equation (1) to this sample data (see Figure 5) slightly
different from the general pattern. This might indicate that the normal errors present in the
process of manufacturing the samples has larger effects for lower quantities of glass powder
replacing the cement (that is, for lower values of Gp). Finally, with the coefficients extracted
from the above equations for Gp = 15, the modeling of the sample G15 has been calculated
and plotted in Figure 5 with a solid line. The fitting was worse to the experimental data
than the one obtained from the direct fitting of Equation (1), with the error being larger
(RMSE = 4.32%).

3.3.2. Simulation by Bolomey’s Formula

As previously mentioned, Bolomey’s formula allows us to predict the compressive
strength by means of a linear relationship between the water–cement ratio and compressive
strength. According to Bolomey’s law, by introducing a coefficient for a certain admixture,
the compressive strength values of a concrete in which this admixture has been included as
part of the binder can be estimated. From this equation, the effect of such addition on the
compressive strengths of concrete can be measured:

Cs = Csm× G

(
C + k + A

V
− 0.5

)
(6)
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where:

Cs: Compressive strength of concrete (MPa);
Csm: Compressive strength of a mortar of the same age (MPa);
G: Granular coefficient;
C: Amount of cement per m3 of concrete (kg/m3);
k: additive coefficient; and
V: volume of water per m3 of concrete (l/m3)

Using the above Equation (6), the theoretical values, at 28 and 90 days, of the compres-
sive strengths of concrete in which a part of the CEM I 52.5 R cement has been replaced by
an inert additive (k = 0), were calculated. Table 6 shows the so-called ‘Bolomey compressive
strengths-Bolomey Cs’ obtained. In this table, Bolomey’s ‘apparent’ compressive strengths
and ‘apparent’ coefficients of the additive correspond to values calculated without cor-
recting for the secondary effect of air entrainment caused by glass dust. Bolomey’s ‘real’
compressive strengths and ‘real’ coefficients of the additive indicate values calculated after
correcting for this effect.

Table 6. Results of Bolomey’s ‘apparent’ and ‘real’ compressive strengths.

Bolomey Compressive Strengths (MPa) Control G15 G30 G45 G60 G80

Cs 28 (Bolomey) apparent (k = 0) 34.5 23.7 14.9 8.1 0 /
Cs 28 (Bolomey) real (k = 0) 34.5 25.7 18.1 10.6 3.0 /

Coefficient considering the apparent k addition at 28 days / 1.01 0.57 0.59 0.36 0.35
Coefficient considering the real k addition at 28 days / 0.67 0.30 0.42 0.20 0.24

Compressive strengths and coefficients considering the addition
Cs 90 (Bolomey) apparent (k = 0) 39.6 27.2 17.1 9.3 0 /

Cs 90 (Bolomey) real (k = 0) 39.6 29.5 20.8 12.2 3.4 /
Coefficient considering the apparent k addition at 90 days / 0.5 0.71 0.63 0.20 0.25

Coefficient considering the real k addition at 90 days / 0.20 0.42 0.45 0.15 0.34

Figure 7 shows the evolution over time of the compressive strengths of the concrete
specimens, at a test age of 28 days, compared to Bolomey’s ‘apparent’ and ‘real’ compressive
strengths. As can be seen, the use of glass powder in the binder increased the compressive
strengths of concrete in the long term, increasing their values slightly between 28 and 90
days. It seems that the particle size of glass powder was one important factor responsible
for the increased reactivity in the long term [38].

Figure 8 shows the evolution over time of the compressive strengths of the concrete
specimens, at a test age of 90 days, compared to Bolomey’s ‘apparent’ and ‘real’ compressive
strengths.

The differences between the ‘apparent’ and ‘real’ Bolomey compressive strengths
(Figures 7 and 8) were due to the effect of air entrainment caused by glass powder. It is
observed that the compressive strengths of concretes containing glass powder were clearly
greater than those so-called Bolomey ones, whatever the amount of glass powder that
the binder contained. It can be concluded, therefore, that glass dust exerted an important
activity in increasing the long-term compressive strength of concretes. This activity can be
represented by a coefficient k, at 28 and 90 days, shown in Figures 9 and 10, which present
the evolution of the value of ‘k apparent’ and ‘k real’ depending on the amount of glass
powder contained in the binder, respectively.
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called ‘Bolomey 
Bolomey Cs’ obtained. In this table, ’ ‘apparent’

pressive strengths and ‘apparent’ coefficients of the additive correspond to values cal-

’s ‘real’ compressive strengths and ‘real’ coefficients

Results of Bolomey’s ‘apparent’ and ‘real’ compressive strengths.

’ ‘apparent’ and ‘real’ com-

Figure 7. Compressive strength, Cs, 28 days after setting, with regard to the amount of glass powder
used to replace the cement (Gp). The results are compared to the Bolomey (real and apparent)
corresponding ones. The determination coefficients of the linear fittings are R2 = 0.988 (CS 28); R2 =
0.999 (CS apparent Bolomey); R2 = 0.993 (CS real Bolomey).

’s ‘apparent’ and ‘real’ com-

The differences between the ‘apparent’ and ‘real’ Bolomey compressive strengths 

which present the evolution of the value of ‘k apparent’ and ‘k real’ depending on the 

Figure 8. Compressive strength, Cs, 90 days after setting, with regard to the amount of glass powder
used to replace the cement (Gp). The results are compared to the Bolomey (real and apparent)
corresponding ones. The determination coefficients of the linear fittings are R2 = 0.973 (CS 90); R2 =
0.993 (CS apparent Bolomey); R2 = 0.999 (CS real Bolomey).
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Evolution of the value of ‘ apparent’ depending on the amount of glass powder con-

Evolution of the value of ‘ real’ depending on the amount of glass powder contained in 

Taking into account the precision of these measurements, two average values of ‘ ’ 

Figure 9. Evolution of the value of ‘k apparent’ depending on the amount of glass powder contained
in the binder (Gp).

Evolution of the value of ‘ apparent’ depending on the amount of glass powder con-

Evolution of the value of ‘ real’ depending on the amount of glass powder contained in 

Taking into account the precision of these measurements, two average values of ‘ ’ 

Figure 10. Evolution of the value of ‘k real’ depending on the amount of glass powder contained in
the binder (Gp).

Taking into account the precision of these measurements, two average values of ‘k’
can be obtained, one for substitutions lower than 50% of CEM I 52.5 R cement for glass
powder, and the other for substitutions higher than 50%.

In this way, it can be considered that ‘k apparent’ was equal to 0.6, for replacements of
cement for glass powder below 50%, and equal to 0.3 for those higher. Similarly, for ‘k real’
a value of 0.4 can be considered for substitutions of cement for glass powder below 50%,
and 0.3 for those higher. These results are interpreted so that if k was 0.6, for example, to
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obtain the same compressive strength in a concrete produced with 60 kg of CEM I 52.5 R
cement, it would be necessary to use 100 kg of glass powder.

By obtaining the so-called Bolomey coefficients, the percentage of cement that can
be replaced for glass powder in concrete to obtain a certain compressive strength can
be calculated. According to Figures 9 and 10, for up to 50% replacement of CEM I 52.5
R cement by glass powder, the compressive strength values of concretes are sufficiently
important to classify these concretes in the group of building concretes. It was observed that
the decrease in compressive strength occurred linearly as a function of the percentage of
glass powder in the binder. In this way, from the experimental results, taking into account
the percentage of glass powder contained in the binder and the compressive strength
obtained in the control specimen, Equation (7) has been deduced. Such an equation makes
it possible to predict the compressive strength of the concrete, at a certain setting time,
according to the amount of glass powder used to replace the CEM I 52.5 cement:

Cs = −31V + Cscem (7)

where:

V is the percentage of glass powder contained in the binder; and
Cscem is the compressive strength of the concrete whose binder is only CEM I 52.5 R.

Figure 11 shows the variation of compression strengths, for test ages of 2, 7, 28 and
90 days, of concrete manufactured with different replacement percentages of cement by
glass powder. At above 50% replacement of CEM I 52.5 R cement by glass powder, the
previous law is not applicable. The experimental values of compressive strength are lower
than those obtained by this expression. From the values obtained for compressive strength,
concretes studied can be classified in the group of concretes for paving roads and highways.
Also, a possible use of concrete with a substitution percentage of glass powder for cement
lower than 50% may be in the construction of wind farms, as a surface layer in foundations,
since it may reduce the effects caused by corrosion because it significantly reduces the
chloride ion permeability of concrete due to exposure to meteorological phenomena [25,26].





–







higher than Bolomey’s

Figure 11. Variation of compression strengths, for test ages of 2, 7, 28 and 90 days, of concrete
manufactured with different replacement percentages of cement by glass powder (Gp).

323



Appl. Sci. 2021, 11, 3050

On the other hand, concretes manufactured with a replacement percentage higher
than 50% of glass powder could be involved in the construction of park roads, especially in
those located in areas with a high ecological value. From an environmental point of view,
these concretes do not emit pollutant leachate [26] and adopt the color of the aggregate
used, thereby minimizing the visual impact caused [32].

4. Conclusions

The results obtained in the tests carried out led us to confirm the initial research
hypothesis, and the following conclusions:

On the properties of fresh concrete:

- The addition of glass powder, as a substitute for cement with particles of dimension
d50 = 16 µm, to the manufacture of the concrete, whatever its dosage, did not cause any
improvement in terms of workability. In fact, the higher the glass powder replacement
percentage, the worse the workability of the concrete;

- The air content was higher with higher substitution of cement for glass powder.
This fact increased the resistance of the concrete to the atmospheric phenomena of
freeze–thaw cycles, without the need to include additives to achieve this effect;

- Replacing cement with glass powder caused a higher air content. For this reason, the
density of the different concretes varied, decreasing when the substitution of cement
for glass powder increased; and

- The consistency tests by means of a settlement test allowed us to classify these con-
cretes within the group of fluid concretes, regardless of the dosage of glass pow-
der used.

In terms of compressive strength:

- The use of glass in the binder increased the long-term compressive strengths of con-
crete;

- The long-term compressive strengths of concretes containing glass powder were
higher than Bolomey’s ones, whatever the amount of glass powder that the binder
contained. Therefore, glass powder exerted an important activity in increasing the
long-term compressive strength of concretes. At up to 50% replacement of CEM I 52.5
R cement by glass powder, the compressive strength values obtained were important
enough to classify these concretes in the group of building concretes. At above 50%
substitution of CEM I 52.5 R cement by glass powder, the resistance values obtained
allowed these concretes to be classified in the group of concretes for paving roads
and highways;

- A mathematical model has been proposed to further analyze the experimental data.
The model has proven to simulate quite well the results, as the errors were between
0.65% and 3.21% in relation to the calculated values of the final stable value of the
compressive strength; and

- Due to all the characteristic described, this concrete is proposed as ideal as a surface
protection layer against the action of corrosion in wind turbine foundations as well
as the stabilization of the wind farm roads. The proposed use of this final waster as
a binder in ecofriendly concrete has a global impact on circular economy and may
reduce the emission of greenhouse gases, because the destiny of this waste would
be landfill.
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Abstract: In the wind industry (WI), a robust and effective maintenance system is essential. To minimize
the maintenance cost, a large number of methodologies and mathematical models for predictive
maintenance have been developed. Fault detection and diagnosis are carried out by processing and
analyzing various types of signals, with the vibration signal predominating. In addition, most of the
published proposals for wind turbine (WT) fault detection and diagnosis have used simulations and
test benches. Based on previous work, this research report focuses on fault diagnosis, in this case using
the electrical signal from an operating WT electric generator and applying various signal analysis
and processing techniques to compare the effectiveness of each. The WT used for this research is
20 years old and works with a squirrel-cage induction generator (SCIG) which, according to the wind
farm control systems, was fault-free. As a result, it has been possible to verify the feasibility of using
the current signal to detect and diagnose faults through spectral analysis (SA) using a fast Fourier
transform (FFT), periodogram, spectrogram, and scalogram.

Keywords: wind turbine; electric generator; spectral analysis; fault diagnosis

1. Introduction

Regardless of the maintenance strategies and models applied in the wind industry (WI) to detect and
diagnose faults, the use of signals, such as vibration, acoustic, temperature, magnetism, and electrical
signals, is an indispensable requirement. Each of these types of signal have their advantages and
disadvantages. However, because all moving equipment produces some type of vibration, in the WI,
the use of vibration signals predominates [1–3]. Even though the current signal does not use intrusive
methods, the equipment used is inexpensive, easy to install, and also, according to reference [4,5],
both the vibration and current signal can be used to detect failures of the electric generator and loads
coupled to its axis. However, according to published reports, in the WI, current signals have rarely
been used, and the existing research is based predominantly on laboratory studies.

The processing of the signals used for the detection and diagnosis of faults is carried out using
a variety of models in the time, frequency, and time–frequency domains. All signal processing techniques
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have their own advantages and disadvantages, and the same applies to the domain in which the
analysis is carried out [1–4]. Furthermore, the lack of ideal conditions to apply a specific technique
directly prompts us to develop mathematical models that allow the detection and diagnosis of a specific
type of fault that occurs in a particular component and in certain specific conditions of operation [6–8].
The combination of all these factors has given rise to a huge number of proposed methods, some of
which are analyzed in more detail in the following sections.

Based on the foregoing, the purpose of this research is the detection and diagnosis of electrical
generator faults by means of the current signal of real wind turbines (WTs) in operation and the
application of various techniques for processing and analyzing existing signals to:

• Analyze the models used to detect the frequency components associated with faults.
• Obtain the spectrum of the current signal of an operating turbine.
• Study the effectiveness of signal processing techniques in detecting WT failures.
• Check the effectiveness of the WT control system to determine the status of the generator.
• Compare the results obtained with those of previously published studies.

Due to the variety of stresses to which the rotary induction machine is subjected, there are a variety
of failures that can occur in the stator, rotor, and bearings, as described in reference [9]. The objective
of this research is not to focus on a specific fault, but rather, applying the different signal processing
techniques, try to detect and diagnose the faults that will be described in sections two and three. As one
of the main objectives of this research is to use data from WTs in operation, and the only wind farm
(WF) available to make the measurements was integrated by WTs that use SCIG, then the study will
focus on this type of electric generator. The remainder of this original research is organized as follows.
Section 2 analyzes the mathematical models used to determine the frequency components associated
with faults in the SCIG using current signal analysis. In Section 3, the fundamentals and application
of various signal analysis techniques are discussed, emphasizing the published techniques for fault
detection in WTs using the SCIG current signal. Section 4 details the methodology and materials
used for the experimental part of this research. Section 5 includes the results obtained by applying
the techniques described in Section 3. Finally, the conclusions and recommendations are included in
Section 6.

2. Modeling Electrical Generator Faults Using the Current Signal

Due to its design, durability, and low cost, the use of the squirrel-cage induction machine
predominates at the industrial, commercial, and domestic levels [10,11]. Although there are several
types of generators, according to reference [12], in the WI, the doubly fed induction generator (DFIG),
and the squirrel-cage induction generator (SCIG) predominate.

The voltage signals, current, magnetic field, magnetomotive force (MMF), torque, and power of
an induction machine are characterized by its sinusoidal behavior [13]. Since the speed of the rotor
depends on the coefficients of the associated differential equations, which vary with time, the behavior
of the materials used in the construction of the motor is not constant over time but depends on the
position of the rotor. Under these conditions, it is hard to analyze signals in a spatial system, which is
why in-plane analysis is preferred. For this purpose, using the Clarke and Park transforms, a change of
variables is made. With the first transformation, we go from a 3D system (abc) to a 2D plane (alpha-beta)
that varies with the stator, while with the second one, we obtain a plane dq0 equivalent to a 2D plane
that rotates at the same rotor speed but is offset by an angle θ. Since the three-phase induction machine
generally does not use a neutral line, the main current does not have a homopolar component, and the
three phases can be represented in the dq plane. In this plane, the stator remains fixed (direct axis d) in
relation to a rotor plane (quadrature axis q) that rotates at speed ωx [13–15].
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The transformation between the abc space system and the dq0 plane, when the latter is oriented at
an angle θ with reference to the axis that remains fixed, can be performed directly using Equations (1)
and (2). When θ is zero, these Equations become (3) and (4), respectively [15–18].
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According to reference [16], the phase current of the DFIG can be expressed as a function of the
flow and torque vectors (the torque angle is 90◦ over the flow), Equations (5) and (6), respectively,
which can be represented in the dq plane, according to Equation (2). Since the variables of Equations (5)
and (6) rotate at speed 2πfs, they cannot be measured directly, so it is necessary to apply the inverse Park
transform to obtain the phase currents according to Equations (7) to (9). As described previously [19],
the different stresses that cause a torque on the rotor include coupled loads; unbalanced dynamic forces;
torsional vibration; transient torques; magnetic forces caused by leakage flux over the slots, making
them vibrate at twice the frequency of the rotor; air gap eccentricity; centrifugal forces; thermal stresses
caused by heat in the short-circuit ring and heat in the bars during starting (skin effect); residual forces
due to casting; machining and welding. Under normal operating conditions, the spectrum of the
signal has defined components. However, the asymmetries of the generator and the loads coupled
to it (gearbox, blades) transmit torsional vibrations that act on the rotor, causing variations in the
speed, torque, air gap magnetic flux and current bars. In this way, both mechanical and electrical
faults manifest as lateral components of the fundamental wave. The number of harmonics and their
amplitude depend on the magnitude of the fault [20,21].

isM = isM0 +
∑

AsMi
sin(2π fvt + ϕMi

) (5)

isT = isT0 +
∑

AsTi
cos(2π fvt + ϕTi

) (6)

ia(t) = i0 sin (2π fst + ϕ0)

+ 1
2 {AsMi cos[2π( fs − fv)t−ϕM]

+AsTi
cos[2π( fs − fv)t−ϕT]}

− 1
2 {AsMi

cos[2π( fs + fv)t + ϕM]

−AsTi
cos[2π( fs + fv)t + ϕT]}

(7)

i0 =
√

i2
sM0 + i2

sT0 (8)

ϕ0 = tg−1 isT0

isM0
(9)

As described in reference [22], in a fault-free machine, the rotor and stator currents should be
balanced. However, due to small differences in the winding geometry and the nonlinearity of the
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materials, an asymmetry arises that causes axial flow dispersion. Under these conditions, the distribution
of the harmonics in the air gap undergo alterations that can be easily detected, so that we can detect
broken rotor bars, one-phase failure, dynamic eccentricity, a negative sequence phase, and short circuits
in the rotor and stator windings. According to the same author, in a three-phase machine, with a full
pole-pass and fed by a balanced frequency ωs, the spatial distribution of the harmonics of the MMF
about the stator and as a function of the air gap flux is given by Equation (10). To apply these Equations
to the rotor, θ is given by (11) or (12). Substituting these Equations in the general term of (10) and
expanding it to obtain the first terms, we obtain Equation (13), which provides the components of
the frequency spectrum of the current induced in the rotor by the harmonics of the air gap. That is,
the stator current spectrum (CS) includes the components of the supply current and those of the rotor.
The presence of short circuits between turns produces an MMF with its own frequency spectrum that
is superimposed on the main one to give rise to a new spectrum that is expressed by (14) and whose
main term is (15).

Φs = Φ1 cos (ωt− pθs) + Φ5 cos (ωt + 5pθs)

−Φ7 cos (ωt− 7pθs) + Φ11 cos (ωt + 11pθs) . . . . . .Φn cos (ωt + npθs)
(10)

θ = θr + θsr = θ_r +ωrt (11)

ωr = ω(1− s)/p (12)

Φs = Φ1 cos (sωt− pθr) + Φ5 cos ((6− 5s)ωt + 5pθr)

−Φ7 cos ((7s− 6)ωt− 7pθs) + Φ11 cos ((12− 11s)ωt + 11pθs) . . . . . .
(13)

Φs = 0.5
∑∑

Φn cos
[
(k1 ± k2(

(1− s)

p
)) ± k2θr

]
(14)

f =

[
(k1 ± k2(

(1− s)

p
)) ± k2θr

]
(15)

As described in reference [14], the faulty and healthy squirrel-cage induction motor current is
given by (16) and (17), respectively. According to reference [23], when there is a short circuit or static
eccentricity in the stator, a negative sequence component appears, the amplitude of which depends on
the percentage of shorted turns. As described in reference [24,25], the components due to stator failures
( fs f ) are given by Equation (18), while according to reference [26], in the case of a healthy motor, the main
components are the first and fifth harmonics. In the case of an unbalanced voltage, regardless of slip,
this fault shows itself mainly in the first and third harmonics. According to reference [27], short circuits
cause the components given by Equation (19). As described in reference [28], in a symmetrical stator,
the CS contains the harmonics given by Equations (20) and (21), for which the harmonics determined
by Equations (22) through (24) should be added, in case of asymmetry. As described in reference [29],
another simple alternative for the early detection of stator faults depends on the magnitude of the
negative sequence of the current, which allows us to obtain the negative impedance to be compared
with the average winding impedance.

ia(t) = iA(t) = ia(t)
[
1 + km cos(ω f t) (16)

iA(t) = I cos
(
ωst−ϕ−

π

6

)
+

kmIL√
2
{cos

[
(ωs +ω f )t−ϕ−

π

6
]+ cos

[
(ωs −ω f )t−ϕ−

π

6

]
} (17)

fs f =

[
2k0(

1− s

p
) ± k1

]
fs (18)

f = fs

[
2k

p
(1− s) ± k1

]
(19)
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fs1 = fs

∣∣∣∣∣(1− k3) −
2k4Qr

p
(1− s)

∣∣∣∣∣ (20)

fs2 = fs

∣∣∣∣∣(1− k3) + (−2k4Qr

p
+ 2 + 6k0)(1− s)

∣∣∣∣∣ (21)

fs3 = fs1 − (n1 + 1)s fs
∣∣∣
n1=1 = fs1 − 2s fs (22)

fs4 = fs2 − (n1 + 1)s fs
∣∣∣
n1=1 = fs2 − 2s fs (23)

fs5 = fs (24)

As described in reference [30], rotor faults generate components below the supply frequency in the
stator spectrum, according to Equation (25), where the first term does not contribute to increasing the
supply current because it induces an MMF of zero sequence. However, the second term induces a set
of three-phase currents at the supply frequency and contains a component displaced by twice the slip
frequency, 2sf s. The fault causes a 2spωmr variation in rotor speed, causing a displacement of the lower
component (1 − 2s) f s and the appearance of an upper component at (1 + 2s) f s modulated by the third
harmonic of the stator flux. Other components that may appear are given by Equation (26). Because of
the static, dynamic, or mixed eccentricity, the air gap is not uniform, and the forces applied to the shaft
become unbalanced, causing friction between the stator and rotor. According to references [26,31,32],
the eccentricity causes the appearance of harmonics whose sequence is given by (27). If the eccentricity
is static, nd is zero, while if it is dynamic, it is 1, 2, 3, . . . However, according to reference [33], a difference
between static and dynamic eccentricity does not always exist for all motor configurations, in addition
to the fact that there are components that are not easily detectable.

fs =
NrI2

2
{cos[(3− 2s)ωst− 3pθ1]− cos[(1− 2s)ωst− pθs ] } (25)

fs = (1± 2k0s)ωs (26)

fecc =

[
2(k0Qr + nd)

(
1− s

p

)
± v

]
fs (27)

As described in reference [34], mechanical faults can be classified as those that cause air gap
eccentricity, load torque oscillations, or a combination of both. The first effect is due to unbalanced
loads, shaft misalignment, and gearbox and bearing failures. The second effect is due to wear or
failure of the bearings and to rotor imbalance caused by poor assembly, for example. The load torque
oscillation component, Equation (28), affects the rotor position and stator current. The length of the
air gap affects the permeance, flux density of the air gap, and MMF, which ultimately modulates the
stator current signal. When there is air gap eccentricity, that failure can vary with time and the angle
of the circumference θ, so, in the case of dynamic eccentricity, the length of the air gap is a function
of θ and t, according to Equation (29). The use of ωrt in the last equation provides an expression for
the static eccentricity. From this last expression, it is deduced that the dynamic eccentricity produces
components given by (30) in the signal spectrum. In addition, the modulation of the phase and the
amplitude occur at the same rotor frequency.

TT(t) = To + Tosc cos (ωt) (28)

gde(θ, t) ≈ g0(1− δd cos (θ−ωrt)) (29)

fs ± fr (30)

3. Signal Processing Techniques Applied to Wind Turbine Failure Detection

Initially, the study of the signals was carried out in the time-amplitude plane and was based on
the variation of the waveform in addition to the calculation of parameters such as the average value,

331



Appl. Sci. 2020, 10, 7389

peak value, interval between peaks, standard deviation, crest factor, root mean square value, kurtosis,
and skewness [35,36]. According to reference [37], synchronizing the sampling of the vibration signal
with the rotation of a gear and evaluating the average of several revolutions provide a signal called the
synchronized time average, which is expressed by Equation (31). This equation makes it possible to
accurately approximate a periodic signal and obtain the vibration pattern (including any modulation
effects) of the gear teeth of a gearbox. However, according to the author, this method requires
repeating the analysis for each gear. As described in reference [38], the most advanced proposed
methods for the analysis in the time domain apply time series models to the signal, among which are
those of auto regression (AR) and the autoregressive moving average (ARMA), which are applied in
references [39–41]. Currently, the parameters used in the analysis of the current signal in the time
domain can be used for the detection and diagnosis of faults using artificial intelligence models [42].
Thus, in reference [35], the eight parameters of the current signal in the time domain are the input
variables of a three-layer artificial neural network (ANN) used to predict the remaining useful life
(RUL) of the bearings of the gearbox of a WT.

g(t) =

k0∑

k0=0

Ak0(1 + ak0(t)) cos (2πk0 ftet +∅k0 + bm0(t)) (31)

As described in reference [43], the complex sinusoidal and cosine signals in the time domain
can be better analyzed using their frequency components obtained with the Fourier transform (FT).
According to references [38,44], the analysis in the frequency domain allows us to obtain information
that is not available in the time domain, for example, knowing the origin of the signal, the phase
modulation, and the moment at which the components arise. When the signals are stationary, their
frequency spectrum is constant over time, so the analysis can be performed using the FT. For example,
reference [45] determines the frequencies associated with the DFIG faults of WTs by applying the fast
Fourier transform (FFT) to the current signal of the electric generator, but during periods of steady-state,
that is, when the speed is constant.

When the signals are transient and not periodic, such as during startup or load variation or under
wind speeds with stochastic behavior, the spectrum is oscillatory. Under these conditions, the FFT and
analysis in the frequency domain are not sufficient, so it is necessary to resort to other techniques that
allow analysis in the time-frequency domain, such as the short-time Fourier transform (STFT), wavelet
transform, Wigner–Ville distribution (WVD), and Hilbert transform (HT) [42,46,47].

One of the first alternatives used to overcome the disadvantages of the FT was the windowing
technique proposed in 1946 by Dennis Gabor, which consisted of applying the FT to only a small
section of the signal at a time. This methodology is the origin of the STFT, which allows the signals to
be represented as a function of time and frequency. For this, the total signal time is divided into shorter
time intervals [48,49]. The signal is multiplied by a window function, Equation (32), and for each
resulting interval, the discrete time FT (DTFT) is given by (33) and (34). For a fixed time (n) of analysis,
the DTFT is known as the STFT, where (32), which is a sequence of DTFTs, is a periodic function of
frequency ω and period 2π. There is a different spectrum in each window, and by analyzing all the
intervals as a whole, the variation in frequency over time can be observed. When, instead of studying
the spectrum at a certain time, one wishes to study a specific frequency, then the windowing process
is carried out in the frequency domain. The quality of the results depends on selecting the window
that minimizes losses due to spectral leakage and reduces the amplitude of the main and secondary
lobes [50].

xt(m) = x(m)h(t−m) (32)

Xt(e
jω) =

1
√

2π

∫
e− jωmxm(m)h(t−m)dm (33)
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Xt(e
jω) =

∞∑

m=−∞
x(m)h(t−m)e− jωm (34)

Xt(e
jω) = (x[t]e− jωt) ∗ω[t]

∣∣∣
t=t

(35)

As described in reference [38], the STFT has resolution problems due to signal segmentation; one
of the alternatives to overcome this limitation is the WVD. This distribution is one of the most popular
ones since, unlike the STFT, it is not based on signal segmentation, providing better resolution in
both the time domain and the frequency domain. According to references [47,51], given a signal s(t)

in the time domain, the WVD is defined by (36), while starting from the frequency spectrum of s(t),
it is given by (37). It can be assumed that using the WVD means dividing the signal into two equal
parts in relation to a time t, with the right part overlaid over the left part, which means that when the
signal is null before or after t, then the signal is zero in t. The correct average is obtained only when
the signal can be separated into a component that is a function of time only and another function of
frequency. A signal that is not zero at time zero or a signal with frequencies without the existence
of a spectrum indicates the presence of interference or cross terms. As described in reference [34],
a sinusoidally modulated amplitude current signal has the same components as in (30), which means
that when f = fr, in the case of faults due to torque oscillations and eccentricity, the use of classic
spectral analysis (SA) does not allow us to distinguish between amplitude and phase modulation since
the modulation indices are small. However, the use of the WVD does allow us to distinguish these
faults using Equation (38).

W(t,ω) =
1

2π

∫ ∞

−∞
s∗(t− 1

2
τ)s(t +

1
2
τ)e− jτωdτ (36)

W(t,ω) =
1

2π

∫ ∞

−∞
S∗(ω+

1
2
θ)S(ω− 1

2
θ)e− jtθdθ (37)

fs ±
fr

2
(38)

The small magnitude of the components associated with the faults makes their extraction difficult.
To overcome this drawback, one of the most suggested techniques is to demodulate the signal amplitude.
For this, according to reference [52], the best option is to use HT due to its strength to handle noise.
According to that report, when there are no faults, the amplitude of the envelope is constant over time,
and its variance is zero. Otherwise, if the variance is greater than a pre-established threshold level,
some type of asymmetry exists.

According to reference [53], the HT of a signal is the relationship between the real and imaginary
parts of the FT of said signal. Similarly, the function of time obtained by the Fourier inverse is a complex
function called the analytical signal, the imaginary part of which is the HT. The analytical signal
can be represented as a phasor whose amplitude and rotation speed vary over time, according to
Equation (39), implying that, given a function in the time domain, in addition to the amplitude, one can
also obtain the components that modulate the frequency or phase, ã(t). In the HT, the amplitude
function is the envelope of both the real and the imaginary parts and represents the modulated signal
plus dc compensation. In the case of oscillating functions, the direct analysis in the frequency domain
of the periodic variations over time of the components introduced by some type of anomaly does
not provide enough information. However, if a bandpass filter is used in the region containing the
components that modulate the CS and its envelope is obtained, the frequencies associated with the
faults can be easily identified. Additionally, since the magnitude of the envelope can be plotted on
a logarithmic scale, exponential decays can be converted into straight lines to detect low-level peaks.
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This is the reason why the demodulation of the amplitude of the current signal is one of the most used
techniques for the detection and diagnosis of faults in rotating electrical machines using SA.

A(t)e jω(t) = a(t) + j̃a(t) = a(t) +
1
π

∫ ∞

−∞
a(τ)

1
t− τdτ (39)

According to reference [54], mathematically, the HT along with its FFT are given by (40). The composition
of the analytical signal and its amplitude, phase of the envelope, and instantaneous frequency can be
obtained from Equation (39). Both positive and negative components have a 90◦ offset, and Equation (41),
according to the Park transform, takes the same form after applying HT as Equation (17). From this,
it follows that the characteristic frequencies are fm and 2 fm, there being a dc component in fm, 2 fm,
2( fm + f1), etc. According to reference [55], when some type of failure occurs in the multipliers, a new
impulse appears in the original spectrum or phase spectrum. For this reason, prior to using the FFT
to obtain the spectrum, demodulation is applied (using the HT) to the current signal, demonstrating
the effectiveness of this technique in the detection and diagnosis of pinions and broken teeth in the
gearbox of a WT.

x(t) =
1
π

∫ ∞

−∞

x(τ)

t− τdτ = x(t) ∗ h(t) = x(t) ∗ 1
πt

(40)

isq = isq0 + isqv sin (ωmt + ϕsqv) (41)

According to reference [56], due to the operating characteristics of the WTs, the resolution of the
STFT, in both the time and the frequency domains, is limited. The wavelet transform has the capacity to
analyze variations in the signal in the coupled time-frequency domain. However, this process depends
strongly on the chosen function and requires prior knowledge of the signal used, while empirical
mode decomposition (EMD) lacks a theoretical foundation and requires extreme interpolation. In this
context, the author proposes a new method to detect the failures of the gearbox of the WTs, which
is based on first demodulating the stator current signal of a DFIG using the HT and then applying
a signal resampling algorithm based on the generator rotation frequency, such that the resampled
envelope has a constant phase angle range.

While the FT decomposes a signal into a set of waves of different frequencies, the wavelet transform
transforms a signal contained in space to a time-scale region using an infinite set of functions called wavelets
and defined according to Equation (42), called the wavelet mother. Similar to the FT, the continuous
wavelet transform (CWT) represents the sum of the products of the signal multiplied by each of the
wavelets, as shown in Equation (43). The characteristics and properties vary according to the type of mother
wavelets or wavelet families, among which we mention the Haar wavelet, Daubechies wavelets, symlets,
coiflets, biorthogonal wavelets, reverse biorthogonal wavelets, Meyer wavelets, discrete approximations
of Meyer wavelets, Gaussian wavelets, Mexican hat wavelets, Morlet wavelets, complex Gaussian
wavelets, Shannon wavelets, frequency B-spline wavelets, and complex Morlet wavelets. Unlike the
STFT, wavelet transformation allows the window measurement to be varied in such a way that a wide
window can be used when information about low frequencies is required and narrow windows
when it is necessary to analyze high frequencies since the latter are detected better in the time domain,
while low frequencies are more accurately analyzed in the frequency domain. This property means
that wavelets can be used in the SA at different frequencies and resolutions of both stationary and
transient signals [48].

Ψa,b(t) =
1
√

a
Ψ(

t− b

a
) (42)

C(a, b) =

∫ ∞

−∞
f (t)Ψ(a, b)dt (43)

As described in reference [57], techniques such as the CWT and discrete FT have disadvantages
when the analysis is carried out with small loads and close to the synchronism speed. According to
this author, a more effective method for detecting faults and analyzing the evolution of their severity is
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to use a Kalman filter, which is computationally more efficient. Since the CWT requires considerable
computational effort and generates too much data, an alternative is to filter the signal iteratively
in such a way that each frequency band obtained is again decomposed and so on until we obtain
several high-resolution frequency components, on which we perform the analysis. In other words,
the alternative is to discretize the parameters of both scale and time, leading to the discrete wavelet
transform (DWT), also called multiresolution analysis [58]. According to reference [59], calculating the
coefficients throughout the scale increases the calculation time, while according to reference [60], it can
be shown that the CWT is not useful for detecting faults or torque variations; therefore, the use of the
DWT is preferable. According to that report, the signal must first be decomposed by the CWT with
a Daubechies 8 (Db8) mother function, and then the FFT is used to analyze the spectrum components.

In reference [61], the components of the fundamental frequency and harmonics due to eccentricity, slots,
and other unknown causes, including environmental noise, determine the CS. However, these components
are not those related to the generalized bearing roughness; therefore, to detect this type of failure,
that work proposes to eliminate the mentioned components by filtering the generator stator signal
from a WT using the DWT based on the coiflet function. In addition, the signal is also broken down by
wavelets into several segments until the components associated with bearing failures are obtained.
As described in reference [62], in regard to detecting broken bars, the main problem with steady-state
analysis is that the frequency separation depends on inertia, which means that for small loads,
the separation decreases to a point where the frequencies associated with the broken bars cannot be
distinguished, so those authors propose processing the signal using wavelets. The current signal of
an induction motor is also broken down by wavelets for the detection of broken bars under different
load conditions. According to the authors, the high-order Daubechies family behaves as an ideal
filter and partially avoids overlap between frequency bands. In reference [63], the current signal of
an induction motor is also segmented by wavelets to detect broken bars under different load conditions.
According to the authors, the high-order Daubechies family behaves as an ideal filter and partially
avoids overlapping between frequency bands. According to reference [16], the use of wavelets makes
it unnecessary to know the slip, and in reference [20], a diagnosis of broken bars is proposed based on
the current signal and the transformation of wavelets, without using the slip.

As described in reference [64], it is possible to identify the incipient presence of broken bars
by applying the DWT with the Daubechies-44 family. Furthermore, since the transient state of the
induction motor can offer very useful information for the detection of electromechanical faults, such as
the dynamic eccentricity, the signal is sampled during startup. The detection of failures of loads coupled
to the induction machine using the MCSA has also been extensively studied, such as in reference [65],
where this methodology is used to detect gearbox failures caused by broken gears or broken teeth.
The use of GCSA for this purpose in WTs has not received the same attention, especially in regard to
studies based on real data.

In the time-frequency analysis, both variables are dependent, and according to the Heisenberg
uncertainty principle, it is not possible to know exact values but only intervals [66]. The autocorrelation
and power spectrum function does not provide all the necessary information, such as phase coupling
or bicoherence, whereas the STFT has the drawback of temporal resolution. For this reason, in the
case of non-Gaussian and nonlinear signals and signals whose spectrum is made up of a large number
of frequencies, SA must be implemented using high-resolution or higher-order-spectrum (HOS)
techniques [67]. Among these techniques is an approach using the bispectrum, which, being a complex
number, consists of magnitude and phase. The bispectrum can be used to analyze the relationship
between the frequencies of two sinusoids and the result obtained due to the modulation between them.
For each set of three frequencies, the signal power and phase are calculated; if the phase shift between
the two sinusoids tends to zero, then both have the same origin. Otherwise, the phase shift provides
an indication of failure [68].

According to reference [69], given a signal X(K), its second-order statistical characterization can
be represented by the autocorrelation and power spectrum function. For the same signal, with zero
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mean, its third-order moment is given by (44). If the signal is not stationary, Equation (44) depends
on three parameters (k, τ1, τ2), while for stationary signals, the function contains only τ1 and τ2.
The FT of the second-order momentum is the power spectrum that we have seen previously, while the
bispectrum is the double FT of the third-order momentum and is defined by Equation (45). The degree
of coupling between frequencies of different phases is measured by the bicoherence index, Equation (46),
whose magnitude varies from zero to one. The greater the value, the greater is the coupling [70].
According to reference [26], the bispectrum technique allows us to represent the FFT of both the phase
and the amplitude of the signal. Since the magnitude of the dominant component is a function of the
level of the fault, when this technique is applied to the current of induction motors, the spectrum of the
current signal allows the detection of electrical faults. The theoretical and mathematical foundations of
HOSs are addressed in reference [71–75].

c3,x(k, τ1, τ2) = c3,x[x(k)x(k + τ1)x(k + τ2)] = E[x(k), x(k + τ1), x(k + τ2)] (44)

B( f1, f2) = E[X( f1)X( f2)X × ( f1 + f2)] (45)

bic( f1, f2) =
B( f1, f2)√

P( f1)P( f2)P( f1 + f2)
(46)

Other HOS techniques used are frequency estimators based on eigen analysis. This methodology
divides the RM autocorrelation matrix into two vector subspaces, one representing the signal and another
representing noise, as shown in Equation (47). The order of the matrix and its eigenvalues are given by (48).
Among the frequency estimators developed based on this methodology, multiple signal classification
(MUSIC) and root MUSIC can be mentioned, which, as addressed in [76], are high-resolution models
that allow for the detection of frequencies in signals with low signal-to-noise ratios.

d(n) =

si∑

k=1

Ake( j2πn fk+∅k) + e(n) (47)

M = {λ1 + σ
2, λ2 + σ

2, . . . . . . , λL + σ
2, σ2, . . . . . . σ2 } (48)

As described in reference [76], although the relevant techniques generally deal with the detection
of a fault, in induction motors, it is most likely to find the presence of several faults, and for its
detection, a high-resolution model is proposed that combines a bank of infinite impulse responses
and MUSIC. According to the authors, this method is capable of detecting broken bars, imbalance,
and defects in the outer bearing race. Another approach that MUSIC uses is described in reference [77].
Although signal sampling is generally performed during machine operation and in some approaches
during startup, in that work, signal sampling is performed when the machine is disconnected from the
network since, according to reference [75], as the terminal voltage is produced by the rotor currents,
the presence of broken bars is reflected in the spectrum of the stator voltage. On the other hand,
according to reference [78], the disadvantage of MUSIC is that by increasing the correlation matrix
to find more frequencies, the required computational effort increases. To overcome this drawback,
that work proposes applying an algorithm similar to the zoom-FFT (ZFFT) method that focuses on
certain frequencies regardless of the total frequency range while applying zoom-MUSIC (ZMUSIC).
According to the authors, very good results are obtained with the proposed method, comparable to
those obtained with ZFFT but requiring less sampling time and less memory capacity.

Other models used for HOS fault monitoring and detection include estimation of signal parameter
via rotational invariance technique (ESPRIT) and PRONY. ESPRIT belongs to the subspace parametric
spectrum estimation methods expressed by Equations (52) and (53) [79], whereas according to
reference [80], the PRONY method is used to model the sampled data of a signal using a linear system
of complex exponential functions. As described in reference [81], the extensive use of the power
converter when the DFIG works below the synchronous speed causes the current to have a high
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content of interharmonics that can cause resonance, in addition to damage to capacitors, insulation,
control elements, and protection. According to the authors, the identification of these harmonics can
be performed using the PRONY and ESPRIT methods, although the latter has a lower resolution than
the former.

According to reference [82], to overcome spectral leakage, high-resolution analysis should be
applied, but since this implies a longer sampling time, the spectrum varies both in frequency and in
amplitude, making diagnosis difficult. From this, it can be deduced that there are no stable conditions
that are required to apply the FFT and that its use does not guarantee the identification of the frequency
components. The DWT allows for better spectral resolution. However, in general, the proposed signal
techniques are not efficient at low slips, such as 1%. Based on the foregoing, reference [82] proposed
using ESPRIT in combination with an improved Hilbert’s modulus method, which was successful in
detecting broken bars even with a slip as small as 0.33%, using only the one-phase signal and short
sampling time. When the same experiments were performed using MUSIC, satisfactory results were
not obtained, demonstrating the superiority of ESPRIT.

Another technique that has been widely used to diagnose faults in electrical machines is Park’s
vectors. According to Fortescue’s theorem, a triphasic system can be represented as the sum of
the components as a zero or homopolar, positive sequence and negative sequence, as expressed in
Equation (49) [83]. For three-phase induction motors, the three phases can be represented in the 2D dq

plane with Equations (3) and (4), known as Park vectors or Concordia patterns. In the absence of faults,
the Park vectors have components given by (50) and (51), whose graph is circular and centered on
the origin, while when there are faults in the stator and/or rotor, the graph is deformed and takes on
an elliptical shape [84–89]. 
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4. Materials and Methods

This research work has two parts. In the bibliographic part, emphasis has been placed on the
presentation of the theoretical foundations, mathematical models, and existing proposals for some
of the most used methodologies for the detection and diagnosis of failures in WTs. The second part
is a field investigation, with the purpose of verifying the effectiveness of the analyzed models to
determine the status of WTs in operation. The mentioned WFs were installed approximately 20 years
ago, and the one where the measurements were made consists of 33 WTs of brand NEG Micon.
The electric generator used by the WTs is a SCIG with two windings, one of small power (200 kW)
for low speed and the other of a higher power (900 kW) for higher wind speeds (see Table 1). As at
the time of testing, the wind speed was high, and measurements were made on the highest-power
generator (see Figure 1).
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Table 1. Technical characteristics of the WT and electric generator.

Brand NEG Micon

Model NM 52/900

Rotor diameter 52.2 m

blades 3

Power 900 kW

Power control Stall control

Drive train

Gearbox type: Planetary-Parallel
Transmission ratio: 1:67.5

Main bearing: spherical rollers
Cooling system: refrigerant, heat exchanger and pump

Electric Generator

Type: SCIG
Speeds: 750/500 rpm

Poles: 4/6
Power: 900 kW/200 kW

Voltage: 690 V/50 Hz
Cooling system: water

Coupling to the power grid Smooth, using thyristors

–

[𝐼𝑎𝐼𝑏𝐼𝑐] = [1 1 11 𝑎2 𝑎1 𝑎 𝑎2] [𝐼𝑎
0𝐼𝑎+𝐼𝑎−]𝑖𝑑 = √62 𝐼𝑠 sin𝜔𝑡

𝑖𝑞 = √62 𝐼𝑠 sin(𝜔𝑡 − 𝜋2)

 

Figure 1. Location of the current clamps on the WT power panel.

Formeasurements, inadditiontotheFlukei3000sflexibleclamps,aPicoTechnologyunit,modelPicoScope®4424,
was used, which must necessarily be connected to a computer in which software has previously been
installed to be able to acquire the signal. Data were acquired by applying a sampling rate of 10 kHz
over 2s (representing 20,000 data points per sample). This measurement was made continuously for
approximately 10 min. The processing of the data and the application of the various SA techniques
were performed in MATLAB r2019b software.

5. Results and Discussion

By applying the FT to the current signal of the generator under study, Figure 2a,b are obtained for
one and three phases, respectively. In the graphs, harmonics with frequencies of 40, 42, 46 and 56 Hz
can be distinguished, which, according to references [42,76,90], are related to stator failures, broken
bars, and phase imbalance. In addition, as described in reference [42], rotor failures are manifested by
harmonics of the fundamental frequency (3, 5, 7, etc.), which reinforce the indications of bar failure.
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(a) 

(b) 

Figure 2. FT of the WT current signal. (a) One phase and (b) three phases.

The frequency components are very close to the central frequency, and depending on the window
used, the width of the lobes can be very large, and the identification of faults by means of the FFT is
difficult, making it necessary to resort to other variables and techniques such as the power spectral
density (PSD) [91]. In MATLAB, we obtain an improved version of the PSD, which is shown as a Welch
periodogram (see Figure 3). In this approach, by definition, MATLAB applies the Hamming window
and displays the part of the graph corresponding to the real values. Unlike the case of the classic FT,
in the spectrum obtained by the Welch periodogram, a greater number of frequency peaks can be
distinguished, such as 30, 46, 54, 63, 124, 165, 261, 451, 534, 575, and 781 Hz. Although the composition
of the spectrum is uniform, there are differences in the magnitudes of the components. These differences
can also be observed when comparing the three phases of the generator (see Figure 3b).
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(a) 

 

(b) 

Figure 3. PSD applying Welch’s periodogram. (a) Phase A and (b) three phases.

Another alternative to overcome the drawbacks mentioned so far is the proposed methods to
eliminate frequencies that are not of interest so that it is easier to identify the components sought.
In this context, one option is the technique known as cepstrum analysis, which calculates the inverse
FT of the signal spectrum on a logarithmic scale. Failures alter the rotor speed and magnitude of the
components, creating new frequency components that have their own harmonic families. The cepstrum
provides an average of each of these families displayed as a single line with their respective harmonics
bands. Identifying the frequency of each frequency also allows for the separation of signals that have
been combined due to convolution [53,92].

By applying cepstrum analysis and selecting the appropriate scale for the axes, Figure 4 is obtained.
Several families of components close to the fundamental wave can be more clearly distinguished than
before. For our case, the harmonic families separated by 200 ms that are equivalent to 5 Hz are easily
visible. These frequencies are consistent with a fault attributed to broken bars, as was deduced with the
previous techniques. Other types of mechanical failures associated with these frequencies are imbalances
of the blades and bearings of the generator, which, according to reference [93], are manifested by
frequencies of 10 and 5 Hz, respectively. Although there is considerable similarity in the spectrum of
the three phases obtained with this technique, differences in the composition of the spectrum and the
magnitude of the components can also be highlighted, providing another indication of failure.
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Figure 4. Signal cepstrum of the electric generator.

As we have been able to verify from the techniques used so far, time-domain analysis does
not provide the frequency spectrum, while the analysis in the frequency domain does not provide
the moment at which the components are produced. By applying the algorithm of reference [94] to
calculate the STFT in MATLAB, Figure 5 is obtained. Parts a and b of this figure emphasize how both
the fundamental frequency and its components, which remain invariant over time, stand out in terms
of their energy (yellow color). Part b reveals harmonics very close to the fundamental (green and
orange color), which correspond to the frequencies of 10 and 5 Hz mentioned above.

 

(a) 

 

(b) 

Figure 5. Amplitude spectrogram of the SCIG. (a) 2 dimensional STFT, (b) 3 dimensional STFT.
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From a conceptual point of view, the STFT is one of the most important techniques and serves as
the basis for other signal processing techniques. However, its main disadvantage is that it uses the
same window width for the entire signal, resulting in the resolution in the time and frequency domain
being constant and only one frequency band being known. If the window is wide, a good resolution is
obtained in time, but a poor resolution is obtained in the frequency domain, whereas when the window
is narrow, the opposite occurs. Therefore, if the frequency components are well separated, a good
resolution over time may be preferred, whereas when the components are close together, the frequency
resolution is prioritized. The STFT is suitable for the analysis of quasistationary signals (stationary at
the window scale), which do not precisely represent the behavior of real signals. Another disadvantage
is that there are no orthogonal bases for the STFT, so it is difficult to find a quick and effective algorithm
to calculate it [45,65].

According to reference [47], the STFT is positive in all parts and fulfills the positivity requirement,
but regardless of the selected window, it does not provide adequate resolution to distinguish the
components, nor does it manage to show the instantaneous frequency that can be obtained by the
WVD. However, the WVD does not meet the positivity, global average, and finite support requirements.
As described in reference [38], one of the main disadvantages of bilinear distributions, such as the WVD,
is the interference terms formed by the transformation, which makes interpretation difficult and prevents
identifying the true components. To correct this disadvantage, distributions such as the Choi–Williams
distribution, pseudo-Wigner–Ville distribution (PWVD), and smooth pseudo-Wigner–Ville distribution
(SPWVD) are used [95].

Applying the SPWVD to the WT signal under study, Figure 6 is obtained. The 50 Hz frequency
(yellow color) and its harmonics stand out, and—as with the previous techniques—components
including 5 Hz can be distinguished along with the fundamental wave. Despite this advantage,
in Figures 5 and 6, the disadvantages of the STFT and WVD mentioned by references [38,47] can
respectively be seen.

– –
–

— —

 

Figure 6. Smoothed PWVD.

According to reference [96], when the carrier signal frequency is on the order of kHz, bearing
failures cannot be detected. However, by applying envelope analysis at the lower frequencies, detection
is possible. This is the foundation on which techniques such as the shock pulse meter (SPM) and spike
energy are based. HT demodulation, either directly to the current signal or to the Park transformation,
is used to detect various types of rotor and stator faults, such as broken bars and inter-turn short
circuits. In general, signal demodulation is usually the first phase, prior to the application of other
mathematical models that are used to improve detection and diagnosis [84,85,97,98]. By applying
the HT to our signal, Figure 7a is obtained, and we can distinguish the real and imaginary parts.
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Taking this last part and calculating the PSD, the spectrum of Figure 7b is obtained, which is similar to
those obtained using the FFT and Welch’s periodogram. However, the components associated with
broken bars cannot be distinguished, as it was done with the previously applied techniques.

 

 

 

Figure 7. HT for the electrical generator signal. (a) Real and imaginary part of the signal, (b) HT PSD
using the FFT.

According to reference [99], in regard to systems with multiple components, such as WTs,
the approach described in reference [54] does not work because the noise processed by the HT generates
spurious amplitudes at negative frequencies. To avoid this drawback, according to reference [99],
the HT should not be applied directly to the signal but to each of the members of an empirical
decomposition of the signal in the IMF, obtained by means of the method called sieving. By applying
this methodology to the SCIG signal, Figure 8 is obtained. For our case, the MATLAB algorithm breaks
down the signal into seven IMIs (Figure 8a), and proceeding as in reference [55], the HT of the first
IMF is obtained (Figure 8b), to which other techniques can be applied, such as the FFT (Figure 8c).
In this last figure, the components associated with broken bars are much more evident.
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(a) 

 

(b) 

 

(c) 

Figure 8. (a) Signal IMF, (b) HHT for the 1st IMF, (c) FFT of the 1st IMFs.

According to reference [42], when the generator is directly coupled to the grid using closed-loop
controllers, there is no manual control over the frequency or the terminal voltage. This control system
affects the behavior of the generator signal, and for fault diagnosis, it is necessary to use techniques
for transient states. For this reason, the author proposes to first filter and decompose the current
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signal of a SCIG using the DWT and then use the STFT to analyze the evolution over time of the
frequency of interest. This allows detecting not only stator and rotor failures but also their location
and identification. A similar approach to detect SCIG failures using the current signal is presented
in [100]. According to this study, due to its flexibility in the analysis of the evolution of the different
frequencies of a signal during transient phenomena, the wavelet transform is the most used signal
processing technique for fault diagnosis. However, the author agrees in stating that the DWT cannot
analyze the evolution over time of each frequency band in which the signal decomposes, which can be
solved by applying the STFT to the obtained frequency bands of interest.

To apply the wavelets to our signal, we proceed in a similar way to reference [60]. First, by means
of the DWT and the Daubechies family we decompose the signal into 8 levels (see Figure 9a), in such
a way that, at level d7 the frequency range is from 0 to 78 Hz and this is where the frequency components
could be found associated with the types of failures mentioned so far. However, observing the d7 level
in Figure 9a, it is not enough to make a diagnosis, and in these cases, it is necessary to apply another
type of analysis or use other methodologies, as described in reference [101]. Later, CWT with a scale of
1:100, it is applied and whose 2D graph is shown in Figure 9b. Here, in addition to the periodicity
of the signal, it can also be seen how as the scale factor increases towards the last low-pass filters,
the wavelets compress more and the number of low-frequency components associated with faulty bars
or eccentricity becomes more evident. The 3D graph is included in Figure 9c, displaying the periodicity
and uniformity or composition of the signal as a function of time. In this last graph, the peaks of the
signal occur in the last scales; therefore, by calculating in MATLAB the frequency equivalent of scale
100, the value of 6 Hz is obtained, which is consistent with the results of other signaling techniques.

According to reference [102], one of the disadvantages of classic SA using the FFT is the loss of
information when the signal is segmented. This can be compensated by the weighting of the windows.
However, this incurs a decrease in spectral resolution. As described in references [45,65], despite the
benefits of analysis in the time-frequency domain, since the components associated with the faults may
be very close to the fundamental frequency, their identification is complicated, so it is also necessary
to determine the frequency at which the analysis should be performed. At high frequencies, a good
resolution is obtained in the time domain, while at low frequencies, the resolution is better in the
frequency domain.

Figure 9. Cont.
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Figure 9. Application of the wavelet transform to the SCIG signal. (a) Decomposition of the current
signal using the DWT, (b) 2-dimensional continuous wavelet transform, (c) 3-dimensional continuous
wavelet transform.

According to reference [99], the wavelet transform has the disadvantage of overlap between the
frequency bands in which the signal has been separated and the need for an optimal selection of the
mother wavelet. To overcome these drawbacks, that report proposes to carry out the analysis by
applying both the HT and the wavelet transform to the current signal during startup. According to the
authors, based on the experimental studies and in contrast to the classic Fourier analysis, the DWT-based
approaches are simple and allow clear and reliable patterns to be obtained. The Hilbert–Huang
transform (HHT) has the advantage of avoiding dyadic decomposition, allowing greater security in
the study of high-frequency components located on the right-hand side, and IMFs allow a more secure
theoretical representation of the waveform composed of the left sidebands on the supply frequency,
which cannot be achieved with the DWT. Among the disadvantages are the introduction of signal
overlap problems, although this effect is negligible during startup. The patterns obtained are not as
clear as in other methods and are more difficult to interpret. There is no a priori relationship between
IMFs and frequency bands, making it difficult to select the appropriate number of IMFs to consider
for the detection of lateral components. As discussed in reference [99], these conclusions have to be
verified in field studies so that the results can be generalized for different operating conditions.

Finally, by applying the Park transform to the generator signal, Figure 10 is obtained. According
to reference [97], regardless of the slip, the short circuits between turns or broken bars produce
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an alteration in the envelope repeats cyclically to the same supply frequency, causing the elliptical
shape of the Park transform graph. Additionally, the comparison of Figure 10 with the results obtained
in reference [103] for the diagnosis of broken bars verifies substantial similarity.

–

 

Figure 10. Park vectors of the current signal.

6. Conclusions and Recommendations

Through this research, it has been possible to demonstrate the feasibility of detecting and
diagnosing faults in a WT generator using SA of the current signal. According to the models described
in the theoretical part of this research, there is at least one indication of failure due to broken bars in
the generator under study. The analysis was carried out using various signal processing techniques,
obtaining similar results with all techniques. However, the magnitude of the failure has not been
included in this investigation. To check the results obtained and to carry out a more in-depth
investigation, a periodic sampling could be done to analyze the evolution of the spectrum of the
generator current signal.

Although the diagnosis was obtainable with all the signal processing and analysis techniques
used, there are some differences. The FT indicates which frequencies exist in the spectrum of a signal,
but it does not provide the time at which these frequencies occur, nor does it provide the modulation
of the phase. Aliasing and leakage problems can also occur, and in general, this technique is not
recommended for transient states. The STFT allows information to be obtained in both the time domain
and the frequency domain. However, since it uses a fixed observation window for all frequencies,
it cannot adapt to rapid signal changes and cannot eliminate noise. In contrast, the DWT cannot
analyze the evolution over time of the frequency composition of each frequency group. The power
spectrum does not provide phase information, and the autocorrelation sequence does not provide
evidence of nonlinearity. Furthermore, since the power spectrum variance does not tend to zero as the
number of samples increases, the second-order periodogram or moment is not a consistent estimator,
and it is necessary to resort to third-order estimators such as the bispectrum, MUSIC, and root MUSIC.

Signal processing techniques are a very powerful tool. However, in many cases, especially when
conditions are not ideal, the use of these methodologies in isolation is not sufficient, and it is necessary
to use other, complementary models to increase the effectiveness of diagnosis. The use of the current
signal for the detection and diagnosis of faults in WTs is an area still to be explored, especially through
field work. However, based on the few existing references on field studies carried out with WTs in
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operation, it can be said in general that when the current signal is used, the diagnostic process is based
on the models analyzed in Sections 2 and 3 of this investigation.

According to what was seen in the introduction, in this research we have concentrated on the SCIG.
However, the most widely used electric generator in the wind industry is the double feed induction
generator (DFIG) which has many characteristics in common with the SCIG. However, since the DFIG
has a wound rotor that is feed independently, it has an electrical signal from the stator and another
signal from the rotor, which could be studied independently or in combination to detect both rotor and
stator faults. Another important aspect to consider is that WTs with DFIG use a power converter to
control the rotor current, which modifies the spectrum of the signals and increases the difficulty of
diagnosis. To limit the research, we have preferred not to delve into the differences that we would have
with the DFIG, since it would be preferable to do another specific field study on this type of generator.

Several of the models seen so far require knowledge of the rotor mechanical speed and/or slip and
generator design parameters, among other variables, which are generally not available. Additionally,
when signal processing and analysis techniques are used, it is necessary to perform the study for each
phase and for each record at the same time, so, considering the three phases of each generator and the
total WTs of a WF, the work is very complicated and can lead to diagnostic errors. Besides, almost all
the reports used as references rely on a signal that includes an explicitly provoked failure, which was
not possible to obtain for this investigation. Despite these aspects, a very useful technique at present is
to combine signal processing techniques with artificial intelligence models.
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Nomenclature

AT torque amplitude
AsMi, AsTi amplitude of magnetization and torque components
a 1(120◦) = 1e j 2π

3 = −0.5 + j0.866
a2 1(240◦) = 1e j 4π

3 = −0.5− j0.866
→
B flux density

e(n) sampled noise
fr(Hz) rotor frequency
fmr rotor mechanical frequency
fte gear frequency
fv vibration frequency of bearing failure
g (θr,θsr) air gap function (g in the case of a uniform air gap)
go constant air gap length
g(t) mean air gap length as a function of time
IL line current
i0 average or constant component of the current
isM, isT magnetization and torque components of the stator current
isM0, isT0 constant value of magnetization and torque components
J inertia
km failure modulation index
kwh winding factor for harmonic h
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k0 0, 1, 2, 3, 4, 5, . . .
k1 1, 3, 5, 7, 9, . . .
k2 1, 2, 3, . . . , (2p− 1)
k3 0,±2, ±6, ±10, . . .
N number of turns per coil
Nr number of turns of the rotor winding
nd 0 for static eccentricity, 1, 2, 3, 4, 5, . . . for dynamic eccentricity
MMF magnetomotive force
Pi input power
p pole pairs
pd bearing diameter
PFe iron losses
Qr rotor slots
Rr rotor resistance
Rs stator resistance
S arbitrary contour surface
si number of complex sinusoids
s slip per unit
T0 constant torque component
Tem electromechanical torque
TT total torque
Td damping torque due to failure
Tosc blade torque under normal conditions
θs angular displacement with reference to the stator
θr rotor angular displacement, rotor surface
θsr angular displacement between rotor and stator reference position
ϕ phase angle, load or power factor
ϕs phase shift between the stator and rotor MMFs
ϕd phase angle of the fault
ω angular velocity of the feed current
ωro constant component of the angular speed of the rotor
ωs stator field angular velocity
ωmr rotor mechanical speed
ωr rotor magnetic field speed
ω f angular velocity of the fault
Λ2 Laplace operator
ξ temporal variable
σ2 variance
δd dynamic eccentricity index
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