
Topic Reprint

Fractional Calculus
Theory and Applications 
Volume I

Edited by 

António Lopes, Alireza Alfi, Liping Chen and Sergio Adriani David

Published in Journals: Fractal and Fractional, Axioms,  

Mathematical and Computational Applications,  

Mathematics and Symmetry

mdpi.com/topics



Fractional Calculus: Theory and
Applications—Volume I



Fractional Calculus: Theory and
Applications—Volume I

Editors

António Lopes

Alireza Alfi

Liping Chen

Sergio Adriani David

Basel • Beijing • Wuhan • Barcelona • Belgrade • Novi Sad • Cluj • Manchester



Editors

António Lopes

University of Porto

Porto

Portugal

Alireza Alfi

Shahrood University of

Technology

Shahrood

Iran

Liping Chen

Hefei University of

Technology

Hefei

China

Sergio Adriani David

University of São Paulo

Pirassununga

Brazil

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Topic published online in the open access journals

Fractal and Fractional (ISSN 2504-3110), Axioms (ISSN 2075-1680), Mathematical and Computational

Applications (ISSN 2297-8747), Mathematics (ISSN 2227-7390), and Symmetry (ISSN 2073-8994)

(available at: https://www.mdpi.com/topics/Fractional Calculus).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

Volume I

ISBN 978-3-7258-1145-8 (Hbk)

ISBN 978-3-7258-1146-5 (PDF)

doi.org/10.3390/books978-3-7258-1146-5

Set

ISBN 978-3-7258-1143-4 (Hbk)

ISBN 978-3-7258-1144-1 (PDF)

© 2024 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license.



Contents

Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Qibing Jin, Bin Wang and Zeyu Wang

Recursive Identification for MIMO Fractional-Order Hammerstein Model Based on AIAGS
Reprinted from: Mathematics 2022, 10, 212, doi:10.3390/math10020212 . . . . . . . . . . . . . . . . 1

Ahmed Salem and Sanaa Abdullah

Non-Instantaneous Impulsive BVPs Involving Generalized Liouville–Caputo Derivative
Reprinted from: Mathematics 2022, 10, 291, doi:10.3390/math10030291 . . . . . . . . . . . . . . . . 22

Bodo Herzog

Adopting Feynman–Kac Formula in Stochastic Differential Equations with (Sub-)Fractional
Brownian Motion
Reprinted from: Mathematics 2022, 10, 340, doi:10.3390/math10030340 . . . . . . . . . . . . . . . . 40

Ramsha Shafqat, Azmat Ullah Khan Niazi, Mdi Begum Jeelani

and Nadiyah Hussain Alharthi

Existence and Uniqueness of Mild Solution Where αinfoNumber(1, 2) for Fuzzy Fractional
Evolution Equations with Uncertainty
Reprinted from: Fractal Fract. 2022, 6, 65, doi:10.3390/fractalfract6020065 . . . . . . . . . . . . . . 53

Wang Jun, Cao Lei, Wang Bin, Gong Hongtao and Tang Wei

Overview of One-Dimensional Continuous Functions with Fractional Integral and Applications
in Reinforcement Learning
Reprinted from: Fractal Fract. 2022, 6, 69, doi:10.3390/fractalfract6020069 . . . . . . . . . . . . . . 71

Dinesh Kumar, Dumitru Baleanu, Frédéric Ayant and Norbert Südland
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Preface

Fractional calculus (FC) generalizes the operations of differentiation and integration to

non-integer orders. FC has emerged as an important tool for the study of dynamical systems since

fractional order operators are non-local and capture the history of dynamics. Moreover, FC and

fractional processes have become one of the most useful approaches to dealing with the particular

properties of (long) memory effects in a myriad of applied sciences. Linear, nonlinear, and complex

dynamical systems have attracted researchers from many areas of science and technology, involved in

systems modelling and control, with applications to real-world problems. Despite the extraordinary

advances in FC, addressing both systems’ modelling and control, new theoretical developments

and applications are still needed in order to accurately describe or control many systems and

signals characterized by chaos, bifurcations, criticality, symmetry, memory, scale invariance, fractality,

fractionality, and other rich features. This reprint focuses on new and original research results

on fractional calculus in science and engineering. Manuscripts address fractional calculus theory,

methods for fractional differential and integral equations, nonlinear dynamical systems, advanced

control systems, fractals and chaos, complex dynamics, and other topics of interest within FC.

António Lopes, Alireza Alfi, Liping Chen, and Sergio Adriani David

Editors
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Article

Recursive Identification for MIMO Fractional-Order
Hammerstein Model Based on AIAGS

Qibing Jin, Bin Wang * and Zeyu Wang

Institute of Automation, Beijing University of Chemical Technology, Beijing 100020, China;
jinqb@mail.buct.edu.cn (Q.J.); wangzeyu@buct.edu.cn (Z.W.)
* Correspondence: 2019210478@buct.edu.cn

Abstract: In this paper, adaptive immune algorithm based on a global search strategy (AIAGS) and
auxiliary model recursive least square method (AMRLS) are used to identify the multiple-input
multiple-output fractional-order Hammerstein model. The model’s nonlinear parameters, linear
parameters, and fractional order are unknown. The identification step is to use AIAGS to find the
initial values of model coefficients and order at first, then bring the initial values into AMRLS to
identify the coefficients and order of the model in turn. The expression of the linear block is the
transfer function of the differential equation. By changing the stimulation function of the original
algorithm, adopting the global search strategy before the local search strategy in the mutation
operation, and adopting the parallel mechanism, AIAGS further strengthens the original algorithm’s
optimization ability. The experimental results show that the proposed method is effective.

Keywords: adaptive immune algorithm; multiple-input multiple-output; fractional-order model;
Hammerstein model; system identification

1. Introduction

In recent years, with the rapid economic and social development, the complexity of
industry has been increasing. In order to understand and control these industrial pro-
cesses more accurately, it is necessary to study system identification. However, in real
life, nonlinear processes are inevitable and widespread. Nowadays, there is no definite
characterization for nonlinear processes. A block-oriented model is a description of non-
linear model, which is the result of the interaction between the dynamic linear module
and static nonlinear module. These model components can be connected in series, parallel,
or feedback [1]. Hammerstein model is a typical block-oriented model that consists of a
static nonlinear block in cascade with a dynamic linear block [2]. Because the dynamic
behavior of the model is only included in the linear block, and the nonlinear block is static,
this feature is conducive to identifying and controlling the nonlinear system constructed by
the Hammerstein model [3]. Hammerstein model is extensively used to identify nonlinear
systems [4–7]. As the model is widely used, the identification methods are also inten-
sively discussed. These methods include neural networks [8,9], piecewise linear model [6],
least square method [10], support vector machine [11], combined prior information [12],
and so on.

In real life, it is evident that the dynamic linear block based on integer order cannot
fully simulate the real model [13]. The fractional-order model extends the order of the
model from the integer level to the fractional level. Therefore, the study of the fractional-
order nonlinear model is essential [14]. At present, fractional-order models have been
discussed in many fields, such as molecular materials [15,16], the voltage and current of
the drive end impedance [17], industrial battery [18–20], and so on.

With the wide application of the fractional-order model, the problem of model iden-
tification has also been intensively discussed. However, the current methods have some

Mathematics 2022, 10, 212. https://doi.org/10.3390/math10020212 https://www.mdpi.com/journal/mathematics1
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limitations. The particle swarm optimization algorithm can be used to identify the pa-
rameters of the fractional Hammerstein model [21]. This method excessively depends on
the optimization ability of the algorithm and does not consider the internal relationship
between system parameters. Once the optimization algorithm has problems, it will signifi-
cantly impact the identification results. The Levenberg–Marquardt algorithm developed by
combining the two decomposition principles [22] can only be applied to the theoretical envi-
ronment. Once the system is affected by noise, the model’s parameters will not be identified
exactly. Reference [23] also requires an ideal environment. Some scholars pay attention to
the fractional-order Hammerstein model with single-input single-output [24–28]. Some pay
attention to the fractional-order Hammerstein model with multiple-input multiple-output,
but most use the state space equation as the linear block of the model [29,30]. However,
fractional-order calculus is a whole concept [31]. Using the transfer function of differential
equation to construct the linear block of the Hammerstein model can better integrate the
two concepts.

Based on the above background, this paper discusses a new method to identify the
nonlinear coefficients, linear coefficients, and fractional order of the MIMO fractional
Hammerstein model. In this method, AIAGS greatly improves the optimization ability by
improving the immune algorithm’s stimulation function and search strategy. Then, the al-
gorithm estimates the initial values of all MIMO fractional Hammerstein model parameters,
including fractional order. The estimated result provides relatively accurate initial values for
the subsequent algorithm. It solves the problem that the two-step method [28], which iden-
tifies coefficient and order, depends on the initial values. Then, using AMRLS, a method for
accurate parameter identification of the MIMO fractional-order model is proposed. Finally,
the effectiveness of the proposed method is verified by numerical simulation.

The main contribution of this paper is to propose an adaptive immune algorithm
with a global search strategy to accurately identify the initial parameters of the fractional
Hammerstein system. Secondly, a new recursive identification method for coefficients
and fractional order of MIMO fractional-order nonlinear system with differential equation
transfer function as linear block model is derived using an auxiliary model. Due to the
different ways of selecting the optimal solution, the AIAGS algorithm proposed in this
paper has higher reliability than the classical immune algorithm. Based on the auxiliary
model, the recursive identification algorithm for the MIMO fractional Hammerstein model
is given using the recursive least square method. The method in this paper solves the
initial value problem of previous methods and provides more accurate initial values. This
initial value cooperates with AMRLS, making the result of parameters identification of
multi-input and multi-output fractional Hammerstein model closer to reality.

In this paper, an improved immune algorithm is proposed in Section 2. In Section 3,
a new recursive identification method for MIMO fractional-order Hammerstein model with
differential equation transfer function as linear block model is derived by using auxiliary
model is discussed. In Section 4, numerical simulations show the effectiveness of the
proposed method. Finally, Section 5 gives some conclusions.

2. Adaptive Immune Algorithm Based on Global Search Strategy

2.1. Review of Immune Algorithms

The immune algorithm is an adaptive intelligent system inspired by immunology and
simulates the functions and principles of the biological immune system to solve complex
problems. It retains several characteristics of the biological immune system, including
global search capability, diversity maintenance mechanism, strong robustness, and parallel
distributed search mechanism. The immune algorithm automatically generates the initial
population by uniform probability distribution. After initialization, the population evolves
and improves by the following steps: calculation of stimulation, selection, cloning, mutation,
clonal inhibition, etc. [32].

2
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2.2. AIAGS
2.2.1. Stimulation Improvement

Individual stimulation is the evaluation result of individual quality, which needs
to be comprehensively considered individual affinity and concentration. The individual
stimulation can usually be obtained by a simple mathematical calculation based on the
evaluation results of individual affinity and concentration. In the traditional immune
algorithm [33], the stimulation is expressed as

fsim(xi) = a· fa f f (xi)− b· fden(xi) (1)

where xi means the ith individual of the population; fa f f (xi) is affinity, which represents the
Euclidean distance between the current individual and the optimal individual; fden(xi) is
the concentration, indicating the number of other individuals whose Euclidean distance be-
tween the current individual and other individuals is within a certain threshold; fsim(xi) is
the stimulation; a and b is the calculation parameter. The algorithm will sort the individuals
according to the stimulation and make the next choice.

This paper made the following changes to the coefficients of affinity and concentration.
Firstly, the minus sign of Equation (1) is changed on the plus sign. Because the concentration
represents the quality of population diversity, and too high concentration means that there
are many very similar individuals in the population, the key point of the immune algorithm
is to suppress the individuals with a high concentration to achieve global optimization.
However, in both the original algorithm and various improved immune algorithms today,
the coefficient b is non-negative, which leads to a minor incentive for individuals with low
affinity and high concentration [34–38]. This improvement conforms to the core concept of
the algorithm.

Secondly, this paper designs a parameter β related to the current population’s max-
imum, minimum, and individual affinity values. In the original algorithm, the a and b
are constants. In various improved algorithms [34–38], the adaptive coefficients are only
related to the number of current iterations. Because the comparison of stimulations be-
tween individuals is carried out in the population of the current iteration, these adaptive
coefficients are not different from constants. They will not affect the stimulation ranking
of the population. In this paper, because β is quadratic when selecting individuals based
on stimulations, individuals with low affinity and individuals with high affinity will be
considered, increasing the global searchability. The parameter is expressed as

β =

(
fa f f (xi)− fa f f a

fa f f max − fa f f a

)2

(2)

where fa f f a is the average of fa f f max and fa f f min
.

Finally, after a certain number of iterations, the population will move closer to the
optimal global individual. If the concentration problem is also considered, it may give
up the found optimal range and select the new random individual when selecting the
individuals. Therefore, a monotone decreasing adaptive operator is designed in this paper.
In the middle and later iteration stages, the concentration effect is negligible.

To sum up, the stimulation for this paper is expressed as

fsim(xi) = (1− β)· fa f f (xi) + [1−
√

2gen
G

−
( gen

G

)2
]·0.5β· fden(xi) (3)

where gen means the current number of iterations and G is the total number of iterations.
After improvement, the approximate trend of individual stimulations is shown in

Figure 1a. The approximate trend of the stimulations of the original or other improved
immune algorithm is shown in Figure 1b. The x-axis is 100 individuals sorted from smallest
to largest according to affinity, and the y-axis is individual stimulation. It can be seen
from Figure 1 that the original algorithm and other improved algorithms generally only

3
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select individuals with low affinity. In contrast, the algorithm in this paper can consider
individuals with high affinity.

 
(a) (b) 

Figure 1. Comparison of stimulations. (a) The stimulations of AIAGS. (b) The stimulations of
other algorithms.

2.2.2. Mutation Strategy Improvement

The original algorithm has a single strategy in the mutation stage. The algorithm
improved by others will enrich the mutation strategy and improve the probability of all
individuals for mutation. However, the mutation strategy is selected only by random
numbers, which makes the algorithm not flexible [38].

The algorithm of this paper has two minor changes in the mutation stage. First,
an adaptive operator pm that changes from algebra is designed, and its value decreases
monotonically between 0 and 0.8. The parameter can be expressed as

pm = 0.8·(1− gen
G

)
(4)

Secondly, when setting the global optimization step, a variable sv is added based on
adaptation, gradually changing the mutation step. The optimal individual is selected for
retention of the individuals after several mutations, which greatly enhances the global
search ability.

To sum up, the mutation strategy for this paper can be expressed as

xi,j =

{
xbest,j + pm·

(
xr1,j − xr2,j

)
, rand > pm

xr1,j + (pm + sv)·
(
xr2,j − xr3,j

)
, otherwise

(5)

where i means the sequence of individuals in the population; j denotes the sequence of
dimensions in the individual; xr1, xr2, and xr3 are different individuals randomly selected
from the population except for the xi.

Obviously, in the early stage of the iteration, the mutation strategy will mostly choose
the second mutation strategy, edge mutation strategy, which will enhance the global
optimization ability of the algorithm. In the middle and later stages of the iteration, the first
mutation strategy, the optimal individual mutation strategy, will be selected for local search.

2.2.3. Simulated Annealing Strategy

The simulated annealing algorithm mimics the annealing process in metallurgy and is
classified as a single-based solution method. After comparing the current optimal solution
with the previous optimal solution, if the fitness of the current optimal solution is greater
than that of the previous one, it may abandon the current result and choose the previous
result [39].

4
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At the end of the improved algorithm, simulated annealing is added to avoid the
algorithm falling into the local optimum. Some people have done similar work, but both
the initial algorithm and others’ improved algorithm use stimulus to evaluate the optimal
solution [33]. This paper uses affinity to evaluate the optimal solution at the end. However,
the stimulation of the optimal individual of the previous generation may be slightly big,
resulting in not being selected during mutation selection, so the affinity of the optimal
individual of the current generation may be greater than that of the previous generation.
At this time, the effect of simulated annealing will likely jump back to the result to optimize
further. The replacement for such a case depends on the probability p as defined as

p = e−ΔFΔF =
fa f f (xi

′)
fa f f (xi)

− 1 (6)

where xi
′ is the current optimal solution; xi denotes the previous optimal solution. This

part will replace the solution if p < rand(0, 1).

2.2.4. Pseudo Code of AIAGS

To sum up, there are some innovations of this paper on the existing immune algorithms.
The pseudo code of AIAGS is explained in detail in Algorithm 1. The flowchart of AIAGS
is explained in detail in Figure 2.

Algorithm 1: AIAGS

Step.1 Define the objective function F(x);
Step.2 Initialize population X;
Step.3 Evaluate all the individuals xi by the objective function F(x);
Step.4 Calculate the affinity fa f f (xi) and concentration fden(xi) of each individual;
Step.5 Initialize the number of iteration m = 1;
Step.6 While m < max number of iterations M;
Step.7 Calculate the stimulation fsim(xi) of each individual by the Equation (3);
Step.8 Select the individuals in the population by stimulation and clone the individuals;
Step.9 Mutate the cloned individuals by the Equation (5);

Step.10
If the generated mutation vector exceeds the boundary, a new mutation vector is

generated randomly until it is within the boundary;
Step.11 Inhibit cloning and calculate the affinity of each new individual;
Step.12 Generate optimal individual by Simulated Annealing by the Equation (6);
Step.13 End;
Step.14 m = m + 1;
Step.15 End while;
Step.16 Return the best solution.

2.3. Benchmark Function

Due to the limitations of intelligent optimization algorithms, unlike the traditional
algorithm, which has a mathematical theoretical basis, it is not strict. After improving
the optimization algorithm, most people use the classical benchmark function to test the
algorithm’s effectiveness. This article uses eight classical and four CEC2017 benchmark
functions to evaluate AIAGS. The u() of F6 and F7 is expressed as

u(xi, a, k, m) =

⎧⎪⎨⎪⎩
K(xi − a)m, if xi > a
0, −a � xi � a
K(−xi − a)m, −a � xi

(7)

These classical functions are divided into three groups: unimodal (F1–F4), multimodal
(F5–F7), and fixed-dimension multimodal (F8). The unimodal benchmark function has only
one optimal solution, which can verify the development and convergence. The multimodal
benchmark function has many optimal solutions. However, there is only one global optimal

5
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solution, and the rest are local optimal solutions. The fixed dimensional multimodal func-
tions can define the desired number of design variables and could provide a different search
space. Therefore, the multimodal functions are responsible for testing exploration and
avoiding the entrapment in the optimal local solution. Hybrid and composition functions
can reflect some problems that are closer to reality [40]. In Table 1, the corresponding prop-
erties of these functions are listed, where dim represents the dimensions of the functions
and range indicates the scope of the search space.

 

Figure 2. AIAGS.

6
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Table 1. Benchmark functions.

Name Formula Range fmin

Sphere F1(x) = ∑D
i=1 x2

i [−20, 20] 0

Schwefel 1.2 F2(x) = ∑D
i=1

(
∑i

j=1 xj

)2 [−100, 100] 0

Rosenbrock F3(x) = ∑D−1
i=1 [100·

(
x2

i − xi+1
)2

+ (xi − 1)2] [−30, 30] 0
Step F4(x) = ∑D

i=1(xi + 0.5)2 [−100, 100] 0

Ackley F5(x) = −20 exp (−0.2
√

1
n ∑D

i=1 x2
i )− exp

[
1
D ∑D

i=1 cos(2πxi)
]
+ 20+ e [−40, 40] 0

Generalized penalized 1
F6(x) = π

n [10 sin(πy1)] + ∑D−1
i=1 (yi − 1)2[1 + 10 sin2(πyi+1)+

∑D
i=1 u(xi, 10, 100, 4)],yi = 1 + xi+1

4
[−50, 50] 0

Generalized penalized 2 F7(x) = 0.1{sin2(3πx1) + ∑D
i=1(xi − 1)2[1 + sin2(3πxi + 1)

]
+

(xD − 1)21 + sin2(2πxD)}+∑n
i=1 u(xi, 5, 100, 4)

[−50, 50] 0

Shekel’s Foxholes F8(x) = [ 1
500 + ∑25

j=1
1

j+∑2
i=1

(
xi − aij

)
]
−1 [−70, 70] 1

Hybrid function 4 (N = 4) F9(x) [−100, 100] 1400
Hybrid function 7 (N = 5) F10(x) [−100, 100] 1700
Composition function 1 (N = 3) F11(x) [−100, 100] 2100
Composition function 4 (N = 4) F12(x) [−100, 100] 2400

2.3.1. Comparison of AIAGS with Other Algorithms

In order to reflect the improvement effect of the immune algorithm in this paper,
this section compares AIAGS with the original immune algorithm two improved immune
algorithms: improved artificial immune algorithm (IAIA) [28] and modified artificial
immune algorithm (MAIA) [29], and two new algorithms: Harris hawks optimization
(HHO) [41] and Aquila optimizer (AO) [42]. The parameter settings of the counterparts’
algorithms are given in Table 2. The comparison results are shown in Table 3. However,
intelligent algorithms are highly accidental. After several tests, this paper calculates
the average value and standard deviation of each test result to avoid misleading the
experimental results and the practical application of the algorithm.

Table 2. Parameter settings.

Algorithm Parameter Settings

AIAGS δ = 0.1, sv = 0.2
AO α = 0.5, δ = 0.5
IA α = 2, β = 1, δ = 0.2, pm = 0.7

IAIA α = 2, β = 1, δ = 0.613, pm = 0.7
MAIA δ = 0.8, pm = 0.8, cr = 0.8
HHO α = 0.5, δ = 0.5

Table 3. Comparison of results obtained for the benchmark functions.

AIAGS AO IA IAIA MAIA HHO

F1
worst 0 2.86 × 10−71 0.000124 0.000145 0.030882 1.98 × 10−46

best 0 7.37 × 10−76 7.65 × 10−5 3.54 × 10−5 0.001683 2.62 × 10−58

Avg 0 5.74 × 10−72 9.86 × 10−5 7.71 × 10−5 0.012509 1.99 × 10−47

Std 0 1 × 10−71 1.46 × 10−5 3.28 × 10−5 0.009914 5.95 × 10−47

F2
worst 0 2.82 × 10−56 0.006578 0.022761 16.07011 1.71 × 10−42

best 0 1.72 × 10−73 0.002606 0.013182 0.812125 1.15 × 10−51
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Table 3. Cont.

AIAGS AO IA IAIA MAIA HHO

Avg 0 2.82 × 10−57 0.003962 0.017273 4.565824 3.78 × 10−43

Std 0 8.93 × 10−57 0.001401 0.003087 4.947259 6.69 × 10−43

F3
worst 6.39 × 10−7 0.001305 433.5283 696.2436 83.41411 0.008889
Best 5.5 × 10−9 5 × 10−6 0.99727 0.762353 4.4702 2.1 × 10−5

Avg 9.99 × 10−8 0.000319 80.76008 143.8289 29.75245 0.002238
Std 1.83 × 10−7 0.000424 143.8194 240.8117 30.68641 0.002581

F4
worst 0 6.97 × 10−5 0.004139 0.00329 0.00329 9.33 × 10−5

Best 0 2.3 × 10−7 0.001612 0.00174 0.00174 7.93 × 10−10

Avg 0 1.87 × 10−5 0.003066 0.002567 0.002567 2.05 × 10−5

Std 0 2.32 × 10−5 0.00077 0.00053 0.00053 2.64 × 10−5

F5
worst 8.88 × 10−16 8.88 × 10−16 4.663342 3.223428 1.019824 8.88 × 10−16

Best 8.88 × 10−16 8.88 × 10−16 0.017455 0.019081 0.137416 8.88 × 10−16

Avg 8.88 × 10−16 8.88 × 10−16 1.139553 0.342006 0.437464 8.88 × 10−16

Std 0 0 1.617355 1.012431 0.323219 0

F6
worst 4.71 × 10−32 3.84 × 10−5 4.772913 6.250579 0.005788 2.07 × 10−5

Best 4.71 × 10−32 7.83 × 10−8 1.16 × 10−5 0.335882 0.000107 1.56 × 10−7

Avg 4.71 × 10−32 7.48 × 10−6 1.984778 3.781554 0.001743 6.34 × 10−6

Std 0 1.16 × 10−5 1.830602 2.512286 0.002048 6.86 × 10−6

F7
worst 1.35 × 10−32 0.000281 0.000101 8.19 × 10−5 0.039677 0.000501
best 1.35 × 10−32 1.31 × 10−6 5.21 × 10−5 3.87 × 10−5 0.002672 1.18 × 10−7

Avg 1.35 × 10−32 4.25 × 10−5 8.01 × 10−5 5.89 × 10−5 0.017996 8.5 × 10−5

Std 2.88 × 10−48 8.69 × 10−5 1.55 × 10−5 1.58 × 10−5 0.01293 0.000143

F8
worst 0.998004 2.982105 1.992031 0.998004 0.999027 1.992031
best 0.998004 0.998004 0.998004 0.998004 0.998004 0.998004
Avg 0.998004 1.593234 1.166875 0.998004 0.998107 1.196819
Std 2.34 × 10−16 0.958412 0.362935 2.01 × 10−15 0.000323 0.397606

F9
worst 1528.366 5142.015 2215.496 2302.871 5755.439 4349.2
best 1472.889 1557.776 1443.205 1428.962 1488.148 1450.039
Avg 1503.786 2462.484 1580.193 1655.434 2510.73 1833.8
Std 19.26844 978.4552 223.2629 287.2931 1264.939 843.7423

F10
worst 1794.68 1838.131 1763.443 1782.14 2200.955 1840.59
Best 1744.138 1731.296 1722.813 1725.397 1766.414 1744.772
Avg 1774.579 1781.842 1738.947 1748.674 1898.936 1781.998
Std 17.10128 32.03933 10.8574 22.15373 122.3724 30.2191

F11
worst 2260.104 2338.993 2264.487 2288.434 2319.733 2388.341
Best 2209.787 2204.09 2200.005 2200.003 2201.822 2205.34
Avg 2236.802 2272.26 2211.444 2211.249 2265.511 2272.888
Std 18.17673 56.04231 18.0651 25.8142 44.29724 71.44948

F12
worst 2717.367 2778.692 2772.984 2762.261 2824.593 2857.503
Best 2521.748 2746.416 2500.074 2500.073 2505.906 2770.847
Avg 2626.946 2767.838 2669.676 2629.372 2710.07 2799.953
Std 61.88762 9.524766 114.739 111.2591 104.6337 28.32715

8



Mathematics 2022, 10, 212

2.3.2. Convergence

Convergence is the ability of the algorithm to search and converge to an acceptable
solution in a certain time. Convergence is an important index to evaluate the performance
of the algorithm. An algorithm has high convergence, which means fast optimization speed
and high precision. Generally, the convergence speed can be measured by the number of
iterations, and the convergence value can measure the accuracy.

The convergence curves of AIAGS and the other five algorithms in 12 benchmark
functions are shown in Figure 3. It can be seen from Table 2 and Figure 3 that the con-
vergence speed and optimization ability of AIAGS are not the strongest in individual
benchmark functions. On the whole, AIAGS is far better than other immune algorithms
in terms of convergence speed and optimization ability, and it is also better than the other
two algorithms.

2.4. Summary

In this chapter, the immune algorithm’s stimulation function and mutation strategy are
improved, and simulated annealing is added to the final step to select the optimal solution.
The core idea of these improvements is to avoid finding the optimal local solution. After
improving the algorithm, 12 different types of benchmark functions are used to evaluate
the algorithm’s performance. Experiments show that the development and exploration
ability of AIAGS is significantly improved compared with the previous immune algorithm.
These conclusions provide substantial proof for the following system identification work.

 

 

 

Figure 3. Cont.

9



Mathematics 2022, 10, 212

 

 

 

Figure 3. The convergence curves of AIAGS and other six algorithms.

3. Identification Method of MIMO Fractional Order Hammerstein Model

3.1. MIMO Fractional Order Hammerstein Model
3.1.1. Fractional Order Differentiation

At present, there are three definitions widely used in the field of fractional calculus:
Grünwald–Letnikov (GL), Riemann–Liouville (RL), and Caputo definitions. Because the
GL is easy to program [43], this paper considers it the research object. The definition of
fractional order calculus can be expressed as

Dα
t f (t) = lim

h→0

1
hα ∑[

t−t0
h ]

j=0 (−1)j
(

α
j

)
f (t− jh) (8)

where α is the fractional order. Because this paper explores differential equations, α > 0. h

is the sampling time; [] means that the integer part is reserved; (−1)j
(

α
j

)
is the binomials

of (1− z)α. By denoting wα
j to replace the binomials, so wα

j can be expressed as

wα
j = (−1)j

(
α
j

)
=

(−1)jΓ(α + 1)
Γ(j + 1)Γ(α− j + 1)

(9)

Finally, when t0 = 0, the definition of fractional order calculus can be expressed as

Dα
t f (t) =

1
hα ∑[ t−a

h ]

j=0 wα
j f (t− jh) (10)

10
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3.1.2. MIMO Fractional-Order Hammerstein System

The MIMO Hammerstein model of this paper can be schematically represented in
Figure 4. Hammerstein model is a typical nonlinear model composed of static nonlinear
block and dynamic linear block. the dynamic linear block can be expressed as⎡⎢⎢⎢⎣

y1(t)
y2(t)

...
yN(t)

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
G1,1 G1,2 . . . G1,M
G2,1 G2,2 . . . G2,M

...
GN,1 GN,2 . . . GN,M

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

u′1(t
)

u′2(t)
...

u′M(t
)
⎤⎥⎥⎥⎦ (11)

where yk(t) is the kth system output; u′l(t
)

is generated by the lth system input ul(t)
through the nonlinear block, which can be expressed as

u′l(t
)
= cl,1· fl,1(ul(t)) + cl,2· fl,2(ul(t)) + . . . + cl,nlc

· fl,nlc
(ul(t))

= ∑nlc
m=1 cl,m· fl,m(ul(t))

(12)

where cl,· are coefficients to be identified; fl,·() are a series of basic functions. Gk,l is
a fractional-order transfer function, which can reflect the relationship between u′l(t

)
and

yk(t); it is defined as

Gk,l(s) =
bk,l,msmα + bk,l,m−1s(m−1)α + · · ·+ bk,l,0

ak,l,nsnα + ak,l,n−1s(n−1)α + · · ·+ ak,l,0
(13)

where ak,l,· and bk,l,· are coefficients to be identified; α is the fractional order to be identified.
For the convenience of calculation and programming, in this paper ak,l,0 is assumed to be 1.
According to Equations (11) and (13), the kth system output can be expressed as

yk = Gk,1u′1 + Gk,2u′2 + · · ·+ Gk,Mu′M

=
bk,1,mSmα+bk,1,m−1S(m−1)α+···+bk,1,0

ak,1,nSnα+ak,1,n−1S(n−1)α+···+ak,1,1Sα+1
u′1

+
bk,2,mSmα+bk,2,m−1S(m−1)α+···+bk,2,0

ak,2,nSnα+ak,2,n−1S(n−1)α+···+ak,2,1Sα+1
u′2

+ · · ·+ bk,M,mSmα+bk,M,m−1S(m−1)α+···+bk,M,0

ak,M,nSnα+ak,M,n−1S(n−1)α+···+ak,M,1Sα+1
u′M

(14)

 

Figure 4. MIMO Hammerstein model.

By reduction of fractions to a common denominator and simplifying Equation (14),
we can get an equation described as(

Ak,NA SNAα + Ak,NA−1
S(NA−1)α + · · ·+ Ak,1Sα + 1

)
yk

=
(

Bk,1,NB SNBα + Bk,1,NB−1S(NB−1)α + · · ·+ Bk,1,0

)
u′1+(

Bk,2,NB SNBα + Bk,2,NB−1S(NB−1)α + · · ·+ Bk,2,0

)
u′2 + · · ·+(

Bk,M,NB SNBα + Bk,M,NB−1S(NB−1)α + · · ·+ Bk,M,0

)
u′M

(15)

11
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where A is the polynomial containing a; B is the polynomial containing a and b; the
coefficient of fractional order NA = M ∗ n, NB = (M− 1) ∗ n + m. To sum up, the MIMO
fractional-order Hammerstein system discussed in this paper can be expressed as{

yk(t) + ∑nA
i=1 Ak,iDiαyk(t) = ∑M

l=0 ∑nB
j=0 Bk,l,jDjαu′l(t)

y′k(t) = yk(t) + v(t)
(16)

where v(t) is the Gaussian white noise; y′k(t) is the measured output containing noise.
According to Equations (10) and (16), the MIMO fractional-order Hammerstein system can
be expressed as

y′k(t) =
1(

1+∑
nA
i=1 Ai/hiα

) ·
[

M
∑

l=0

nB
∑

i=0

nlc
∑

m=1

Bk,l,i
hiα cl,m·

[t/h]
∑

j=0
wiα

j fl,m(ul(t− jh))

−
nA
∑

i=1

Ai
hiα

[t/h]
∑

j=1
wiα

j yk(t− jh)

]
+ v(t)

(17)

3.2. Parameter Identification Based on Auxiliary Model Recursive Least Square Method

In the MIMO fractional-order Hammerstein model, all the coefficients and the frac-
tional order are needed to be identified. Previous articles usually considered only part
of coefficients or for the SISO system. The work of this paper is rarely concerned before.
The identification work is divided into coefficient identification and order identification.
However, the two results affect each other, which cannot identify coefficients precisely
without a precise fractional order. This paper will first use a series of input and output data
to obtain the initial values of coefficients and the fractional order by the AIAGS algorithm
mentioned above. The initial value is a little precise. Then, the initial value will be used to
get the parameter identification result of the fractional-order Hammerstein model through
the auxiliary model recursive least squares (AMRLS) algorithm.

3.2.1. Coefficient Identification

According to the basic knowledge of system identification, the input–output relations
can be expressed as

yk
′(t) = yk(t) + v(t) = ∅k(t)·θk

T + v(t) (18)

where ∅k(t) is the variable vector including input–output data, which is expressed as

∅k(t) =
[
∅k,A(t),∅Bk,1,0(t),∅Bk,1,1(t), . . . ,∅Bk,1,nB

(t), . . . ,∅Bk,M,0(t),∅Bk,M,1(t), . . . ,∅Bk,M,nB
(t)

]
∅k,A(t) =

[
−∑

[t/h]
j=1 wα

j yk(t− jh) , . . . ,−∑
[t/h]
j=1 wnAα

j yk(t− jh)
]

∅Bk,l,i (t) =
[
∑
[t/h]
j=0 wiα

j fl,1(ul(t− jh)), . . . , ∑
[t/h]
j=0 wiα

j fl,M(ul(t− jh))
] (19)

According to Equations (16) and (17), the vector θk is found and expressed as

θk =
[
θk,A, θBk,1,0 , . . . , θBk,1,nB

, . . . , θBk,M,0 , . . . , θBk,M,nB

]
θk,A =

[
Qk,1, Qk,2, . . . , Qk,nA

]
θBk,l,i =

[
Wk,1,ic1,1, . . . , Wk,1,ic1,nlc , . . . , Wk,M,icM,1, . . . , Wk,M,icM,nlc

] (20)

where

Qk,i =

Ak,i
hiα

1+∑
nA
i=1

Ak,i
hiα

Wk,l,j =

Bk,l,j
hjα

1+∑
nA
i=1

Ak,i
hiα

(21)

12
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It can be clearly seen that θk contains coefficients that need to be identified. It is worth
mentioning that yk(t− jh) is unknown so that θk,A cannot be identified directly by ∅k,A(t).
According to references [44], an auxiliary model is used to estimate the unknown variable
yk(t− jh). The auxiliary model of this paper can be schematically represented in Figure 5.
The main idea of the auxiliary model is that the real output of the system yk

′(t) is replaced
by the output of the auxiliary model yamk(t). Then, the identification problem has changed
from the relationship between yk

′(t) and ul to the relationship between yamk(t) and ul .

Figure 5. The MIMO Hammerstein model based on the auxiliary model.

According to Figure 5, the input–output relations of the auxiliary model can be writ-
ten as

yamk(t) = ∅amk(t)·θamk
T (22)

where

∅amk(t) =
[
∅amk,A(t),∅Bk,1,0(t),∅Bk,1,2(t), . . . ,∅Bk,1,nB

(t), . . . ,∅Bk,M,0(t),∅Bk,M,2(t), . . . ,∅Bk,M,nB
(t)

]
∅amk,A(t) =

[
−∑

[t/h]
j=1 wα

j yamk(t− jh) , . . . ,−∑
[t/h]
j=1 wnAα

j yamk(t− jh)
]
θamk = θ̂k

(23)

The estimate of ∅k(t) can be used as the value of the auxiliary model information
vector ∅amk(t) and the parameter identification of θk can be used as the value of the
auxiliary model parameter vector θamk. Define the criterion function as

J
(

θ̂k
T
)
=

1
2 ∑t

i=1

[
yk
′(i)−∅amk(i)θ̂k

T
]2

(24)

By finding the minimum value of the criterion function, the value of ∅amk(i)θ̂k
T

can
approach the value of yk

′(i) to identify θ̂k. The minimum value can be obtained by the
following equation.

∂J
(

θ̂k
T
)

∂θ̂k
T = −∑t

i=1 ∅amk
T(i)·[yk

′(i)−∅amk(i)θ̂k
T
] = 0 (25)

When ∑t
i=1 ∅amk

T(i− 1)·∅amk(i− 1) can be inversed, the value of θ̂k can be identified
by the recursive least squares as follows:

13
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θ̂k
T
(t) =

[
∑t

i=1 ∅amk
T(i− 1)·∅amk(i− 1)

]−1·∑t
i=1 ∅amk

T(i)yk
′(i)

θ̂k
T
(t) = θ̂k

T
(t− 1) + L(t)

[
yk
′(t)−∅amk(t)θ̂k

T
(t− 1)

]
L(t) = P(t− 1)∅amk

T(t)
[
1 +∅amk(t)P(t− 1)∅amk

T(t)
]−1

P(t) = [I − L(t)∅amk(t)]P(t− 1)

(26)

where P(0) is a diagonal matrix in which the main diagonal elements are huge and equal.
According to the above equations, the elements of θ̂k are all identified. Without losing

generality, assuming cl,1 as 1 can facilitate calculation and ensure the uniqueness of the
final parameters. Then, the unique values of Wk,l,j and cl,m are calculated; they can be
expressed as

Wk,l,j = θBk,l,i [(l − 1) ∗ nlc + 1
]

cl,m = ∑nlc
i=0

θBk,l,i
(k)

Wk,l,j

(27)

So far, the estimates of A, B, and c have been obtained.

3.2.2. Order Identification

In the previous section, this paper discusses the identification of coefficients. Substi-
tuting the accurate estimated value of the coefficients into Equation (17) can identify the
order accurately. Define the criterion function as

J(α) =
1
2 ∑t

i=1

[
yk
′(i)− ŷk(i)

]2 (28)

By finding the minimum value of the criterion function, the value of ŷk(i) can approach
the value of yk

′(i). The minimum value can be obtained by the following equation:

∂J(α)
∂α

= −∑t
i=1

∂ŷk(i)
∂α

·
[
yk
′(i)− ŷk(i)

]
= 0 (29)

where

∂ŷk(t)
∂α = − ∂

∂α ( ˆGk,1(sα)u′1(t) + ˆGk,2(sα)u′2(t) + · · ·+ ˆGk,M(sα)u′M(t))

=
M
∑

l=0

[(
Bk,l,NB

SNBα+···+Bk,l,0(
Ak,NA

SNAα+···+1
)2

)

·
(

NA·Ak,NA SNAα + · · ·+ Ak,1sα
)
− NB ·Bk,l,NB

SNBα+···+Bk,l,1sα

Ak,NA
SNα

A+···+1

]
· ln(s)·u′l(t)

(30)

According to references [24], ln(s)·u′l(t) can be replaced by sα·(ln(s)/sα)·u′l(t). The in-
verse Laplace transform of ln(s)/sα is a digamma function can be expressed as

L−1
(

ln(s)
sα

)
=

tα−1

Γ(α)

[
1

Γ(α)
dΓ(α)

dα
− ln(t)

]
(31)

Then, ln(s)·u′l(t) can be expressed as

Dα

[
1

Γ(α)
dΓ(α)

dα
Dαu′l(t)−

1
Γ(α)

∫ t

0
(t− τ)α−1 ln(t− τ)u′l(t)dτ

]
(32)

It’s easy to see that α can be calculated by Equations (28)–(32).

14
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3.3. Summary

So far, the estimates of A, B, c, and α have been obtained. Because A are polynomials
about a, B are polynomials about a and b, it is feasible to estimate the value of nA a by the
value of nA A. Then, it is feasible to estimate the value of b by the value of a and B. To sum
up, all estimates work has been completed.

4. Experimental Results

In this section, two numerical examples will demonstrate the validity of the pro-
posed method.

4.1. Example 1

Consider the following model, which is expressed as[
y1(t)
y2(t)

]
=

[
G1,1 G1,2

G2,1 G2,2

][
u′1(t

)
u′2(t)

]
y′(t) = y(t) + v(t) (33)

where
G1,1 = 4

5s0.3+1 , G1,2 = 3
3s0.3+1 ,

G2,1 = 4
6s0.3+1 , G2,2 = 5

2s0.3+1 .

u′1(t
)
= u1(t) + 0.5u1

2(t) + 0.3u1
3(t) + 0.1u1

4(t)
u′2(t) = u2(t) + 0.4u2

2(t) + 0.2u2
3(t) + 0.1u2

4(t)

(34)

The inputs u1 and u2 are persistent excitation signal sequences with unit variance
and zero mean. v(t) is the stochastic Gaussian noise with zero mean and variance is 0.005.
Then, the outputs y(t) are generated by their respective transfer functions of the MIMO
fractional-order Hammerstein model.

According to the model, the θ to be identified are

θ = [a1,1,1, a1,2,1, b1,1,0, b1,2,0, a2,1,1, a2,2,1, b2,1,0, b2,2,0, c1,1, c1,2, c1,3, c2,1, c2,2, c2,3, α]

= [5, 3, 4, 3, 6, 2, 4, 5, 0.5, 0.3, 0.1, 0.4, 0.2, 0.1, 0.3]
(35)

The identification steps are described in Section 3. At first, the intelligent optimization
algorithm identifies the initial value of the model. Then, using AMRLS to identify the model
coefficients, and at this time regarding the initial value of fractional order as the model’s
actual value. When the coefficients are estimated, the estimated values of the coefficients
are considered to be the true value to identify the fractional order. Finally, identifying
coefficients and order is repeated until the iteration’s end or satisfactory results are obtained.
The pseudo-code of the identification process is explained in detail in Algorithm 2.

Algorithm 2: Identification process

Step.1 Collect the dates of all inputs, outputs;
Step.2 Obtain the initial of unknown parameters by using intelligent optimization algorithm;
Step.3 While m < max number of iterations M;
Step.4 Estimate the value of model coefficients according to Equation (25);
Step.5 Estimate the value of fractional order according to Equation (29);
Step.6 If the two criterion function values J within the actual accuracy requirements;
Step.7 Break;
Step.8 End;
Step.9 m = m + 1;
Step.10 End while;
Step.11 Return the best solution.

In order to reflect the importance of the initial value of fractional order, in this section,
the initial value is identified by three different optimization algorithms: AIAGS, HHO,
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and AO. The next identification work is carried out under four initial values. This section
evaluates the final identification results from two aspects: RQE and MSE. They can be
expressed as

RQE =

√
(θ̂−θ)

2

θ2

MSE= ∑i=1
n (yi−ŷi)

2

n

(36)

where θ̂ and ŷi are estimated values; θ and yi are true values.
The final identification results obtained by Algorithm 2 are shown in Table 4, and the

RQE and MSE of the results are shown in Table 5. The outputs of the real model and the
outputs of the model obtained through identification are shown in Figures 6 and 7. Figure 8
shows the estimated fractional-order convergence curve.

Table 4. The final identification results.

Method
(and

AMRLS)
a1,1,1 a1,2,1 b1,1,0 b1,2,0 a2,1,1 a2,2,1 b2,1,0 b2,2,0 c1,1 c1,2 c1,3 c2,1 c2,2 c2,3 α α0

AIAGS 5.127 3.120 3.976 2.959 6.118 2.017 3.996 4.970 0.501 0.289 0.095 0.400 0.200 0.100 0.299 0.333
AO 4.619 3.325 3.887 3.465 5.377 1.760 4.196 5.272 0.509 0.297 0.098 0.404 0.198 0.098 0.275 0.391

HHO 4.641 3.329 3.882 3.448 5.289 1.757 4.152 5.283 0.508 0.296 0.097 0.404 0.198 0.099 0.278 0.382

Table 5. The RQE and MSE of the results.

Method
(and AMRLS)

AIAGS AO HHO

RQE 0.1360 0.2931 0.2987
MSE 0.0144 0.0944 0.1019

Figure 6. The real output 1 and the identified output 1.
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Figure 7. The real output 2 and the identified output 2.

Figure 8. The estimated fractional-order convergence curve.

4.2. Example 2

Consider the following model, which is expressed as[
y1(t)
y2(t)

]
=

[
G1,1 G1,2
G2,1 G2,2

][
u′1(t

)
u′2(t)

]
y′(t) = y(t) + v(t)

(37)

where
G1,1 = 5

2s0.7+1 , G1,2 = 1.7s0.7+1.9
1.5s1.4+1.3s0.7+1 ,

G2,1 = 1.8sα+1.5
2.2s1.4+2.1s0.7+1 , G2,2 = 1

1.6s0.7+1 .

u′1(t
)
= u1(t) + 0.5u1

2(t) + 0.2u1
3(t) + 0.1u1

4(t)
u′2(t) = u2(t) + 0.4u2

2(t) + 0.3u2
3(t) + 0.1u2

4(t)

(38)

The parameter meanings are similar to that of Example 1, so θ can be expressed as

θ = [a1,1,1, a1,2,2, a1,2,1, b1,1,0, b1,2,1, b1,2,0, a2,1,2, a2,1,1, a2,2,1, b2,1,1, b2,1,0, b2,2,0, c1,1, c1,2, c1,3, c2,1, c2,2, c2,3, α]

= [2, 1.5, 1.3, 5, 1.7, 1.9, 2.2, 2.1, 1.6, 1.8, 1.5, 1, 0.5, 0.2, 0.1, 0.4, 0.3, 0.1, 0.7]
(39)

By repeating the identification process similar to Example 1, the final identification
results are shown in Table 6, and the RQE and MSE of the results are shown in Table 7.
The outputs of the real model and the outputs of the model obtained through identification
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are shown in Figures 9 and 10. Figure 11 shows the estimated fractional-order convergence
curve.

Table 6. The final identification results.

Method
(and

AMRLS)
a1,1,1 a1,2,2 a1,2,1 b1,1,0 b1,2,1 b1,2,0 a2,1,2 a2,1,1 a2,2,1 b2,1,1 b2,1,0 b2,2,0 c1,1 c1,2 c1,3 c2,1 c2,2 c2,3 α

AIAGS 2.002 1.501 1.297 5.033 1.703 1.915 2.164 2.215 1.766 1.675 1.564 1.029 0.504 0.191 0.095 0.385 0.293 0.101 0.700
AO 2.946 1.453 1.174 5.642 1.127 1.832 2.459 2.544 0.733 4.680 1.626 1.122 0.483 0.188 0.100 0.347 0.290 0.106 0.582

HHO 3.182 1.42 1.197 5.697 1.004 1.808 2.463 2.605 0.691 4.962 1.631 1.132 0.482 0.188 0.100 0.344 0.288 0.106 0.570

Table 7. The RQE and MSE of the results.

Method
(and AMRLS)

AIAGS AO HHO

RQE 0.1819 0.6579 0.6935
MSE 0.0351 0.5133 0.6626

Figure 9. The real output 1 and the identified output 1.

Figure 10. The real output 2 and the identified output 2.
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Figure 11. The estimated fractional-order convergence curve.

5. Conclusions

This paper discusses a new identification method for MIMO fractional-order Hammer-
stein models. In order to improve the accuracy of identification results, the identification
process needs a heuristic algorithm to provide the initial value. Because the immune algo-
rithm is prone to premature convergence, this paper improves the immune algorithm and
proposes AIAGS. In AIAGS, the immune algorithm’s stimulation function and mutation
strategy are improved, and simulated annealing is added to the final step to select the
optimal solution. The core idea of these improvements is to avoid finding the optimal
local solution. Then, through the obtained initial value, the auxiliary model recursive least
squares method is used to accurately identify all the MIMO fractional-order Hammerstein
model parameters. The experimental results show the effectiveness of the proposed algo-
rithm. The proposed methods in this paper can be applied to other literature [45–47], such
as parameter identification problems of different systems, engineering applications, fault
diagnosis, and so on.
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Abstract: This manuscript investigates the existence, uniqueness and Ulam–Hyers stability (UH) of
solution to fractional differential equations with non-instantaneous impulses on an arbitrary domain.
Using the modern tools of functional analysis, we achieve the required conditions. Finally, we provide
an example of how our results can be applied.
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1. Introduction

The study of differential equations with fractional order has become increasingly
popular in recent decades. The reasons behind it are fractional order derivatives provide
powerful tools for describing inherited or defined properties in a wide range of science and
engineering fields [1–8].

There are several approaches of fractional derivatives, Riemann–Liouville, Caputo,
Hadamard, Hilfer, etc. It is important to cite that the Caputo derivative is useful to affront
problems where initial conditions are done in the function and in the respective derivatives
of integer order. Due to the importance of the Caputo version, there are many versions
established as generalization of it, such as Caputo–Katugampola, Caputo–Hadamard,
Caputo–Fabrizio, etc. Furthermore, it is drown attention of huge number of contributors to
study physical and mathematical modelings contain it and its related versions, see [9–13]
and references cited therein.

Finding exact solutions to the differential equations, whether they are ordinary, partial,
or fractional, is a extremely difficult and complex issue, and that is why mathematicians
have resorted to studying the properties of solutions such as existence, uniqueness, stability,
invariant, controllability and others. The most important of these properties are existence
and uniqueness which attracted the attention of many contributors to their study [14–20].
Furthermore, Ulam–Hyers stability analysis that is necessary for nonlinear problems in
terms of optimization and numerical solutions and plays a key role in numerical solutions
where exact solutions are difficult to get.

The fractional differential equations (FDEs) with instantaneous impulses are increas-
ingly being used to analyze abrupt shifts in the evolution pace of dynamical systems, such
as those brought about by shocks, disturbances, and natural disasters [21,22]. The duration
of instantaneous impulses is relatively short in comparison to the duration of the overall
process. However, certain dynamics of evolution processes have been observed to be
inexplicable by instantaneous impulsive dynamic systems. As an instance, the injection
and absorption of drugs in the blood is a gradual and continuous process. Here, each
spontaneous, the action begins in an arbitrary fixed position and lasts for a finite amount
of time. This type of system is known as a non-instantaneous impulsive system, which
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are more suitable for investigating the dynamics of evolutionary processes [23–25] and the
references cited therein. Hernandaz and O’Regan [26] discussed the evolution equations
involving non-instantaneous impulses of the form:⎧⎪⎨⎪⎩

x′ = Ax(t) + f (t, x(t)), t ∈ (sk, tk+1], k = 0, 1, · · · , m,
y(t) = gk(t, x(t)), t ∈ (tk, sk], k = 1, 2, · · · , m,
x(0) = x0.

Liu et al. [27] explored generalized Ulam–Hyers–Rassias stability for the following
fractional differential equation:{

cDv
0,wz(w) = f (w, z(w)), w ∈ (wk, sk], k = 0, 1, · · · , m, 0 < v < 1,

z(w) = gk(w, z(w)), w ∈ (sk−1, wk], k = 1, · · · , m

where cDv
0,w is a Caputo derivative of fractional order 0 < v < 1 with the lower limit 0.

Ho and Ngo [28] analyzed generalized Ulam–Hyers–Rassias stability for the following
fractional differential equation:⎧⎪⎨⎪⎩

cDα,ρ
a+ x(t) = f (t, x(t)), t ∈ (tk, sk], k = 0, 1, · · · , m, 0 < α < 1,

x(t) = Ik(t, x(t)), t ∈ (sk−1, tk], k = 1, · · · , m,
x(a+) = x0

where cDα,ρ
a+ is a Caputo–Katugampola derivative of fractional order 0 < α < 1. Recently,

Abbas [29] has studied non-instantaneous impulsive fractional integro-differential equa-
tions with proportional fractional derivatives with respect to another function by using the
nonlinear alternative Leray–Schauder type and the Banach contraction mapping principle⎧⎪⎨⎪⎩

aDα,ρ,gy(t) = f (t, y(t), a Iβ,ρ,gy(t)), t ∈ (sk, tk+1], k = 0, 1, · · · , m,
y(t) = Ψk(t, y(t+k )), t ∈ (tk, sk], k = 1, 2, · · · , m,

a Iβ,ρ,gy(a) = y0, y0 ∈ R

where 0 < α ≤ 1, β, ρ > 0, aDα,ρ,g is the proportional fractional derivative of order α with
respect to another function g.

It is remarkable that the most of contributions focus on the case when the order
of fractional derivative lies in the unit interval (0, 1). This observation encourages us to
study these equations when the order of fractional derivative lies in the unit interval
(1, 2). Furthermore, although the Generalized Liouville–Caputo fractional derivative is
considered a generalization of Caputo and Hadamard fractional derivatives, there is a
rareness of the studies with this approach.

Inspire of the above, we investigate the existence of solutions for non-instantaneous
impulsive fractional boundary value problems in this paper. Specifically, we consider the
following problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

cDβ,ρ
0+ y(τ) = h(τ, y(τ), τ1−ρy′(τ)), τ ∈ (sr, τr+1], r = 0, 1, · · · , k,

y(τ) = Φr(τ, y(τ), y(τr − 0), τ ∈ (τr, sr], r = 1, 2, · · · , k,
y′(τ) = τρ−1Ψr(τ, y(τ), y(τr − 0), τ ∈ (τr, sr], r = 1, 2, · · · , k,
y(0) = y0, limτ→0 τ1−ρy′(τ) = y1, y0, y1 ∈ R

(1)

where all intervals are subset of J = [0, T], cDβ,ρ is a generalized Caputo–Liouville (Katugam-
pola) derivative of order 1 < β ≤ 2 and type 0 < ρ ≤ 1 and h : J ×R×R → R is a given
continuous function. Here, 0 = s0 < τ1 < s1 < · · · < τk < sk < τk+1 = T, k ∈ N are fixed
real numbers and Φr and Ψr : (τr, sr)→ R, r = 1, · · · , k are non-instantaneous impulses.
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The main objectives of our work are to develope the existence theory and Ulam–Hyers
stability of non-instantaneous impulsive BVPs involving Generalized Liouville–Caputo
derivatives. This work is based on modern functional analysis techniques. Three basic
results introduce: the first two deal with the existence and uniqueness of solutions by
applying a nonlinear Leray–Schauder alternative theorem and the Banach fixed point
theorem, respectively. While the third concerns the Ulam–Hyers stability analysis of
solutions for the given problem by establishing a criterion for ensuring various types of
Ulam–Hyers stability.

For the rest of the paper, it is arranged as follows: Section 2 provides some preliminary
concepts about our work and a key lemma that deals with the linear variant of the given
problem, along with giving a formula for converting the given problem into a fixed point
problem.Using the Banach contraction mapping principle and the Leray–Schauder nonlin-
ear alternative, the existence and uniqueness of problem (1) are presented in Section 3.

Remark 1. For fractional differential equation for non-instantaneous impulsive (1).The inter-
vals (τr, sr], r = 1, · · · , k are known as non-instantaneous impulse intervals, and the functions
Φr(τ, y(τ), y(τr − 0)), r = 1, · · · , k are known as non-instantaneous impulsive functions. The
fractional differential equation with non-instantaneous impulses (1) is reduced to a fractional
differential equation with instantaneous impulses if τr = sr−1, r = 1, · · · , k.

2. Preliminaries

Let the space of continuous real-valued functions on J be denoted by C(J,R) . Consider
the space

PC(J,R) =
{

y : J → R : y ∈ C((τk, τk+1],R)
}

and there exist y(τ−k ) and y(τ+
k ), k = 1, · · · , r with y(τ−k ) = y(τk).

Furthermore, consider the space:

PC1
δ(J,R) =

{
y : J → R : δy ∈ PC(J,R)

}
such that δy(τ+

k ) and δy(τ−k ) exist and δy is left continuous at τk for k = 1, · · · , r and
δ = τ1−ρd/dτ. The space PC1

δ(J,R) equipped with the norm:

||y|| = sup
τ∈J
{|y(τ)|PC + |δy(τ)|PC1

δ
} = ||y(τ)||PC + ||δy(τ)||PC1

δ
.

Furthermore, we recall that:

ACn(J,R) = {h : J → R : h, h′, ..., hn−1 ∈ C(J, R)}

and h(n−1) is absolutely continuous.
For 0 ≤ ε < 1, we define the space:

Cε,ρ(J,R) = { f : J → R : (τρ − aρ)ε f (τ) ∈ C(J,R)}

endowed with the norm
|| f ||Cε ,ρ = ||(τρ − aρ)ε f (τ)||C .

Furthermore, we define a class of functions f that is absolutely continuous δn−1, n ∈ N

derivative, denoted by ACn
δ (J,R) as follows:

ACn
δ (J,R) =

{
f : J → R : δk f ∈ AC(J,R), δ = τ1−ρ d

dτ
, k = 0, 1, · · · , n− 1

}

Equipped with the norm

|| f ||Cn
δ
=

n−1

∑
k=0
||δk f ||C .
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Generally, a space of functions that is endowed with the norm

|| f ||Cn
δ,ε

=
n−1

∑
k=0
||δk f ||C + ||δn f ||Cε,ρ

is defined by

Cn
δ,ε(J,R) =

{
f : J → R : f ∈ ACn

δ (J,R), δn f ∈ Cε,ρ(J,R)
}

.

Note that Cn
δ,0 = Cn

δ .

Definition 1 ([30]). The left-sided and right-sided generalized fractional integrals of order α > 0
and type 0 < ρ ≤ 1 are defined, respectively, by:

Iα,ρ
a+ f (x) =

ρ1−α

Γ(α)

∫ x

a
(xρ − tρ)α−1tρ−1 f (t)dt,

Iα,ρ
b− f (x) =

ρ1−α

Γ(α)

∫ b

x
(xρ − tρ)α−1tρ−1 f (t)dt.

Definition 2 ([31]). Let n = [α] + 1, n ∈ N, 0 ≤ a < b < ∞ and f ∈ ACn
δ [a, b]. The left-sided

and right-sided Generalized Liouville–Caputo-type (Katugampola) fractional derivatives of order
α > 0 and type 0 < ρ ≤ 1 are defined via the above generalized integrals, respectively, as

(cDα,ρ
a+ f )(x) =

(
In−α,ρ
a+

(
x1−ρ d

dx

)n

f

)
(x) =

ρ1−n+α

Γ(n− α)

∫ x

a

tρ−1

(xρ − tρ)1−n+α

(
t1−ρ d

dt

)n

f (t)dt,

(cDα,ρ
b− f )(x) =

(
In−α,ρ
b−

(
−x1−ρ d

dx

)n

f

)
(x) =

ρ1−n+α

Γ(n− α)

∫ b

x

tρ−1

(xρ − tρ)1−n+α

(
−t1−ρ d

dt

)n

f (t)dt.

Lemma 1 ([31]). Let n− 1 < α ≤ n; n ∈ N and f ∈ ACn
δ [a, b] or f ∈ Cn

δ [a, b]. Then,

Iα,ρ
a+

cDα,ρ
a+ f (x) = f (x)−

n−1

∑
k=0

δk f (a)
k!

(
tρ − aρ

ρ

)k

,

Iα,ρ
b−

cDα,ρ
b− f (x) = f (x)−

n−1

∑
k=0

(−1)kδk f (b)
k!

(
bρ − tρ

ρ

)k

.

In particular, for 1 < α ≤ 2, we have:

Iα,ρ
a+

cDα,ρ
a+ f (x) = f (x)− f (a)− tρ − aρ

ρ
δ f (a),

Iα,ρ
b−

cDα,ρ
b− f (x) = f (x)− f (b) +

bρ − tρ

ρ
δ f (b).

Lemma 2. Let 1 < β < 2 and υ : J → R be an integrable function. Then, there is a solution to the
linear problem:

cDβ,ρ
sr y(τ) = υ(τ) τ ∈ (sr, τr+1], r = 0, 1, · · · , k

y(τ) = Φr(τ, y(τ), y(τr − 0), τ ∈ (τr, sr], r = 1, 2, · · · , k

τ1−ρy′(τ) = Ψr(τ, y(τ), y(τr − 0), τ ∈ (τr, sr], r = 1, 2, · · · , k

y(0) = y0, lim
τ→0

τ1−ρy′(τ) = y1, y0, y1 ∈ R

(2)
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given by:

y(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ1−β

Γ(β)

∫ τ

0
tρ−1(τρ − tρ)β−1υ(t)dt + y0 +

y1
ρ τρ, τ ∈ [0, τ1],

Φr(τ, y(τ), y(τr − 0)), τ ∈ (τr, sr],
ρ1−β

Γ(β)

∫ τ

sr
tρ−1(τρ − tρ)β−1h(t)dt + Φr(sr, y(sr), y(τr − 0))

+
τρ − sρ

r

ρ
Ψr(sr, y(sr), y(τr − 0)), τ ∈ (sr, τr+1].

(3)

Proof. Applying the operator Iβ,ρ
sr to fractional differential equation in (2) and using

Lemma 1, we have:

y(τ) = Iβ,ρ
sr υ(τ) + c1,r + c2,r

τρ − sρ
r

ρ
and τ1−ρy′(τ) = Iβ−1,ρ

sr υ(τ) + c2,r

where c1,r, c2,r ∈ R, r = 0, 1, · · · , k are constants to be determined.

• For τ ∈ [0, τ1], we obtain:

y(τ) = Iβ,ρ
0 υ(τ) + c1,0 + c2,0

τρ

ρ
and τ1−ρy′(τ) = Iβ−1,ρ

0 υ(τ) + c2,0.

Applying the initial conditions y(0) = y0 and limτ→0 τρ−1y′(τ) = y1 give c1,0 = y0
and c2,0 = y1 which imply that:

y(τ) = Iβ,ρ
0 υ(τ) + y0 + y1

τρ

ρ
and τ1−ρy′(τ) = Iβ−1,ρ

0 υ(τ) + y1.

• For τ ∈ (τ1, s1]. Then,

y(τ) = Φ1(τ, y(τ), y(τ1 − 0)) and y′(τ) = τρ−1Ψ1(τ, y(τ), y(τ1 − 0)).

• For τ ∈ (s1, τ2]. Then,

y(τ) = Iβ,ρ
s1 υ(τ) + c1,1 + c2,1

τρ − sρ
1

ρ
and τ1−ρy′(τ) = Iβ−1,ρ

s1 υ(τ) + c2,1.

Due to the previous impulsive conditions, we get

c1,1 = Φ1(s1, y(s1), y(τ1 − 0)) and c2,1 = Ψ1(s1, y(s1), y(τ1 − 0))

which imply that

y(τ) = Iβ,ρ
s1 υ(τ) + Φ1(s1, y(s1), y(τ1 − 0)) + Ψ1(s1, y(s1), y(τ1 − 0))

τρ − sρ
1

ρ
,

τ1−ρy′(τ) = Iβ−1,ρ
s1 υ(τ) + Ψ1(s1, y(s1), y(τ1 − 0)).

• By similar process. For τ ∈ (sr, τr+1]. Then,

y(τ) = Iβ,ρ
sr υ(τ) + Φr(sr, y(sr), y(τr − 0)) +

τρ − sρ
r

ρ
Ψr(sr, y(sr), y(τr − 0)).

Hence, from the previous, we obtain the solution (3). By direct computation, the
converse follows. The proof is complete.
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Next, we present the concept of Ulam stability for problem (1). First, consider
E = PC1

δ(J,R)∩AC2
δ(J,R) with y ∈ E and ε > 0. Let us introduce the following inequality⎧⎪⎨⎪⎩

‖cDβ,ρ
sr y(τ)− h(τ)‖ ≤ ε, τ ∈ (sr, τr+1], r = 0, 1, · · · , k

‖y(τ)−Φr‖ ≤ ε, τ ∈ (τr, sr], r = 1, · · · , k
‖τ1−ρy′(τ)−Ψr‖ ≤ ε, τ ∈ (τr, sr], r = 1, · · · , k

(4)

Definition 3 ([32]). If there is a constant Λ > 0 and ε > 0 such that for any solution ỹ ∈ E of the
inequality (4), there is a unique solution y ∈ E to the problem (1) fulfilling

‖ỹ(τ)− y(τ)‖ ≤ Λε.

Then the problem (1) is said to be UH stable.

Definition 4 ([32]). If there is a function μ ∈ (R+,R+), μ(0) = 0, for ε > 0 such that for any
solution ỹ ∈ E of the inequality (4), there is a unique solution y ∈ E to the problem (1) fulfilling

‖ỹ(τ)− y(τ)‖ ≤ μ(ε).

Then the problem (1) is said to be GUH stable.

Remark 2. If one has a function  ∈ E together with a sequences r, r = 0, · · · , r dependent on y.
Then y ∈ E is called a solution of the inequality (4) such that:

(a) |(τ)| ≤ ε, |r| ≤ ε, τ ∈ J, r = 0, · · · , k
(b) cDβ,ρ

sr ỹ(τ) = h̃(τ) + (τ), τ ∈ (sr, τr+1], r = 0, 1, · · · , k
(c) ỹ(τ) = Φr(τ, ỹ(τ), ỹ(τr − 0) + r, τ ∈ (τr, sr], r = 1, 2, · · · , k
(d) τ1−ρỹ′(τ) = Ψr(τ, ỹ(τ), ỹ(τr − 0) + r, τ ∈ (τr, sr], r = 1, 2, · · · , k.

3. Existence and Uniqueness Results

Our results for uniqueness and existence for problem (1) are presented in this section.
By using Lemma 2, we convert the non-instantaneous fractional differential Equation (1)
into a fixed point problem. define the operator G : E → E by:

Gy(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ1−β

Γ(β)

∫ τ

0
tρ−1(τρ − tρ)β−1h(t)dt + y0 +

y1
ρ τρ, τ ∈ [0, τ1],

Φr(τ, y(τ), y(τr − 0)), τ ∈ (τr, sr],
ρ1−β

Γ(β)

∫ τ

sr
tρ−1(τρ − tρ)β−1h(t)dt + Φr(sr, y(sr), y(τr − 0))

+
τρ − sρ

r

ρ
Ψr(sr, y(sr), y(τr − 0)), τ ∈ (sr, τr+1].

(5)

where h(τ) = h(τ, y(τ), τ1−ρy′(τ)).
To explain and prove our main results, we first introduce these hypotheses. Consider

the following

(H1) The function h : [0, T]×R×R→ R is continuous and Φr, Ψr : [τr, sr]×R×R→ R

are continuous functions ∀r = 1, · · · , k and k ∈ N.

(H2) |ĥ(τ)| = |h(τ, y, τ1−ρy′)| ≤ q(τ)υ(|y|), where q ∈ C([0, T],R+) and υ : R+ → R+ is a
nondecreasing function.

(H3) There exist constants ϑr > 0, ϑ∗r > 0, r = 1, · · · , k; k ∈ N such that

|Φr(τ, y, v)| ≤ ϑr, and |Ψr(τ, y, v)| ≤ ϑ∗r

∀τ ∈ [τr, sr] , y, v ∈ R.
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(H4) There exist A > 0 satisfies ||y||E 
= A for some y ∈ E .

(H5) There exist positive constants κ1r, κ2r, κ∗1r and κ∗2r, r = 1, · · · , k; k ∈ N such that:

|Φr(τ, y1, v1)−Φr(τ, y2, v2)| ≤ κ1r|y1 − y2|+ κ2r|v1 − v2|,
|Ψr(τ, y1, v1)−Ψr(τ, y2, v2)| ≤ κ∗1r|y1 − y2|+ κ∗2r|v1 − v2|

for each τ ∈ [τr, sr] and y1, y2, v1, v2 ∈ R.

(H6) There exists L > 0 satisfies

|h(τ, y, δy)− h(τ, u, δu)| ≤ L(|y− u|+ δ|y− u|)

∀τ ∈ [0, T] and y, u ∈ R.

Below are the short constants that we will use later to simplify handling:

Ω = Ω(β) + Ω(β− 1) (6)

Ωr = Ωr(β) + Ωr(β− 1), (7)

Q =
A

Ω‖q‖υ(A) + |y0|+ |y1|
ρ (ρ + τ

ρ
1 )

, (8)

Q1r =
A

ϑr + ϑ∗r
, (9)

Q2r =
A

Ωr‖q‖υ(A) + ϑr +
ϑ∗r
ρ (ρ + Tρ − sρ

r )
(10)

where r = 1, 2, · · · , k; k ∈ N,

Ω(β) =
τ

ρβ
1

ρβΓ(β + 1)
and Ωr(β) =

(Tρ − sρ
r )

β

ρβΓ(β + 1)
.

Lemma 3 ([33,34]). (Leray–Schauder nonlinear alternative) Assume that E is a Banach space, B
is a convex closed subset of E, and Y ⊂ B is an open subset and 0 ∈ Y. If F : Y → B is continuous
and compact, then either

• In Y, F has a fixed point; or
• For some λ ∈ (0, 1), there exists y ∈ ∂Y and y = λFy.

Theorem 1. Consider Hypotheses (H1)–(H4) satisfied. If

max
r
{Q,Q1r,Q2r} > 1

where Q,Q1r and Q2r are given by Equations (8), (9) and (10), respectively. Then, the problem in
Equation (1) has at least one solution in [0, T].

Proof. Verifying the hypotheses of Leray–Schauder nonlinear alternative involves a num-
ber of steps. The first step is to demonstrate that the operator G : E → E defined by
Equation (5) maps bounded sets into bounded sets in E . In other word, we show that for a
positive number ω, there exists a positive constant I such that ‖Gy‖E ≤ I for any y ∈ Bω

where Bω is a closed bounded set defined as

Bω =
{
(y, δy) : y ∈ E ∧ ‖y‖E = ‖y‖PC + ‖δy‖PC1

δ
� ω

}
with the radius:

ω � max
{

Ω‖q‖υ(ω) + |y0|+
|y1|

ρ
(ρ + τ

ρ
1 ), ϑr + ϑ∗r , Ωr‖q‖υ(ω) + ϑr +

ϑ∗r
ρ
(ρ + Tρ − sρ

r )

}
.
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Then, in light of (H2) and (H3), we have

• Case I. For each τ ∈ [0, τ1] and (y, δy) ∈ Bω. Using (6), we have

‖Gy‖PC ≤ sup
τ∈[0,τ1]

Iβ,ρ
0+

∣∣ĥ(t)∣∣+ |y0|+
∣∣y1

ρ
τρ
∣∣ ≤ Ω(β)||q||υ(ω) + |y0|+

|y1|
ρ

τ
ρ
1 .

Similarly, one can establish that

‖δGy‖PC1
δ
≤ sup

τ∈[0,τ1]

Iβ−1,ρ
0+

∣∣ĥ(t)∣∣+ |y1| ≤ Ω(β− 1)‖q‖υ(ω) + |y1|.

Consequently, we have

‖Gy‖E ≤ Ω‖q‖υ(ω) + |y0|+
|y1|

ρ
(ρ + τ

ρ
1 ) := I1.

• Case II. For each τ ∈ (τr, sr], r = 1, 2, · · · , k and (y, δy) ∈ Bω, we get

‖Gy‖E = ‖Gy‖PC + ‖δG‖PC1
δ
≤ ϑr + ϑ∗r := I2r.

• Case III. For each τ ∈ (sr, τr+1], r = 1, 2, · · · , k and (y, δy) ∈ Bω. Using (7), we have

‖Gy‖PC ≤ sup
τ∈(sr ,τr+1]

Iβ,ρ
sr

∣∣ĥ(t)∣∣+ ∣∣Φr(sr, y(sr), y(τr − 0))
∣∣+ ∣∣τρ − sρ

r

ρ
Ψr(sr, y(sr), y(τr − 0))

∣∣
≤ Ωr(β)‖q‖υ(ω) + ϑr +

ϑ∗r
ρ
(Tρ − sρ

r ).

In a similar manner, one can obtain:

‖δGy‖PC1
δ
≤ Ωr(β− 1)‖q‖υ(ω) + ϑ∗r .

Hence, we deduce that:

‖Gy‖E ≤ Ωr‖q‖υ(ω) + ϑr +
ϑ∗r
ρ
(ρ + Tρ − sρ

r ) := I3r.

From the above three inequalities, we can conclude that ‖Gy‖E ≤ I where
I = maxr

{
I1, I2r, I3r

}
. Thus, the operator G maps bounded sets into bounded sets

of the space E .
In the next step, we check that the operator G maps bounded sets into equicontinuous

sets in E .Considering the condition (H1), G is continuous.

• Case I. For each 0 � ζ1 < ζ2 � τ1 and (y, δy) ∈ Bω, we obtain that

|(Gy)(ζ2)− (Gy)(ζ1)| ≤
ρ1−β

Γ(β)

∫ ζ1

0
tρ−1

[
(ζ

ρ
2 − tρ)β−1 − (ζ

ρ
1 − tρ)β−1

]
|ĥ(t)|dt

+
ρ1−β

Γ(β)

∫ ζ2

ζ1

tρ−1(ζ
ρ
2 − tρ)β−1|ĥ(t)|dt +

|y1|
ρ

(
ζ

ρ
2 − ζ

ρ
1

)
≤ ||q||υ(|y|) 1

ρβΓ(β + 1)

(
ζ

ρβ
2 − ζ

ρβ
1

)
+
|y1|

ρ

(
ζ

ρ
2 − ζ

ρ
1

)
⇒ 0 as ζ2 → ζ1.

Similarly, one can establish that:
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|(δGy)(ζ2)− (δGy)(ζ1)|

≤ ||q||υ(|y|) ρ2−β

Γ(β− 1)

(∫ ζ1

0
tρ−1

[
(ζ

ρ
1 − tρ)β−2 − (ζ

ρ
2 − tρ)β−2

]
dt +

∫ ζ2

ζ1

tρ−1(ζ
ρ
2 − tρ)β−2dt

)
≤ 2||q||υ(|y|) 1

ρβ−1Γ(β)

(
ζ

ρ
2 − ζ

ρ
1

)β−1

⇒ 0 as ζ2 → ζ1.

• Case II. For eachτr � ζ1 < ζ2 < sr, r = 1, 2, · · · , k and (y, δy) ∈ Bω, we have

|(Gy)(ζ2)− (Gy)(ζ1)| ≤ |Φr(ζ2, y(ζ2), y(τr − 0))| − |Φr(ζ1, y(ζ1), y(τr − 0))|
|(δGy)(ζ2)− (δGy)(ζ1)| ≤ |Ψr(ζ2, y(ζ2), y(τr − 0))| − |Ψr(ζ1, y(ζ1), y(τr − 0))|.

Due to the continuity of both functions. It is clear that the above inequality approaches
zero when letting ζ2 → ζ1.

• Case III. For each sr � ζ1 < ζ2 < τr+1, r = 1, 2, · · · , k, and (y, δy) ∈ Bω, we get

|(Gy)(ζ2)− (Gy)(ζ1)| ≤
ρ1−β

Γ(β)

∫ ζ1

sr
tρ−1

[
(ζ

ρ
2 − tρ)β−1 − (ζ

ρ
1 − tρ)β−1

]∣∣∣ĥ(t)∣∣∣dt

+
ρ1−β

Γ(β)

∫ ζ2

ζ1

tρ−1(ζ
ρ
2 − tρ)β−1

∣∣∣ĥ(t)∣∣∣dt +
ζ

ρ
2 − ζ

ρ
1

ρ
|Ψr(sr, y(sr), y(τr − 0))|

≤ ||q||υ(|y|) 1
ρβΓ(β + 1)

[(
ζ

ρ
2 − sρ

r

)β
−
(

ζ
ρ
1 − sρ

r

)β
]
+

ζ
ρ
2 − ζ

ρ
1

ρ
|Ψr(sr, y(sr), y(τr − 0))|

⇒ 0 as ζ2 → ζ1.

Moreover, we have:

|(δGy)(ζ2)− (δGy)(ζ1)|

≤ ||q||υ(|y|) ρ2−β

Γ(β− 1)

(∫ ζ1

sr
tρ−1

[
(ζ

ρ
1 − tρ)β−2 − (ζ

ρ
2 − tρ)β−2

]
dt +

∫ ζ2

ζ1

tρ−1(ζ
ρ
2 − tρ)β−2dt

)
≤ ||q||υ(|y|) 1

ρβ−1Γ(β)

[
2(ζρ

2 − ζ
ρ
1)

β−1 + (ζ
ρ
1 − sρ

r )
β−1 − (ζ

ρ
2 − sρ

r )
β−1

]
⇒ 0 as ζ2 → ζ1.

As a result of the three inequalities above, we conclude that ‖(Gy)(ζ2)− (Gy)(ζ1)‖E →
0 independently of (y, δy) ∈ Bω as ζ2 → ζ1. Using the preceding arguments and the Arzela-
Ascoli theorem, the operator G : E → E is completely continuous.

Finally, we show that there exist an open set Y ⊂ E with y 
= λGy for λ ∈ (0, 1) and
y ∈ ∂Y. Consider the equation y = λGy for λ ∈ (0, 1). Then based on Step 1 , we have the
following cases:

• Case I. For each τ ∈ [0, τ1], one has

‖y(τ)‖ = ‖λ(Gy)(τ)‖ ≤ Ω‖q‖υ(‖y‖) + |y0|+
|y1|

ρ
(ρ + τ

ρ
1 )

which implies that:

‖y‖E
Ω‖q‖υ(‖y‖E ) + |y0|+ |y1|

ρ (ρ + τ
ρ
1 )
≤ 1. (11)
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• Case II. For each τ ∈ (τr, sr], r = 1, 2, · · · , k, one has

‖y(τ)‖ = ‖λ(Gy)(τ)‖ ≤ ϑr + ϑ∗r

which implies that:
‖y‖E

ϑr + ϑ∗r
≤ 1. (12)

• Case III. For each τ ∈ (sr, τr+1], r = 1, · · · , k, we obtain:

‖y(τ)‖ = ‖λ(Gy)(τ)‖ ≤ Ωr‖q‖υ(‖y‖) + ϑr +
ϑ∗r
ρ
(ρ + Tρ − sρ

r )

which implies that:

‖y‖E
Ωr‖q‖υ(‖y‖E ) + ϑr +

ϑ∗r
ρ (ρ + Tρ − sρ

r )
≤ 1. (13)

If (11)–(13) are combined with (H4) and given condition maxr{Q,Q1r,Q2r} > 1. A
positive numberA such that ‖y‖E 
= A can be found. Create a set Y = {y ∈ E : ‖y‖E < A}
with the operator G : Y → E being continuous and completely continuous. In light of the
choice of Y, there is no y ∈ ∂Y satisfying y = λGy for λ ∈ (0, 1). Thus, it follows from
the nonlinear alternative of Leray–Schauder, the operator G has a fixed point y ∈ Y that
corresponds to a solution to Equation (1).

Using the contraction mapping principle, we ensure the uniqueness of solution to
problem (1).

Theorem 2. Suppose that Hypotheses (H1,H3,H5 and H6) are satisfied. If

Δ = max
r

{
LΩ,Kr +K∗r ,LΩr +Kr +

K∗r
ρ (ρ + Tρ − sρ

r )
}
< 1 (14)

where Kr = κ1r + κ2r and K∗r = κ∗1r + κ∗2r. Thus, the non-instantaneous impulsive fractional
differential Equation (1) has a unique solution on J.

Proof. Let us consider a set:

Br =
{
(y, δy) : y ∈ E ∧ ‖y‖E = ‖y(τ)‖PC + ‖δy(τ)‖PC1

δ
� r

}
with radius

r ≥ max
r

⎧⎨⎩ΩN + |y0|+ |y1|
ρ (ρ + τ

ρ
1 )

1−LΩ
, ϑr + ϑ∗r ,

ΩrN + ϑr +
ϑ∗r
ρ (ρ + Tρ − sρ

r )

1−LΩr

⎫⎬⎭
where sup

τ∈[0,T]
|h(τ, 0, 0)| = N. Clearly, G is well defined and Gy ∈ E for all y ∈ E . All that

remains is to demonstrate that G is a contraction mapping. Thus, three cases are considered:

• Case I. For each τ ∈ [0, τ1] and (y, δy), (v, δv) ∈ E . Using (6), we get

‖Gy− Gv‖PC ≤ sup
τ∈[0,τ1]

ρ1−β

Γ(β)

∫ τ

0
tρ−1(τρ − tρ)β−1

∣∣∣h(t, y, t1−ρy′)− h(t, v, t1−ρv′)
∣∣∣dt

≤ LΩ(β)‖y− v‖.
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Similarly, we can obtain:

‖δGy− δGv‖PC1
δ
≤ LΩ(β− 1)‖y− v‖

which implies that:

‖Gy− Gv‖E ≤ LΩ‖y− v‖.

• Case II. For each τ ∈ (τr, sr], r = 1, 2, · · · , k and (y, δy), (v, δv) ∈ E , we have:

‖Gy− Gv‖PC ≤ (κ1r + κ2r)‖y− v‖.

In addition:

‖δGy− δGv‖PC1
δ
≤ (κ∗1r + κ∗2r)‖y− v‖.

Consequently, we have:

‖Gy− Gv‖E ≤ (Kr +K∗r )‖y− v‖.

• Case III. For each τ ∈ (sr, τr+1], r = 1, 2, · · · , k and (y, δy), (v, δv) ∈ E . Using (7),
we obtain:

‖Gy− Gv‖PC

≤ sup
τ∈(sr ,τr+1]

ρ1−β

Γ(β)

∫ τ

sr
tρ−1(τρ − tρ)β−1

∣∣∣h(t, y, t1−ρy′)− h(t, v, t1−ρv′)
∣∣∣dt

+ |Φr(sr, y(sr), y(τr − 0))−Φr(sr, v(sr), v(τr − 0))|

+

∣∣∣∣∣τρ − sρ
r

ρ

(
Ψr(sr, y(sr), y(τr − 0))−Ψr(sr, v(sr), v(τr − 0))

)∣∣∣∣∣
≤

[
LΩr(β) +Kr +

K∗r
ρ
(Tρ − sρ

r )

]
‖y− v‖.

In a similar manner, it can be shown that:

‖δGy− δGv‖PC1
δ
≤ [LΩr(β− 1) +K∗r ]‖y− v‖

which leads to:

‖Gy− Gv‖E ≤
[
LΩr +Kr +

K∗r
ρ
(ρ + Tρ − sρ

r )

]
‖y− v‖.

From the above, we obtain: ‖Gy − Gv‖E ≤ Δ‖y − v‖ which, in view of the given
condition Δ < 1, shows that the operator G is a contraction. This implies that the prob-
lem in Equation (1) has a unique solution on[0, T], according to the Banach contraction
mapping principle.

4. Stability Analysis

We present results regarding the Ulam–Hyers stability of our problem (1) in this section.

Theorem 3. Suppose that Hypotheses (H1), (H5 and (H6) are satisfied. Then, the non-instantaneous
impulsive fractional differential Equation (1) is Ulam–Hyers stable and Generalized Ulam–Hyers
stable if Δ < 1 where Δ is defined as (14).
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Proof. Assuming a unique solution y ∈ E to the problem (1) corresponds to any solution
ỹ ∈ E of the inequality (4). Then, in light of Lemma 2, we have:

y(τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ1−β

Γ(β)

∫ τ

0
tρ−1(τρ − tρ)β−1υ(t)dt + y0 +

y1
ρ τρ, τ ∈ [0, τ1],

Φr(τ, y(τ), y(τr − 0)), τ ∈ (τr, sr],
ρ1−β

Γ(β)

∫ τ

sr
tρ−1(τρ − tρ)β−1h(t)dt + Φr(sr, y(sr), y(τr − 0))

+
τρ − sρ

r

ρ
Ψr(sr, y(sr), y(τr − 0)), τ ∈ (sr, τr+1].

Further, if ỹ is the solution of inequality (4) and using Remark 2, we get:

cDβ,ρ
sr ỹ(τ) = h̃(τ) + (τ) τ ∈ (sr, τr+1], r = 0, 1, · · · , k

ỹ(τ) = Φr(τ, ỹ(τ), ỹ(τr − 0) + r, r = 1, 2, · · · , k

τ1−ρỹ′(τ) = Ψr(τ, ỹ(τ), ỹ(τr − 0) + r, r = 1, 2, · · · , k

where h̃(τ) = h(τ, ỹ(τ), τ1−ρỹ′(τ)) and

ỹ(τ) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Iβ,ρ
0 h̃(τ) + Iβ,ρ

0 (τ) + y0 +
y1
ρ τρ, τ ∈ [0, τ1],

Φr(τ, ỹ(τ), ỹ(τr − 0)) + r, τ ∈ (τr, sr],

Iβ,ρ
sr h̃(τ) + Iβ,ρ

sr (τ) + Φr(sr, ỹ(sr), ỹ(τr − 0))

+
τρ − sρ

r

ρ
Ψr(sr, ỹ(sr), ỹ(τr − 0)) +

r

ρ
(ρ + τρ − sρ

r ), τ ∈ (sr, τr+1].

For each τ ∈ [0, τ1], we consider:

‖ỹ(τ)− y(τ)‖PC ≤
ρ1−β

Γ(β)

∫ τ

0
tρ−1(τρ − tρ)β−1

∣∣∣h̃(t)− h(t)
∣∣∣dt +

ρ1−β

Γ(β)

∫ τ

0
tρ−1(τρ − tρ)β−1|(t)|dt

≤ LΩ(β)‖ỹ− y‖E + εΩ(β).

Similarly, we can obtain:

‖δỹ(τ)− δy(τ)‖PC1
δ
≤ LΩ(β− 1)‖ỹ− y‖E + εΩ(β− 1)

which implies that:

‖ỹ(τ)− y(τ)‖E ≤ LΩ‖ỹ− y‖E + εΩ.

Or, equivalently,

‖ỹ− y‖E ≤
εΩ

1−LΩ
, LΩ < 1.

For each τ ∈ (τr, sr], r = 1, 2, · · · , k, we consider:

‖ỹ(τ)− y(τ)‖PC ≤ |Φr(τ, ỹ(τ), ỹ(τr − 0))−Φr(τ, y(τ), y(τr − 0))|+ |r|,
≤ (κ1r + κ2r)‖ỹ− y‖+ ε.

In addition:

‖δỹ(τ)− δy(τ)‖PC1
δ
≤ (κ∗1r + κ∗2r)‖ỹ− y‖E + ε.
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Consequently, we have:

‖ỹ− y‖E ≤ (Kr +K∗r )‖ỹ− y‖E + 2ε.

Or, equivalently:

‖ỹ− y‖E ≤
2ε

1− (Kr +K∗r )
, Kr +K∗r < 1.

For each τ ∈ (sr, τr+1], r = 1, 2, · · · , k, we consider:

‖ỹ(τ)− y(τ)‖PC ≤
ρ1−β

Γ(β)

∫ τ

sr
tρ−1(τρ − tρ)β−1

∣∣∣h̃(t)− h(t)
∣∣∣dt +

ρ1−β

Γ(β)

∫ τ

sr
tρ−1(τρ − tρ)β−1|(t)|dt

+|Φr(τ, ỹ(τ), ỹ(τr − 0))−Φr(τ, y(τ), y(τr − 0))|+ |r|

+

∣∣∣∣∣τρ − sρ
r

ρ

∣∣∣∣∣|Ψr(τ, ỹ(τ), ỹ(τr − 0))−Ψr(τ, y(τ), y(τr − 0))|+
∣∣∣∣∣τρ − sρ

r
ρ

r

∣∣∣∣∣
≤

[
LΩr(β) +Kr +

K∗r
ρ
(Tρ − sρ

r )

]
‖ỹ− y‖E + ε(1 +

Tρ − sρ
r

ρ
).

In a similar manner, it can be shown that:

‖δỹ(τ)− δy(τ)‖PC1
δ
≤ [LΩr(β− 1) +K∗r ]‖ỹ− y‖E + ε

which leads to:

‖ỹ(τ)− y(τ)‖E ≤
(2ρ + Tρ − sρ

r )ε

ρ
(

1−LΩr −Kr − K∗r
ρ (ρ + Tρ − sρ

r )
), LΩr +Kr +

K∗r
ρ
(ρ + Tρ − sρ

r ) < 1.

Then, for each τ ∈ J, we obtain:

‖ỹ(τ)− y(τ)‖E ≤ Λε.

where Λ = maxr

{
Ω

1−LΩ , 2
1−(Kr+K∗r ) , 2ρ+Tρ−sρ

r

ρ
(

1−LΩr−Kr−K
∗
r

ρ (ρ+Tρ−sρ
r )
)
}

.

Thus, the solution of (1) is UH stable if Δ < 1. Additionally, by setting μ(ε) = Λ and
μ(0) = 0. Then, the solution of (1) becomes GUH stable.

5. Applications

In this section, we describe an application of our main results to demonstrate how
they can be applied.

Example 1. Consider the following non-instantaneous impulsive fractional differential equations:

cDβ,ρ
sr y(τ) = h(τ, y(τ), δy(τ)) τ ∈ (0, 1

3 ] ∪ ( 2
3 , 1],

y(τ) =
3
4

τ2 +
1
12

sin y(τ) +
1
8

cos y(τr − 0), τ ∈ ( 1
3 , 2

3 ],

δy(τ) =
3
2

τ +
1
14

cos y(τ) +
1

10
sin y(τr − 0), τ ∈ ( 1

3 , 2
3 ],

y(0) = 0, lim
τ→0

δy(τ) = 1

(15)
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where J = [0, 1], 0 = s0 < τ1 =
1
3
< s1 =

2
3
< τ2 = 1, ρ =

1
2
, β =

5
4

and h(τ, y(τ), δy(τ)) will
be determined later. Using the given data, we can find that

Ω(β) ≈ 1.05646621, Ω(β− 1) ≈ 1.14365822, Ω ≈ 2.20012444,
Ωr(β) ≈ 0.25212249, Ωr(β− 1) ≈ 0.85871184, Ωr ≈ 1.11083434.

In our example, we take

Φ1(τ, y, v) =
3
4

τ2 +
1

12
sin y +

1
8

cos v,

Ψ1(τ, y, v) =
3
2

τ +
1

14
cos y +

1
10

sin v.

It is clear that they are continuous on the interval ( 1
3 , 2

3 ] which meets the first assumption
and satisfy

|Φ1(τ, y, v)| ≤
∣∣∣∣3
4

τ2
∣∣∣∣+ ∣∣∣∣ 1

12
sin y

∣∣∣∣+ ∣∣∣∣1
8

cos v
∣∣∣∣ ≤ 3

4

(
2
3

)2
+

1
12

+
1
8
=

13
24

,

|Ψ1(τ, y, v)| ≤
∣∣∣∣3
2

τ

∣∣∣∣+ ∣∣∣∣ 1
14

cos y
∣∣∣∣+ ∣∣∣∣ 1

10
sin v

∣∣∣∣ ≤ 1 +
1

14
+

1
10

=
82
70

for all τ ∈ ( 1
3 , 2

3 ] and y, v ∈ R. These lead to the third assumption is verified with ϑ1 = 13/24 and
ϑ∗1 = 82/70.

Theorem 4 (Application to Theorem 1). The Leray–Schauder nonlinear alternative theorem has
been applied in Theorem 1 with the assumptions (H1)–(H3). To illustrate our investigation, let
us take

h(τ, y(τ), δy(τ)) =
1

2
√

5− τ

[
1

15π
sin(5πy) +

3|δy(τ)|
4(|δy(τ)|+ 1)

]
.

It is obvious that the function h is continuous which meets the first assumption and satisfies

|ĥ(τ)| = |h(τ, y, δy)| ≤ 1
2
√

5− τ

(
1
3
‖y‖+ 3

4

)
:= q(τ)υ(‖y‖)

where

q(τ) =
1

2
√

5− τ
and υ(‖y‖) = 1

3
‖y‖+ 3

4
.

for all τ ∈ (0, 1
3 ] ∪ ( 2

3 , 1]. It is obvious that the function q(τ) is nondecreasing function which
admits the hypothesis (H2) with ||q|| ≤ q(1) = 1/4. The condition (H4) and (11)–(13) imply that

A > max
r

⎧⎨⎩
3‖q‖

4 Ω + 1
ρ (ρ + τ

ρ
1 )

1− ‖q‖
3 Ω

, ϑr + ϑ∗r ,
3‖q‖

4 Ωr + ϑr +
ϑ∗r
ρ (ρ + Tρ − sρ

r )

1− ‖q‖
3 Ωr

⎫⎬⎭
A > max{3.018702359, 1.713095238, 2.539578874}

A > 3.018702359.

Therefore, the conditions of Theorem (1) are satisfied, and consequently,on [0, 1] there exists at
least one solution to the boundary value problem (15).
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Theorem 5 (Application to Theorem 2). To demonstrate Theorem 2, which is based on the Banach
fixed point theorem, we take

h(τ, y(τ), δy(τ)) =
e−2τ(|y(τ)|+ |δy(τ)|)

(1 + 9eτ)(1 + |y(τ)|+ |δy(τ)|)

It is clear that the function h : [0, 1] × R× R → R is continuous and that it fulfills the
hypothesis (H2)

|h(τ, y, δy)− h(τ, u, δu)| ≤ e−2τ |(|y|+ |δy|)− (|u|+ |δu|)|
(1 + 9eτ)|(1 + |y|+ |δy|)(1 + |u|+ |δu|)|

≤ 1
10

∣∣∣∣|y| − |u|∣∣∣∣+ ∣∣∣∣|δy| − |δu|
∣∣∣∣

≤ 1
10

(|y− u|+ |δy− δu|).

with L = 1/10. For all τ ∈ ( 1
3 , 2

3 ] and y1, y2, v1, v2 ∈ R, we get

|Φ1(τ, y1, v1)−Φ1(τ, y2, v2)| ≤
1

12
|y1 − y2|+

1
8
|v1 − v2|,

|Ψ1(τ, y1, v1)−Ψ1(τ, y2, v2)| ≤
1

14
|y1 − y2|+

1
10
|v1 − v2|.

Thus, the condition (H5) of Theorem 2 is satisfied with

κ11 =
1

12
, κ21

1
8
, K1 ≈ 0.20833333,

κ∗11 =
1

14
, κ∗22 =

1
10

, K∗1 ≈ 0.17142857.

In conclusion, we have

Δ = max
r

{
LΩ,Kr +K∗r ,LΩr +Kr +

K∗r
ρ (ρ + Tρ − sρ

r )
}

= max{0.22001244, 0.37976190, 0.55376046} = 0.55376046 < 1.

Hence, the problem in Equations (15) has a unique solution on [0, 1] by Theorem 2.

Theorem 6 (Application to Theorem 3). To demonstrate Theorem 3, we take

h(τ, y(τ), δy(τ)) =
|y(τ)|

2(τ + 8)(1 + |y(τ)|) +
|δy(τ)|
(τ + 16)

It is clear that the function h : [0, 1] × R× R → R is continuous and that it fulfills the
hypothesis (H6)

|h(τ, y, δy)− h(τ, u, δu)| ≤ |(|y| − |u|)|
2(τ + 8)|(1 + |y|)(1 + |u|)|+

|(|δy| − |δu|)|
(τ + 16)

≤ 1
16

∣∣∣∣|y| − |u|∣∣∣∣+ ∣∣∣∣|δy| − |δu|
∣∣∣∣

≤ 1
16

(|y− u|+ |δy− δu|).

Clearly the assumptions of Theorem 3 are fulfilled with

L =
1
16

, K1 ≈ 0.20833333, K∗1 ≈ 0.17142857.
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Δ = max{0.137507777, 0.37976190, 0.55376046} = 0.51210450 < 1.

In conclusion, we have:

‖ỹ− y‖ ≤ Λε, τ ∈ J,

where ε is any positive real constant, and

Λ = max

⎧⎨⎩ Ω
1−LΩ

,
2

1− (Kr +K∗r )
,

2ρ + Tρ − sρ
r

ρ
(

1−LΩr −Kr − K∗r
ρ (ρ + Tρ − sρ

r )
)
⎫⎬⎭,

Λ = max{2.55089191, 3.22456811, 0.24394774},

Λ = 3.22456811 > 0.

Consequently,

‖ỹ− y‖ ≤ (3.22456811)ε,

Thus, problem (15) is UH stable.

Moreover, by putting μ(ε) = (3.22456811)ε with μ(0) = 0, problem (15) becomes
GUH stable.

6. Conclusions

Our work involved the development of the existence theory and Ulam–Hyers stability
of non-instantaneous impulsive BVPs involving Generalized Liouville–Caputo derivatives.
This work is based on modern functional analysis techniques. Three conclusions have
been obtained: the first two deal with the existence and uniqueness of solutions, while the
third concerns the stability analysis of solutions for the given problem. The first existence
result is based on a nonlinear Leray–Schauder alternative, while the second is based on
the Banach fixed point theorem. The third conclusion establishes a criterion for ensuring
various types of Ulam–Hyers stability, that is necessary for nonlinear problems in terms of
optimization and numerical solutions and plays a key role in numerical solutions where
exact solutions are difficult to get.
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Adopting Feynman–Kac Formula in Stochastic Differential
Equations with (Sub-)Fractional Brownian Motion
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Abstract: The aim of this work is to establish and generalize a relationship between fractional partial
differential equations (fPDEs) and stochastic differential equations (SDEs) to a wider class of stochastic
processes, including fractional Brownian motions {BH

t , t ≥ 0} and sub-fractional Brownian motions
{ξH

t , t ≥ 0} with Hurst parameter H ∈ ( 1
2 , 1). We start by establishing the connection between

a fPDE and SDE via the Feynman–Kac Theorem, which provides a stochastic representation of a
general Cauchy problem. In hindsight, we extend this connection by assuming SDEs with fractional-
and sub-fractional Brownian motions and prove the generalized Feynman–Kac formulas under a
(sub-)fractional Brownian motion. An application of the theorem demonstrates, as a by-product, the
solution of a fractional integral, which has relevance in probability theory.

Keywords: Cauchy problem; fractional-PDE; SDE; fractional Brownian motion; sub-fractional processes;
Feynman–Kac formula; fractional calculus

1. Introduction

Consider the Cauchy problem [1] of the following parabolic partial differential equa-
tion (PDE) on Rd

∂

∂t
u(x, t) = κ

∂2

∂x2 u(x, t) + ηBH(t), t ≥ 0, x ∈ R
d,

u(x, 0) = u0(x),
(1)

where u(x, t) ∈ C2,1, u0(x) is a bounded measurable function and BH(t) is a fractional
Brownian motion (cf. Section 2). Without loss of generality, we assume that the parameter
κ is constant. This second-order PDE has a stochastic representation for η = 0, according to
the Feynman–Kac formula [2,3]. Indeed, we obtain

u(xt, t) = Ex,t[uT(x)], (2)

if xt satisfies Equation (3) and the function σ(xt, t) is sufficiently integrable

dxt = μ(xt, t)dt + σ(xt, t)dBH
t , (3)

where BH
t is a Brownian motion (BM) if the Hurst parameter is of H = 1

2 [4–6]. Additionally,
the problem of (1) has an intimate relationship to the fractional partial differential equation
(fPDE) [7]:

∂1/2

∂t1/2 u(x, t) = − ∂

∂x
u(x, t). (4)

Note that this equation contains a fractional derivative in general or a semi-derivative
in respect of time in special [8–13].
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There is a large amount of the literature devoted to each issue of the Cauchy problem [6,14].
This research closes a gap by considering the linking relationships of (sub-)fractional
Brownian motions as well as fPDEs. The Feynman–Kac formula (2) provides a unique
weak solution to Equation (1). Different versions of the Feynman–Kac formula have been
discovered for a variety of problems [15,16]. Some generalizations of the Feynman–Kac
formula are discovered by Querdiane and Silva [17] and Hu et al. [18,19]. A Feynman–Kac
formula also exists for Lévy processes by Nualart and Schoutens [20].

Advancements in stochastic differential equations and fractional partial differential
equations to analyse complex systems are related to our research [21–24]. Furthermore,
recent developments in fractional calculus contributed to a better understanding and
further studies of the relationships between fractional PDEs and stochastic calculus [25–31].
However, we are concerned about the linkage of the Cauchy problem and the representation
by a fPDE, as well as the Feynman–Kac formula. For the Cauchy problem, we generalize
the stochastic representation of Feynman–Kac by utilizing fractional Brownian motion
(fBM) with Hurst parameter H > 1/2.

In addition, the more recent literature looks at the idea of sub-fractional Brown-
ian motion (sub-fBM). A sub-fBM is an intermediate between a Brownian motion and
fractional Brownian motion. The existence and properties, such as long-range depen-
dence, self-similarity and non-stationarity were introduced by Bojdecki et al. [32] and
Tudor et al. [33,34]. Since the sub-fractional Brownian motion is not a martingale, methods
of stochastic analysis are more sophisticated. However, several authors developed stochas-
tic calculus and integration concepts for an fBM [25] and sub-fBM [35–37]. Recently, for a
sub-fractional Brownian motion with Hurst parameters H > 1

2 , a maximal inequality was
established according to the Burkholder–Davis–Gundy inequality for fractional Brown-
ian motion [38]. It turns out that fBM and sub-fBM are adequate stochastic processes in
scientific applications [13,39].

In this paper, our purpose is to construct and prove a general link of the Cauchy
problem with the Feynman–Kac equation via Itô’s formula for fBM and sub-fBM. Conse-
quently, this paper links the solution of u(x, t) defined by Equation (1) with the stochastic
Feynman–Kac representation to a fractional Brownian motion {BH

t } and sub-fBM {ξH
t }.

We prove the result and show the properties of (sub-)fractional processes in stochastic
analysis. Note that, throughout this paper, we frequently assume 1

2 < H < 1.
The paper is organized as follows. Section 2 contains preliminaries on fractional

calculus, particularly fractional Brownian motion. Thereafter, we examine sub-fractional
stochastic processes and integration rules in Section 3. Here, we list the definitions and
assumptions for the remainder of the article. In Section 4, we link the Cauchy problem
to the Feynman–Kac formula with stochastic differential equations driven by fractional
and sub-fractional Brownian motions. We state our theorems and prove our statements.
In Section 5, we examine the Cauchy problem and the relationship to fractional partial
differential equations (fPDE). Furthermore, we find a new fractional derivative and integral
with relevance in probability theory. The conclusion is in Section 6.

2. Preliminaries

In the following section, we define preliminary concepts on fractional stochastic
processes and fractional calculus.

2.1. Fractional Calculus

Since we deal with the Hurst parameter H, we need to know fractional calculus. Let
a, b ∈ R, a < b. Let f ∈ L1(a, b) and α > 0. The left- and right-sided fractional integral of f
of order α are defined for x ∈ (a, b), respectively, as

aD−α
x f (x) = a Iα

x f (x) =
1

Γ(α)

∫ x

a
(x− u)α−1 f (u)du −∞ ≤ a ≤ x,
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and

xD−α
b f (x) = x Iα

b f (x) =
1

Γ(α)

∫ b

x
(u− x)α−1 f (u)du −∞ ≤ x ≤ b.

This is the fractional integral of Riemann–Liouville type. Similarly, the fractional left-
and right-sided derivative, for f ∈ Iα

a (Lp) and 0 < α < 1, are defined by

a I−α
x f (x) = aDα

x f (x) =
1

Γ(1− α)

(
d

dx

) ∫ x

a
(x− u)−α f (u)du (5)

and

x I−α
b f (x) = xDα

b f (x) =
−1

Γ(1− α)

(
d

dx

) ∫ b

x
(u− x)−α f (u)du, (6)

for all x ∈ (a, b) and Iα
a (Lp) is the image of Lp(a, b). It is easy to see that if f ∈ I1

a (L1),

aDα
x aD1−α

x f (x) = D f (x), bDα
x bD1−α

x f (x) = D f (x). (7)

Note Dα f (x) exists for all f ∈ Cβ([a, b]) if α < β.

2.2. Fractional Stochastic Process

Mandelbrot and van Ness defined a fractional Brownian Motion (fBM), BH
t , as a

Brownian motion, B(t), together with a Hurst parameter (or Hurst index) H ∈ (0, 1) in
1968 [8]. The new feature of fBM’s is that the increments are interdependent. The latter
property is defined as self-similarity. A self-similar process has invariance with respect to
changes in timescale (scaling-invariance). Almost all other stochastic processes, such as the
standard Brownian Motion or Lévy processes, likely have independent increments. They
create the famous class of Markov processes. Empirically, there is ubiquitous evidence in
science that fractional stochastic processes, for instance, spectral densities with a sharp
peak, are related to the phenomena of long-range interdependence over time. Indeed,
the observable presence of interdependence in many real-world applications calls for
fractional stochastic processes.

Definition 1. Let H be 0 < H < 1 and B0 an arbitrary real number. We call BH(t, ω) a fractional
Brownian Motion (fBM) with Hurst parameter H and starting value B0 at time 0, such as

(1) BH(0, ω) = B0, and;

(2) BH(t, ω)− BH(0, ω) = 1
Γ(H+ 1

2 )

[∫ 0
−∞[(t− s)H− 1

2 − (−s)H− 1
2 ]dB(s, ω) +

∫ t
0 (t− s)H− 1

2

dB(s, ω)

]
[Wyle fractional integral];

(3) [Or equivalently by the Riemann-Liouville fractional integral: BH(t, ω) − BH(0, ω) =
1

Γ(H+ 1
2 )

∫ t
0 (t− s)H− 1

2 dB(s, ω)].

We immediately obtain the corollary.

Corollary 1. For H = 1
2 and B0 = 0, we obtain a Brownian Motion B(t, ω) = B

1
2 (t, ω).

Proof. If H = 1
2 , we obtain B

1
2 (t, ω)− B

1
2 (0, ω) = 1

Γ(1)

∫ t
0 dB(s, ω) = B(t, ω).

For values of H, such as 0 < H < 1
2 or 1

2 < H < 1 the fBM BH(t, ω) has different
properties. If 0 < H < 1

2 , we say that it has the property of short memory. Indeed,
Mandelbrot and van Ness [8] shows that this range is associated with negative correlation.
If 1

2 < H < 1, then the fBM has the property of long-memory or long-range dependence
with time-persistence (Mandelbrot and van Ness [8]). Alternatively, we define a fractional
Brownian motion by

42



Mathematics 2022, 10, 340

Definition 2. A fractional Brownian Motion (fBM) is a centered Gaussian process BH(t) for t ≥ 0
with the covariance function

R f BM(t, s) = E[BH(t)BH(s)] =
1
2
[|t|2H + |s|2H − |t− s|2H ], (8)

where H ∈ (0, 1) denotes the Hurst parameter.

Remark 1. The covariance is trivially derived by starting with a standard Brownian motion and
extending it with the Hurst index H, such as

Var[B(t)− B(s)] = E[(B(t)− B(s))2] = |t− s|
⇔ Var[BH(t)− BH(s)] = E[(BH(t)− BH(s))2] = |t− s|2H ,

where, for H = 1
2 , we obtain the Brownian motion. The covariance is derived by the following steps

Cov[BH(t)BH(s)] = E[(BH(t)−E[BH(t)])(BH(s)−E[BH(s)])] = E[BH(t)BH(s)]

=
1
2

[
E[BH(t)2] +E[BH(s)2]−E[(BH(t)− BH(s))2]

]
=

1
2
[|t|2H + |s|2H − |t− s|2H ].

Corollary 2. The expectation of non-overlapping increments of an fBM is E[BH(t)− BH(s)] 
= 0
and the variance is of E[(BH(t)− BH(s))2] = |t− s|2H for all t, s ∈ R

Proof. Let t > s > 0. The first part is

E[(BH(t)− BH(s))(BH(s)− BH(0))] = E[BH(t)BH(s)]−E[BH(t)BH(0)]−
−E[(BH(s))2] +E[BH(s)BH(0)]

=
1
2
[t2H + s2H − (t− s)2H ]− s2H

=
1
2
[t2H − s2H − (t− s)2H ] 
= 0.

Thus, we can see that the expected increments are non-zero. Indeed, the increments
are interdependent, contrary to Markov processes. The second part of the variance is

E[(BH(t)− BH(s))2] = E[(BH(t)− BH(s))(BH(t)− BH(s))]

= E[(BH(t))2] +E[(BH(s))2]− 2E[BH(t)BH(s)]

= t2H + s2H − 2
[1

2
[|t|2H + |s|2H − |t− s|2H ]

]
= |t− s|2H ∀t, s ∈ R

Proposition 1. A fractional Brownian Motion (fBM) has the following properties:

(1) The fBM has stationary increments: BH
t − BH

s
dis.
= BH

u − BH
s ;

(2) The fBM is H-self-similar, such as BH(at) = aH BH(t);
(3) The fBM has dependence of increments for H 
= 1

2 .
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Proof. Part (1): For t1 < t2 < t3 < t4, the equality of the covariance function implies that
Y := BH(t2)− BH(t1) has the same distribution as X := BH(t4)− BH(t3). From above,
we know

E[(BH(t2)− BH(t1))
2] = (t2 − t1)

2H = (Δt)2H

E[(BH(t4)− BH(t3))
2] = (t4 − t3)

2H = (Δt)2H ,

where t1 < t2 and t3 < t4 with Δt = t2 − t1 = t4 − t3. Hence, the incremental behavior at
any point in the future is the same. Thus, we say that it has stationary increments.

Part (2): We show that BH(at) = aH BH(t). We utilize the definition,

E[(BH(at))2] =
1
2
[(at)2H + (at)2H − (at− at)2H ] = (at)2H = a2Ht2H

= a2H
E[(BH(t))2],

hence, we obtain (BH(at))2 = a2H(BH(t))2 and this equal to BH(at) = aH BH(t). The proof
of part (3) is already in Corollary 2.

2.3. Itô’s Formula for Fractional Brownian Motion

A fractional Brownian motion is continuous but almost certainly not differentiable [8].
Hence, it is inconvenient that an fBM does not have a derivative or integral. Furthermore,
the fBM is neither a martingale nor a semi-martinagle. Therefore, Itô calculus is not
applicable to fractional Brownian Motions if H 
= 1

2 .
However, stochastic calculus was developed with respect to fractional Brownian

motion by [40] and the stochastic integral was introduced by [25]. The theory is a fractional
extension of Itô-calculus, but limited to a Hurst index H ∈ (1/2, 1). If H > 1/2 the fBM
exhibits long-range dependence, which is a fundamental property in physics or finance.

By utilizing Wick calculus that has zero mean and explicit expressions for the second mo-
ment, we define the stochastic fractional integral, satisfying the propertyE[

∫ t
0 f (s)dBH(s)] = 0.

Suppose a filtered probability space (Ω,F ,PH), where the probability measure de-
pends on H. Note that H is fixed by H ∈ (1/2, 1). Let us define a kernel function
φ(s, t) : R+ ×R+ → R+ by

φ f BM(s, t) := φ(s, t) = H(2H − 1)|s− t|2H−2. (9)

Further, the functions f and g belong to the Hilbert space L2
φ if

| f |2φ =
∫ ∞

0

∫ ∞

0
f (s) f (t)φ(s, t)dsdt < ∞, (10)

with the inner product defined by

〈 f , g〉φ := E

[∫ ∞

0
f (s)dBH(s)

∫ ∞

0
g(t)dBH(t)

]
=

∫ ∞

0

∫ ∞

0
f (s)g(t)φ(s, t)dsdt (11)

This machinery leads to an analogue Itô formula for a fractional Brownian process.
Already, Alòs et al. [41] proved this result under certain conditions for Itô’s formula.

Theorem 1. (Alòs et al., 2001). Let f be a function of class C2(R), satisfying the growth condition

max[| f (x)|, | f ′(x)|, | f ′′(x)|] ≤ ce(λ|x|
2),

where c and λ are positive constants and λ < 1
4 T−2H. Suppose that BH = {BH

t , t ∈ [0, T]} is
a zero mean continuous Gaussian process whose covariance function R f BM(t, s) is of the form
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in Equation (8). Then, the process F′(BH
t ) belongs to a Hilbert space and, for each t ∈ [0, T],

the following Itô’s formula holds:

f (BH
T ) = f (0) +

∫ T

0
f ′(BH

s )δBH
s +

1
H

∫ T

0
f ′′(BH

s )s2H−1ds. (12)

However, we utilize a result by Duncan et al. [25], which is more convenient in our
case. Here, is the Itô-Duncan theorem for a fractional Brownian motion:

Theorem 2. (Duncan et al., 2000, Thm 4.1, p. 596). If f : R → R is a twice continuously
differentiable function with bounded derivatives to order two, i.e., f ∈ C2, then

f (BH
T )− f (BH

0 ) =
∫ T

0
f ′(BH

s )dBH
s + H

∫ T

0
s2H−1 f ′′(BH

s )ds a.s.

Remark 2. If H = 1
2 , we obtain, from Theorem 2, the usual Itô formula for a Brownian motion

f (B
1
2 (T)) = f (BT) =

∫ T

0
f ′(B

1
2 (s))dB

1
2 (s) +

1
2

∫ T

0
s0 f ′′(B

1
2 (s))ds

=
∫ T

0
f ′(Bs)dBs +

1
2

∫ T

0
f ′′(Bs)ds

or in differential form

d f (BT) = f ′(Bs)dBs +
1
2

f ′′(Bs)ds. (13)

Similarly, for a function with two parameters f (t, BH
t ), a generalized rule exists ac-

cording to Duncan et al. [25].

Theorem 3. (Duncan et al., 2000, Thm 4.3, p. 596). Let ηt =
∫ t

0 FudBH
u for t ∈ [0, T] and

(Fu, 0 ≤ u ≤ T) is a stochastic process in L(0, T). Let f : R+ × R → R be a function
having the first continuous derivative in its first variable and the second continuous derivative
in its second variable. Assume that these derivatives are bounded. Moreover, it is assumed that
E
∫ T

0 |FsDφ
s ηs|ds < ∞ and ( f ′(s, ηs)Fs, s ∈ [0, T]) is in L(0, T). Then, for 0 ≤ t ≤ T,

f (t, ηt) = f (0, 0) +
∫ t

0

∂ f (s, ηs)

∂s
ds +

∫ t

0

∂ f (s, ηs)

∂x
FsdBH

s

+
∫ t

0

∂2 f (s, ηs)

∂x2 FsDφ
s ηsds a.s.

this is equal to

d f (t, ηt) =
∂ f (t, ηt)

∂t
+

∂ f (t, ηt)

∂x
FtdBH

t +
∂2 f (t, ηt)

∂x2 FtD
φ
t ηtdt,

where Dφ
s ηt =

∫ t
0 Dφ

s FudBH
u +

∫ t
0 Fuφ(s, u)du a.s.

For the proof, we refer to Duncan et al. [25]. If F(s) = a(s) is a deterministic function;
then, the rule simplifies. Let ηt =

∫ t
0 audBH

u , where a ∈ L2
φ; then, we obtain

f (t, ηt) = f (0, 0) +
∫ t

0

∂ f (s, ηs)

∂s
ds +

∫ t

0

∂ f (s, ηs)

∂x
a(s)dBH

s

+
∫ t

0

∂2 f (s, ηs)

∂x2

∫ s

0
φ(s, v)a(v)dvds a.s.

(14)

If as ≡ 1, then we obtain Itô’s formula, such as in Theorem 2 and in Equation (13).
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3. Sub-Fractional Stochastic Process

A sub-fractional Brownian motion (sub-fBM) is an intermediate between a Brownian
motion and fractional Brownian motion. It is a more general, self-similar Gaussian process
or a generalization of a fBM. The sub-fBM has the property of H-self-similarity and long-
range dependence, such as the fBM, yet it does not have stationary increments [32].

It is well-established that a stochastic process is uniquely determined by its covariance
function Cov(ξH

t , ξH
s ). Thus, we define:

Definition 3. A sub-fractional Brownian motion of Hurst parameter H is a centered mean zero
Gaussian process ξH = {ξH

t , t ≥ 0} with covariance function

Rs f BM(t, s) := E[ξH
t ξH

s ] = s2H + t2H − 1
2
[(s + t)2H + |s− t|2H ], (15)

where ξH
0 = 0 and E[ξH

t ] = 0.

If H = 1
2 , it coincides with a Brownian motion on R+ with covariance Cov(ξH

t , ξH
s ) =

s ∧ t := min[s, t]. The process ξH
t has the following integral representation for H > 1

2
(see [41]):

ξH
t =

∫ t

0
KH(t, s)dWs, (16)

KH(t, s) = cH

(
H − 1

2

)
s1/2−H

∫ t

s
(u− s)H−3/2uH−1/2du. (17)

Hence, the sub-fractional Brownian motion has a kernel of

φs f BM(s, t) =
∂2Cov(ξH

t , ξH
s )

∂s∂t
= H(2H − 1)

[
|s− t|2H−2 − (s + t)2H−2

]
. (18)

Note that the kernel has similarities to the fBM, as in Equation (9). Next, we discuss
the main properties of a sub-fBM:

Lemma 1. Let ξH
t be a sub-fBM for all t. It has the following properties:

(1) E[(ξH
t )2] = (2− 22H−1)t2H.

(2) E[(ξH
t − ξH

s )2] = −22H−1(t2H + s2H) + (t + s)2H + (t− s)2H.

(3) If H 
= 1
2 , then ξH

t − ξH
s

dis.

= ξH

u − ξH
s , i.e., the increments are non-stationary.

Proof. Part 1. Let t = s in the covariance function Cov(ξH
t , ξH

s ). We obtain Cov(ξH
t , ξH

t ) =
E[ξ2H

t ] − (E[ξH
t ])2 = Var(ξH

t ) and further we have Var(ξH
t ) = E[(ξH

t )2] because ξH
t is

Gaussian with mean zero. Thus, using the covariance function in Definition 3, we obtain

E[(ξH
t )2] = 2t2H − 1

2
(2t)2H = 2t2H − 1

2
(2t)2H = (2− 22H−1)t2H .

Part 2. Given property 1, one immediately obtains

E[(ξH
t − ξH

s )2] = (2− 22H−1)t2H + (2− 22H−1)s2H

= −22H−1(t2H + s2H) + (t + s)2H + (t− s)2H .

Part 3. Let s = 0 and t = h > 0, then E[(ξH
h − ξH

0 )2] = E[(ξH
h )2] = (2− 22H−1)h2H

and we obtain
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E[(ξH
t+h − ξH

s+h)
2] = E[(ξH

2h − ξH
h )2]

= E[ξ2H
2h ]− 2E[ξH

2h]E[ξ
H
h ] +E[ξ2H

h ]

= (2− 22H−1)(2h)2H + (2− 22H−1)h2H =

= [2− 22H−1](22H + 1)h2H .

The difference in both increments is

Δ(H) = [2− 22H−1]− [2− 22H−1](22H + 1) = −22H [2− 22H−1],

where Δ(H) := E[(ξH
h )2] − E[(ξH

t+h − ξH
s+h)

2]. For Δ(0) = − 3
2 and Δ( 1

2 ) = −2 and
Δ(1) = 0. This implies that E[(ξH

2h − ξH
h )2] > E[(ξH

t )2] for all H ∈ (0, 1). Thus, the in-

crements are non-stationary, such as ξH
t − ξH

s
dis.

= ξH

u − ξH
s .

Finally, we prove two differences of fBM and sub-fBM.

Proposition 2. Let BH
t be a fractional Brownian motion and ξH

t be a sub-fractional Brownian
motion. For H ∈ ( 1

2 , 1) the following holds:

(1) E[(ξH
t )2] < E[(BH

t )2];
(2) RξH

t
(s, t) ≤ RBH

t
(s, t).

Proof. Part 1. For an fBM, we have Var[BH
t ] = |t|2H , and for the sub-fBM, we have

Var[ξH
t ] = (2− 22H−1)|t|2H . Hence, we obtain 0 < (2H − 1) ln 2 for H > 1

2 . For part 2, we
show, under s, t > 0, that

s2H + t2H − 1
2
[(s + t)2H + |t− s|2H ] ≤ 1

2
[|t|2H + |s|2H − |t− s|2H ]

s2H + t2H ≤ (s + t)2H ,

where, only for s = t = 0 or s = 0, t 
= 0, we obtain equality.

Itô’s Formula for Sub-Fractional Brownian Motion

For a Hurst parameter H > 1
2 , the stochastic integral of a sub-fBM

∫ T
0 f (t)dξH

t exists.
The following theorem holds and is proven by [42]:

Theorem 4. Let ξH
t be a sub-fBM defined in Definition 3 with H > 1

2 and a function f ∈
L([0, T]2, φs f BMdλ2), where λ2 is a Lebesgue measure on [0, T]2, where φs f BM(s, t) and (s, t) ∈
[0, T]2. Then, there exists a constant CH > 0 such that

E

[∫ T

0
f (t)dξH

t

]2

≤ CH‖ f ‖2
L1/H([0,T],λ1)

. (19)

According to Yan et al. ([36], Theorem 3.2 on p. 139) Itô’s formula under a sub-fBM
can be computed as follows:

Theorem 5. (Yan et al., 2011) Let f ∈ C2(R) and H ∈ ( 1
2 , 1). Then, we have

f (ξH
t ) = f (0) +

∫ T

0
f ′(ξH

s )dξH
s + H(2− 22H−1)

∫ T

0
f ′′(ξH

s )s2H−1ds. (20)

Details of the proof are given in ([36], pp. 139–140). The authors even extend Itô’s
formula to d−dimensional sub-fBM and convex functions f : ξH

t → R.
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4. Linking Cauchy via Feynman–Kac to SDEs with fBM and Sub-fBM

Next, we derive the link between the Cauchy problem (1) and the stochastic represen-
tation according to Feynman–Kac by Equation (2). Consider a stochastic process xs on the
time interval [t, T] as the solution to the SDE in Equation (3). Next, use the Dynkin operator
or Fokker-Planck operator A defined by

A = μ(x, s)
∂

∂x
+

1
2

σ(x, s)
∂2

∂x2 . (21)

We may write the Cauchy problem (1) as

∂u(x, s)
∂s

+Au(x, s) =0,

u(x, T) =uT(x).
(22)

Cauchy Problem and Feynman–Kac

Applying Itô’s lemma to u(x, s). We obtain

∫ T

t
du(xs, s)ds =

∫ T

t

[
∂u(xs, s)

∂s
+Au(xs, s)

]
ds +

∫ T

t
σ(xs, s)

∂u(xs, s)
∂xs

dBs. (23)

After integration, we obtain

u(xT , T)− u(xt, t) =
∫ T

t

[
∂u(xs, s)

∂s
+Au(xs, s)

]
ds +

∫ T

t
σ(xs, s)

∂u(xs, s)
∂xs

dBs. (24)

Since, by assumption u(x, t) satisfies Equation (22), the time integral ds in the last line of
Equation (23) will vanish. Furthermore, if the process σ(xs, s) ∂u(xs ,s)

∂xs
is sufficiently integrable,

and after taking the expectation, the stochastic integral will vanish. Finally, considering the ini-
tial and boundary condition, such as u(x, T) = uT(x), we obtain the stochastic representation
of the Cauchy problem (1) using the Feynman–Kac Formula (2) [2,3]:

u(xt, t) = Ex,t[uT(x)]. (25)

Theorem 6. The stochastic representation of the Cauchy problem (1) under a generalized fractional
Brownian Motion, BH

t , with H ∈ ( 1
2 , 1), under the assumptions above, follows

u(xt, t) = Ex,t

[
uT(x)−

∫ T

t

∂2u(xt, t)
∂x2

t

[∫ t

0
H f ′′(BH

v )v2H−1dv
]

ds
]

, (26)

and this simplifies under the conditions in Equation (14) to

u(xt, t) = Ex,t

[
uT(x)−

∫ T

t

∂2u(xt, t)
∂x2

t

[∫ t

0
H(2H − 1)|t− v|2H−2a(v)dv

]
ds
]

, (27)

if xt ∈ C2 and σ(xt, s) is independent of xt. Note, for H = 1
2 , we obtain (2).

Proof. Consider u(xt, t) as solution of the Cauchy problem (1) under a generalized frac-
tional Brownian Motion, BH

t , with H ∈ ( 1
2 , 1). Applying Theorem 2 on u(x, s), we obtain

∫ T

t
du(xs, s)ds =

∫ T

t

[
∂u(xs, s)

∂s
+Au(xs, s)

]
ds +

∫ T

t
σ(xs, s)

∂u(xs, s)
∂xs

dBs+

+
∫ T

t

∂2 f (xs, s)
∂x2

s

[∫ t

0
H(2H − 1)|t− v|2H−2a(v)dv

]
ds
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After integration and under the assumption that u(x, t) satisfies Equation (22). The time
integrals will vanish. Given xt ∈ C2 and a deterministic σ, we obtain, after taking the expec-
tation and the property that the stochastic integral vanishes, the stochastic representation
as follows:

u(xt, t) = Ex,t

[
uT(x)−

∫ T

t

∂2u(xt, t)
∂x2

t

[∫ t

0
H(2H − 1)|t− v|2H−2a(v)dv

]
ds
]

. (28)

If H = 1
2 , the stochastic representation simplifies to the well-known Feynman–Kac formula

u(xt, t) = Ex,t[uT(x)].

Next, we state the Feynman–Kac formula for our Cauchy problem (1), given a sub-
fractional Brownian motion.

Theorem 7. The stochastic representation of the Cauchy problem (1) under a sub-fractional Brown-
ian Motion, ξH

t , with H ∈ ( 1
2 , 1) is

u(xt, t) = Ex,t

[
uT(x)−

∫ T

t

∂2u(xt, t)
∂x2

t

[∫ t

0
H(2− 22H−1) f ′′(ξH

v )v2H−1dv
]

ds
]

, (29)

if xt ∈ C2. Note, for H = 1
2 , we obtain the same as in Theorem 6.

The proof follows an equal argument as above in the proof of Theorem 6.

5. Cauchy Problem and Fractional-PDE

Next, we demonstrate the direct linkage for the Cauchy-problem (1) to the fPDE in
Equation (4). In step one, we compute the Laplace transform of the right-hand side of the
heat equation:

L[ut(x, t)] = L

[
∂u(x, t)

∂t

]
=

∫ ∞

0
e−st ∂u(x, t)

∂t
dt

= −u0(x) + sū(x, t)

= sū(x, t),

where ū(x, t) := L[u(x, t)]. Thus, we obtain

L

[
∂

∂x2 u(x, t)
]
= sū(x, t)

∂

∂x2L[u(x, t)] = sū(x, t)

∂

∂x2 ū(x, t) = sū(x, t).

This is a second-order ordinary differential equation in the x−variable. The solution is
ū(x, t) = c ∗ e−

√
sx for some constant c. Determining the constant by the second-derivative

ūxx = c ∗ se−
√

sx shows that c = 1. In step two, we compute the first-derivative of
the solution

∂

∂x
ū(x, t) = −

√
se−

√
sx

∂

∂x
ū(x, t) = −

√
sū(x, t).
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This is a first-order partial differential equation of the Laplace-transform ū(x, t). Fi-
nally, compute the inverse Laplace transform and obtain the fPDE in Equation (4) by

∂

∂x
u(x, t) = − ∂

1
2

∂t
1
2

u(x, t). (30)

Indeed, the inverse Laplace transform of the semi-derivative on the right-hand side is
as follows:

−L
[

∂
1
2

∂t
1
2

u(x, t)
]
= u0(x)− s

1
2 ū(x, t) = −s

1
2 ū(x, t) = −

√
sū(x, t).

From the fractional representation of the Cauchy problem (1), we find the following
fractional derivatives and integrals in relation to the normal distribution:

Proposition 3. Consider that the solution of the Cauchy problem (1) is of u(x, t) = 1√
2πt

e−
x2
2t ,

which represents the normal probability density function N′(x) for a constant t. Thus, the solution
of the fPDE (4) implies the following fractional derivative and integral:

(a) ∂
1
2

∂t
1
2

u(x, t) = D
1
2
t u(x, t) = 1√

2πt
x
t e−

x2
2t .

(b) For α = 1
2 , we find Iαu(x, t) = 1

Γ(α)

∫ x
−∞(x− t)α−1u(x, t)dt = N′(x), where N′(x) is the

density of the normal probability distribution in regard to x, or N′(x) = n(x) = 1√
2πt

e−
x2
2t .

Proof. Part (a): given u(x, t), it follows from Equation (30) that the semi-derivative with
respect to time t is equal to ∂

∂x u(x, t). Computing the partial derivative of u(x, t) with

respect to x is ux(x, t) = ∂u(x,t)
∂x = 1√

2πt
x
t e−

x2
2t .

Part (b): In order to explicitly evaluate the fractional derivative, we utilize the linearity
of both operators. Using operator calculus, we see that

D
1
2
t u(x, t) = D1

t D−
1
2

t u(x, t) = D1
t I

1
2
t u(x, t).

Thus, the first-derivative of the semi-integral of I
1
2
t u(x, t) with respect to t must be

equal to ux(x, t). Hence, the semi-integral

I
1
2
t u(x, t) =

1
Γ( 1

2 )

∫ x

−∞
(x− t)α−1u(x, t)dt = N′(x) =

1√
2πt

e−
x2
2t ,

consequently, the first-derivative of N′(x) is of dN′(x)
dx = N′′(x) = 1√

2πt
x
t e−

x2
2t . The final

term solves the fPDE in Equation (30). Thus, the fractional integral for α = 1
2 must be equal

to the probability density function N′(x) in order to satisfy the fPDE in Equation (30).

6. Conclusions

This article studies the relationships of the Cauchy problem (1) and relates them to
fractional partial-differential equations, as well as to the stochastic representations by the
Feynman–Kac formula with a generalized fractional and sub-fractional Brownian motion
with Hurst parameter H > 1/2. In addition, we find fractional derivatives and integrals
in relation to the Gaussian probability function by utilizing the novel insight into the
linkage of the Cauchy problem and fPDE. This vantage point is of importance in probability
theory, fractional calculus and stochastic theory. In future research, we intend to extend
our theorems to Hurst parameters H < 1/2 and the stochastic Cauchy problem under
a sub-fBM.
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Abstract: This paper concerns with the existence and uniqueness of fuzzy fractional evolution equa-
tion with uncertainty involves function of form cDαx(t) = f (t, x(t), Dβx(t)), Iαx(0) = x0, x′(0) = x1,
where 1 < α < 2, 0 < β < 1. After determining the equivalent integral form of solution we establish
existence and uniqueness by using Rogers conditions, Kooi type conditions and Krasnoselskii-Krein
type conditions. In addition, various numerical solutions have been presented to ensure that the
main result is true and effective. Finally, a few examples which express fuzzy fractional evolution
equations are shown.

Keywords: fractional evolution equations; existence; uniqueness; fixed point theorem; Caputo derivative

MSC: 26A33; 34K37

1. Introduction

A wide variety of physical processes in real-world events exhibit fractional-order
behaviour that can change across time and space. Fractional calculus authorises operations
of differentiation and integration of fractional order. On both imaginary and real numbers,
the fractional-order can be used. The theory of fuzzy sets continues to grab researchers’
attention due to its wide range of applications in a variety of domains including mechanics,
electrical, engineering, processing signals, thermal system, robotics and control, signal
processing and many other fields [1–6]. As a result, it has piqued the curiosity of researchers
over the last few years.

In the context of mathematical modeling, developing a suitable fractional differen-
tial equation is a difficult task. It requires an investigation into the underlying physical
phenomena. Real physical phenomena, on the other hand, are always wrapped in uncer-
tainty. This is true especially when working with “living” resources like soil, water, and
microbial communities.

Fuzzy set theory is a fantastic technique for modelling uncertain problems. As a result,
a wide range of natural events has been modelled using fuzzy notions. The fuzzy fractional
differential equation is a common model in a variety of scientific domains, including
population models, weapon system evaluation, civil engineering, and electro-hydraulic
modelling. As a result, in fuzzy calculus, the concept of the fractional derivative is crucial.
As a result, fuzzy fractional differential equations have received a lot of interest in domains
of mathematics and engineering.

The concept of the fractional differential equation was presented in 2010 by Agar-
wal et al. [7]. However, this concept of Hukuhara differentiability could not provide the large
and varied behaviour of crisp solutions at the time. Allahviranloo and Salahshourcite [8]
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defined Riemann–Liouville H-derivative based on highly generalised Hukuhara differen-
tiability [9,10] later in 2012. They also defined Riemann–Liouville fractional derivative.

Riemann–Liouville for elaboration appears in a natural method for problems such
as transport difficulties from continuum random walks plan or generalises Chapman-
Kohmogorov models [11]. Under the external influences and continuum and statistical
mechanics for elaborating the behaviour of viscoplastic and viscoelastic, it was also applied.

There are some other papers which were related to existence and uniqueness of solu-
tion under Nagumo like conditions [12–16] for fuzzy fractional differential equation. The
uniqueness of the solution under condition 0 < q < 1 for problem Dqx(t) = f (t, x(t)) was
elaborated by Leela and Lakshmikantham [14,15]. With the help of Rogers, Krasnoselskoo–
Krein and Kooi conditions the uniqueness of solution was proved by Yoruk et al. [16], for
1 < q < 2.

On the other way, by the use of uncertainty in order to obtained more realistic modeling
of phenomena are taken; (see [17–19]). In aspect not fuzzy and fractional differential
equations many other scholars have been worked in numerical and theoretical [20–24].

The fuzzy Laplace transform was introduced by Ahmadi and Allahviranloo, which
was used to generalized differentiability. Now, further EIJaoui et al. [25] worked on it. The
fuzzy initial and boundary value problems and fuzzy fractional differential equations are
solved by fuzzy Laplace transform method [26].

Hallaci et al. [27] worked on the existence and uniqueness for delay fractional differen-
tial equations in 2020 by using the Krasnoselskii’s fixed point theorem and the contraction
mapping principle.

In 2021, Niazi et al. [28] worked on the existence, uniqueness, and Eq–Ulam type
stability of Cauchy problem for system of fuzzy fractional differential equation with Caputo
derivative of order q ∈ (1, 2], c

0Dq
0+u(t) = λu(t) ⊕ f (t, u(t)) ⊕ B(t)C(t), t ∈ [0, T] with

initial conditions u(0) = u0, u′(0) = u1.
In 2021, Iqbal et al. [29] worked on the uniqueness and existence of mild solution

for fractional order controlled fuzzy evolution equation with Caputo-derivative of the
controlled fuzzy nonlinear evolution equation which is given below{ c

0Dγ
t x(t) = αx(t) + p(t, x(t)), B(t)C(t), t ∈ [0, T]

x(t0) = x0.

Baleanu et al. [30] worked on the existence results for solutions of a coupled system of
hybrid boundary value problems with hybrid econditions.

The existence and uniqueness of the Laplace transform was proved by Assia Guezane-
Lakoud [31] for below initial value problems of fuzzy fractional differential equation for
arbitrary order q > 1. ⎧⎨⎩

Dqx(t) = f (t, x(t), Dq−1x(t)),
x(0) = y0,
D(q−i)x(0) = 0̃, i = 1, . . . , [q].

By the inspire of above work, we adopted Caputo derivative to prove existence and
uniqueness for below initial value problem of fuzzy fractional evolution equation with
uncertainty for order α ∈ (1, 2).⎧⎨⎩

cDαx(t) = f (t, x(t), Dβx(t)),
Iαx(0) = x0,
x′(0) = x1,

(1)

where
1 < α < 2, 0 < β < 1,

and x0 ∈ E and f : E0 → E is continuous fuzzy-valued function with

E0 = {(t, x) : 1 � t � 2, d(x(t), 0̃) � a}, (2)
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where d is Hausdroff distance.
Our goal is to extend and generalise [16] previous uniqueness results.
This study focuses on proving that consecutive approximations converge to a unique

solutions using the Rogers type uniqueness theorem, Krasnoselskoo–Krein type uniqueness
theory, and Kooi type uniqueness theorem. By using fuzzy Caputo derivative we determine
the equivalent integral problem.

The following is a breakdown of the paper’s structure. Basic definitions of fuzzy
set theory, Riemann–Liouville and Caputo derivative extended H-differentiability can be
found in Section 2. The corresponding integral problem is determined in Section 3 using the
fuzzy Laplace transform. The key findings are discussed in Section 4. Section 5, we prove
that consecutive approximations converge to a unique solutions using the Krasnoselskii-
Krein type of uniqueness theorem, a Kooi type uniqueness theorem, and a Rogers type
uniqueness theory.

2. Preliminaries

Let us throw the light on some basic definitions of fuzzy numbers and fuzzy sets. The
Gamma function is denoted by γ in this and the rest of the paper, while the integral part of
α is denoted by [α].

As expressed in [32] E = {u : R → [0, 1]; u satisfies (A1) − (A4)} is space of a
fuzzy numbers:

(A1) u is a normal; that is, there exist x0 ∈ R such that u(x0) = 2.
(A2) u is a fuzzy convex; that is, u(λy + (1− λ)z) � min{u(x), u(z)} whenever x, z ∈ R

and λ ∈ [1, 2].
(A3) u is a upper semi-continuous; that is, for any x0 ∈ R and ε > 1 there exists ξ(x0, ε) > 1

such that u(y) < u(y0) + ε whenever |x− x0| < ξ, x ∈ R.
(A4) The closure of {x ∈ R; u(x) > 1} is compact.

The set [u]γ = {u ∈ R; u(x) > γ} is called γ-level set of u. It follows from (A1)− (A4)
that α ∈ (1, 2]. The fuzzy zero is defined by

0̄ =

{
1 i f x 
= 1,
2 i f x = 1.

(3)

Definition 1 ([32]). A fuzzy number u in parametric form is pair of functions (u(r), u(r)),
1 � r � 2, that meet following conditions:

(1) u(r) is bounded non-decreasing left continuous function in (1, 2] and right continuous at 1;
(2) u(r) is bounded non-decreasing left continuous function in (1, 2] and right continuous at 1;
(3) u(r) � u(r), 1 � r � 2.

Furthermore, r-cut representation of fuzzy numbers can be shown as

[u]r = [u(r), u(r)] f or all 1 � r � 2.

The features of fuzzy addition and multiplication by scaler on E are as follows, accord-
ing to Zadeh’s extension principle:

(u⊕ v)(x) = sup
y∈R

min{u(x), v(w− x)}, w ∈ R,

(k� u(x)) =

⎧⎨⎩
u( x

k ) i f k � 1,

0̃ i f k = 1.
(4)
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To keep things simple, we write ⊕,� with the standard P +, . . . . The Hausdroff
distance between the fuzzy numbers is denoted by E×E→ [0,+∞[, such that

D(u, v) = sup
r∈[1,2]

max{|u(r)− v(r)|, |u(r)− v(r)|}.

And (d,E) is a complete metric space.

Definition 2. Let x, y ∈ E be the variables. If z ∈ E exists such that x = y + z, then z is known
as H-difference of x and y and is symbolised as x� y.

Remark 1. The sign � denotes the H-difference and x� y 
= x + (−1)y.

CF[1, a] denotes space of all continuous fuzzy-valued functions on [1, a], and LF[1, a]
denotes space of all Lebesgue integrable fuzzy valued functions on [1, a], when a > 1.

AC(n−1)F[1, a] also denotes space of fuzzy-valued functions f with continuous H-
derivatives up to n− 1 on [1, a] such that f (n−1) in ACF[1, a].

Definition 3 ([33]). The Riemann–Liouville fractional derivative is defined as

aDp
t f (t) =

(
d
dt

)n+1 ∫ t

a
(t− τ)n−p f (τ)dτ, n � p � n + 1.

Definition 4 ([33]). The Caputo fractional derivatives C
a Dα

t f (t) of order α ∈ R+ are defined by

C
a Dα

t f (t) = aDα
t ( f (t)−

n−1

∑
k=0

f (k)(a)
k!

(t− a)k),

respectively, where n = [α] + 1 for α /∈ N0; n = α for α ∈ N0.

In this paper, we consider Caputo fractional derivative of order 1 < α � 2, e.g.,

C
a D3/2

t f (t) = aD3/2
t ( f (t)−

n−1

∑
k=0

f (k)(a)
k!

(t− a)k).

Definition 5 ([34]). The Wright function ψα is defined by

ψα(θ) =
∞

∑
n=0

(−θ)n

n!Γ(−αn + 1− α)

=
1
π

∞

∑
n=1

(−θ)n

(n− 1)!
Γ(nα) sin(nπα),

where θ ∈ C with 0 < α < 1.

Lemma 1 ([35]). Let {C(t)}t∈R be a strongly continuous cosine family in X satisfying ‖C(t)‖Lb(X) ≤
Meω|t|, t ∈ R, and let A be the infinitesimal generator of {C(t)}t∈R. then for Reλ > ω, λ2 ∈ ρ(A) and

λR(λ2; A)x =
∫ ∞

0
e−λtC(t)tdt, R(λ2; A)x =

∫ ∞

0
e−λtS(t)xdt, f or x ∈ X.

Let γ > 1 be a real number, we have following results:

Lemma 2 ([3]). The unique solution of linear fractional differential equation

cDαu(t) = 0,
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is given by
u(t) = c1 + c2t + . . . + cntn−1, ci ∈ R, i = 1, 2, . . . , n,

where
n = [α] + 1.

Lemma 3. Equation (1) is equal to integral equation below:

x(t) =
1

Γk

∫ t

0
(t− s)k−1 f (s, x(s), Dβx(s))ds +

1
Γk− 1

∫ t

0
(t− s)k−2 f (s, x(s), Dβx(s))ds + σ(0). (5)

Proof. Using Lemma 2, Equation (1) can be written as

cDαx(t) = I f (t, u(t), Dβ(t)) + c0tα−1.

Using the condition
lim
t→0

t1−kcDβu(t) = 0,

we get c0 = 0. On the other hand, from Lemma 2, one gets

x(t) = Ik f (t, x(t), Dβx(t)) + Ik−1g(t, x(t), Dβx(t)) + c1 + c2t.

Clearly x(0) = σ(0), so we obtain c1 = σ(0) and because u′(0) = 0, we find c2 = 0,
then we get the integral equation

x(t) =
1

Γk

∫ t

0
(t− s)k−1 f (s, x(s), Dβx(s))ds +

1
Γk− 1

∫ t

0
(t− s)k−2 f (s, x(s), Dβx(s))ds + σ(0).

The Krasnoselskii fixed point theorem and contraction mapping concept are used to
achieve our results.

Theorem 1. (Krasnoselskii fixed point theorem [36,37]) If M is nonempty bounded, closed, and
convex subset of E, and A and B are two operators defined on M with values in E, then

(i) Au + Bv ∈ G, for all u, v ∈ G,
(ii) A is continuous and compact,
(iii) Then there exists w ∈ G such that h = Aw + Bw.

Theorem 2. (Contraction mapping principle [36,37]) If E is Banach space, then it is a Banach
space. When H : E→ E is a contraction, H has a single fixed point in E.

Definition 6 ([38]). Let f ∈ CF[1, 2] ∩ LF[1, 2]. The fuzzy fractional integral of fuzzy-valued
function f is defined as

Iγ f (x; r) = [Iγ f (x; r), Iγ f (x; r)], 1 � r � 2, (6)

where
Iγ f (x; r) = 1

Γ(γ)

∫ x
0 (x− s)γ−1 f (s; r)ds,

Iγ f (x; r) = 1
Γ(γ)

∫ x
0 (x− s)γ−1 f (s; r)ds.

(7)

Definition 7 ([38]). Let f ∈ C(n)F[1, 2] ∩ LF[1, 2], x0 ∈ (1, 2), and

ϕ(x) = (
1

Γ(n− γ)
)
∫ t

0

( f (t)dt)
(x− t)γ−n+1 ,

where
n = |γ|+ 1.
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One says that f is a fuzzy Caputo fractional differentiable of order γ at x0, if there exists an
element (Dγ

0 f )(x0) ∈ E, such that, for all h > 1 sufficiently small, one has

(Dγ
0 f )(x0) =

lim
h→0

ϕ(n−1)(x0+h) � ϕ(n−1)(x0)
h

lim
h→0

ϕ(n−1)(x0) � ϕ(n−1)(x0−h)
h

. (8)

or

(Dγ
0 f )(x0) =

lim
h→0

ϕ(n−1)(x0) � ϕ(n−1)(x0+h)
h

lim
h→0

ϕ(n−1)(x0−h) � ϕ(n−1)(x0)
h

. (9)

Denote by C(n−1)F([1, a]) space of fuzzy-valued functions f on bounded interval [1, a] which
have continuous Caputo-derivative up to order n− 2 such that f (n−1) ∈ CF[1, a]. C(n−1)F([1, a])
is a complete metric space endowed by metric D such that for every g, h ∈ C(n−1)F([1, a])

D(g, h) =
n−1

∑
i=0

sup
t∈[1,a]

d(g(i)(t), h(i)(t)). (10)

We say fuzzy-valued function f is c[(i)-γ]-differentiable if it is differentiable as in definition
case (i) and c[(ii)-γ]-differentiable if it is differentiable as in definition case (ii) in the rest of the article.

Definition 8 ([38]). Let f ∈ C(n)F ∩ LF[1, 2], x0 ∈ (1, 2), and

ϕ(x) =
(

1
Γ(β− n)

) ∫ x

0

(
f (t)

dt
(x− t)β−n+1

)
,

where n = γ + 2 such that 1 � r � 2; then

(i) if f is c[(i)-γ]-differentiable fuzzy-valued function, then

(Dγ
0 f )(x0; r) = [(Dγ

0 f )(x0; r), (Dγ
0 f )(x0; r)], (11)

or
(ii) if f is c[(i)-γ]-differentiable fuzzy-valued function, then

(Dγ
0 f )(x0; r) = [(Dγ

0 f )(x0; r), (Dγ
0 f )(x0; r)], (12)

where

(Dγ
0 f )(x0; r) =

[
1

Γ(n−γ)

∫ t
0 (x− t)n−γ−1 f (t; r)dt

]
x=x0

(Dγ
0 f )(x0; r) =

[
1

Γ(n−γ)

∫ t
0 (x− t)n−γ−1 f (t; r)dt

]
x=x0

. (13)

The fuzzy Laplace transforms L of Caputo-derivative for fuzzy-valued functions is proved by
the following theorem.

Theorem 3. Let f ∈ C(n)F[1, ∞) ∩ LF[1, ∞); has the below:

(i) if f is c[(i)-γ]-differentiable fuzzy-valued function,

L
[
(Dγ

0 f )(x0)

]
= pγL[ f (t)]�

( n−1

∑
k=0

pγ−k−1Dk
)
(1), (14)

or
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(ii) if f is c[(i)-γ]-differentiable fuzzy-valued function,

L
[
(Dγ

0 f )(x0)

]
= −

( n−1

∑
k=0

pγ−k−1Dk
)
(1)�

(
− pγL[ f (t)]

)
(15)

3. Fuzzy Fractional Integral Equation

Using well-known fuzzy Laplace transform, we investigate the relationship between
Equation (1) and fuzzy integral form in this section.

In fact, by applying the Laplace transform to both sides of the equation, get a better result.

Dαx(t) = f
(

t, x(t), Dβx(t)
)
� g(t, x), (16)

we obtain

L[Dαx(t)] = L
[

f
(

t, x(t), Dβx(t)
)]

. (17)

We get two situations depending on the nature of Caputo-differentiability.
Case 1.

If Dαx is fuzzy-valued function that is c[(i)-α]-differentiable,

Lr(t, x) = −
( n−1

∑
k=0

pβ−k−1Dk
)
(1)� pαL[x(t)], (18)

and the above equation becomes dependent on the lower and higher functions of Dαx,⎧⎨⎩
L[r(t, x, r)] = pαL[x(t; r)]−∑n−1

k=0 pγ−k−1Dkx(1; r),

L[r(t, x, r)] = pαL[x(t; r)]−∑n−1
k=0 pγ−k−1Dkx(1; r),

(19)

where ⎧⎨⎩
L[r(t, x, r)] = min{r(t, u)|u ∈ [x(t; r), x(t; r)]}, 1 � r � 2,

L[r(t, x, r)] = max{r(t, u)|u ∈ [x(t; r), x(t; r)]}, 1 � r � 2,
(20)

For the purpose of simplicity, we will assume that in order to solve system (19),⎧⎨⎩
L[x(t; r)] = H1(p; r),

L[x(t; r)] = K1(p; r).
(21)

H1(p : r) and K1(p; r) are solutions of the previous system (19); it produces⎧⎨⎩
x(t; r) = L−1[H1(p; r)],

x(t; r) = L−1[K1(p; r)].
(22)

Case 2.
If Dαx is fuzzy-valued function that is c[(ii)-α]-differentiable,

Lr(t, x) = pαL[x(t)]�
( n−1

∑
k=0

pβ−k−1Dk
)
(1), (23)

59



Fractal Fract. 2022, 6, 65

and the above equation becomes dependent on the lower and higher functions of Dαx,⎧⎨⎩
L[r(t, x, r)] = pαL[x(t; r)]−∑n−1

k=0 pβ−k−1Dkx(1; r),

L[r(t, x, r)] = pαL[x(t; r)]−∑n−1
k=0 pβ−k−1Dkx(1; r),

(24)

where ⎧⎨⎩
L[r(t, x, r)] = min{r(t, u)|u ∈ [x(t; r), x(t; r)]}, 1 � r � 2,

L[r(t, x, r)] = max{r(t, u)|u ∈ [x(t; r), x(t; r)]}, 1 � r � 2.
(25)

For the purpose of simplicity, we will assume that in order to solve system (24),⎧⎨⎩
L[x(t; r)] = H2(α; r),

L[x(t; r)] = K2(α; r),
(26)

where H2(p; r) and K2(p; r) are solutions of the previous system (24). After that, we get⎧⎨⎩
x(t; r) = L−1[H2(α; r)],

x(t; r) = L−1[K2(α; r)].
(27)

We derive the following for both instances, taking into account the beginning value
and initial conditions of Equation (1), using linearity of inverse Laplace transform on
systems (21) and (27).

If and only if x is solution for following integral equation, x is a solution for Equation (1):

x(t) = Cq(t)x0 ⊕ Kq(t)x1 ⊕
1

Γα

∫ t

0
(t− s)k−1 f (s, x(s), Dβx(s))ds (28)

in respect to c[(i)-α]-differentiability, and

x̂(t) = Cq(t)x0(−1)� Kq(t)x1 � (−1)
1

Γα

∫ t

0
(t− s)k−1 f (s, x(s), Dβx(s))ds (29)

in respect to c[(ii)-α]-differentiability.

4. Main Results

Now, stated Kransnoselskii-Krein type conditions for fuzzy fractional differential
Equation (1).

Theorem 4. Suppose f ∈ C(E0,E) satisfy Kransnoselskii-Krein type requirements as follows:

(H1) d(( f , x, y), f (t, x, y)) � min{Γ(α), 2}( (k+γ(α−[α]))
2t1−γ(α−[α]) )[d(x, x) + d(y, y)], t 
= 1 and

1 < α < 2,
(H2) d( f (t, x, y), f (t, x, y)) � ζd( f (t, x, y), f (t, x, y) � ζd(x, x)γ + tγ(α−[α])d(y, y)γ,

where ζ and k are positive constants and

k(2− γ) < 2 + γ(α− [α]);

then in the sense of c[(i)-γ]-differentiability, solution x is a unique and in sense of c[(i)-γ]-
differentiability, solution x is a unique on [1, κ], where

κ = min
{

2,
(

bΓ(2 + α)

G

) 1
α

,
d
G

}
,
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and G is bound for f on E0 that is,
d( f , 0̃) � G.

Proof. To begin, let us assume that x and y are any two solutions of (1) in c[(i)-γ]-differentiability
and assume

ϕ(t) = d(x(t), y(t))

and
σ(t) = d(Dβx(t), Dβy(t)).

Note that
ϕ(1) = σ(1) = 1.

We define

R(t) =
∫ t

0
[ϕγ(s) + sγ(α−[α])σγ(s)]ds;

clearly R(1) = 1.
Using Equation (28) and condition (H2),

ϕ(t) � ζ
∫ t

0
(t− s)q−1[ϕγ(s) + sγ(α−[α])σγ(s)]ds

� ζtq−1R(t) (30)

σ(t) �
∫ t

0
ζϕϕγ(s) + tγ(α−[α])σ(s)γds

� ζR(t). (31)

We use the same symbol C to represent all of the other constants that appear in the
rest of the proof for the purpose of simplicity.

We have

R′(t) = ϕ(t) + tγ(α−[α])σγ(s)

� C[tγβ + tγ(α− [α])]Rγ(t). (32)

Since R(t) > 1 for t > 0, multiplying both sides of (32) by (1− γ)R−γ(t) and then integrate

R(t) < C
(

t

(
( γ
(1−γ)

)α+1

)
+ t

(
γ

(1−γ)

)
α+

(
(1−γ[γ])
(1−γ)

))
(33)

Making use of the fact that

(a + b)t(1−γ) � 1
21−γ − 1

(a(1−γ) + b(1−γ)) (34)

for every a, b ∈ (1, 2), Equation (33) becomes

R(t) < C
(

t

(
γα

1−γ +1

)
+ t

(
γα

1−γ +
1−γ[γ]

1−γ

))
. (35)
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For t ∈ [0, μ], this yields the following estimates for ϕ and σ:

ϕ(t) � C
(

t

(
α

1−γ )

+ t

(
α

1−γ +
γ(1−[α])

1−γ

))
,

σ(t) � C
(

t

(
γ

1−γ α+1)
+ t

(
γ

1−γ α+ 1−γ[α]
1−γ

))
.

(36)

Define function η(t) = t−k max ϕ(t), σ(t) for t ∈ (1, 2]. When either t−k ϕ(t) or t−kσ(t)
is maximum,

1 � η(t) � C
(

t

(
α

1−γ−k

)
+ t

(
α

1−γ +
γ(1−[α])
(1−γ)−k

))
, (37)

or

1 � η(t) � C
(

t

(
γ

1−γ α+1−k

)
+ t

(
αγ

1−γ +
(1−γ[α])
(1−γ)−k

))
. (38)

Since
k(1− γ) < 1 + γ(α− [α])

(by assumption), we have

< 1 + γ(α− [α])

< α

(k− 1)(1− γ) < γα

k(1− γ) < α + γ− γ[α]

< γα + 1− γ[α].

In the above inequalities, all of the t exponents are positive. As a result, lim
t→0+

η(t) = 0.

As a result, the function η is continuous in [0, η] if η(0) = 0 is defined. In fact, because η
is continuous function, if η does not vanish at some points t, i.e., η(t) > 1 on [0, η], then
there exists maximum g > 1 attained when t is equal to some t1. 1 � t1 � η � 2 such that
η(s) < g = η(t1), for s ∈ [0, t1). However, we receive either result from condition (H1).

g = η(t1) = t−k
1 ϕ(t1) � min(Γ(α), 2)gtα−2+γ(α−[α])

1 < g (39)

g = η(t1) = t−k
1 σ(t1) � min(Γ(α), 2)gtγ(α−[α])

1 < g (40)

which is a contradiction. As a result, the solution’s uniqueness is established in terms of
c[(i)-α]-differentiability. We emit the second part of proof because it is nearly identical to
c[(i)-α]-differentiability.

Theorem 5. (Kooi’s type uniqueness theorem). Suppose f satisfies below conditions:

(J1) d(( f , x, y), f (t, x, y) � min{Γ(α), 2}
(

(k+γ(α−[α]))
2t1−γ(α−[α])

)
[d(x, x + d(y, y], t 
= 1 and

1 < α < 2,
(J2) tβd( f (t, x, y), f (t, x, y)) � c[d(x, x)γ + tγ(α−[α])d(y, y)γ,

where c and k are positive constants and

k(2− γ) < 2 + γ(α− [α])− μ,

for (t, x, y), (t, x, y) ∈ R0; then in the sense of c[(i)-γ]-differentiability, solution x is a unique and
in sense of c[(i)-γ]-differentiability, solution x̂ is a unique.
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Lemma 4. For a real number a > 1, consider ϕ and σ, two non-negative continuous functions on
interval [0, μ]. Let

η(t) =
∫ t

0
(ϕ(s) + sα−[α]+2)ds.

Consider the following:

(i) ϕ(t) � tα−[α]η(t);
(ii) σ(t) � η(t);

(iii) ϕ(t) = o(tα−[α]e−
1
t );

(iv) σ(t) = o(e−
1
t ).

Proof. Let

η(t) =
∫ t

0
(ϕ(s) + sα−[α]+2)ds.

After differentiating η and using (ii), we get t > 0,

η′(t) � (
1
t2 )η(t),

so that e
1
t η(t) is decreasing. Now from (iii) and (iv), if ε > 0 then, for small t, we get

e
1
t η(t) � e

1
t

∫ t

0

1
2s2 2e−

1
s ds = ε. (41)

Hence,
lim
t→1

e
1
t η(t) = 1.

This means that η(t) � 1. Finally, because of (i), η is nonnegative, and hence η = 1.

Theorem 6. (Roger’s type uniqueness theorem). Verify following conditions with function f :

(K1) d(( f , x, y), 0̃) � min{Γ(α), 2}o( e
−1
t

t2 ), uniformly for positive and bounded x and y on E,
(K2) d( f (t, x, y), f (t, x, y)) � min{Γ(α)( 1

2tα−[α]+2 )[d(x, x) + t(α−[α])d(y, y)].
The problem then has only one solution.
This theorem’s proof is based mainly on Lemma 4.

Proof. Suppose x and y are any two solutions of (1) in c[(i)-γ]-differentiability, assume

ϕ(t) = d(x(t), y(t))

and
σ(t) = d(Dβx(t), Dβy(t));

we get for t ∈ [0, μ] ⊂ [1, 2].

ϕ(t) � 1
k

∫ t

0
(t− s)k−1d[ f (s, x(s), Dβx(s)), f (s, y(s), Dβy(s))]ds

� (t− s)k−1

2sα−[α]+2
[ϕ(s) + sα−[α]σ(s)]ds

� tα−1
∫ t

0

1
2sα−[α]+2

[ϕ(s) + sβσ(s)]ds

63



Fractal Fract. 2022, 6, 65

� tα−[α]
∫ t

0

1
2sα−[α]+2

[ϕ(s) + sβσ(s)]ds

� tα−[α]η(t)

σ(t) �
∫ t

0
d[ f (s, x(s), Dβx(s)), f (s, y(s), Dβy(s))]ds

�
∫ t

0

min{Γ(α), 2}
2sα−[α]+2

[ϕ(s) + sα−[α]σ(s)]ds

�
∫ t

0

1
2sα−[α]+2

[ϕ(s) + sα−[α]σ(s)]ds

� ϕ(t), (42)

where ϕ has the same definition as in Lemma 4.
In addition, if ε > 1, we get condition (K1) for small t,

ϕ(t) � tk−1

Γ(k)

∫ t

0
(t− s)k−1d[ f (s, x(s), Dβx(s)), f (s, y(s), Dβy(s))]ds

� (t− s)k−12(ε)
∫ t

0

e−
1
s

s2 ds

� tk−1e−
1
s 2ε

� tα−[α]e−
1
s 2ε (43)

σ(t) �
∫ t

0
(t− s)k−1d[ f (s, x(s), Dβx(s)), f (s, y(s), Dβy(s))]ds

� 2ε min{2, Γ(k)}
∫ t

0

e−
1
s

s2 ds

� 2εe−
1
s .

We get d(x(t), y(t)) = 1 for every t ∈ [1, 2] by applying Lemma 4, proving uniqueness
of solution of fuzzy fractional evolution Equation (1) in c[(i)-γ]-differentiability. We skip
the second section of the evidence because it is nearly identical to the first.

Theorem 7. Let f ∈ C(E0,E) satisfy above Theorem 4. Then there’s series of approximations.

xn(t) = Cq(t)x0 + Kq(t)x1(t) +
1

Γα

∫ t

0
(t− s)k−1 f (s, x(s), Dβx(s))ds (44)

in sense of c[(i)-γ]-differentiability or

x̂n(t) = Cq(t)x0 � (−1)Kq(t)x1 � (−1)
1

Γα

∫ t

0
(t− s)k−1 f (s, x(s), Dβx(s))ds (45)

converge to unique solution of fuzzy fractional evolution equation in sense of c[(ii)-γ]-differentiability (1).

Proof. Using the Ascoli–Arzela Theorem, we show the Theorem 7 for sequence xn in sense
of c[(i)-γ]-differentiability without losing generality. We omit the sequence {x̂n} because its
convergence in terms of c[(ii)-γ]-differentiability is very comparable.
Step 1: The sequences {xj}j�0 and {Dq−1xj}j�0 are well defined, continuous and uniformly
bounded on [0, μ]; ⎧⎪⎨⎪⎩

d(xj+1(t), x0) �
∫ t

0 d( f (s, xj(s), Dβxj(s)), 0̃)ds

d(Dβxj(t), x0) �
∫ t

0 d(d(s, xj(s), Dβxj(s)), 0̃)ds
. (46)
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For j = 1 and t ∈ [0, μ], we have⎧⎪⎨⎪⎩
d(x1(t), x0) � Gt2

Γ(α+1) � a

d(Dβx1(t), x0) � Gt � g
. (47)

Furthermore, for each i ∈ 0, . . . , β;

d(x(i)1 (t), 0̃) = d(Di Iα f (t, x0(t), Dβx0(t), 0̃)

= d(Iα−i f (t, x0(t), Dβx0(t), 0̃)

= Γ(β)∫ t

0
(t− s)α−i−1d( f (t, x0(s), Dβx0(s)), 0̃)ds � N

Γ(α− i)

∫ t

0
(t− s)α−i−1ds

� Ntα−i

(α− i)Γ(α− i)

� Ntα−1

Γ(α− i + 1)
.

The sequences {xj+1(t)} and {Dβxj+1(t)} are properly defined and uniformly bounded
on [0, μ] by induction.
Step 2: We show that in [0, μ], the functions x and y are continuous, where x and y are
defined by ⎧⎪⎪⎨⎪⎪⎩

x(t) = lim
j→∞

sup ξ0
j (t),

y(t) = lim
j→∞

sup ζ j(t),
(48)

as a result ⎧⎪⎨⎪⎩
ξ1

j (t) = d(xj(t), xj−1(t)),

ζ j(t) = d(Dβxj(t), Dβxj−1(t)).
(49)

Take note of the following:

g(t) = ∑
i�n−1

lim
j→∞

ξ i
j(t), (50)

where
ξ i

j(t) = d(x(i)j (t), x(i)j−1(t)). (51)

For 0 � t1 � t2 and for every i ∈ {0, . . . , n− 1}, we obtain
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d(ξ i
j(t1)− ξ i

j(t2)) = d(x(i)j+1(t1), x(i)j (t1))− d(x(i)j+1(t2), x(i)j (t2))

� d
[ ∫ t1

0
(t1 − s)k−1−id( f (s, xj(s), Dβx(s)), f (s, xj−1(s)Dβ

j−1x(s)))ds

−
∫ t2

0
(t2 − s)k−1−id( f (s, xj(s), Dβx(s)), f (s, xj−1(s)Dβ

j−1x(s)))
]

ds (52)

� 2N
Γ(k− i)

d
[ ∫ t−1

0
(t1 − s)k−1−i − (t2 − s)k−1−ids−

∫ t2

t1

(t2 − s)k−1−ids
]

� 2N
(k− i)Γ(k− i)

[
tk−i
1 − tk−i

2 + 2(t2 − t1)
k−i

]
� 4N

Γ(k− i + 1)
(t2 − t1)

k−i.

In the above inequalities, right-hand side is at the most 4N
Γ(k−i+1) (t2 − t1)

k−i + ε for
large n if ε > 0 provided that

d(t2 − t1) � μ � 4N
Γ(k− i + 1)

(t2 − t1)
k−i, (53)

for each i � n− 1. ε is arbitrary and t1, t2 can be interchangeable, we get

d(n(t1)− n(t2)) � ∑
i�n−1

{
4N

Γ(k− i + 1)
(t2 − t1)

k−i
}

� 4N(n− 1)
Γ(k + 1)

(t2 − t1)
k. (54)

The same goes for y(t), and we obtain

d(y(t1)− y(t2)) � 2Nd(t2 − t1). (55)

These results indicate that x and y are continuous on [0, μ].
Step 3: We check that {Dβ jn+1(t)} family is equi-continuous in CE([0, μ],E) and that the
{xj+1(t)} family is equi-continuous in C(n−1)F([0, μ],E). Using condition (H2) and notion
of successive approximations (45) we can show that we get⎧⎪⎨⎪⎩

ξ0
j+1(t) � c

∫ t
0 (t− s)k−1[ξ0

j (s)
γ + sγ(α−[α])ζ j(s)γ]ds,

ξ i
j+1(t) � c

∫ t
0 (t− s)k−i−1[ξ0

j (s)
γ + sγ(α−[α])ζ j(s)γ]ds.

(56)

As a consequence, we obtain the following estimation:

D(xj+1, xj) � ∑
i�n−1

c
∫ 2

1
(1− s)k−i−1[d(xj(s)− xj−1(s))γ + sγ(α−[α])d(Dβxj(s)− Dβxj−1(s))γ]ds. (57)

There exists a subsequence of integers {jk}, according to the Arzela-Ascoli Theorem,⎧⎪⎨⎪⎩
d(xj p(t), xj−1 p(t))→ y(t) as jl → ∞,

d(Dβxj p(t), Dβxj p−1(t))→ y(t) as jl → ∞.
(58)
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Let us note ⎧⎪⎪⎨⎪⎪⎩
u∗(t) = lim

p→∞
sup d(xj p(t), xj p−1(t)),

v∗(t) = lim
p→∞

sup d(Dβxj p(t), Dβxj p−1(t)).
(59)

Further, if {d(xj, xj−1)} → 0 and {d(Dβxj, Dβxj−1)} → 0 as j → ∞, limit of any
consecutive xn approximation in solution x of (1), which was demonstrated to be unique in
Theorem 4. As a result, a subsequence selection is unnecessary, because entire sequence
{xj} converges evenly to x(t). To do so, simply establish that x = 1 and y = 1, which will
result in u ∗ (t) and v ∗ (t) being same.

R(t) =
∫ t

0
[y(s)γ + sγ(α− [α])v(s)γ]ds (60)

and by defining
η ∗ (t) = t−p max{x(t), y(t)}.

We demonstrate this as
lim

t→0+
η ∗ (t) = 0.

We’ll now show that η ∗ (t) = 0. Assume that η ∗ (t) > 0 at any point in the range
[0, μ]; then t1 exists that is

1 � ḡ = η(t1) = max
0�t�μ

η ∗ (t).

Hence, from condition (H1), we obtain

ḡ = η(t1) = t−p
1 x(t1) � min(Γ(α), 2)ḡtβ−γ(α−[α])

1 < ḡ, (61)

or
ḡ = η(t1) = t−p

1 y(t1) � min(Γ(α), 2)ḡtγ(α−[α])
1 < ḡ. (62)

We end up with a contradiction in both circumstances. As a result, η ∗ (t) = 0. As a
result, iteration (45), on [0, μ], converges evenly to the unique solution x of (1).

5. Examples

Example 1. Consider the initial value problem:

cD
3
5 x = f (t, x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Ft
3γ

5i−γ 1 � t � 2,−∞ � x � 1,

Ft
3γ

5i−γ ⊕ F Fx2

t
3
5

1 � t � 2, 1 � xt
3
5 (1− γ)−1,

0, 1 � t � 2, t
3
5 (1− γ)−1 � x � ∞,

(63)

x(1) = 1,
where

1 � α � 2,

then

F = Γ
(

3
5

)(
3
5

k− 1
2

)
, q =

3
5

, c =
F51−γ

Γ( 3
5 )

,

k > 2 and k(1− γ) < 2.
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In the strip, function f (t, x) is continuous. 1 � t � 2, |x| < ∞, can be proved in each of
the cases.

(i) 1 � x, x̄ � t
3
5 (1− γ)−1,

(ii) t
3
5 (1− γ)−1 < x < ∞,−∞ < x̄ < 1,

(iii) t
3
5 (1− γ)−1 < x < ∞, 0 � x̄ � t

3
5 (1− γ)−1,

(iv) 0 � x � t
3
5 (1− γ)−1,−∞ < x̄ < 1,

that following estimates hold:

| f (t, x)− f (t, x̄| � F

t
3
5
|x− x̄|,

� F21−γ|x− x̄|γ.

Therefore, initial value problem has unique solution for order (1, 2].

Example 2. If we consider initial value problem with Caputo derivative

cDα(x) = f (t, x,c Dβx(t)),
Iαx(0) = x0,
x′(0) = x1,
cDβx(0) = 0,

(64)

where 1 < α < 2, then solution of given equation is equal to

x(t) = Cq(t)x0 + Kq(t)x1 +
1

Γα

∫ t

0
(t− s)α−1 f (s, x(s))ds. (65)

Let the function f in above equation satisfy following Krasnoselskii-Krein type conditions:
(H1) d( f (t, x), f (t, y)) � Γ(q) α(k−1)+1

tα d(x, y), t 
= 0, where k > 1.
(H2) d( f (t, x), f (t, y)) � ζd(x, y)β, where ζ is constant, 0 < β < 1, and k(1− β) < 1, for
(t, x), (t, y) ∈ R.

Then approximations are given by

xn+1(t) = Cq(t)x0 + Kq(t)x1 +
1

Γα

∫ t

0
(t− s)α−1 f (s, xn(s))ds, (66)

converges uniformly to a unique solution x(t) of given equations on {0, μ} where

μ = min
{

c,
(

eΓ(1 + α)

J

) 1
α
}

,

J is bound for f on R.

6. Conclusions

The existence and uniqueness of the class of high-order fuzzy Krasnoselskii-Krein
conditions are investigated in this paper. This is a fruitful field with a wide range of
research projects that can lead to various applications and theories. In future projects,
we hope to learn more about fuzzy fractional evolution problems. Using the Caputo
derivative, we can discover uniqueness and existence with uncertainty. Future work could
include expanding on the concept proposed in this mission, including observability, and
generalizing other activities. This is an interesting area with a lot of study going on that
could lead to a lot of different applications and theories. This is a path to which we want to
invest considerable resources.
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Abstract: One-dimensional continuous functions are important fundament for studying other com-
plex functions. Many theories and methods applied to study one-dimensional continuous functions
can also be accustomed to investigating the properties of multi-dimensional functions. The properties
of one-dimensional continuous functions, such as dimensionality, continuity, and boundedness, have
been discussed from multiple perspectives. Therefore, the existing conclusions will be systematically
sorted out according to the bounded variation, unbounded variation and hölder continuity. At the
same time, unbounded variation points are used to analyze continuous functions and construct
unbounded variation functions innovatively. Possible applications of fractal and fractal dimension in
reinforcement learning are predicted.

Keywords: continuous functions; unbounded variation; fractal dimension; reinforcement learning

1. Introduction

It is a widely held view that dimensionality is an important indicator to describe
functions, but different functions have many disparate internal structures and properties.
Traditional topological dimension had not dealt with some characteristics of the intricate
functions well. In recent years, there is a growing body of literature that recognises the
importance of using fractal dimension instead of topological dimension to describe the
functions. The fractal dimension is an extension of the topological dimension. The fractal
dimension reflects the effectiveness of the space occupied by the complex sets, and it is a
measure of the irregularity of the complex sets. It is cross-combined with the chaos theory
of dynamical systems and complements each other. It admits that the part of the world may
show similarity with the whole in a certain aspect under certain conditions or processes.
The value of the fractal dimension can be not only an integer but also a fraction. So fractal
dimension can measure complex sets like the Cantor ternary set. From the point of view
of the measure theory, the fractal dimension is the jump point that makes the measure of
the set change from infinity to zero. Fractal dimension includes the Hausdorff dimension,
the Box dimension and the Packing dimension. Each dimension has a special definition
and many calculation methods. The tool for studying fractal dimension is no longer just
classic calculus, and a full discussion about the properties of continuous functions lies
beyond the scope of classical calculus. Fractional calculus (FC) has gradually become
the main method [1–3]. Since classical calculus is a special case of fractional calculus [4],
many problems that cannot be measured by classical calculus can be solved by fractional
calculus, such as studying the properties of continuous functions that are continuous but
not differentiable everywhere [5,6]. The most widely used FC is the Riemann-Liuville
fractional calculus and the Weyl-Marchaud fractional calculus.

Recent work has established that one-dimensional continuous functions have signif-
icant and useful properties [7]. For instance, the Box dimension of bounded variation
functions and the functions with Riemann-Liuville fractional calculus are both one. The
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Box dimension of continuous functions is not less than one. Fractional integral does not
increase the dimensionality of the functions, and this special operator makes the fractal
dimension have a special linear relationship.

However, there are still some issues that are worth considering and discussing. For
example, is the Hausdorff dimension of a continuous function with bounded variation equal
to one? What are the Hausdorff dimension and the Box dimension of functions satisfying
the Hölder condition? Is there a one-dimensional unbounded variation function? Can the
function of unbounded variation and bounded variation be mutually converted under
special prerequisites? Are there other ways to better explore unbounded variation functions
effectively? It is these original questions that promote the emergence of new concepts
and many new analytical tools. A few years ago, scholars always used the definition
of bounded variation to define the unbounded variation function. The definition is not
conducive to exploring the nature of the unbounded variation function. As unbounded
variation functions defined by the unbounded variation point directly, a new perspective
for studying unbounded variation functions was gradually discovered. At the same time,
the relevant conclusions about unbounded variation points have also been rigorously
proved. For example, the Box dimension of an unbounded variation function with only
an unbounded variation point is one. If this function has self-similarity at the same time,
its Hausdorff dimension is also one. A more interesting topic is to investigate the changes
between some classic functions and the functions after fractional calculus. These changes
usually include fractal dimension [8–10], continuity [11,12], boundedness [13,14] and types
of fractional calculus [15,16].

After concentrated discussions on some special functions theoretically [17,18], scholars
do not have any visual information of the functions [19,20]. The most obvious evidence is
the Weierstrass function. Researchers not only know about its functional properties, but also
clearly know what its image looks like. Nevertheless, scholars are not very familiar with the
image of any one-dimensional continuous functions with an unbounded variation point.
Therefore, several attempts have been made to construct the special functions [21], such as
one-dimensional continuous functions with finite or infinite unbounded variation points,
and unbounded variation functions that satisfy the Hölder condition. The construction
process of these special functions mainly uses some compression, translation and symmetric
transformations. There are also some special unbounded variation functions that are
obtained by special operations on the basis of the devil function [22].

So far, there existed many research angles and conclusions on one-dimensional con-
tinuous functions and their fractional calculus [23]. In order to have a comprehensive
understanding, this paper will systematically sort out the current research results from
the perspectives of bounded variation, unbounded variation and the Hölder condition. A
more detailed analysis of unbounded variation functions through the unbounded variation
point will also be elaborated. Combined with the very popular reinforcement learning in
machine learning, some very interesting practical applications are predicted. For example,
the evaluation model based on the fractal dimension and the random search method based
on the fractal structure. The advantage of the fractal evaluation model based on the fractal
dimension is that the method based on the local information can evaluate the distance
between any two states to the equilibrium state. The distance can speed up the calculation
process of algorithms. At the same time, evaluating the current state during the training
process can also optimize and improve algorithms reasonably. The fractal random search
method also makes full use of the self-similarity to reduce the search time as much as possi-
ble on the basis of ensuring the probe of the entire space. Finally, the framework to prove
the convergence of reinforcement learning algorithms is introduced using fractal attractors.

The main innovations of this manuscript are as follows. First, the existing conclu-
sions about one-dimensional continuous functions are summarized through three different
classification methods, which is helpful to study other complex functions. The second is
to introduce the concept of the unbounded variation point to directly study unbounded
variation functions. The unbounded variation point can effectively grasp the essence of
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unbounded variation functions. At the same time, some special unbounded variation
functions can be constructed based on the unbounded variation point, and the images of
these complex unbounded variation functions can be easily obtained. Third, by combining
reinforcement learning and fractal theory, some possible application directions are pre-
dicted, and a unique fractal evaluation model is proposed. These results can provide some
new ideas for other researchers.

Section 2 mainly recalled some basic concepts, such as the definition of fractal dimen-
sion, bounded variation functions, unbounded variation points and fractional calculus.
Section 3 mainly discussed the bounded variation function and its fractional calculus.
Section 4 focused on the correlation between the continuity of Hölder and variation func-
tions. Section 5 primarily explored the unbounded variation function through the un-
bounded variation point, and gave the construction process of one-dimensional continuous
unbounded variation functions. Section 6 forecasted some applications of fractal and fractal
functions in reinforcement learning and analyzed the advantages and disadvantages of
these methods. The logical structure of this paper is shown in Figure 1.

Figure 1. The logical structure of the paper.

2. Basic Concepts

Among fractal dimension, the Box dimension is the most widely used. However, some
other dimension is still mentioned in some engineering problems, such as the modified Box
dimension and the Packing dimension. At the same time, the relationship between these
dimension is often analyzed and compared in theoretical research. Most of the definitions
are based on measurement theory, and there are also some interrelationships between
various dimension. Typical definitions of fractal dimension are as follows.
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Definition 1. ([24,25]) Let F be a non-empty bounded subset of Rn and Nδ(F) be the smallest
number of sets of diameter at most δ which can cover F. The lower and upper Box dimension of F
respectively are defined as

dimB(F) = lim
δ→0

log Nδ(F)
− log δ

, (1)

and

dimB(F) = lim
δ→0

log Nδ(F)
− log δ

. (2)

If (1) and (2) are equal, the common value is the Box dimension of F:

dimB(F) = lim
δ→0

log Nδ(F)
− log δ

.

If F can be decomposed into a countable number of pieces F1, F2, · · · in such a way that the
dimension of the largest piece should be as small as possible. This idea leads to the following modified
Box-counting dimension,

dimMB(F) = inf{sup
i

dimBFi : F ⊂
∞⋃

i=1

Fi}, (3)

dimMB(F) = inf{sup
i

dimBFi : F ⊂
∞⋃

i=1

Fi}. (4)

If (3) and (4) are equal, the common value is the modified Box-counting dimension of F. Let

P s(F) = inf{∑
i

P s
0(Fi) : F ⊂

∞⋃
i=1

Fi}.

It may be shown that P s(F) is the s-dimensional Packing measure. The definition of the
Packing dimension [26] in the usual way:

dimP F = sup{s : P s(F) = ∞} = inf{s : P s(F) = 0}.

The above dimension is put forward for some specific problems. In the research
process, the appropriate fractal dimension should be selected according to the needs. For
example, the measurement of the Hausdorff dimension is more accurate and the calculation
of the Box dimension is simpler through programs.

The Jordan decomposition theorem is widely applied in the proof process of various
problems, and the core concept of the theorem is the function with bounded variation. The
definition of the bounded variation function is shown in Definition 2. The unbounded
variation function can be defined by the complementary set of bounded variation func-
tions, but this paper will research unbounded variation functions through the unbounded
variation point that can be found in Definition 3.

Definition 2. ([27]) Let f (x) be defined on I = [0, 1]. A set of points P = {x0, x1, · · · , xn},
satisfying the inequalities 0 = x0 < x1 < · · · < xn−1 < xn = 1, is called a partition. P =
{x0, x1, · · · , xn} is a partition of I and write� fk = f (xk)− f (xk−1), for k = 1, 2, · · · , n. If there
exists a positive number M such that

n

∑
k=1
| � fk| ≤ M,

for all partitions of I, f (x) is said to be of bounded variation on I.
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Bounded variation functions have many important properties [28,29]. Such as, a
monotonic function is a bounded variation function. The sum, difference, and product of a
finite number of bounded variation functions are still the bounded variation function. The
absolutely continuous function must be the function of bounded variation.

Definition 3. (UV point) Let f (x) be a continuous function on I.
(1) For p ∈ (0, 1). There exists a closed subinterval Q = [q1, q2] (0 ≤ q1 < p < q2 ≤ 1)

of I such that the variation of f (x) on Q is finite, then denote (p, 0) as a bounded variation point
of f (x), or (p, 0) as an unbounded variation point of f (x).

(2) For p = 0 or p = 1. There is a closed subinterval Q = [0, q1] (0 < x ≤ 1) or Q = [q1, 1]
(0 ≤ q1 < 1) of I and the variation of f (x) on Q is finite, then denote (p, 0) is a bounded variation
point of f (x), otherwise (p, 0) is an unbounded variation point of f (x).

Due to the complexity of the function structure, the functions of unbounded variation
are often non-differentiable functions in the defined interval. The concept of the UV
point grasps the essence of unbounded variation functions and transforms the complex
structure cleverly. Classical calculus is difficult to analyse the properties of unbounded
variation functions, but the properties of some special unbounded variation functions can
be investigated by fractional calculus [30,31]. This article mainly utilizes the Riemann-
Liouville fractional integral and the Weyl fractional integral [32] to study unbounded
variation functions. Their definitions can be found in Definition 4.

Definition 4. ([33,34]) (1) Let f (x) ∈ CI , ν > 0. D−ν f (0) = 0 and for x ∈ (0, 1],

D−ν f (x) =
1

Γ(ν)

∫ x

0
(x− t)ν−1 f (t)dt

is the Riemann-Liouville fractional integral of f (x) of order ν.
(2) Let f (x) be a continuous function defined on (−∞,+∞) and 0 < ν < 1.

W−ν f (x) =
1

Γ(ν)

∫ ∞

x
(t− x)ν−1 f (t)dt

is called as the Weyl fractional integral of f (x) of order ν.

The abbreviation CI and BVI will be represented for continuous functions and bounded
variation functions defined on I respectively. Denote G( f , I) as the image of f (x) on I.
Denote bounded variation function and unbounded variation function as BVF and UVF
respectively. C0 is the Cantor set.

3. Bounded Variation Functions and Their Fractional Integral

The structure of the bounded variation function is not complex. Simple calculations
show that its Box dimension is one [35,36]. Furthermore, the bounded variation function
after the Weyl fractional integral is still a bounded variation function, so its Box dimension
is still one. The relationship between them can be shown in Figure 2.

The proof process of the above related conclusions will be given in detail. First of all, a
frequently occurring lemma is necessary to be displayed.

Lemma 1. Given a function f (x) and an interval [a, b], R f is the maximum range of f (x)
over [a, b], i.e.,

R f [a, b] = sup
a<x, y<b

| f (x)− f (y)|.

Let f (x) ∈ CI
⋂

BVI. Suppose that 0 < δ < 1 and m be the least integer greater than or
equal to δ−1. If Nδ is the number of squares of the δ−mesh that intersect G( f , I), then
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δ−1
m−1

∑
i=o

R f [iδ, (i + 1)δ] ≤ Nδ ≤ 2m + δ−1
m−1

∑
i=0

R f [iδ, (i + 1)δ].

Figure 2. The properties of bounded variation functions.

Proof of Lemma 1. The number of mesh squares of δ in the column above the inter-
val [iδ, (i + 1)δ] that intersect G( f , I) belongs to [R f [iδ, (i + 1)δ]/δ, 2 + (R f [iδ, (i + 1)δ]/δ)].
By summing all such intervals together, the lemma can be proved.

Theorem 1. (1) If dimBG( f , I) ≥ 1 and f (x) is a continuous function, dimBG( f , I) ≤ 2.
(2) If f (x) ∈ CI

⋂
BVI, dimB G( f , I) = 1.

Proof of Theorem 1. By using Definition 1,

dimBG( f , I) ≥ lim
δ→0

log C
δ

− log δ
= 1, dimBG( f , I) ≤ lim

δ→0

log C
δ2

− log δ
= 2.

Let {xi}n
i=1 be arbitrary points satisfying 0 = x0 < x1 < x2 < · · · < xn = 1, then

sup
(x0,x1,··· ,xn)

n

∑
k=1
| f (xk)− f (xk−1)| < C.

Let m be the least integer greater than or equal to 1
δ . Nδ is the number of squares of the

δ−mesh that intersect G( f , I). Combining Lemma 1,

Nδ ≤ 2m + δ−1
m

∑
i=1

R f [(i− 1)δ, iδ].

For 1 ≤ i ≤ m− 1 and xi, 0 = iδ, xi, 3 = (i + 1)δ, xi, 1, xi, 2 ∈ (iδ, (i + 1)δ),

R f [iδ, (i + 1)δ] ≤ sup
xi, 0<xi, 1<xi, 2<xi, 3

3

∑
k=1
| f (xi, k)− f (xi, k− 1)|.

There exists a positive constant C such that Nδ ≤ Cδ−1 and

dimBG( f , I) ≤ 1, 0 < v < 1.
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Simultaneously, the topolopy dimension of a continuous function f (x) is no less
than 1,

dimBG( f , I) ≥ 1, 0 < v < 1.

Thus, dimB G( f , I) = 1.

If non-negative constants C and α can be found to formula the following inequation

| f (x)− f (y)| ≤ C|x− y|α,

f (x) is a Hölder continuous function [37]. When α = 1, f (x) is a Lipschitz continuous
function. Throughout this paper, the term f (x) ∈ LipC means that f (x) is a Lipschitz
continuous function on I and the Lipschitz constant is C.

Corollary 1. If f (x) ∈ LipC, then dimB G( f , I) = 1.

Proof of Corollary 1. f (x) ∈ LipC, ∀ x, y ∈ I,

| f (x)− f (y) |≤ C | x− y | .

Let {xi}n
i=1 be arbitrary points satisfying 0 = x0 < x1 < x2 < · · · < xn = 1. Since

sup
(x0, x1,..., xn)

n

∑
k=1
| f (xk)− f (xk−1)| ≤ C

n

∑
k=1
|xk − xk−1| ≤ C,

f (x) ∈ BVI and dimB G( f , I) = 1.

Corollary 1 shows that a function that satisfies the Lipschitz condition must be a BVF.
However, a function that satisfies the Hölder condition is not necessarily a BVF [38,39]. The
counter-example is as follows:

f (x) =

{
−1/lnx, 0 < x ≤ 0.5,
0, x = 0.

Obviously, since this function is monotonically increasing in [0, 0.5], it is a BVF. But for
any α > 0, this function does not satisfy the Hölder condition of order α.

Theorem 2. If f (x) ∈ CI
⋂

BVI, dimB G(W−v f , I) = 1.

Proof of Theorem 2. Since f (x) ∈ CI and f (x) is of bounded variation on I, f (x) can be
replaced with the difference of two monotone increasing and continuous functions g1(x)
and g2(x) by the Jordan decomposition theorem, f (x) = g1(x)− g2(x), where g1(x) =
h1(x)− c, g2(x) = h2(x)− c, h1(x) = h2(x) = c on [1,+∞). Then h1(x) and h2(x) are also
monotone increasing and continuous functions.

(1) If f (0) ≥ 0, let g1(0) ≥ 0 and g2(0) = 0. By Definition 4,

G1(x) = W−vg1(x) =
1

Γ(v)

∫ ∞

x

h1(t)− c
(t− x)1−v dt, 0 < v < 1,
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G1(x) still is a continuous function on I when g1(x) is a continuous function. Let
0 ≤ x1 ≤ x2 ≤ 1 and 0 < v < 1,

G1(x2)− G1(x1)

=
1

Γ(v)

∫ ∞

x2

(t− x2)
v−1(h1(t)− c)dt− 1

Γ(v)

∫ ∞

x1

(t− x1)
v−1(h1(t)− c)dt

=
1

Γ(v)

∫ 1

x2

(t− x2)
v−1(h1(t)− c)dt− 1

Γ(v)

∫ 1

x1

(t− x1)
v−1(h1(t)− c)dt

=
1

Γ(v)
(
∫ 1

x2

(t− x2)
v−1h1(t)dt−

∫ 1

x1

(t− x1)
v−1h1(t)dt)

+
1

Γ(v)
(
∫ 1

x1

(t− x1)
v−1cdt−

∫ 1

x2

(t− x2)
v−1cdt)

=
1

Γ(v)

∫ 1−x2+x1

x1

(t− x1)
v−1(h1(t− x1 + x2)− h1(t))dt

+
1

Γ(v)

∫ 1

1+x1−x2

(t− x1)
v−1(c− h1(t))dt

≥0.

Thus, G1(x) still is a monotone increasing and continuous function on I. If

G2(x) = W−vg2(x) =
1

Γ(v)

∫ ∞

x

h2(t)− c
(t− x)1−v dt, 0 < v < 1,

G2(x) is also a monotone increasing and continuous function on I.
(2) If f (0) < 0, let g1(x) = 0 and g2(x) > 0. Using a similar way, both W−vg1(x)

and W−vg2(x) are monotone increasing and continuous functions on I. So W−v f (x) still is
a BVF on I and

dimB G(W−v f , I) = 1.

4. Unbounded Variation Functions (UVFs)

4.1. A Special UVF

The construction process of the devil stair function d(x) will be elaborated firstly. Then,
a peculiar continuous function D(x) of unbounded variation on I will be constructed on
the basis of d(x).

If x ∈ ( 1
3 , 2

3 ), d1(x) = 1
2 . Let d1(0) = 0 and d1(1) = 1. d1(x) can be exhibited on I by

connecting d1(0), d1(
1
3 ), d1(

2
3 ) and d1(1) with line segments.

If x ∈ ( 1
9 , 2

9 ), d2(x) = 1
4 . If x ∈ ( 7

9 , 8
9 ), d2(x) = 3

4 . Connecting d1(0), d2(
1
9 ), d2(

2
9 ), d1(

1
3 ),

d1(
2
3 ), d2(

7
9 ), d2(

8
9 ) and d1(1) with line segments to form d2(x) on I.

By induction, dn(x)(n ≥ 3) can be constructed. Let d(x) = limn→∞ dn(x).
The construction of D1(x) is based on d1(x) with two more line segments whose length

are 1. The line segments and the part of d1(x), x ∈ ( 1
3 , 2

3 ) make up an isosceles triangle.
In D1(x), the triangle is shown without the base line.

The construction of D2(x) is based on d2(x) and D1(x). Simultaneously for x ∈ (0, 1
3 )

or x ∈ ( 1
3 , 2

3 ), using similar ways to construct D2(x) like as d1(x)→ D1(x). However, the
length of line segments added is 1/2

21 .
The construction of D3(x) is based on d3(x) and D2(x). Simultaneously for x ∈ (0, 1

9 ),
x ∈ ( 2

9 , 1
3 ), x ∈ ( 2

3 , 7
9 ), or x ∈ ( 8

9 , 1), using similar steps to construct D3(x) like as d1(x)→
D1(x). The process of constructing is similar, the only difference is the length of line
segments added is 1/3

22 .
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By induction, the construction of Dn(x) is based on dn(x) and Dn−1(x). The length of
line segments is 1/n

2n−1 . Then, D(x) = limn→∞ Dn(x). Images of d(x) and D(x) are given as
follows Figure 3.

Figure 3. The image of d(x) and D(x).

Combining the construction process of D(x), properties of the function will be investigated.

Property 1. The length of G(D, I) is infinite on I. The lebesgue measure of differentiable points on
I is one.

Proof of Property 1. Length of G(D, I) is no less than

1 · 2 · 1 + 2 · 2 · 1/2
2

+ 4 · 2 · 1/3
4

+ · · ·+ 2n−1 · 2 · 1/n
2n−1 + · · · = 2

∞

∑
n=1

1
n
= ∞.

Thus, the length of G(D, I) is infinite on I. Let A be the set of differentiable points
of D(x) on I.

m(A) =
1
3
+ 2 · 1

9
+ 4 · 1

27
+ · · ·+ 2n−1 · 1

3n + · · · = 1.

Denote B as the set of non-differentiable points of D(x) on I, then

m(B) = 1− 1 = 0.

Property 2. The Box dimension of D(x) is one and D(x) has uncountable unbounded variation
points on I.

Proof of Property 2. Since D(x) is a continuous function, dimBG(D, I) ≥ 1. Let 0 < δ < 1,
1
δ ≤ n ≤ 1 + 1

δ . The number of squares of the δ−mesh that intersect G(D, I) are less than

2n +
1
δ

n

∑
i=1

1
i
+ 2

1
δ

.
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Thus,

dimBG(D, I) ≤ lim
δ→0

log[2n + 1
δ

n
∑

i=1

1
i + 2 1

δ ]

− log δ

≤ lim
δ→0

log[2n + 2δ−1(log(n + 1) + 1)]
− log δ

≤ 1.

Further analysis showed that dimB G(D, I) = 1.
If ∀ x ∈ C0, a positive number N0 will be found such that variation of any subinterval Ix

containing x of I is at least

1
2N0

1
N0

+ 2
1

2N0+1
1

N0 + 1
+ 22 1

2N0+2
1

N0 + 2
+ · · ·

=
1

2N0

∞

∑
n=1

1
N0 + n− 1

=
1

2N0
(

∞

∑
n=1

1
n
−

N0−1

∑
n=1

1
n
)

= ∞.

Thus, (x, 0) is an unbounded variation point of D(x) on I. Since the arbitrariness of x,
the number of unbounded variation points of D(x) on I is uncountable.

Now, the construction of H(x) that contains uncountable UV points will be displayed.
Divided I into three equal intervals,

I1,1 = [0,
1
3
], I1,2 = [

1
3

,
2
3
], I1,3 = [

2
3

, 1].

Two line segments are added such that constituting an isosceles triangle with I1,2 and
the length of the segment is 1, Then I1,2 will be removed. I1,1 and I1,3 are divided into three
equal intervals respectively,

I1,1 = I2,1
⋃

I2,2
⋃

I2,3,

I1,3 = I2,4
⋃

I2,5
⋃

I2,6.

Four line segments are added such that constituting an isosceles triangle with I2,2
and I2,5. The length of the segment is 1

4 . Furthermore, delete I2,2 and I2,5. Similar way can
get H3 and H4. Hn can be got From Hn−1. By dividing

In−1,1, In−1,3, In−1,4, In−1,6, · · · , In−1,3·2n−2−1, In−1,3·2n−2

into three equal intervals respectively,

In−1,1 = In,1
⋃

In,2
⋃

In,3,

In−1,3·2n−2 = In,3·2n−1−2

⋃
In,3·2n−1−1

⋃
In,3·2n−1 .

2n line segments are added such that constituting an isosceles triangle with

In−1,2, In−1,5, · · · , In−1,3·2n−2−1.

The length of the segment is 1
n·2n−1 . Then delete In,2, In,5,· · · , In,3·2n−1−1. The image

of H(x) is Figure 4.
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Figure 4. The image of H(x).

Obviously, H(x) is a continuous function. Firstly, the length of H(x) on I is
∞
∑

n=1

1
n = ∞,

the variation of H(x) on I is infinite. Secondly, the number of δ−mesh squares that

intersect G(H, I) is at most δ−1
∞
∑

n=1

1
n + 2δ−1 and

dimB G(H, I) = lim
δ→0

log(δ−1
∞
∑

n=1

1
n + 2δ−1)

− log δ
= 1.

Finally, ∀x0 ∈ C0∪ [a, b], the variation of H(x) on [a, b] is
∞
∑

n=N0

1
N02N0−1

1
n = ∞, where N0

is a positive integer. So H(x) contains uncountable UV points.

The function that satisfies the Lipschitz condition must be a BVF, but the function that
satisfies the Hölder condition is not necessarily a BVF [40,41]. The following two special
functions are just the best evidence for the above conclusion.

4.2. UVF Satisfying the Hölder Condition of Order α(0 < α < 1)

Let An = a1 + a2 + · · ·+ an + · · · be the convergence series of positive terms and any
of terms is monotonically decreasing. The sum of An is s and the construction process of
the function fα(x) on [0, s] is as follows:

f (x) = 0, x ∈ {0, a1, a1 + a2, a1 + a2 + a3};

f (x) =
1
n

, x ∈ {a1 + a2 + · · ·+ an−1 +
an

2
(n = 1, 2, · · · )};

f (s) = 0.

fα(x) is linear in the following intervals, such as [a1 + · · · + an−1, a1 + · · · + an−1 +
an
2 ],

[a1 + · · ·+ an−1 +
an
2 , a1 + · · ·+ an−1 + an], n = 1, 2, · · · . The specific image of fα(x) is as

follows Figure 5.
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Figure 5. The image of fα(x).

Theorem 3. fα(x) is a continuous function on [0, s](0 < s ≤ 1) and the total variation of fα(x)
in the interval [0, s] is infinite.

Proof of Theorem 3. From the specific construction process of fα(x), fα(x) is a continuous
function on [0, s] obviously. The proof of its total variation is infinite will be given next.
Consider the following partition: 0 < a1

2 < a1 < a1 +
a2
2 < +a1 + a2 < a1 + a2 +

a3
2 <

a1 + a2 + a3 < · · · < a1 + a2 + · · ·+ ak. Then,

Vs
0 ( f (x)) =| f ( a1

2
)− f (0)|+ | f (a1)− f (

a1

2
)|+ | f (a1 +

a1

2
)− f (a1)|

+ · · ·+ | f (a1 + a2 + · · ·+ ak)− f (a1 + a2 + · · ·+ ak−1 +
ak
2
)|

+ | f (s)− f (a1 + a2 + · · ·+ ak)|

=1 + 1 +
1
2
+

1
2
+ · · ·+ 1

k
+

1
k

=+ ∞.

The conclusion is lim
k→+∞

Vs
0 ( f (x)) = +∞. Thus, fα(x) is an UVF on [0, s].

Theorem 4. fα(x) satisfies the Hölder condition of a given order α (0 < α < 1).

Proof of Theorem 4. Case one: two points P1(x1, y1), P2(x2, y2) on the interval are selected
arbitrarily, but the two points are in the same linear interval, a1 + · · ·+ an−1 ≤ x1 < x2 ≤
a1 + · · ·+ an−1 +

an
2 . Then the specific image of Case one is as follows Figure 6.

Figure 6. Case one.
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|y2 − y1| =
2

nan
|x2 − x1| =

2|x2 − x1|1−α

nan
|x2 − x1|α

<
2a1−α

n
nan

|x2 − x1|α

=
2

naα
n
|x2 − x1|α.

Therefore, it is significant to select the appropriate sequence an to make 2
naα

n
bounded.

a sequence that satisfies the above formula can be found easily, such as an = n
−1
α .

Case two: If the two points P1(x1, y1), P2(x2, y2) are not in the same linear interval,
moving P1 to P3(x3, y3) through translation transformation. Then the specific image of
Case two is as follows Figure 7.

Figure 7. Case two.

Combined with the proof of Case one, |y2 − y1| = |y2 − y3| ≤ C|x2 − x3|α.

Since fα(x) is a continuous function, the lower Box dimension of fα(x) is greater than or

equal to 1. The number of δ−mesh squares that intersect G( fα, [0, s]) is at most δ−1
∞
∑

n=1

1
n +

2δ−1,

dimB G( fα, [0, s]) = lim
δ→0

log(δ−1
∞
∑

n=1

1
n + 2δ−1)

− log δ
= 1.

4.3. UVF Not Satisfying the Hölder Condition of Any Order α (α > 0)

An UVF g(x) that does not satisfy the Hölder condition of any order α (α > 0) on the ba-
sis of fα(x) will be constructed. Since fα(x) satisfies the Hölder condition of order α (0 < α < 1)
on [0, s], for α∗ > α, x = a1 + a2 + · · ·+ an−1 +

an
2 , y = a1 + a2 + · · ·+ an−1 + an,

lim
n→+∞

f (y)− f (x)
|y− x|α∗ =

1
n

( an
2 )α∗ =

1
n

( 1
2n

1
α
)α∗

= 2α∗n
α∗
α −1 = +∞.

Thus, fα(x) does not satisfy the Hölder condition of any order α∗(α∗ > α) on [0, s].

Denote σn =
∞
∑

k=1

1
kn and divide the interval I as follows,

0 = β2 < β3 < β4 < · · · < βn < · · · (βn → 1, n → +∞).
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(1) If n is an even number, g(x) can be obtained by compressing f 1
n
(x) by n times on

the ordinate, compressing by σn
βn+1−βn

times on the abscissa and moving βn to the right
along the abscissa,

g(x) =
1
n

f 1
n
[
σn(x− βn)

βn+1 − βn
].

(2) If n an is odd number,

g(x) =
1
n

f 1
n
[
σn(βn+1 − x)

βn+1 − βn
].

In addition to the above construction process, an additional supplementary definition
f (1) = 0 is reasonable. The specific image of g(x) is as follows Figure 8.

Figure 8. The image of g(x).

From the construction process of g(x), g(x) is defined everywhere on the interval I
and g(x) is a continuous function. Through similar calculation, it can be known that the
total variation of this function is also infinite. g(x) is also an UVF.

However, for interval [βn, βn+1], g(x) satisfies the Hölder condition of order 1
n and

does not satisfy the Hölder condition of order 1
n−1 . Therefore, the function g(x) does not

satisfy the Hölder condition of any order α(α > 0). Since g(x) is a continuous function, the
Box dimension of g(x) is more than one.

4.4. UVF Contained Finite UV Points

The introduction of the unbounded variation points gives a new way to study un-
bounded variation functions [42]. Many conclusions about unbounded variation functions
can be obtained by analyzing the number and location of unbounded variation points.
At the same time, if the function has self-similarity, some remarkable conclusions can be
strictly demonstrated, such as Corollary 2 and Theorem 8.

Lemma 2. ([24]) If F ⊂ Rn, then dimP F = dimMBF.

Researchers have established the following relation for F ⊂ Rn:

dimH F ≤ dimMBF ≤ dimMBF = dimP F ≤ dimBF.

Theorem 5. If f (x) is a continuous function on I and (1, 0) is the only UV point of f (x), then

dimH G( f , I) = dimP G( f , I) = dimMB G( f , I) = 1.

Proof of Theorem 5. Since f (x) is a continuous function on I,

1 ≤ dimH G( f , I) ≤ dimBG( f , I).
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∀ δ > 0, I = (
∞⋃

i=1
Ei)

⋃
[1− δ, 1], where Ei are subsets of I.

dimH G( f , [1− δ, 1]) ≤ dimBG( f , [1− δ, 1]) ≤ lim
δ→0

log M
δ

− log δ
= 1,

where M is a positive constant.

dimMBG( f , I) = inf{sup
δ

dimBG( f , (
∞⋃

i=1

Ei)
⋃
[1− δ, 1])} = 1.

Thus,
1 ≤ dimH G( f , I) ≤ dimMBG( f , I) = 1.

It is already becoming apparent that

dimH G( f , I) = dimP G( f , I) = dimMB G( f , I) = 1.

Theorem 6. If f (x) is a continuous function containing at most finite UV points on I, then

dimH G( f , I) = dimP G( f , I) = dimMB G( f , I) = 1.

Proof of Theorem 6. Let x1 < x2 < · · · < xn be UV points of f (x), n disjoint inter-

vals [ai, xi] ⊂ I can be found, where i = 1, 2, · · · , n. Denote A =
n⋃

i=1
[ai, xi]. By Lemma 2,

dimH G( f , [ai, xi]) = dimP G( f , [ai, xi]) = dimMB G( f , [ai, xi]) = 1.

Since the Hausdorff dimension has the property of countable stability,

dimH G( f , I) = dimH G( f , A
⋃
(I\A))

= max{dimH G( f , A), dimH G( f , I\A)}
= 1.

Given ε = min
1≤i<j≤n

|xi − xj|, Ci = [ai − ε
2 , ai +

ε
2 ], Cn+1 = I \ (

n⋃
i=1

Ci).

dimBG( f , Ci) = 1,

where i = 1, 2, · · · , n + 1. Combining the definition of the modified Box-counting dimension,

dimMBG( f , I) = inf{sup
i

dimBCi : I ⊂
n+1⋃
i=1

Ci} = 1.

It is easy to check that

dimH G( f , I) = dimP G( f , I) = dimMB G( f , I) = 1.

Corollary 2. If a continuous function f (x) has the property of self-similar on I and (1, 0) is the
only UV point of, then

dimH G( f , I) = dimB G( f , I) = 1.
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Proof of Corollary 2. Since f (x) is self-similar on I, G( f , I) is compact and

dimB(G( f , I)
⋂

V) = dimBG( f , I)

for all open sets V those intersect G( f , I) and dimBG( f , I) = dimMBG( f , I). Thus,

dimH G( f , I) = dimP G( f , I) = dimMB G( f , I) = dimB G( f , I) = 1.

4.5. UVF Contained Infinite UV Points

Theorem 7. Let f (x) be a continuous function on I. f (x) has infinite and countable UV points
and only one accumulation point, then

dimH G( f , I) = 1.

Proof of Theorem 7. Since f (x) is a continuous function on I,

1 ≤ dimH G( f , I) ≤ dimBG( f , I).

(1) (0, 0) is an accumulation point: denote the above countable UV points as

x1 > x2 > x3 > · · · > xn > · · · .

∀δ > 0, dimH G( f , [0, δ]) = 1, there is not an accumulation point in other positions, Thus,
there exists Ei ⊂ I and Ei only contains one UV point xi, Ei

⋂
Ej = ∅ when i 
= j. f (x) only

has an UV point on Ei and
dimH G( f , Ei) = 1.

Denote E =
∞⋃

i=1
Ei. By the countable stability of the Hausdorff dimension,

dimH G( f , I) = dimH(G( f , E)
⋃

G( f , [0, δ]))

= sup{dimH G( f , E), dimH G( f , [0, δ])} = 1.

Thus,
dimH G( f , I) = 1.

(2) (1, 0) is an accumulation point: denote the above countable UV points as

x1 < x2 < x3 < · · · < xn < · · · .

∀ δ > 0, dimH G( f , [1− δ, 1]) = 1, there is not an accumulation point in other points.
There exists Ei ⊂ I and Ei only contains one UV point xi, Ei

⋂
Ej = ∅ when i 
= j. f (x) only

has an UV point on Ei and
dimH G( f , Ei) = 1.

Denote E =
∞⋃

i=1
Ei.

dimH G( f , I) = dimH(G( f , E)
⋃

G( f , [0, δ]))

= sup{dimH G( f , E), dimH G( f , [0, δ])} = 1.

Thus
dimH G( f , I) = 1.
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(3) xn ∈ (0, 1), (xn, 0) is an accumulation point: ∀ δ > 0, dimH G( f , [xn− δ, xn + δ]) = 1.
By the above discussions,

dimH G( f , I) = 1.

Theorem 8. Let f (x) be a continuous function containing countable UV points and f (x) only
have an accumulation point on I. If f (x) is self-similar, then

dimH G( f , I) = dimB G( f , I) = 1.

Proof. Since f (x) is a continuous function on I,

1 ≤ dimH G( f , I) ≤ dimBG( f , I).

Denote the above uncountable UV points as x1, x2, x3, · · · . There exists [ai, xi] and
[ai, xi]

⋂
[aj, xj] = ∅ when i 
= j. Thus, f (x) only have an UV point on [ai, xi] and

dimB G( f , [ai, xi]) = 1.

Thus,

dimMBG( f , E) = inf{sup
i

dimBG( f , [ai, xi]) : E =
N−1⋃
i=1

[ai, xi]} = 1.

Denote E =
N−1⋃
i=1

[ai, xi], F = [aN , 1] and H =
N−1⋃
i=1

[xi, ai+1] where a1 = 0. Further

inferences show that f (x) is a BVF on H and

dimH G( f , H) = dimB G( f , H) = 1.

It can be seen from the similar calculation process that

dimMBG( f , I) = dimMB(G( f , E)
⋃

G( f , F)
⋃

G( f , H))

= inf{sup{dimH G( f , E), dimH G( f , F), dimH G( f , H)}} = 1.

Since f (x) is self-similar on I, G( f , I) is compact and

dimB(G( f , I)
⋂

V) = dimBG( f , I)

for all open sets V that intersect G( f , I). Thus,

dimBG( f , I) = dimMBG( f , I).

Notice that the conclusion dimBG( f , I) ≥ 1 remains true.

dimH G( f , I) = dimP G( f , I) = dimMB G( f , I) = dimB G( f , I) = 1.

5. Possible Applications in Reinforcement Learning

Since AlphaGo has shown amazing abilities in Go [43,44], reinforcement learning in
machine learning has gradually been paid attention and researched by many scholars [45–48].
The core idea of reinforcement learning is to use the continuous interaction between the
agent and the environment to maximize the long-term cumulative return expectation. The
agent learns the optimal strategy through the mechanism of trial and error. Taking the
expectation of maximizing returns as the goal makes reinforcement learning “foresight”, not
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just focusing on the immediate situation, so the strategies obtained through reinforcement
learning are scientific. Since the optimal strategy can be learned by reinforcement learning,
Reinforcement learning has become an emerging method of researching decision theory. At
the same time, the learning process of the agent in reinforcement learning is dynamic, and
the required data is also generated through interaction with the environment, so a large
amount of original label data is not required.

With the advent of deep neural networks, deep reinforcement learning can solve many
complex problems. The seemingly complex fractal sets also have special regularity (self-
similarity). Therefore, can fractals and fractal dimension be used in the learning process of
the agent to speed up the learning speed of the agent or improve the search efficiency of
algorithms? This section will introduce several possible applications of fractal and fractal
dimension in reinforcement learning.

5.1. The Evaluation Model Based on Fractal Dimension

The main basis of the fractal evaluation model is the fractal dimension. Fractal
dimension is an important indicator of system stability. The multi-dimensional vector
can be formed by utilizing the parameters, such as actions and states of agents. Many
multi-dimensional vectors may establish a special set. The fractal dimension of the set can
determine the distance between the current state and the equilibrated state. The equilibrium
state is that all agents are in a stable state and there is no motivation to change the current
strategy. The main operational flows of the fractal evaluation model are as follows.

Step one: data standardization. The number of states and agents are K, N re-
spectively. State S = (s1, s2, · · · , sN , a1, a2, · · · , aN , r1, r2, · · · , rN). Standardization is to
eliminate the differences caused by the species of each data. Standardized data is S = (yij),
i = 1, 2, · · · , K ∈ Z+, y = 1, 2, · · · , 3N ∈ Z+.

Step two: weight. wj = dj/ ∑N
i=1 dj,

where dj = max1≤i,k≤K | yij − ykj |, j = 1, 2, · · · , N ∈ Z+.
Step three: calculate N(r). The distance used in the algorithm is unified as Euclidean

distance. 3N data of each state can be regarded as points on each coordinate axis in the
3n-dimensional space. These points constitute a subset of the 3n-dimensional Euclidean
space E3N . The distance from each point to the origin is dij and let R = max(dij), i =
1, 2, · · · , K ∈ Z+, j = 1, 2, · · · , 3N ∈ Z+. For a specific state, N(r) is the number of all
points satisfying dij < r and r is the radius of the hypersphere. Keep adjusting the value of
radius r until r = R and N(r) = N. When the radius is r, the number of points contained

in the hypersphere is N(r) =
3N
∑

i=0
sgn(r− dij) and sgn(x) is a symbolic function,

sgn(x) =

{
1, x > 0
0, x ≤ 0

Step four: calculate the fractal dimension. D = log N(r)/ log r.
From the above calculation process, the number of sample points contained in the

hypersphere with r will change continuously as the radius alters. At the same time, the
graph of the function formed by the above standardized data points is usually non-linear.
The fractal dimension D in this step can be fitted by the least square method,

D =

3N
3N
∑

i=1
logN(ri) log ri −

3N
∑

i=1
logN(ri)

3N
∑

i=1
logri

3N
3N
∑

i=1
(log ri)

2 −
(

3N
∑

i=1
log ri

)2 .

At present, most reinforcement learning algorithms are based on global information.
However, due to the limitations of communication and observation, the agent cannot
obtain all the information in practical. Therefore, the MDP(Markov decision process)
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model used to solve basic reinforcement learning problems is not applicable. Researchers
establish the POMDP(Partially observable markov decision process) model [49,50] to solve
partially observable reinforcement learning problems. The main solutions include function
approximation, opponent modeling, and graph theory.

Fractal dimension is another new idea to optimize POMDP. The theoretical foundation
of using fractal dimension to evaluate stability is mainly based on the Lyapunov stability
theory. The larger fractal dimension of the set, the more stable points in the set. Therefore,
the set with lager fractal dimension is more stable than the set with small fractal dimension
under the same disturbance. The advantage of this method is that the agent does not need
to know global information. The strategy selection of agents can be guided by the fractal
dimension, and the correct strategy direction can optimize the algorithm. At the same
time, for a game where there is no pure strategy Nash equilibrium, it is still possible to
compare the distance between any two situations and the equilibrium state by calculating
the fractal dimension.

5.2. The Convergence Model Based on Fractal Attractor

At present, the convergence of most reinforcement learning algorithms lacks rigorous
proofs. However, due to the powerful fitting ability of multiple neural networks [51–53],
the algorithm can converge better in various experimental environments. The convergence
obtained in the experiment cannot effectively understand the essence of the problem and
optimize the existing algorithm. Obviously, the convergence of an algorithm is the fixed
point of a particular function mathematically. Solving the fixed point problem can also be
transformed into an attractor in fractal theory. Therefore, the convergence of the algorithm
can be verified by calculating the existence of attractors. Surprisingly, the calculation of
attractors has theoretical guarantees. Therefore, can the Bellman equation in reinforcement
learning be regarded as an iterative function system, and then its solution is the attractor of
the iterative function system? The idea of the model is shown in Figure 9.

Figure 9. The frame of convergence model.

The advantage of this convergence model lies in its versatility, which can prove the
convergence of a class of similar algorithms. The method of theoretical proof is conducive
to finding the essence of the problem, so as to provide different ideas for the optimiza-
tion algorithm.

5.3. The Random Search Algorithm Based on Fractal

Exploration and utilization is one of the important research directions in deep reinforce-
ment learning. The goal of exploration is to find more information about the environment,
and the purpose of utilization is to use the known environmental information to maximize
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rewards. In short, exploration is to try behaviors that have not yet been tried, while utiliza-
tion is to choose the next action from the knowledge that agents have already mastered.
The balance between exploration and utilization is the basic issue of reinforcement learning.
In deep reinforcement learning tasks, in order to obtain the best strategy, it is often neces-
sary to collect more information. For solving the problem of exploration and utilization,
researchers have proposed many classic methods. The ε-greedy method is a commonly
used strategy for greedy exploration.

However, the exploratory efficiency of this method is not good. Fractals generally have
the following characteristics. One is that both the whole and the part have irregularities,
and the other is that the internal structure has self-similarity and unevenness. The search
method based on the fractal structure can reduce the search time as much as possible on the
basis of ensuring that all spaces are explored. Due to the self-similar structure of the fractal,
the algorithm does not always need to repeat the previous training during the training
process. Thus the way can reduce a lot of unnecessary training time. Therefore, whether
the above-mentioned characteristics of fractal can be used to achieve efficient search is
looking forward to follow-up research and discussion. At present, there has been a lot of
research on using fractals to improve search efficiency [54–56], but these algorithms can
still continue to be optimized.

6. Conclusions

This manuscript systematically sorts out the conclusions about one-dimensional con-
tinuous functions. The Box dimension of bounded variation functions and the functions
with the Weyl fractional integral are both one. The Box dimension of continuous functions
that satisfy the Lipschitz condition is also one. These results also fully show that fractional
calculus does not increase the dimensionality of functions. This conclusion seems simple,
but no one seems to have carried out a rigorous proof. The structure of unbounded varia-
tion function is more complicated. The construction process of several special unbounded
variation functions is displayed firstly, and a lot of general conclusions about unbounded
variation functions are proved by using UV points. Combined with the self-similarity,
the conclusions of the fractal dimension of some special functions are also strictly proved.
These conclusions are very helpful for perfecting the theory of unbounded variation. At
the same time, in order to increase the practical significance of the above conclusions, some
applications of fractal and fractal dimension in reinforcement learning are also introduced.
On the one hand, these works can sort out the current results, and on the other hand,
some useful ideas and research directions can also be shown to other researchers. The
evaluation model based on fractal dimension proposed in this manuscript can effectively
accelerate the convergence speed of many reinforcement learning algorithms by using
fractal dimension to judge the stability of any state. This model is an important result of
the combination of the two theories, and it is believed that more fractal theories will be
applied to reinforcement learning.

However, the research on one-dimensional continuous functions is far from over. In
particular, what are the necessary and sufficient conditions for the conversion between
unbounded variation and bounded variation? Are there other theories and tools that can
be used to study one-dimensional continuous functions? Can existing relevant conclusions
about one-dimensional continuous functions be extended to multi-dimensional continuous
functions? Can the conclusion of the unbounded variation function be used in other fields?
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Abstract: In our work, we derived the fractional order q-integrals and q-derivatives concerning a
basic analogue to the Aleph-function of two variables (AFTV). We discussed a related application and
the q-extension of the corresponding Leibniz rule. Finally, we presented two corollaries concerning
the basic analogue to the I-function of two variables and the basic analogue to the Aleph-function of
one variable.

Keywords: Fractional q-integral; q-derivative operators; basic analogue to the Aleph-function; basic
analogue to the I-function; q-Leibniz rule

1. Introduction

Fractional calculus represents an important part of mathematical analysis. The concept
of fractional calculus was born from a famous correspondence between L’Hopital and
Leibniz in 1695. In the last four decades, it has gained significant recognition and found
many applications in diverse research fields (see [1–6]). The fractional basic (or q−) calculus
is the extension of the ordinary fractional calculus in the q-theory (see [7–10]). We recall
that basic series and basic polynomials, particularly the basic (or q−) hypergeometric
functions and basic (or q−) hypergeometric polynomials, are particularly applicable in
several fields, e.g., Finite Vector Spaces, Lie Theory, Combinatorial Analysis, Particle
Physics, Mechanical Engineering, Theory of Heat Conduction, Non-Linear Electric Circuit
Theory, Cosmology, Quantum Mechanics, and Statistics. In 1952, Al-Salam introduced the
q-analogue to Cauchy’s formula [11] (see also [12]). Agarwal [13] studied certain fractional
q-integral and q-derivative operators. In addition, various researchers reported image
formulas of various q-special functions under fractional q-calculus operators, for example,
Kumar et al. [14], Sahni et al. [15], Yadav and Purohit [16], Yadav et al. [17,18], and maybe
more. The q-extensions of the Saigo’s fractional integral operators were defined by Purohit
and Yadav [19]. Several authors utilised such operators to evaluate a general class of
q-polynomials, the basic analogue to Fox’s H-function, basic analogue to the I-function,
fractional q-calculus formulas for various special functions, etc. The readers can see more
related new details in [16–18,20] on fractional q-calculus.

The purpose of the present manuscript is to discuss expansion formulas, involving the
basic analogue to AFTV [21]. The q-Leibniz formula is also provided.

We recall that q-shifted factorial (a; q)n has the following form [22,23]

(a; q)n =

{
1, (n = 0)

∏n−1
i=0

(
1− aqi), (n ∈ N∪ {∞}) , (1)
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such that a, q ∈ C and it is assumed that a 
= q−m (m ∈ N0).
The expression of the q-shifted factorial for negative subscript is written by

(a; q)−n =
1

(1− aq−1) (1− aq−2) · · · (1− aq−n)
(n ∈ N0). (2)

Additionally, we have

(a; q)∞ =
∞

∏
i=0

(
1− aqi

)
(a, q ∈ C; |q| < 1). (3)

Using (1)–(3), we conclude that

(a; q)n =
(a; q)∞
(aqn; q)∞

(n ∈ Z), (4)

its extension to n = α ∈ C as:

(a; q)α =
(a; q)∞
(aqα; q)∞

(α ∈ C; |q| < 1), (5)

such that the principal value of qα is considered.
We equivalently have a form of (1), given as

(a; q)n =
Γq(a + n)(1− q)n

Γq(a)
(a 
= 0,−1,−2, · · · ), (6)

where the q-gamma function is expressed as [8]:

Γq(a) =
(q; q)∞

(qa; q)∞(1− q)a−1 =
(q; q)a−1

(1− q)a−1 , (a 
= 0,−1,−2, · · · ). (7)

The expression of the q-analogue to the Riemann–Liouville fractional integral operator
(RLI) of f (x) has the following expression [12]:

Iμ
q { f (x)} = 1

Γq(μ)

∫ x

0
(x− tq)μ−1 f (t)dqt, (8)

here, �(μ) > 0, |q| < 1 and

[x− y]υ = xυ
∞

∏
n=0

[
1− (y/x)qn

1− (y/x)qn+υ

]
= xυ

( y
x

; q
)

υ
(x 
= 0). (9)

The basic integral [8] is given by

∫ x

0
f (t)dqt = x(1− q)

∞

∑
k=0

qk f
(

xqk
)

. (10)

Equation (8), in conjunction with (10); then, we have the series representation of (RLI),
as follows

Iμ
q f (x) =

xμ(1− q)
Γq(μ)

∞

∑
k=0

qk
[
1− qk+1

]
μ−1

f
(

xqk
)

. (11)

We mention that for f (x) = xλ−1, the following can be written [16]

Iμ
q

(
xλ−1

)
=

Γq(λ)

Γq(λ + μ)
xλ+μ−1 (�(λ + μ) > 0). (12)

94



Fractal Fract. 2022, 6, 71

2. Basic Analogue to Aleph-Function of Two Variables

We recall that AFTV [21] is an extension of the I-function possessing two variables [24].
Here, in the present article, we define a basic analogue to AFTV.

We record

G(qa) =

[
∞

∏
n=0

(
1− qa+n)]−1

=
1

(qa; q)∞
. (13)

Next, we have

ℵ(z1, z2; q)

= ℵ0,n1;m2,n2:m3,n3
Pi ,Qi ,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎜⎝ z1

z2

; q

∣∣∣∣∣∣∣
(
aj; αj, Aj

)
1,n1

,
[
τi
(
aji; αji, Aji

)]
n1+1,Pi

;

[
τi
(
bji; β ji, Bji

)]
1,Qi

;(
cj, γj

)
1,n2

,
[
τi′
(

cji′ , γji′
)]

n2+1,Pi′
;
(
ej, Ej

)
1,n3

,
[
τi′′

(
eji′′ , γji′′

)]
n3+1,Pi′′(

dj, δj
)

1,m2
,
[
τi′
(

dji′ , δji′
)]

m2+1,Qi′
;
(

f j, Fj
)

1,m3
,
[
τi′′

(
f ji′′ , Fji′′

)]
m3+1,Qi′′

⎞⎟⎟⎟⎠
=

1

(2πω)2

∫
L1

∫
L2

π2φ(s1, s2; q)zs1
1 zs2

2 dqs1 dqs2, (14)

where ω =
√
−1, and

φ(s1, s2; q) =
∏n1

j=1 G
(

q1−aj+αjs1+Ajs2
)

∑r
i=1 τi

{
∏Qi

j=1 G
(

q1−bji+β ji s1+Bjis2
)

∏Pi
j=n1+1 G

(
qaji−αji s1−Ajis2

)}
×

∏m2
j=1 G

(
qdj−δjs1

)
∏n2

j=1 G
(

q1−cj+γjs1
)

∑r′
i′=1 τi′

{
∏

Qi′
j=m2+1 G

(
q1−dji′+δji′ s1

)
∏

Pi′
j=n2+1 G

(
qcji′−γji′ s1

)}
G(q1−s1) sin πs1

×
∏m3

j=1 G
(

q fj−Fjs2
)

∏n3
j=1 G

(
q1−ej+Ejs2

)
∑r′′

i′′=1 τi′′
{

∏
Qi′′
j=m3+1 G

(
q1− f ji′′+Fji′′ s2

)
∏

Pi′′
j=n3+1 G

(
qeji′′−Eji′′ s2

)}
G(q1−s2) sin πs2

, (15)

where z1, z2 
= 0 and are real or complex. An empty product is elucidated as unity, and
Pi, Pi′ , Pi′′ , Qi, Qi′ , Qi′′ , m1, m2, m3, n1, n2, n3 are non-negative integers, such that Qi, Qi′ , Qi′′ >
0; τi, τi′ , τi′′ > 0(i = 1, · · · , r; i′ = 1, · · · , r′; i′′ = 1, · · · , r′′). All the As, αs, γs, δs, Es, and
Fs are presumed to be positive quantities for standardization intention, the as, bs, cs, ds,
es, and f s are complex numbers. The definition of a basic analogue to AFTV will, how-
ever, make sense, even if some of these quantities are equal to zero. The contour L1 is
in the s1-plane and goes from −ω∞ to +ω∞, with loops where necessary, to make sure
that the poles of G

(
qdj−δjs1

)
(j = 1, · · · , m2) are to the right-hand side and all the poles of

G
(

q1−aj+αjs1+Ajs2
)
(j = 1, · · · , n1), G

(
q1−cj+γs1

)
(j = 1, · · · , n2) lie to the left-hand side

of L1. The contour L2 is in the s2-plane and goes from −ω∞ to +ω∞, with loops where
necessary, to ensure that the poles of G

(
q fj−Fjs2

)
(j = 1, · · · , m3) are to the right-hand

side and all the poles of G
(

q1−aj+αjs1+Ajs2
)
(j = 1, · · · , n1), G

(
q1−ej+Ejs2

)
(j = 1, · · · , n2)

lie to the left-hand side of L2. For values of |s1| and |s2|, the integrals converge, if
�(s1 log(z1)− log sin πs1) < 0 and �(s2 log(z2)− log sin πs2) < 0.
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3. Main Formulas

Here, we obtain fractional q-integral and q-derivative formulas concerning the basic
analogue to AFTV. Here, we have the following notations:

A1 =
(
aj; αj, Aj

)
1,n1

,
[
τi
(
aji; αji, Aji

)]
n1+1,Pi

; B1 =
[
τi
(
bji; β ji, Bji

)]
1,Qi

. (16)

C1 =
(
cj, γj

)
1,n2

,
[
τi′
(

cji′ , γji′
)]

n2+1,Pi′
;
(
ej, Ej

)
1,n3

,
[
τi′′

(
eji′′ , γji′′

)]
n3+1,Pi′′

. (17)

D1 =
(
dj, δj

)
1,m2

,
[
τi′
(

dji′ , δji′
)]

m2+1,Qi′
;
(

f j, Fj
)

1,m3
,
[
τi′′

(
f ji′′ , Fji′′

)]
m3+1,Qi′′

. (18)

Theorem 1. Let �(μ) > 0, ρi ∈ Z+ (i = 1, 2), and |q| < 1; then, the Riemann–Liouville
fractional q-integral of (14) exists and is given as

Iμ
q

⎧⎨⎩xλ−1ℵ0,n1;m2,n2:m3,n3
Pi ,Qi ,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
A1; C1

B1; D1

⎞⎠⎫⎬⎭ = (1− q)μxλ+μ−1

× ℵ0,n1+1;m2,n2:m3,n3
Pi+1,Qi+1,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
(1− λ; ρ1, ρ2), A1; C1

B1, (1− λ− μ; ρ1, ρ2); D1

⎞⎠, (19)

where �(si log(zi)− log sin πsi) < 0 (i = 1, 2).

Proof. We apply the definitions (8) and (14) in the left-hand side of (19), we have (say I)

I =
1

Γq(α)

∫ x

0
(x− yq)α−1

{
yλ−1 1

(2πω)2

∫
L1

∫
L2

π2φ(s1, s2; q)
2

∏
i=1

(ziyρi )si dqs1dqs2

}
dqy. (20)

By using standard calculations, we arrive at

I =
yλ−1

Γq(α)

1

(2πω)2

×
∫

L1

∫
L2

π2φ(s1, s2; q)
2

∏
i=1

zsi
i

{∫ x

0
(x− yq)α−1yλ+∑2

i=1 ρi si−1dqy
}

dqs1 dqs2

=
1

(2πω)2

∫
L1

∫
L2

π2φ(s1, s2; q)
2

∏
i=1

zsi
i Iμ

q

{
xλ+∑2

i=1 ρi si−1
}

dqs1 dqs2. (21)

Next, we apply formula (12) to the equation above; then, we get

I =
1

(2πω)2

∫
L1

∫
L2

π2φ(s1, s2; q)
2

∏
i=1

zsi
i

Γq

(
λ + ∑2

i=1 ρisi

)
Γq

(
λ + μ + ∑2

i=1 ρisi

) xλ+μ+∑2
i=1 ρi si−1dqs1dqs2. (22)

Considering the above q-Mellin–Barnes double contour integrals in terms of the basic
analogue to AFTV, we obtain (19).

If we use a fractional q-derivative operator without initial values, defined as

I−μ
q { f (x)} = Dμ

x,q{ f (x)} = 1
Γq(−μ)

∫ x

0
(x− tq)−μ−1 f (t)dqt, (23)

where �(μ) < 0; then, we yield the following result:

96



Fractal Fract. 2022, 6, 71

Theorem 2. For �(μ) > 0, ρi ∈ Z+ (i = 1, 2), and |q| < 1, the Riemann–Liouville fractional
q-derivative of (14) exists and is given by

Dμ
x,q

⎧⎨⎩xλ−1ℵ0,n1;m2,n2:m3,n3
Pi ,Qi ,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
A1; C1

B1; D1

⎞⎠⎫⎬⎭ = (1− q)−μxλ−μ−1

× ℵ0,n1+1;m2,n2:m3,n3
Pi+1,Qi+1,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
(1− λ; ρ1, ρ2), A1; C1

B1, (1− λ + μ; ρ1, ρ2); D1

⎞⎠, (24)

where �(si log(zi)− log sin πsi) < 0 (i = 1, 2).

Proof. If we replace μ by −μ in (19), and follow the proof of Theorem 1, then we can easily
obtain (24).

4. Leibniz’s Formula

The q-expression of the Leibniz rule for the fractional q-derivatives [13] is written
below

Lemma 1. For regular functions U(x) and V(x), we have

Dα
x,q{U(x)V(x)} =

∞

∑
n=0

(−1)nq
n(n+1)

2 [q−μ; q]n
(q; q)n

Dμ−n
x,q {U(xqn)}Dn

x,q{V(x)}. (25)

Next, we have the following formula:

Theorem 3. For �(μ) < 0, ρi ∈ Z+ (i = 1, 2), then the Riemann–Liouville fractional q-
derivative of a product of two basic function is written as

ℵ0,n1+1;m2,n2:m3,n3
Pi+1,Qi+1,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
(1− λ; ρ1, ρ2), A1; C1

B1, (1− λ + μ; ρ1, ρ2); D1

⎞⎠
=

∞

∑
n=0

(−1)nqnλ+
n(n−1)

2 [q−μ; q]n
(q; q)n

(
qλ; q

)
n−μ

× ℵ0,n1+1;m2,n2:m3,n3
Pi+1,Qi+1,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
(0; ρ1, ρ2), A1; C1

B1, (n; ρ1, ρ2); D1

⎞⎠, (26)

where �(si log(zi)− log sin πsi) < 0 (i = 1, 2).

Proof. To apply the q-Leibniz rule, we take

U(x) = xλ−1 and V(x) = ℵ0,n1;m2,n2:m3,n3
Pi ,Qi ,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
A1; C1

B1; D1

⎞⎠.

By using Lemma 1, we obtain the following relation:

Dμ
x,q

⎧⎨⎩xλ−1 ℵ0,n1;m2,n2:m3,n3
Pi ,Qi ,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
A1; C1

B1; D1

⎞⎠⎫⎬⎭
=

∞

∑
n=0

(−1)nq
n(n+1)

2 [q−μ; q]n
(q; q)n

Dμ−n
x,q (xqn)λ−1Dn

x,q{ℵ(z1xρ1 , z2xρ2 ; q)}. (27)
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Next, by using Theorem 2 and setting λ = 1, we obtain

Dn
x,q{ℵ(z1xρ1 , z2xρ2 ; q)}

= (1− q)−nx−n ℵ0,n1+1;m2,n2:m3,n3
Pi+1,Qi+1,τi ;r;Pi′ ,Qi′ ,τi′ ;r

′ ;Pi′′ ,Qi′′ ,τi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
(0; ρ1, ρ2), A1; C1

B1, (n; ρ1, ρ2); D1

⎞⎠. (28)

By using the above equation and the following result:

Dμ
x,q

{
xλ−1

}
=

Γq(λ)

Γq(λ− μ)
xλ−μ−1 (λ 
= −1,−2, · · · ), (29)

We can easily obtain the desired result (26) after several algebraic manipulations.

5. Particular Cases

By setting τi, τi′ , τi′′ → 1, the basic analogue to AFTV reduces to the basic analogue to
the I-function of two variables [24].

Let
A′1 =

(
aj; αj, Aj

)
1,n1

,
(
aji; αji, Aji

)
n1+1,Pi

; B′1 =
(
bji; β ji, Bji

)
1,Qi

. (30)

C′1 =
(
cj, γj

)
1,n2

,
(

cji′ , γji′
)

n2+1,Pi′
;
(
ej, Ej

)
1,n3

,
(

eji′′ , γji′′
)

n3+1,Pi′′
. (31)

D′1 =
(
dj, δj

)
1,m2

,
(

dji′ , δji′
)

m2+1,Qi′
;
(

f j, Fj
)

1,m3
,
(

f ji′′ , Fji′′
)

m3+1,Qi′′
. (32)

We have the following result:

Corollary 1.

I0,n1+1;m2,n2:m3,n3
Pi+1,Qi+1;r;Pi′ ,Qi′ ,;r

′ ;Pi′′ ,Qi′′ ,;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
(1− λ; ρ1, ρ2), A′1; C′1

B′1, (1− λ + μ; ρ1, ρ2); D′1

⎞⎠
=

∞

∑
n=0

(−1)nqnλ+
n(n−1)

2 [q−μ; q]n
(q; q)n

(
qλ; q

)
n−μ

× I0,n1+1;m2,n2:m3,n3
Pi+1,Qi+1;r;Pi′ ,Qi′ ,;r

′ ;Pi′′ ,Qi′′ ;r
′′

⎛⎝ z1xρ1

z2xρ2

; q

∣∣∣∣∣∣
(0; ρ1, ρ2), A′1; C′1

B′1, (n; ρ1, ρ2); D′1

⎞⎠, (33)

where �(si log(zi)− log sin πsi) < 0 (i = 1, 2).

Proof. By setting τi, τi′ , τi′′ → 1 and following the proof of Theorem 3, we can easily obtain
the desired result (33).

Remark 1. If the basic analogue to the I-function of two variables reduces to the basic analogue to
the H-function of two variables [25], then we can obtain the result due to Yadav et al. [18].

The basic analogue to AFTV reduces to the basic analogue to AFTV, defined by
Ahmad et al. [26].

Let
A =

(
aj, Aj

)
1,n, · · · ,

[
τi
(
aji, Aji

)]
n+1,pi

. (34)

B =
(
bj, Bj

)
1,m, · · · ,

[
τi
(
bji, Bji

)]
m+1,qi

. (35)

Then, we have following relation:
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Corollary 2.

ℵm,n+1
pi+1,qi+1,τi ;r

(
zxρ; q

∣∣∣∣ (1− λ; ρ), A
B, (1− λ + μ; ρ)

)

=
∞

∑
n=0

(−1)nqnλ+
n(n−1)

2 [q−μ; q]n
(q; q)n

(
qλ; q

)
n−μ

ℵm,n+1
pi+1,qi+1,τi ;r

(
zxρ; q

∣∣∣∣ (0; ρ), A
B, (n; ρ)

)
. (36)

If we set τi → 1 in (36), then the basic analogue to AFTV reduces to the basic analogue
to the I-function of one variable. We have

Corollary 3.

Im,n+1
pi+1,qi+1;r

⎛⎜⎝zxρ; q

∣∣∣∣∣∣∣
(1− λ; ρ),

(
aj, Aj

)
1,n, · · · ,

(
aji, Aji

)
n+1,pi(

bj, Bj
)

1,m, · · · ,
(
bji, Bji

)
m+1,qi

, (1− λ + μ; ρ)

⎞⎟⎠
=

∞

∑
n=0

(−1)nqnλ+
n(n−1)

2 [q−μ; q]n
(q; q)n

× Im,n+1
pi+1,qi+1;r

⎛⎜⎝zxρ; q

∣∣∣∣∣∣∣
(0; ρ),

(
aj, Aj

)
1,n, · · · ,

(
aji, Aji

)
n+1,pi(

bj, Bj
)

1,m, · · · ,
(
bji, Bji

)
m+1,qi

, (n; ρ)

⎞⎟⎠. (37)

Remark 2. If the basic analogue to AFTV reduces to the basic analogue to the H-function of one
variable (see [27]), then we can report a similar expression.

Remark 3. We can generalize the q-extension of the Leibniz rule for the basic analogue to special
multivariable functions; by this, we can obtain similar formulas by using similar methods.

6. Conclusions

After the famous letter between L’Hopital and Leibniz from 1695, using integral trans-
formations, we obtained a new field in mathematics, called fractional calculus. Among
other things, there are fractional derivative and fractional integrals, as well as fractional
differential equations. It is also well-known that fractional calculus operators and their
basic (or q−) analogues have many applications, such as signal processing, bio-medical
engineering, control systems, radars, sonars, to solve dual integral and series equations
in elasticity, etc. In this article, we have proposed the fractional-order q-integrals and
q-derivatives involving a basic analogue to AFTV [11,12,26,28]. Some remarkable appli-
cations of these integrals and derivatives have also been discussed. By specializing the
various parameters as well as the variables in the basic analogue to AFTV, we can obtain a
large number of q-extensions of the Leibniz rule, involving a large set of basic functions,
that is, the product of such basic functions, which are describable in terms of the basic
analogue to the H-function [25,27], the basic analogue to Meijer’s G-function [27], the basic
analogue to MacRobert’s E-function [29], and the basic analogue to the hypergeometric
function [10,16–18].
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Abstract: This paper studies the containment control problem for a class of fractional order nonlinear
multiagent systems in the presence of arbitrary switchings, unmeasured states, and quantized input
signals by a hysteresis quantizer. Under the framework of the Lyapunov function theory, this
paper proposes an event-triggered adaptive neural network dynamic surface quantized controller,
in which dynamic surface control technology can avoid “explosion of complexity” and obtain
fractional derivatives for virtual control functions continuously. Radial basis function neural networks
(RBFNNs) are used to approximate the unknown nonlinear functions, and an observer is designed to
obtain the unmeasured states. The proposed distributed protocol can ensure all the signals remain
semi-global uniformly ultimately bounded in the closed-loop system, and all followers can converge
to the convex hull spanned by the leaders’ trajectory. Utilizing the combination of an event-triggered
scheme and quantized control technology, the controller is updated aperiodically only at the event-
sampled instants such that transmitting and computational costs are greatly reduced. Simulations
compare the event-triggered scheme without quantization control technology with the control method
proposed in this paper, and the results show that the event-triggered scheme combined with the
quantization mechanism reduces the number of control inputs by 7% to 20%.

Keywords: fractional order multiagent systems; containment control; event-triggered mechanism;
input quantization; switched systems; neural network; observer

1. Introduction

Multiagent systems (MASs) cooperative control technology has been widely used in
many fields [1–4]. As the most basic research content of multiagent cooperative control,
the consensus problem has made much progress [5–11]. Further study of the cooperative
control problem of multiagent systems, extending the consensus control of a single leader,
considers multiagent cooperative control in the case of multiple leaders, and designs a
controller to make the followers converge to a convex hull composed of multiple leaders,
which is called containment control. As a special case of cooperative control, many research
results of MASs containment control have been reported in the field of integer order
control, such as adaptive control [12,13], feedback control [14,15], linear matrix inequalities
(LMIs) [16,17], sliding mode control [18], and so on.

Due to the unique memory properties of fractional calculus and the ability to accu-
rately model the system, fractional calculus is suitable for describing real physical systems
with genetics [19,20]. At present, the Caputo fractional differential definition is widely
used in engineering, and there have been many achievements on the fractional derivative
definition and control research of fractional order nonlinear systems. For example, Ref. [21]
studied the numerical approximation for the spread of the SIQR model with a Caputo
fractional derivative. Ref. [22] expanded the garden equation to the Caputo derivative and
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Atangana-Baleanu fractional derivative in the sense of Caputo. Ref. [23] established the
Caputo fractional derivatives for exponential s-convex functions. Some new k-Caputo frac-
tional derivative inequalities were established in [24] by using Hermite-Hadamard-Mercer
type inequalities for differentiable mapping. Ref. [25] proposed two fractional derivatives
by taking the Caputo fractional derivative and replacing the simple derivative with a
proportional type derivative, which can be expressed as a combination of existing fractional
operators in several different ways. In order to perform reliable and effective numerical
processing of nonlinear singular fractional Lane-Emden differential equations, based on
fractional Meyer wavelet artificial neural network optimization, combined with the com-
prehensive strength of genetic algorithm-assisted active set method, Ref. [26] proposed a
stochastic calculation solver fractional Meyer Wavelet Artificial Neural Network Genetic
Algorithm and Active Sets. In reference [27], the authors studied variable order fractional
order and constant order fractional order systems with uncertain and external disturbance
terms and proposed a variable order fractional control method for tracking control.

At present, the research into the multiagent systems containment control problem has
made some progress in the field of fractional order systems. In reference [28], the authors
applied the matrices singular value decomposition and LMI techniques for obtaining
sufficient conditions to solve the containment problem of fractional order multiagent
systems (FOMASs). In reference [29], the authors considered the distributed containment
control problem for FOMASs with a double-integrator and designed a distributed projection
containment controller for each follower. Due to the general approximation theory of the
neural network (NN) and fuzzy logic system, it is often used to deal with the uncertainty
of nonlinear systems to obtain unknown nonlinear functions [30]. For example, based
on the neural network algorithm, reference [31] designed a distributed control algorithm
to ensure that the follower converged to the leader signal in FOMASs. For the FOMASs
containment control, an adaptive NN containment controller was designed in reference [12],
in which RBFNNs were applied for the unknown functions. In most practical applications,
it is usually necessary to obtain the unmeasurable state of the system through a state
observer. For example, reference [32] designed a state observer to provide an estimate
for unmeasured consensus errors and disturbances of FOMASs. Reference [33] designed
an observer to obtain the state of the agent for FOMASs containment control. It should
be recognized that the abovementioned fractional order nonlinear system is a kind of
non-switched system, and the switched system is another more complex system, which is
composed of multiple subsystems and is formed by signal switching between the systems.
For the switched system, when switching between subsystems, the system parameters will
change greatly, and the nonlinear function of its system will become discontinuous, so
the performance of the system may be affected or even unstable [34]. Therefore, it is well
worth investigating how to obtain conditions that make the switching system stable for all
switching signals. Reference [35] studied the stability and robust stabilization of switched
fractional order systems and provided two stability theorems for switched fractional order
systems under the arbitrary switching. Based on the fractional Lyapunov stability criterion,
reference [36] designed an adaptive fuzzy controller for the uncertain fractional-order
switched nonlinear systems and ensured that the tracking error converged to a small
neighborhood of the origin regardless of arbitrary switching. The switching control method
for strictly feedback switched nonlinear systems was studied by using the average dwell
time method in references [37,38].

The traditional time sampling mechanism will cause unnecessary waste of commu-
nication resources. In modern technology, an event-triggered mechanism and quantized
mechanism can reduce the action frequency of the controller, thus overcoming the problem
of wasting communication resources [39]. For example, reference [40] solved the prob-
lem of event-triggered fuzzy adaptive tracking control for MASs with input quantization
and reduced the communication burden by combining an asymmetric hysteresis quantizer
and event triggering mechanism. Based on quantized feedback control, Reference [41]
studied the problem of adaptive event-triggered tracking for nonlinear systems with ex-
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ternal disturbances. In reference [42], the authors designed an adaptive neural control
scheme for integer order uncertain nonlinear systems by combining an event-triggered
scheme with input quantization technology. For the containment problem of MASs with
unmeasured states, reference [43] developed a quantized control scheme based on the event-
triggered backstepping control technique. To the best of our knowledge, the containment
control problem of switched fractional order multiagent systems (SFOMAS) combining
an event-triggered mechanism and input quantization techniques has not been studied,
which motivates the research presented in this paper. Furthermore, the combination of the
event-triggered mechanism and the input quantification can reduce the operating frequency
of the actuation system and thus reduce energy consumption. Therefore, the research in
this paper has great value in the practical engineering application of MASs and reducing
the fatigue loss in the system.

Based on the previous discussion, this paper designs an observer-based event-triggered
adaptive neural network dynamic surface quantized controller to addresses the contain-
ment control of SFOMASs. Compared with the previous research work, the main contribu-
tions of the control method discussed in this paper are summarized as follows.

(1) Comparison with [34,37,38], an adaptive neural network dynamic surface con-
troller is proposed to address the containment control problem of SFOMASs, in which
the controller combines the event-triggered mechanism and input quantization to reduce
controller action frequency in this paper.

(2) Compared with references [38,40], the state observer is used to estimate system
states, and the RBFNN is developed to estimate uncertain parts. In comparison with
references [41,43], fractional order DSC technology is used to avoid the “explosion of
complexity” that can occur during traditional backstepping design processes and to obtain
fractional derivatives for virtual control continuously.

The rest of the paper is organized as follows. Section 2 introduces basic theory about
fractional calculus and SFOMASs. In Section 3, first, we construct an observer to estimate
the system state, then a controller is proposed based on the adaptive dynamic surface
control method; finally, the stability is proved by the Lyapunov function theory. Section 4
provides the numerical simulations to show the viability and efficiency of the proposed
controller. Section 5 offers conclusions.

2. Preliminaries

2.1. Fractional Calculus

The Caputo fractional derivative [44] is defined as

C
0 Dα

t f (t) =
1

Γ(n− α)

∫ t

0

f (n)(τ)

(t− τ)1+α−n dτ,

where n ∈ N and n− 1 < α ≤ n, Γ(z) =
∫ ∞

0 tz−1e−tdt is the Gamma function.

Lemma 1 ([45]). For a complex number β and two real numbers α, v satisfying α ∈ (0, 1) and

πα

2
< vs. < min{π, πα}

For all integers n ≥ 1, we can obtain

Eα,β(ς) = −
∞

∑
j=1

1
Γ(β− αj)

+ o

(
1

|ς|n+1

)

when |ς| → ∞, v ≤ |arg(ς)| ≤ π.
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Lemma 2 ([45]). If v satisfies the condition of Lemma 1, then the following inequality relation holds∣∣Eα,β(ς)
∣∣ ≤ μ

1 + |ς|

where α ∈ (0, 2) and β is an arbitrary real number, μ > 0, υ ≤ |arg(ς)| ≤ π, and |ς| ≥ 0.

Lemma 3 ([46]). Let x(t) ∈ Rl be a vector of differentiable function. Then, the following inequality holds

Dα
(

xT(t)Px
)
≤ 2xT(t)PDαx(t)

where α ∈ (0, 1) and P is a positive definite diagonal matrix.

Lemma 4 ([47]). (Young’s inequality) For any x, y ∈ Rn, the following inequality relationship holds

xTy ≤ ca

a
‖x‖a +

1
bcb ‖y‖b

where a > 1, b > 1, c > 0, and (a− 1)(b− 1) = 1.

Lemma 5 ([48]). For m ∈ R and n > 0, the following inequality holds

0 ≤ |m| − m2
√

m2 + n2
≤ n

Lemma 6 ([44]). Suppose that the Lyapunov function V(t, x) satisfies DαV(t, x) ≤ −CV(t, x)+D.
Let 0 < α < 1, C > 0 and D ≥ 0, the following inequality holds

V(t, x) ≤ V(0)Eα(−Ctα) +
Dμ
C , t ≥ 0

Then, V(t, x) is bounded on [0, t] and fractional order systems are stable, where μ is defined in
Lemma 2.

2.2. Problem Formulation

In the paper, we consider the following fractional order multiagent system.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Dαxi,1(t) = xi,2 + f σ(t)
i,1 (xi,1)

Dαxi,l(t) = xi,l+1 + f σ(t)
i,l (xi,1, xi,2, . . . , xi,l)

Dαxi,n(t) = ui(t) + f σ(t)
i,n (xi,1, xi,2, . . . , xi,n)

yi = xi,1

(1)

where l = 2, . . . , n− 1, α ∈ (0, 1); Xi,l = (xi,1, xi,2, . . . , xi,l)
T ∈ Rl are the system state vec-

tors, and ui(t) is the control input of the system. It should be noted that the control input
in this paper considers the quantization mechanism and the event-triggered technology.
yi is the system output, and f σ(t)

i,l (xi,1, xi,2, . . . , xi,l) are unknown nonlinear functions. σ(t)
is a piecewise continuous function that is used to describe the triggering conditions for
switching between subsystems. It is called a switching signal, for example, if σ(t) = q, it
means that q− th subsystem is activated.

Rewriting system (1):

DαXi = AiXi + Kiyi +
n

∑
l=1

Bi,l

[
f q
i,l(Xi,l)

]
+ Biui(t) (2)
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where Ai =

⎡⎢⎣ −ki,1
...

−ki,n

In−1
0 . . . 0

⎤⎥⎦, Ki =

⎡⎢⎣ ki,1
...

ki,n

⎤⎥⎦, Bi =

⎡⎢⎣ 0
...
1

⎤⎥⎦, Bi,l = [0 . . . 1 . . . 0]T , and

given a positive matrix QT
i = Qi, there exists a positive matrix PT

i = Pi satisfying

AT
i Pi + Pi Ai = −2Qi (3)

Control objectives: This paper aims to design an observer-based adaptive neural network
dynamic surface controller, so that all the signals remain bounded in the closed-loop system
and enable all followers to converge to the leaders’ convex hull. Meanwhile, we utilize
the combination of an event-triggered scheme and quantized mechanism to reduce the
transmission frequency of the control input.

2.3. Hysteresis Quantizer

In this paper, the hysteresis quantizer is used to reduce chattering. The quantizer
qi(ωi(t)) is shown as the following form [49].

qi(ωi(t))=

⎧⎨⎩
ωissign(ωi),
ωis(1 + d)sign(ωi),
0,

ωis
1+d < |ωi| ≤ ωis

1−d
ωis < |ωi| ≤ ωis(1+d)

1−d
0 ≤ |ωi| < ωmin

(4)

where ωis = n1−sωmin(s = 1, 2, . . .) with parameters ωmin > 0 and 0 < n < 1, d =
1−n
1+n . Meanwhile, qi(ωi(t)) is in the set U = [0,±ωis,±ωis(1 + d)], and s = 1, 2, . . .. ωmin
determines the magnitude of the dead-zone for qi(ωi(t)).

Lemma 7 ([49]). The system inputs qi(ωi(t)) can be described as

qi(ωi(t))=H(ωi)ωi(t) + Li(t) (5)

where 1− d ≤ H(ωi) ≤ 1 + d,|L(t)| ≤ ωmin.

2.4. Graph Theory

Suppose that there exist N followers, labeled as agents 1 to N, and M leaders, labeled
as agents N + 1 to N + M. The information exchange between followers is represented
by a directed graph G = (w, ε, Ā), in which w = {n1, . . . , nN+M}. The set of edge is
exhibited as ε =

{(
ni, nj

)}
∈ w× w, which expresses that follower i and follower j can

exchange information, and Ni =
{

j
∣∣(ni, nj

)
∈ ε

}
means the neighbor set of followers i.

Furthermore, Ā =
{

aij
}
∈ R(N+M)×(N+M) is the Adjacency matrix, aij of Ā is represented

as if
(
ni, nj

)
/∈ ε, aij = 0; if not, aij = 1. It is supposed that aij = 0. A directed graph G has a

spanning tree if there exists at least one node called a root node, which has a directed path
to all the other nodes. Define the Laplacian matrix L = D− Ā ∈ R(N+M)×(N+M) and the
diagonal matrix D = diag(d1, . . . , dN+M), in which di = ∑N+M

j=1 aij.
Suppose that leaders N + 1, . . . , N + M do not receive the information from follow-

ers and other leaders, and the followers 1, . . . , N have at least one neighbor. Therefore,
the Laplacian matrix L related to directed communication graph G is described as follows:

L =

[
L1 L2

0M×N 0M×M

]
where L1 ∈ RN×N is the matrix related to the communication between the N follow-
ers, and L2 ∈ RN×M is the communication from M leaders to N followers. Let r(t) =

[rN+1, rN+2, . . . , rN+M]T , and Co(r(t)) =
{

∑N+M
j=N+1 θjrj

∣∣∣rj ∈ r(t), θj > 0, ∑N+M
j=N+1 θj = 1

}
.

Define the convex hull as rd(t) = [rd,1(t), rd,2(t), . . . , rd,M(t)]T= −L−1
1 L2r(t). The con-
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tainment errors are defined as ei = yi − rd,i. Let e=[e1, e2, . . . , eN ]
T , y=[y1, y2, . . . , yN ]

T ,
then e = y− rd(t).

2.5. Neural Network Approximation

Due to its universal approximation characteristics, neural networks have been widely
used in the identification and control of uncertain nonlinear systems [10]. In this paper, we
employ an RBFNNs to identify the nonlinear functions. The unknown function f (Z) can
be expressed as

fnn(Z) = θT ϕ(Z)

where θ is the weight vector and ϕ(Z) is the basis function vector. In this paper, due to
applying radial basis function neural networks (RBFNNs), Gaussian basis functions are
used. For any unknown function f (Z) defined over a compact set U, there exists the neural
network θ∗T ϕ(Z) and arbitrary accuracy ε(Z) such that

f (Z) = θ∗T ϕ(Z) + ε(Z)

where θ∗ is the vectors of optimal parameters defined by
θ∗ = arg minθ∈Ω

[
supZ∈U

∣∣ f (Z)− θT ϕ(Z)
∣∣], and ε(Z) denotes the minimum approxima-

tion error.

Assumption 1. The optimal approximation errors remain bounded, there exists a positive constant
ε0, satisfying |ε(Z)| ≤ ε0.

3. Main Results

3.1. Observer Design

Assumption 2. In this paper, we employ neural networks to identify the nonlinear functions.
The unknown functions fi(X), i = 1, . . . , n can be expressed as

fi(Xi|θi )=θT
i ϕi(Xi), 1 ≤ i ≤ n. (6)

Furthermore, we assume that the state variables of system (1) are not available. The
state observer is designed as follows:

DαX̂i = AiX̂i + Kiyi +
n

∑
l=1

Bi,l f̂ q
i,l
(
X̂i,l

∣∣θi,l
)
+ Biui(t)

ŷi = CiX̂i

(7)

where Ci = [1 . . . 0 . . . 0], and X̂i,l = (x̂i,1, x̂i,2, . . . , x̂i,l)
T are the estimated values of

Xi,l = (xi,1, xi,2, . . . , xi,l)
T .

We define ei = Xi − X̂i as the observation error, and then, according to Equations (2)
and (6), one has

Dαei = Aiei +
n

∑
l=1

Bi,l

[
f q
i,l
(
X̂i,l

)
− f̂ q

i,l
(
X̂i,l

∣∣θi,l
)
+ Δ f q

i,l

]
(8)

where Δ f q
i,l = f q

i,l(Xi,l)− f q
i,l
(
X̂i,l

)
.

By Assumption 2, we can obtain

f̂ q
i,l
(
X̂i,l

∣∣θi,l
)
= θT

i,l ϕi,l
(
X̂i,l

)
. (9)
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According to the definition of a neural network, the optimal parameter vector is
defined as

θ∗i,l = arg min
θi,l∈Ωi,l

[
supX̂i,l∈Ui,l

∣∣∣ f̂ q
i,l
(
X̂i,l

∣∣θi,l
)
− f q

i,l
(
X̂i,l

)∣∣∣]
where 1 ≤ l ≤ n, Ωi,l and Ui,l are compact regions for θi,l , Xi,l and X̂i,l .
Furthermore, we define that the following equation holds

ε
q
i,l = f q

i,l
(
X̂i,l

)
− f̂ q

i,l

(
X̂i,l

∣∣∣θ∗i,l )
θ̃i,l = θ∗i,l − θi,l , l = 1, 2, . . . , n

where εi,l is the optimal approximation error, and θ̃i,l is the parameters estimation error.

Assumption 3. The optimal approximation errors remain bounded, there exist positive constants
εi0, satisfying

∣∣∣εq
i,l

∣∣∣ ≤ εi0.

Assumption 4. The following relationship holds∣∣ fi(X)− fi
(
X̂
)∣∣ ≤ γi

∥∥X− X̂
∥∥

where γi is a set of known constants.

By Equations (8) and (9), we have

Dαei = Aiei +
n

∑
l=1

Bi,l

[
f q
i,l
(
X̂i,l

)
− f̂i,l

(
X̂i,l

∣∣θi,l
)
+ Δ f q

i,l

]
= Aiei +

n

∑
l=1

Bi,l

[
ε

q
i,l + Δ f q

i,l + θ̃T
i,l ϕi,l

(
X̂i,l

)]
= Aiei + Δ fi + εi +

n

∑
l=1

Bi,l

[
θ̃T

i,l ϕi,l
(
X̂i,l

)]
(10)

where εi =
[
ε

q
i,1, . . . , ε

q
i,n

]T
, Δ fi =

[
Δ f q

i,1, . . . , Δ f q
i,n

]T
.

We construct the first Lyapunov function:

V0 =
N

∑
i=1

Vi,0 =
N

∑
i=1

1
2

eT
i Piei. (11)

According to Lemma 3, we obtain

DαVi,0 ≤ −eT
i Qiei + eT

i Pi(εi + Δ fi) + eT
i Pi

n

∑
l=1

Bi,l θ̃
T
i,l ϕi,l

(
X̂i,l

)
. (12)

By Lemma 4 and Assumption 4, we obtain

107



Fractal Fract. 2022, 6, 77

eT
i Pi(εi + Δ fi) + eT

i Pi

n

∑
l=1

Bi,l θ̃
T
i,l ϕi,l

(
X̂i,l

)
≤

∣∣∣eT
i Piεi

∣∣∣+ ∣∣∣eT
i PiΔ f q

i,l

∣∣∣+ 1
2

eT
i PT

i Piei +
1
2

n

∑
l=1

θ̃T
i,l ϕi,l ϕ

T
i,l θ̃

2
i,l

≤ ‖ei‖2 +
1
2
‖Piεi‖2 +

1
2
‖Pi‖2

n

∑
l=1

∣∣∣Δ f q
i,l

∣∣∣2+1
2

λ2
i,max(Pi)‖ei‖2 +

1
2

n

∑
l=1

θ̃T
i,l θ̃i,l

≤ ‖ei‖2

(
1 +

1
2
‖Pi‖2

n

∑
l=1

γ
q
i,l

2
+

1
2

λ2
i,max(Pi)

)
+

1
2
‖Piεi‖2 +

1
2

n

∑
l=1

θ̃T
i,l θ̃i,l .

(13)

By Equations (12) and (13), one has

DαVi,0 ≤ −qi,0‖ei‖2 +
1
2
‖Piε

∗
i ‖2 +

1
2

n

∑
l=1

θ̃T
i,l θ̃i,l (14)

where qi,0 = −
(

1 + 1
2‖Pi‖2 n

∑
l=1

γ
q
i,l

2
+ 1

2 λ2
i,max(Pi)

)
+ λi,min(Qi).

Combining (11) and (14), we can obtain

DαV0 ≤
N

∑
i=1

(
−qi,0‖ei‖2 +

1
2
‖Piεi‖2 +

1
2

n

∑
l=1

θ̃T
i,l θ̃i,l

)

≤ −q0‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l .

(15)

3.2. Controller Design

Theorem 1. For the SFOMASs (1) where Assumptions 1-4 hold, we construct a state observer (7),
by designing an event-triggered adaptive neural network dynamic surface quantized controller (86),
virtual control laws (28), (46) and (62), together with the presented designs, which can ensure that
all the signals remain bounded, and enables all followers to converge to the leader’s convex hull.

Proof. In this section, under the framework of adaptive backstepping design, based on
Lyapunov stability theory, combined with quantized control, event-triggered technology,
and neural network technology, we design virtual control laws and control input.

We define the error surfaces as follows:

si,1 = ∑N
j=1 aij

(
yi − yj

)
+ ∑N+M

j=N+1 aij

(
yi − ydj(t)

)
si,l = x̂i,l − vi,l

wi,l = vi,l − αi,l−1, l = 2, . . . , n− 1

(16)

where wi,l is the error between vi,l obtained by the fractional order filter, and the virtual
control function αi,l−1; si,l denotes error surfaces; x̂i,l is the estimation of xi,l ; yi is the system
output; and ydj(t) represents the leader signal.

Step 1. According to Equations (16) and (1), we have

Dαsi,1=di

(
xi,2 + θT

i,1 ϕ
(
X̂i,1

)
+ θ̃T

i,1 ϕ
(
X̂i,1

)
+ε

q
i,1 + Δ f q

i,1

)
−

N+M

∑
j=N

aijDαyd

−
N

∑
j=1

aij
(
xj,2 + θT

j,1 ϕ
(
X̂j,1

)
+θ̃T

j,1 ϕ
(
X̂j,1

)
+ ε

q
j,1 + Δ f q

j,1

)
.

(17)
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Substituting x∗,2 = e∗,2 + x̂∗,2 and (16) into (17), one has

Dαsi,1=di

(
si,2 + wi,2 + αi,1 + ei,2 + θT

i,1 ϕ
(
X̂i,1

)
+ θ̃T

i,1 ϕ
(
X̂i,1

)
+ε

q
i,1 + Δ fi,1

q
)

−∑N+M
j=N+1 aijDαydi −∑N

j=1 aij
(
x̂j,2 +ej,2 + θT

j,1 ϕ
(
X̂j,1

)
+ θ̃T

j,1 ϕ
(
X̂j,1

)
+ ε

q
j,1 + Δ f q

j,1

) (18)

where θ̃∗,1 = θ∗∗,1 − θ∗,1, di = ∑N+M
j=1 aij, θ∗,1 denotes the estimation of θ∗∗1.

We construct the Lyapunov function:

V1 = V0 +
N

∑
i=1

Vi,1 = V0 +
1
2

N

∑
i=1

(
s2

i,1 +
1

σi,1
θ̃T

i,1θ̃i,1 +
1

ri,1
δ̃2

i,1 +∑N
j=1 aij

(
1

σj,1
θ̃T

j,1θ̃j,1 +
1

rj,1
δ̃2

j,1

))
(19)

where θ̃∗,l = θ∗∗,l − θ∗,l are the parameter estimation errors, δ̃∗,l = δ∗∗,l − δ∗,l are the upper
bound estimation errors, and σ∗,l and r∗,l denote design constant parameters.

Then, we can obtain

DαV1 = Dα

(
V0 +

N

∑
i=1

Vi,1

)

= DαV0 +
N

∑
i=1

{
si,1Dαsi,1 +

1
σi,1

θ̃T
i,1Dαθ̃i,1

+
1

ri,1
δ̃i,1Dαδ̃i,1 + ∑N

j=1 aij

(
1

σj,1
θ̃T

j,1Dαθ̃j,1 +
1

rj,1
δ̃j,1Dαδ̃j,1

)}
.

(20)

Substituting (18) into (20), we arrive at

DαV1 ≤ DαV0 +
N

∑
i=1

{
si,1[di(si,2 + wi,2 + αi,1 + ei,2 +θT

i,1 ϕ
(
X̂i,1

)
+ θ̃T

i,1 ϕ
(
X̂i,1

)
+ ε

q
i,1 + Δ f q

i,1

)
−∑N+M

j=N+1 aijDαydj −∑N
j=1 aij

(
x̂j,2 + ej,2 +θT

j,1 ϕ
(
X̂j,1

)
+ θ̃T

j,1 ϕ
(
X̂j,1

)
+ ε

q
j,1 + Δ f q

j,1

)]
+

1
σi,1

θ̃T
i,1Dαθ̃i,1 +

1
ri,1

δ̃i,1Dαδ̃i,1 +∑N
j=1 aij

(
1

σj,1
θ̃T

j,1Dαθ̃j,1 +
1

rj,1
δ̃j,1Dαδ̃j,1

)}
.

(21)

Following Lemma 4, one has

si,1di(si,2 + wi,2) ≤ s2
i,1 +

di
2

2

(
s2

i,2 + w2
i,2

)
(22)

si,1diei,2 + si,1 ∑N
j=1 aijej,2 ≤ s2

i,1 +
di

2

2

(
‖ei,2‖2 +

∥∥ej,2
∥∥2
)

. (23)

Denoting ε
q
∗,l + Δ f q

∗,l = Δ∗,l and
∣∣Δi,l

∣∣ ≤ δ∗i,l , the following inequalities hold

s∗,1Δ∗,1 ≤ |s∗,1Δ∗,1| ≤ |s∗,1||Δ∗,1| ≤ |s∗,1|δ∗∗,1=|s∗,1|
(
δ̃∗,1 + δ∗,1

)
. (24)
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Considering (24), one has

DαV1 ≤ DαV0 +
N

∑
i=1

{
si,1

[
di

(
αi,1 + θT

i,1 ϕ
(
X̂i,1

)
+ θ̃T

i,1 ϕ
(
X̂i,1

)
+ε

q
i,1 + Δ f q

i,1

)
−∑N+M

j=N+1 aijDαydj −∑N
j=1 aij

(
x̂j,2 +θT

j,1 ϕ
(
X̂j,1

)
+ θ̃T

j,1 ϕ
(
X̂j,1

)
+ ε

q
j,1 + Δ f q

j,1

)]
+ si,1di(si,2 + wi,2) + si,1diei,2 + si,1

(
−∑N

j=1 aijej,2

)
+

1
σi,1

θ̃T
i,1Dαθ̃i,1

+
1

ri,1
δ̃i,1Dαδ̃i,1 +∑N

j=1 aij

(
1

σj,1
θ̃T

j,1Dαθ̃j,1 +
1

rj,1
δ̃j,1Dαδ̃j,1

)}
.

(25)

Substituting (22) and (23) into (25) produces

DαV1 ≤ DαV0 +
N

∑
i=1

{
si,1

[
di

(
αi,1 + θT

i,1 ϕ
(
X̂i,1

)
+ θ̃T

i,1 ϕ
(
X̂i,1

)
+ε

q
i,1 + Δ f q

i,1

)
−∑N+M

j=N+1 aijDαydj −∑N
j=1 aij

(
x̂j,2 +θT

j,1 ϕ
(
X̂j,1

)
+ θ̃T

j,1 ϕ
(
X̂j,1

)
+ ε

q
j,1 + Δ f q

j,1

)]
+ s2

i,1 +
di

2

2

(
s2

i,2 + w2
i,2

)
+ s2

i,1 +
di

2

2

(
‖ei,2‖2 +

∥∥ej,2
∥∥2
)

+
1

σi,1
θ̃T

i,1Dαθ̃i,1 +
1

ri,1
δ̃i,1Dαδ̃i,1 +∑N

j=1 aij

(
1

σj,1
θ̃T

j,1Dαθ̃j,1 +
1

rj,1
δ̃j,1Dαδ̃j,1

)}
.

(26)

Substituting (15) into (26), one has

DαV1 ≤ −q1‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l +

N

∑
i=1

{
si,1

[
di

(
αi,1 + θT

i,1 ϕ
(
X̂i,1

)
+ε

q
i,1 + Δ f q

i,1

)
−∑N+M

j=N+1 aijDαyd −∑N
j=1 aij

(
x̂j,2 + θT

j,1 ϕ
(
X̂j,1

)
+ θ̃T

j,1 ϕ
(
X̂j,1

)
+ε

q
j,1 + Δ f q

j,1

)]
+ 2s2

i,1 +
di

2

2

(
s2

i,2 + w2
i,2

)
− 1

σi,1
θ̃T

i,1Dαθi,1 −
1

ri,1
δ̃i,1Dαδi,1

+∑N
j=1 aij

(
− 1

σj,1
θ̃T

j,1Dαθj,1 −
1

rj,1
δ̃j,1Dαδj,1

)}
(27)

where q1 = q0 −∑N
i=1 d2

i .
We design the virtual control function αi,1 and parameters adaptive laws

αi,1 =
1
di

(
−ci1si,1 − 2si,1 + ∑N

j=1 aij

(
x̂j,2 + θT

j,1 ϕj,1

)
+∑N+M

j=N+1 aijDαydj

)
− θT

i,1 ϕi,1 − sign(si,1)

(
δi,1 −∑N

j=1

aij

di
δj,1

)
.

(28)

Dαθi,1 = σi,1di ϕi,1
(
X̂i,1

)
si,1 − ρi,1θi,1 (29)

Dαθj,1 = −σj,1 ϕj,1
(
X̂j,1

)
si,1 − ρj,1θj,1 (30)

Dαδi,1 = ri,1di|si,1| − ηi,1δi,1 (31)

Dαδj,1 = −rj,1|si,1| − ηj,1δj,1 (32)

Substituting (29)–(32) into (27) produces
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DαV1

≤ −q1‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l +

N

∑
i=1

{
si,1

[
di

(
αi,1 + θT

i,1 ϕ
(
X̂i,1

)
+ ε

q
i,1 + Δ f q

i,1

)
−∑N+M

j=N+1 aijDαydj −∑N
j=1 aij

(
x̂j,2 + θT

j,1 ϕ
(
X̂j,1

)
+ε

q
j,1 + Δ f q

j,1

)]
+

ρi,1

σi,1
θ̃T

i,1θi,1 − δ̃i,1di|si,1|

+
ηi,1

ri,1
δj,1δi,1 + ∑N

j=1 aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 + δ̃j,1|si,1|+
ηj,1

rj,1
δ̃j,1δj,1

)
+2s2

i,1 +
di

2

2

(
s2

i,2 + w2
i,2

)}
.

(33)

Substituting (28) into (33), we have

DαV1 ≤ −q1‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l

+
N

∑
i=1

{
si,1[−ci1si,1 − sign(si,1)

(
diδi,1 −∑N

j=1 aijδj,1

)
+di

(
ε

q
i,1 + Δ f q

i,1

))
−∑N

j=1 aij

(
ε

q
j,1 + Δ f q

j,1

)]
+

ρi,1

σi,1
θ̃T

i,1θi,1 − δ̃i,1di|si,1|+
ηi,1

ri,1
δ̃i,1δi,1

+ ∑N
j=1 aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 + δ̃j,1|si,1|+
ηj,1

rj,1
δ̃j,1δj,1

)
+

di
2

2

(
s2

i,2 + w2
i,2

)}
.

(34)

Substituting (24) into (34), we have

DαV1 ≤ −q1‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l +

N

∑
i=1

{
−ci1s2

i,1 +
ρi,1

σi,1
θ̃T

i,1θi,1 +
ηi,1

ri,1
δ̃i,1δi,1

+ ∑N
j=1 aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 +
ηj,1

rj,1
δ̃j,1δj,1

)
+

di
2

2

(
s2

i,2 + w2
i,2

)}
.

(35)

By using the DSC technique, the state variable vi,2 can be obtained by the follow-
ing equation:

λi,2Dαvi,2 + vi,2 = αi,1, vi,2(0) = αi,1(0). (36)

According to Equations (16) and (36), we have

Dαwi,2 = Dαvi,2 − Dααi,1 = −vi,2 − αi,1

λi,2
− Dααi,1 = −wi,2

λi,2
+ Bi,2 (37)

where Bi,2 is a continuous function of variables si,1,si,2,wi,2,θi,1,θj,1,δi,1,δj,1,sj,3,wj,3,ydj,Dαydj,

Dα
(

Dαydj

)
, and there may exist an unknown constant Mi2 such that |Bi2| ≤ Mi2 holds.

Step 2. Defining the second surface error si,2 = x̂i,2 − vi,2, we have

Dαsi,2 = Dα x̂i,2 − Dαvi,2 = x̂i,3 + ki,2ei,1 + θ̃T
i,2 ϕi,2 + θT

i,2 ϕi,2 + ε
q
i,2 + Δ f q

i,2 − Dαvi,2. (38)

According to Equation (16), we can obtain

Dαsi,2 = si,3 + wi,3 + αi,2 + ki,2ei,1 + θ̃T
i,2 ϕi,2 + θT

i,2 ϕi,2 + ε
q
i,2 + Δ f q

i,2 − Dαvi,2. (39)

Select the Lyapunov function as follows:

V2 = V1 +
N

∑
i=1

Vi,2 = V1 +
1
2

N

∑
i=1

(
s2

i,2 +
1

σi,2
θ̃T

i,2θ̃i,2 +
1

ri,2
δ̃2

i,2 + w2
i,2

)
. (40)
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Further, we can obtain

DαV2 ≤ DαV1 +
N

∑
i=1

(
si,2(si,3 + wi,3 + αi,2 + ki,2ei,1 + θ̃T

i,2 ϕi,2 + θT
i,2 ϕi,2 + Δi,2

−Dαvi,2) +
1

σi,2
θ̃T

i,2Dαθ̃i,2 +
1

ri,2
δ̃i,2Dαδ̃i,2 +wi,2Dαwi,2).

(41)

Similar to the previous calculation, the following inequalities hold

si,2(si,3 + wi,3) ≤ s2
i,2 +

1
2

(
s2

i,3 + w2
i,3

)
(42)

si,2ki,2ei,1 ≤
1
2

s2
i,2 +

k2
i,2

2
‖ei,1‖2 (43)

si,2Δi,2 ≤ |si,2Δi,2| ≤ |si,2||Δi,2| ≤ |si,2|δ∗i,2=|si,2|
(
δ̃i,2 + δi,2

)
. (44)

Substituting (42)–(44) into (41), we obtain

DαV2 ≤ DαV1 +
N

∑
i=1

(
si,2

(
αi,2 + θ̃T

i,2 ϕi,2 + θT
i,2 ϕi,2 −Dαvi,2) + |si,2|

(
δ̃i,2 + δi,2

)
+

3
2

s2
i,2 +

1
2

(
s2

i,3 + w2
i,3

)
+

k2
i,2

2
‖ei,1‖2− 1

σi,2
θ̃T

i,2Dαθi,2 −
1

ri,2
δ̃i,2Dαδi,2 + wi,2Dαwi,2

)
.

(45)

We select the virtual controller αi,2 and the parameters adaptive laws as follows:

αi,2 = −ci,2si,2 −
3
2

si,2 −
di

2

2
si,2 − θT

i,2 ϕi,2 +
αi,1 − vi,2

λi,2
− sign(si,2)δi,2 (46)

Dαθi,2 = σi,2 ϕi,2
(
X̂i,2

)
si,2 − ρi,2θi,2 (47)

Dαδi,2 = ri,2|si,2| − ηi,2δi,2. (48)

Substituting (35), (38) and (47)–(48) into (45), we have

DαV2 ≤ −q1‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l +

N

∑
i=1

{
−ci1s2

i,1 +
ρi,1

σi,1
θ̃T

i,1θi,1 +
ηi,1

ri,1
δ̃i,1δi,1

+ ∑N
j=1 aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 +
ηj,1

rj,1
δ̃j,1δj,1

)
+

di
2

2

(
s2

i,2 + w2
i,2

)}

+
N

∑
i=1

{
si,2

[
−ci,2si,2 −

3
2

si,2 −
di

2

2
si,2 − θT

i,2 ϕi,2 +
αi,1 − vi,2

λi,2
− sign(si,2)δi,2 + θ̃T

i,2 ϕi,2

+θT
i,2 ϕi,2 − Dαvi,2

]
+ |si,2|

(
δ̃i,2 + δi,2

)
+

3
2

s2
i,2 +

1
2

(
s2

i,3 + w2
i,3

)
+

k2
i,2

2
‖ei,1‖2

− 1
σi,2

θ̃T
i,2
(
σi,2 ϕi,2

(
X̂i,2

)
si,2 − ρi,2θi,2

)
− 1

ri,2
δ̃i,2(ri,2|si,2| − ηi,2δi,2)+wi,2

(
−wi,2

λi,2
+ Bi,2

)}
.

(49)

By Lemma 4, we have

wi,2Bi,2 ≤
1
2

w2
i,2 +

1
2

M2
i,2. (50)
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Then, we have

DαV2 ≤ −q2‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l +

N

∑
i=1

{
−ci1s2

i,1 − ci,2s2
i,2 +

ρi,1

σi,1
θ̃T

i,1θi,1

+
ηi,1

ri,1
δ̃i,1δi,1 +

ρi,2

σi,2
θ̃T

i,2θi,2 +
ηi,2

ri,2
δ̃i,2δi,2 +

N

∑
j=1

aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 +
ηj,1

rj,1
δ̃j,1δj,1

)

−
(

1
λi,2

− 1
2
− di

2

2

)
w2

i,2 +
1
2

(
s2

i,3 + w2
i,3

)
+

1
2

M2
i,2

}
(51)

where q2 = q1 −∑N
i=1 k2

i,2.
Similar to (36) ,we have

λi,3Dαvi,3 + vi,3 = αi,2, vi,3(0) = αi,2(0). (52)

By Equation (52), we can obtain

Dαwi,3 = Dαvi,3 − Dααi,2 = −vi,3 − αi,2

λi,3
− Dααi,2 = −wi,3

λi,3
+ Bi,3 (53)

where Bi,3=−Dααi,2. Furthermore, there exists an unknown constant Mi3 such that |Bi3| ≤
Mi3 holds.

Step m. The Caputo fractional derivatives of si,m are as follows:

Dαsi,m = Dα x̂i,m − Dαvi,m = x̂i,m+1 + ki,mei,1 + θ̃T
i,m ϕi,m + θT

i,m ϕi,m + ε
q
i,m + Δ f q

i,m − Dαvi,m. (54)

Substituting (16) into (54) produces

Dαsi,m = si,m+1 + wi,m+1 + αi,m + ki,mei,1 + θ̃T
i,m ϕi,m + θT

i,m ϕi,m + ε
q
i,m + Δq

i,m − Dαvi,m. (55)

We construct a Lyapunov function candidate as

Vm=Vm−1 +
N

∑
i=1

Vi,m = Vm−1 +
1
2

N

∑
i=1

{
s2

i,m +
1

σi,m
θ̃T

i,m θ̃i,m +
1

ri,m
δ̃2

i,m + w2
i,m

}
. (56)

According to Lemma 3 and (55), we can obtain

DαVm ≤ DαVm−1 +
N

∑
i=1

(
si,mDαsi,m +

1
σi,m

θ̃T
i,mDαθ̃i,m +

1
ri,m

δ̃i,mDαδ̃i,m + wi,mDαwi,m

)

≤ DαVm−1 +
N

∑
i=1

{
si,m[si,m+1 + wi,m+1 + αi,m + ki,mei,1 + θ̃T

i,m ϕi,m + θT
i,m ϕi,m

+ε
q
i,m + Δ f q

i,m − Dαvi,m

]
+

1
σi,m

θ̃T
i,mDαθ̃i,m +

1
ri,m

δ̃i,mDαδ̃i,m + wi,mDαwi,m

}
.

(57)

Similar to (22) and (23), the following inequalities hold

si,mki,mei,1 ≤
1
2

s2
i,m +

1
2

k2
i,m‖ei,1‖2 (58)

si,m(si,m+1 + wi,m+1) ≤ s2
i,m +

1
2

s2
i,m+1 +

1
2

w2
i,m+1 (59)

si,mΔi,m ≤ |si,mΔi,m| ≤ |si,m||Δi,m| ≤ |si,m|δ∗i,m=|si,m|
(
δ̃i,m + δi,m

)
. (60)
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Substituting (58)–(60) into (57) produces

DαVm ≤ DαVm−1 +
N

∑
i=1

{
si,m

(
αi,m + θ̃T

i,m ϕi,m +θT
i,m ϕi,m − Dαvi,m

)
+

3
2

s2
i,m +

1
2

k2
i,m‖ei,1‖2 + |si,m|

(
δ̃i,m + δi,m

)
+

1
2

s2
i,m+1 +

1
2

w2
i,m+1

− 1
σi,m

θ̃T
i,mDαθi,m −

1
ri,m

δ̃i,mDαδi,m + wi,mDαwi,m

}
.

(61)

We design the m-th virtual control function αi,m and parameters adaptive laws

αi,m = −ci,msi,m − 2si,m − θT
i,m ϕi,m +

αi,m−1 − vi,m

λi,m
− sign(si,m)δi,m (62)

Dαθi,m = σi,m ϕi,m
(
X̂i,m

)
si,m − ρi,mθi,m (63)

Dαδi,m = ri,m|si,m| − ηi,mδi,m. (64)

Substituting Equations (62)–(64) into (61), we can obtain

DαVm ≤ DαVm−1 +
N

∑
i=1

{
si,m[−ci,msi,m − 2si,m − θT

i,m ϕi,m +
αi,m−1 − vi,m

λi,m

− sign(si,m)δi,m + θ̃T
i,m ϕi,m +θT

i,m ϕi,m − Dαvi,m

]
+ |si,m|

(
δ̃i,m + δi,m

)
+

3
2

s2
i,m

+
1
2

k2
i,m‖ei,1‖2 +

1
2

s2
i,m+1 +

1
2

w2
i,m+1 −

1
σi,m

θ̃T
i,m
(
σi,m ϕi,m

(
X̂i,m

)
si,m − ρi,mθi,m

)
− 1

ri,m
δ̃i,m(ri,m|si,m| − ηi,mδi,m) + wi,mDαwi,m

}
.

(65)

Similar to (52), vi,m can be obtained as

λi,mDαvi,m + vi,m = αi,m−1, vi,m(0) = αi,m−1(0). (66)

By Equation (66), we have

Dαwi,m = −wi,m

λi,m
+ Bi,m (67)

where |Bim| ≤ Mim, and Mim is an unknown constant.
By employing Young’s inequality, we have

wi,mBi,m ≤
1
2

w2
i,m +

1
2

M2
i,m. (68)

From (65)–(68), we have

DαVm ≤ DαVm−1 +
N

∑
i=1

{
−ci,ms2

i,m +
ρi,m

σi,m
θ̃T

i,mθi,m +
ηi,m

ri,m
δ̃i,mδi,m +

1
2

s2
i,m+1

+
1
2

w2
i,m+1 −

(
1

λi,m
− 1

2

)
w2

i,m +
1
2

M2
i,m −

1
2

s2
i,m +

1
2

k2
i,m‖ei,1‖2

}
.

(69)

Combining (15), (35) and (51) together leads to
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DαVm−1 ≤ −qm−1‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l

+
N

∑
i=1

{
m−1

∑
l=1

(
−ci,l s2

i,l +
ρi,l

σi,l
θ̃T

i,lθi,l +
ηi,l

ri,l
δ̃i,lδi,l

)
+ ∑

j∈Ni

aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 +
ηj,1

rj,1
δ̃j,1δj,1

)

−
(

1
λi,2

− 1
2
− di

2

2

)
w2

i,2 −
m−1

∑
l=3

(
1

λi,l
− 1

)
w2

i,l +
1
2

(
s2

i,m + w2
i,m

)
+

m−1

∑
l=2

1
2

M2
i,l

}
.

(70)

Substituting (70) into (69), we can obtain

DαVm ≤ −qm‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l

+
N

∑
i=1

{
m

∑
l=1

(
−ci,l s2

i,l +
ρi,l

σi,l
θ̃T

i,lθi,l +
ηi,l

ri,l
δ̃i,lδi,l

)
+ ∑N

j=1 aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 +
ηj,1

rj,1
δ̃j,1δj,1

)

−
(

1
λi,2

− 1
2
− d2

i
2

)
w2

i,2 −
m

∑
l=3

(
1

λi,l
− 1

)
w2

i,l +
1
2

(
s2

i,m+1 + w2
i,m+1

)
+

m

∑
l=2

1
2

M2
i,l

} (71)

where qm = qm−1 −∑N
i=1 k2

i,m.

Step n. As in the previous design steps, we define the following equations:

si,n = x̂i,n − vi,n (72)

wi,n = vi,n − αi,n−1. (73)

Similar to (66), we can obtain vi,n as

λi,nDαvi,n + vi,n = αi,n−1, vi,n(0) = αi,n−1(0). (74)

By Equations (73) and (74), we have

Dαwi,n = −wi,n

λi,n
+ Bi,n. (75)

Further, the fractional derivative Dαsi,n is given by

Dαsi,n = Dα x̂i,n − Dαvi,n = ui(t) + ki,nei,1 + θ̃T
i,n ϕi,n + θT

i,n ϕi,n + ε
q
i,n + Δ f q

i,n − Dαvi,n

= qi(ωi(t)) + ki,nei,1 + θ̃T
i,n ϕi,n + θT

i,n ϕi,n + ε
q
i,n + Δ f q

i,n − Dαvi,n.
(76)

We construct the Lyapunov function as follows:

Vn=Vn−1 +
N

∑
i=1

Vi,n = Vn−1 +
1
2

N

∑
i=1

{
s2

i,n +
1

σi,n
θ̃T

i,n θ̃i,n +
1

ri,n
δ̃2

i,n + w2
i,n

}
. (77)

Then, one has

DαVn=DαVn−1 + Dα

(
N

∑
i=1

Vi,n

)

≤ DαVn−1 +
N

∑
i=1

{
si,nDαsi,n −

1
σi,n

θ̃T
i,nDαθi,n −

1
ri,n

δ̃i,nDαδi,n + wi,nDαwi,n

}
.

(78)

Substituting Equation (76) into (78), we have
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DαVn ≤ DαVn−1 +
N

∑
i=1

{
si,n[qi(ωi(t)) + ki,nei,1 + θ̃T

i,n ϕi,n + θT
i,n ϕi,n + ε

q
i,n + Δ f q

i,n − Dαvi,n]

− 1
σi,n

θ̃T
i,nDαθi,n −

1
ri,n

δ̃i,nDαδi,n + wi,nDαwi,n

}
.

(79)

According to (5), we have

DαVn ≤ DαVn−1 +
N

∑
i=1

{
si,n[H(ωi)ωi(t) + Li(t) + ki,nei,1 + θ̃T

i,n ϕi,n−Dαvi,n]

+θT
i,n ϕi,n + ε

q
i,n + Δ f q

i,n −
1

σi,n
θ̃T

i,nDαθi,n −
1

ri,n
δ̃i,nDαδi,n + wi,nDαwi,n

}
.

(80)

The actual controller ωi(t) is designed as

Dαθi,n = σi,n ϕi,n
(
X̂i,n

)
si,n − ρi,nθi,n (81)

Dαδi,n = ri,n|si,n| − ηi,nδi,n (82)

ᾱin = ci,nsi,n +
3
2

si,n + θT
i,n ϕi,n + sign(si,n)δi,n −

αi,n−1 − vi,n

λi,n
(83)

ωi(t) =
1

1− d

⎛⎝−ᾱin −
si,n(κi1ᾱin)

2√
(si,nκi1ᾱin)

2 + κ2
i,2

−
si,n M2

i,1√
(si,n Mi,1)

2 + κ2
i,2

⎞⎠. (84)

Notice that, from (5) and (84), we can obtain

H(ωi)ωi(t) ≤ −ᾱin −
si,n(κi1ᾱin)

2√
(si,nκi1ᾱin)

2 + κ2
i,2

−
si,n M2

i,1√
(si,n Mi,1)

2 + κ2
i,2

. (85)

We define the event-triggered controller ui(t) as follows

ui(t)=qi(ωi(tk))∀ ∈ [tk, tk+1). (86)

The triggering condition for the sampling instants are as follows:

tk+1= inf{ t ∈ R||Δi(t)| ≥ κi1|ui(t)|+ Hi1} (87)

where Δi(t)=qi(ωi(t))− ui(t) is the event sampling error, 0 < κi1 < 1, Hi1 is a positive
constant, and tk, k ∈ z+ is the controller update time.

3.3. Stability Analysis

From Equation (87), we have

Δi(t)=qi(ωi(t))− ui(t)=βi1(t)κi1ui(t) + βi2(t)Hi1 (88)

where βi1(t), βi2(t) are time-varying parameters satisfying |βi1(t)| ≤ 1, |βi2(t)| ≤ 1.
Accordingly, one can obtain

ui(t)=
qi(ωi(t))− βi2(t)Hi1

1 + βi1(t)κi1
. (89)
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Thus, it follows that

DαVn ≤ DαVn−1 +
N

∑
i=1

{
si,n

[
qi(ωi(t))− βi2(t)Hi1

1 + βi1(t)κi1
+ ki,nei,1 + θ̃T

i,n ϕi,n + θT
i,n ϕi,n

+ ε
q
i,n + Δ f q

i,n−Dαvi,n]−
1

σi,n
θ̃T

i,nDαθi,n −
1

ri,n
δ̃i,nDαδi,n +wi,nDαwi,n

}
.

(90)

Substituting Equations (81) and (82) into (90), we can obtain

DαVn ≤ DαVn−1 +
N

∑
i=1

{
si,n[

qi(ωi(t))− βi2(t)Hi1
1 + βi1(t)κi1

+θT
i,n ϕi,n − Dαvi,n] + si,n(ki,nei,1 + θ̃T

i,n ϕi,n

+ε
q
i,n + Δ f q

i,n)−
1

σi,n
θ̃T

i,n(σi,n ϕi,nsi,n − ρi,nθi,n)−
1

ri,n
δ̃i,n(ri,n|si,n| − ηi,nδi,n) + wi,nDαwi,n

}
.

(91)

Then, we can obtain

DαVn ≤ DαVn−1 +
N

∑
i=1

{
si,n

[
qi(ωi(t))− βi2(t)Hi1

1 + βi1(t)κi1
+ ᾱin

]
− cins2

i,n −
3
2

s2
i,n

− |si,n|δi,n + si,n

(
ε

q
i,n + Δ f q

i,n

)
+

ρi,n

σi,n
θ̃T

i,nθi,n + si,nki,nei,1

− 1
ri,n

δ̃i,n(ri,n|si,n| −ηi,nδi,n) + wi,nDαwi,n
}

.

(92)

Similar to the previous calculation, we have

si,nki,nei,1 ≤
1
2

s2
i,n +

1
2

k2
i,n‖ei,1‖2 (93)

si,n

(
ε

q
i,n + Δ f q

i,n

)
≤ |si,n|

(
δ̃i,n + δi,n

)
. (94)

From Equations (92)–(94), we can obtain

DαVn ≤ DαVn−1 +
N

∑
i=1

{
si,n

[
qi(ωi(t))− βi2(t)Hi1

1 + βi1(t)κi1
+ ᾱin

]
− cins2

i,n − s2
i,n

+
ρi,n

σi,n
θ̃T

i,nθi,n +
ηi,n

ri,n
δ̃i,nδi,n +

1
2

k2
i,n‖ei,1‖2 +wi,n

(
−wi,n

λi,n
+ Bi,n

)}
.

(95)

By employing Young’s inequality, we have

wi,nBi,n ≤
1
2

w2
i,n +

1
2

M2
i,n. (96)

Then we have

DαVn ≤ DαVn−1 +
N

∑
i=1

{
si,n

[
qi(ωi(t))− βi2(t)Hi1

1 + βi1(t)κi1
+ ᾱin

]
− cins2

i,n − s2
i,n

+
ρi,n

σi,n
θ̃T

i,nθi,n +
ηi,n

ri,n
δ̃i,nδi,n +

1
2

k2
i,n‖ei,1‖2−

w2
i,n

λi,n
+

1
2

w2
i,n +

1
2

M2
i,n

}
.

(97)

Substituting Equations (5), (84) and (85) into (97), we have
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DαVn ≤ DαVn−1 +
N

∑
i=1

{
−cins2

i,n − s2
i,n +

ρi,n

σi,n
θ̃T

i,nθi,n +
ηi,n

ri,n
δ̃i,nδi,n +

1
2

k2
i,n‖ei,1‖2 −

w2
i,n

λi,n

+
1
2

w2
i,n +

1
2

s2
i,n +

ω2
min

2(1− κi1)
2 +

1
2

M2
i,n +

2κi2
1− κi1

}
.

(98)

From Equation (71), we can obtain

DαVn−1 ≤ −qn−1‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l

+
N

∑
i=1

{
n−1

∑
l=1

(
−ci,,l s2

i,l +
ρi,l

σi,l
θ̃T

i,lθi,l +
ηi,l

ri,l
δ̃i,lδi,l

)

+
N

∑
j=1

aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 +
ηj,1

rj,1
δ̃j,1δj,1

)
−
(

1
λi,2

− 1
2
− d2

i
2

)
w2

i,2

−
n−1

∑
l=3

(
1

λi,l
− 1

)
w2

i,l +
1
2

(
s2

i,n + w2
i,n

)
+

n−1

∑
l=2

1
2

M2
i,l

}
.

(99)

Substituting (99) into (98) yields

DαVn ≤ −qn‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l +

N

∑
i=1

{
n

∑
l=1

(
−ci,,l s2

i,l +
ρi,l

σi,l
θ̃T

i,lθi,l +
ηi,l

ri,l
δ̃i,lδi,l

)

+
N

∑
j=1

aij

(
ρj,1

σj,1
θ̃T

j,1θj,1 +
ηj,1

rj,1
δ̃j,1δj,1

)
−
(

1
λi,2

− 1
2
− d2

i
2

)
w2

i,2

−
n

∑
l=3

(
1

λi,l
− 1

)
w2

i,l +
ω2

min

2(1− κi1)
2 +

n

∑
l=2

1
2

M2
i,l +

2κi2
1− κi1

} (100)

where qn = qn−1 −∑N
i=1 k2

i,n. According to Lemma 4, we have

θ̃T
∗,lθ∗,l ≤ −

1
2

θ̃T
∗,l θ̃∗,l +

1
2

θ∗T
∗,l θ∗∗,l (101)

δ̃∗,lδ∗,l ≤ −
1
2

δ̃2
∗,l +

1
2

δ∗,l
∗2. (102)

From Equations (100)–(102), we can obtain

DαVn ≤ −qn‖e‖2 +
1
2
‖Pε‖2 +

N

∑
i=1

n

∑
l=1

1
2

θ̃T
i,l θ̃i,l

+
N

∑
i=1

{
n

∑
l=1

(
−ci,,l s2

i,l −
ρi,l

2σi,l
θ̃T

i,l θ̃i,l −
ηi,l

2ri,l
δ̃2

i,l

)
+

N

∑
j=1

aij

(
−

ρj,1

2σj,1
θ̃T

j,1θ̃j,1 −
ηj,1

2rj,1
δ̃2

j,1

)

−
(

1
λi,2

− 1
2
− d2

i
2

)
w2

i,2 −
n

∑
l=3

(
1

λi,l
− 1

)
w2

i,l

+
n

∑
l=1

(
ρi,l

2σi,l
θ∗T

i,l θ∗i,l +
ηi,l

2ri,l
δ∗2

i,l

)
+ ∑

j∈Ni

aij

(
ρj,1

2σj,1
θ∗T

j,1 θ∗j,1 +
ηj,1

2rj,1
δ∗2

j,1

)

+
ω2

min

2(1− κi1)
2 +

n

∑
l=2

1
2

M2
i,l +

2κi2
1− κi1

}
.

(103)
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Denote

ξ =
1
2
‖Pε‖2 +

N

∑
i=1

{
n

∑
l=1

(
ρi,l

2σi,l
θ∗T

i,l θ∗i,l +
ηi,l

2ri,l
δ∗2

i,l

)
+

N

∑
j=1

aij

(
ρj,1

2σj,1
θ∗T

j,1 θ∗j,1 +
ηj,1

2rj,1
δ∗2

j,1

)

+
ω2

min

2(1− κi1)
2 +

n

∑
l=2

1
2

M2
i,l +

2κi2
1− κi1

}
.

(104)

Then Equation (103) can be written as

DαVn ≤ −qn‖e‖2 +
N

∑
i=1

{
n

∑
l=1

(
−ci,,l s2

i,l −
(

ρi,l

2σi,l
− 1

2

)
θ̃T

i,l θ̃i,l

− ηi,l

2ri,l
δ̃2

i,l

)
+

N

∑
j=1

aij

(
−

ρj,1

2σj,1
θ̃T

j,1θ̃j,1 −
ηj,1

2rj,1
δ̃2

j,1

)

−
(

1
λi,2

− 1
2
− d2

i
2

)
w2

i,2 −
n

∑
l=3

(
1

λi,l
− 1

)
w2

i,l

}
+ ξ

(105)

where ci,l > 0, (l = 1, . . . , n),
(

1
λi,2
− 1

2 −
d2

i
2

)
> 0,

(
1

λi,l
− 1

)
> 0, l = 3, . . . , n,

(
ρi,l

2σi,l
− 1

τi

)
>

0, ηi,l
2ri,l

> 0, ρi,l
2σi,l

> 0.

Define

C = min
{

2qn
/

λmin(P), 2ci,l , 2
(

ρi,l

2σi,l
− 1

2

)
,

ηi,l

ri,l
,

ρi,l

σi,l
, 2

(
1

λi,2
− 1

2
− di

2

2

)
, 2
(

1
λi,l

− 1
)}

. (106)

Then Equation (105) becomes

DαVn ≤ −CVn + ξ. (107)

According to Equation (107), we can obtain

DαVn + Q(t) = −CVn + ξ (108)

where Q(t) ≥ 0.
According to Lemma 6, we can obtain

Vn ≤ V(0)Eα(−Ctα) +
ξμ
C . (109)

Then, we have

lim
t→∞

|Vn(t)| ≤
ξμ

C
. (110)

Since 1
2 |si,1|2 ≤ Vn(t), and we can obtain ||si,1|| ≤

√
2ξμ
C , invoking si,1 = ∑N

j=1 aij
(
yi − yj

)
+∑N+M

j=N+1 aij

(
yi − ydj(t)

)
, note the fact that s1 = L1y + L2r(t), where s1 = [s1,1, . . . , sN,1]

T .

Because the convex hull spanned by leaders is defined as rd(t) = −L−1
1 L2r(t), then, the con-

tainment errors satisfy ‖e‖ = ‖y− rd(t)‖ ≤
√

2ξμ/C
‖L1‖F

.
The proof process that the proposed control method can avoid Zeno phenomenon is

as follows:
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By Δi(t)=qi(ωi(t)) − ui(t), we have Dα|Δi|=Dα
(√

Δi · Δi
)

= sign(Δi)Dα(Δi) ≤
|Dα(qi(ωi(t)))| = |Dα(H(ωi)ωi(t))| ≤ (1 + d)|Dα(ωi(t))|. According to Equation (84),
Dα(ωi(t)) is bounded in a closed interval [0, t]. Therefore, there exists a constant ς > 0
such that |Dα(ωi(t))| ≤ ς. From Δ(tk) = 0 and limt→tk+1 Δ(t) = Hi1, thus, there exists t∗

such that t∗ ≥ Hi1
/

ς. Therefore, there exists t∗ ≥ 0 such that ∀k ∈ z+, {tk+1 − tk} ≥ t∗,
the Zeno phenomenon will not occur.

Remark 1. It should be noted that the classical local theories used in this paper do not have the
ability to describe the material heterogeneities and the fluctuations of different scales. In future
research, we will use a more appropriate definition of a fractional differential, such as the Atangana-
Baleanu [50] or Caputo-Fabrizio [51] fractional derivative definition.

4. Simulation

In this section, to verify the effectiveness of the proposed method, the following
fractional Duffing-Holmes chaotic system [52] is considered.⎧⎪⎪⎨⎪⎪⎩

Dαxi,1 = xi,2 + f q
i,1(Xi,1)

Dαxi,2 = ui(t) + f q
i,2(Xi,2)

yi = xi,1

(111)

where the system order is α = 0.98, i = 1, 2, 3, 4. yd1 = 0.2 sin t and yd2 = sin 0.3t
are defined as the leaders. The unknown functions are f q

1,1 = f q
2,1 = f q

3,1 = f q
4,1 = 0,

f 1
1,2 = x1,1− 0.25x1,2− x3

1,1 + 0.3 cos(t), f 2
1,2 = 2x1,1− 0.25x1,2− x3

1,1, f 1
2,2 = x2,1− 0.25x2,2−

x3
2,1 + 0.1

(
x2

2,1 + x2
2,2

)1/2
, f 2

2,2 = x2
2,1, f 1

3,2 = x3,1− 0.25x3,2− x3
3,1 + 0.2 sin(t)

(
x2

3,1 + 2x2
3,2

)1/2
,

f 2
3,2 = x2

3,1 − x3
3,1, f 1

4,2 = x2
4,1, and f 2

4,2 = x4,1 − 0.25x4,2 − x3
4,1 + 0.2 sin(t)

(
2x2

4,1 + 2x2
4,2

)1/2
.

We chose the design parameters as ci,1 = 20, ci,2 = 30, σi,2 = ri,2 = 1, ρi,2 = 40, ηi,2 = 20,
λi,2 = 0.05, κi1 = 0.5, κi2 = 2, Mi,1 = 1, ωmin = 1, and d = 0.4. We chose the initial
conditions of the system as x1(0) = [0.1, 0.1]T , x2(0) = [0.2, 0.2]T , x3(0) = [0.3, 0.3]T , and
x4(0) = [0.4, 0.4]T . The observer initial conditions were chosen as x̂1(0) = [0.2, 0.2]T ,
x̂2(0) = [0.3, 0.3]T , x̂3(0) = [0.4, 0.4]T , and x̂4(0) = [0.5, 0.5]T .

The communication graph of the multiagent system is shown in Figure 1. Figures 2–13
show the simulation results. Figure 2 displays the trajectories of yd1, yd2 and xi,1(i = 1, · · · , 4).
Figure 3 shows the trajectories of the containment tracking errors. Figure 3a shows the
trajectories of the containment tracking errors based on the event-triggered quantized
controller, and Figure 3b shows the trajectories of containment tracking errors based on
the event-triggered controller without input quantization. Figure 4 shows the trajectories
of the xi,1(i = 1, · · · , 4) estimation values. Figure 5 gives the error surfaces si,1 of the two
controllers. Figure 6 gives the trajectories of xi,2 and x̂i,2. We use x1,1 and x1,2 as examples
in Figure 7 to show the results of the neural network observer designed in this paper.
Figures 8–11 show the trajectories of ωi, q(ωi), and ui. Meanwhile, we compared the
event-triggered control input without quantitative control technology with the control
input mentioned in this article. From Figures 8–11, the triggered number of control input
via the quanzited mechanism was reduced by 7% to 20%, among which u1 was reduced by
20% (see Figure 8), and u4 was reduced by 7% (see Figure 11). In order to better highlight
the advantages of the method proposed in this paper, we have compared the triggered
number under different sampling mechanisms. It can be seen from Figure 13 that the
proposed method can significantly reduce the number of control input samples. This means
that the combination of event-triggered control and quantized control mechanisms can
effectively reduce the number of transmissions of control input signals, so it has more
practical significance and potential engineering value. Figure 12 shows the trajectories of
the switching signal σi(t). From the simulation results, the proposed method can ensure all
followers converge to the leaders’ convex hull, and the control performance is satisfactory.
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Figure 1. Communication graph.
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Figure 2. The trajectories of yd1,yd2 and xi,1(i = 1, · · · , 4).
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Figure 3. The trajectories of the containment tracking errors. (a) with quantized control. (b) without
quantized control.
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Figure 4. The trajectories of the xi,1(i = 1, · · · , 4) estimation values.
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Figure 5. The trajectories of the error surfaces si,1(i = 1, · · · , 4). (a) with quantized control. (b) with-
out quantized control.
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Figure 6. The trajectories of the xi,2(i = 1, · · · , 4) and xi,2(i = 1, · · · , 4) estimation values.
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