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on a two-layer fully convolutional neural network. ATOM returns the size of the target
with IoU-Net. Although ATOM has achieved effective performance, it is sometimes wrong
in size estimation because the predicted joint cross (IoU) may be inaccurate, which leads to
tracking failure, especially in a cluttered background.

2.2. Algorithm Based on Siamese Network

In recent years, the visual tracker based on a Siamese network has attracted much
attention due to its good balance between tracking performance and efficiency [21]. A
Siamese network learns similarity measure functions offline from image pairs, and trans-
forms a tracking task into a template matching task. SiamFC [21] uses a large number of
templates and search areas for sample matching in offline training. During online tracking,
the template and search regions are correlated in the feature space through forward propa-
gation, and the target position is determined according to the peak position of the correlated
response. SiamRPN [12] adds a region proposal network (RPN) to obtain various aspect
ratio candidate target frames. It interprets the template branch in a Siamese network as a
training parameter, predicts the kernel of a local detection task, and regards the tracking
task as a one-time local detection task. SiamMask [22] added a segmented branch based
on SiamFC and SiamRPN. The size and shape of the target are obtained, and the tracking
results are refined according to the mask of the position of the maximal classification score.
One disadvantage of Siamese method is that it ignores the context information around the
template, and only extracts the template information from the initial target area.

Due to unrestricted video conditions such as illumination changes and viewpoint
changes, the appearance of subsequent targets may be greatly different from that of the
initial target. Therefore, the previously proposed Siamese-based tracker degenerates when
similar disturbances and object appearance changes occur, which leads to tracking drift
and failure. In order to overcome the shortcomings of the Siamese method, DiMP [23]
trains a discriminant classifier online and separates the target from the background. This
model is derived from a discriminant learning loss by designing a special optimization
process, which predicts a strong model in several iterations. The tracker continuously
collects positive and negative samples in the tracking process when the target has sufficient
confidence prediction, and the classifier template is updated online when 20 frames of
target are tracked or a disturbance peak is detected to deal with the appearance change.

So far, many researchers have studied the occlusion problem. However, most of the
research is based on the correlation filtering algorithm using handcrafted features, and
the effect is not very good. As shown in Figure 1, occlusion may lead to target loss, so it
is difficult to achieve accurate tracking through the method based on a Siamese network
in actual industrial production. Target redetection algorithms are more used to solve the
occlusion problem in tracking. However, the premise is that other cameras must capture
unoccluded targets at a time of occlusion, which means that a target requires at least two
or more cameras; that is, the number of cameras should at least double. Therefore, it is
necessary to propose a cheap method to solve the problem of target occlusion.

Figure 1. Diagram of tracking failure caused by occlusion.

3. Anti-Occlusion UAV Tracking Algorithm by Integrating Attention Mechanism

In order to solve the problem of complex background and occlusion in low-altitude
UAV tracking, this paper proposes a single-target tracking algorithm with attention mech-
anism and anti-occlusion ability. Extracted convolutional features are enhanced to solve
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the problem of complex backgrounds by adding a squeeze-and-excitation (SE) module
to feature extraction network for feature optimization. Combining target tracking and
UAV flight trajectory prediction, the trajectory prediction module is started to predict the
position of a UAV when it is occluded. In this paper, the ATOM algorithm is improved.
The sequence and exception (SE) module was added to the feature extraction part, and the
occlusion-sensing and trajectory-prediction modules were added to the tracking process to
realize the robust tracking of low-altitude UAVs.

3.1. Squeeze-and-Excitation (SE) Module

A squeeze-and-excitation (SE) module is an attention method to improve the corre-
lation between feature channels, and enhance target features. By introducing the SeNet
attention mechanism, the representation of targets in the channel dimension is enhanced.
At the same time, by emphasizing the target and suppressing background information, ad-
justing the parameters in the network, it shows obvious advantages in image classification.
Therefore, the SeNet attention mechanism was added to the ResNet-18 feature extraction
network and the final output to enhance the extracted target features in order to solve the
complex background problem of low-altitude UAVs.

As shown in Figure 2, squeeze-and-excitation (SE) modules generate different weight
coefficients for each channel according to relationship between feature channels, multiply-
ing the previous features and adding them to the original features to achieve the purpose
of enhancing features.
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Figure 2. Squeeze-and-excitation (SE) module.

As shown in Figure 2, the process of the SeNet attention mechanism is as follows:

First, the extracted feature X ∈ R
H′×W ′×C′

is mapped to U ∈ R
H×W×C by transforming

function Ftr. Then, the global information of each channel is represented by a channel
feature description value through global average pooling Fsq(·), and the channel feature
description value is adaptively calibrated by Fex(·, W) to render the weight more accurate.
Lastly, the enhanced feature Y ∈ R

H×W×C is obtained by multiplying the weight value and
the original feature by Fscale(·, ·).

Specifically, Ftr is treated as a convolutional operator, V = [v1, v2, · · · , andvC] repre-
sents the set of learned filter kernels, where vi represents the parameters of the i − th filter.
So, the output of X through Ftr is U = [u1, u2, · · · , uC],

ui = vi ∗ X =
C′

∑
t=1

vt
i ∗ xt (1)

where ∗ represents a convolutional operation, and vt
i is a two-dimensional spatial kernel

that represents the channel corresponding to a single channel in X.
Global average pooling Fsq(·): In order to better represent the features of all channels

without losing any features, global average pooling is used for the feature information
of each channel, and the feature information of the channel is expressed as a value. zi

represents the feature description value of each channel, which is expressed as

zi = Fsq(ui) =
1

H × W

H

∑
r=1

W

∑
c=1

ui(r, c) (2)
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where ui is a feature in the i-th channel.
Adaptive calibration Fex(·, W): two fully connected layers are used to fully exploit

the correlation between channels. First, the number of channels is reduced to C/r through
a fully connected layer to reduce the amount of calculation, and the ReLU function is used
to activate the output. Then, the number of channels is again restored to C through a fully
connected layer, and a sigmoid activation function is adopted to output. This process is
expressed as

s = Fex(z, W) = σ(g(z, W)) = σ(W2δ(W1z)) (3)

where δ is the ReLU activation function, σ is the sigmoid activation function, and

W1 ∈ R
C
r ×C,W2 ∈ R

C× C
r .

Lastly, enhanced features on the channel are obtained by multiplying the weight
coefficient through the fully connected layers with the previous features.

yi = Fscale(ui, si) = siui (4)

where yi is the feature of the i − th channel after weight multiplication, Y ∈ [y1, y2, · · · , y′C]
is the enhanced feature through the channel.

Inspired by SeNet, combined with the characteristics of ResNet-18 network, a ResNet-
18 network combined with SeNet is proposed. On the basis of the original ResNet-18
network, the SeNet layer was added behind each dense block to realize the utilization of
the attention mechanism of ResNet-18 network channel. The specific network framework
is shown in Figure 3.
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Figure 3. Se-ResNet network by integrating SeNet.

At the same time, after features are extracted from the Se-ResNet network, SeNet is
used again to enhance the extracted features to solve the complex background problem in
the tracking of low-altitude UAV. The feature extraction network is shown in Figure 4.
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Figure 4. Feature extraction network by integrating attention mechanism.

3.2. Occlusion-Sensing Module

An occlusion-sensing module is proposed to determine whether a target is occluded.
The Gaussian response map is obtained by cross-correlation between the feature map from
the feature extraction network in the search area and the target frame. Response values
within a certain range are found, and the position is recorded as set A. The Euclidean
distance between the target and the elements in set A is calculated, and the average value is
obtained. If the distance is greater than the threshold set by the algorithm, it is determined
as an occlusion.

In this study, the feature response diagram of a feature extraction network was ana-
lyzed through the visualization of the training process. When occlusion occurs, the response
graph fluctuates and the response peak is not prominent. On the basis of this phenomenon,
an occlusion-sensing module is proposed to accurately determine whether the target is
occluded, as shown in Figure 5.
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Figure 5. Occlusion-sensing module.

First, points with a certain range of response values in the response diagram are
obtained, and the position set is denoted as A.

A = {(i, j)|(r̂(i, j) > η1mean(r̂))and(r̂(r, j) < η2max(r̂))} (5)

where r̂ is the current frame response graph, and mean(r̂) is the average response graph.
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Average occlusion distance metric MO is defined as

MO =
1

n ∑
(i,j)∈A

√

(i − m)2 + (j − n)2 (6)

where n represents the number of points contained in set A, and (m, n) represents the
location of the peak response.

Figure 6 shows the target response diagram after using the proposed occlusion strategy.
Three common response diagrams of a tracking target state are given, namely, no occlusion,
partial occlusion, and complete occlusion. The dark points in the figure represent the points
in set A. With the increase in the occlusion degree of the target, the response diagram
dramatically changed, the number of points in set A increased, the average occlusion
distance metric MO also increased, and multiple peaks appeared in the response diagram.
Therefore, average occlusion distance measure MO could reflect the occlusion state of the
target to a certain extent.

Figure 6. Response diagram under occlusion-sensing module.

In view of the phenomenon described in Figure 6, an occlusion-sensing module is
proposed to discriminate the occlusion of UAVs during tracking. The specific process
is shown in Figure 5. Feature extraction is performed on the target frame, and a mask
operation is performed on the extracted features and the trained template to obtain the
Gaussian response diagram. When global mean occlusion distance DO is greater than the
set threshold θ, and the peak fmax of the response graph is less than set threshold ε, the
UAV is judged to be occluded. The trajectory prediction module is called to predict the
next position of the UAV, and the template update is stopped to prevent the template from
being occluded.

3.3. UAV Trajectory Prediction Based on LSTM

The traditional Kalman filter algorithm has achieved good results in terms of trajectory
prediction and has been applied in engineering. However, the Kalman filter is only appli-
cable to tracking linear moving targets. The single-target tracking problem with different
trajectory types is difficult. The measurement value is uncertain, especially when the target
is occluded or has disappeared, so it is difficult to effectively predict in this case.

Most target trajectories do not follow the linear principle in common UAV flight
videos, which hinders the Kalman filter from predicting trajectories well, while long short-
term memory (LSTM) performs better. LSTM is more suitable for solving the prediction
problem of a nonlinear motion trajectory because it benefits from its internal mechanism.
For example, the Social-LSTM algorithm achieved good trajectory prediction performance.
In view of the diversification of target trajectories, a trajectory prediction model is proposed
by improving the LSTM algorithm. The central coordinates of the historical frame before
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occlusion are used as the input of the trajectory prediction model, trajectory samples are
generated by LSTM, and the next prediction position of the target is obtained, which solves
the problem of tracking failure when the UAV is occluded.

The space coordinate of UAV at the time t is (xt, yt), in which the time t = 1 to t = tobs is
observable, and the corresponding observable trajectory is represented as (x1, y1), (x2, y2), · · · ,
(xobs, yobs). Time t=tpred is the prediction time, and the corresponding prediction coordinates
is represented as (x̂pred, ŷpred).

The trajectory prediction network based on LSTM proposed in this paper is shown
in Figure 7. With the historical flight trajectory of UAV as the input, the predicted flight
trajectory is output after a LSTM encoder and decoder.

LSTM LSTM
h

Encoder Decoder ( , )pred predx y

Figure 7. Trajectory prediction network based on LSTM.

Let ht represent the hidden state of LSTM at time t, which is used to predict the
distribution of target position (x̂t+1, ŷt+1) at time t + 1. Assuming that it obeys binary
Gaussian distribution, mean µt+1, standard deviation σt+1 and correlation coefficient ρt+1

are predicted by weight matrix Wp. Then, prediction coordinate (x̂t, ŷt) at time t is:

(x̂t, ŷt) ∼ (µt, σt, ρt) (7)

The parameters of the model are learnt by minimizing the negative logarithmic likeli-
hood function:

[µt, σt, ρt] = Wpht−1 (8)

L(We, Wl , Wp) = −

Tpred

∑
t=Tobs+1

log(P(xt, yt|σt, µt, ρt)) (9)

The model is trained by minimizing the loss for all trajectories in the training dataset,
where Wl is the network weight of the LSTM, and We is the weight of the position coordi-
nates. Because this article only predicts the trajectory of the UAV, there is no relationship
with other trajectories, and there is no need to calculate the weight associated with other
trajectories, so the weight We of the position coordinate iwass set to 1.

3.4. Comprehensive Scheme and Algorithm Implementation

Anti-occlusion target tracking for UAVs integrating the SeNet attention mechanism is
proposed considering the SeNet attention module, occlusion-sensing module, and flight
trajectory prediction above, as shown in Algorithm 1. Global and local information is
fused for feature enhancement by using the SeNet attention mechanism. The occlusion-
sensing module is used to determine whether the target is occluded. When the target is
occluded, the LSTM algorithm is used to predict the target position. The whole process of
the algorithm is shown in Figure 8.
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Algorithm 1 Proposed UAV tracking algorithm.

Input: Target position pos and the size of bounding box rect in the first frame.

Output: Target position posi and the size of bounding box recti in the i − th frame.

1: Initialize Nimage, pooling, t, ǫ.

2: for i = 2 to Nimage do

3: Extract the area of pooling ∗ rect size as search area with posi−1 coordinates in the

i − th frame.

4: Extract features in search area by the backbone.

5: Generate response graph using classified regression filter.

6: Calculate A and MO using Equations (5) and (6).

7: if MO > θ and fmax < ε then

8: Call LSTM trajectory prediction algorithm, enter [posi−t, ..., posi−1], and output

posi.

9: else

10: Output classification regression filter response graph corresponding position posi.

11: end if

12: Extract multiple bounding boxes of different scales with posi as the coordinate origin,

and calculate the IoU scores. The bounding box with the highest score corresponds

to the posi and recti of the target in the i − th frame.

13: end for
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Figure 8. Comprehensive scheme of the proposed UAV tracking algorithm.

4. Experimental Results and Analysis

In this paper, some UAV datasets in Drone-vs.-Birds [24] and LaSOT [25] were inte-
grated to form UAV datasets. Experimental verification was carried out on the OTB-100,
GOT-10k, and integrated UAV datasets to verify the effect of the improved algorithm pro-
posed in this paper, and the tracking-success and precision plots were used for evaluation.

4.1. Experimental Environment and Parameters Setting

The algorithm was implemented in Python 3.7 with the PyTorch framework. The
experimental computer operating system was Ubuntu 180.4 64-bit, CPU InterCore i7-9700k,
the main frequency was 3.60 GHz, with 16 GB memory, NVIDIA GeForce RTX2080Ti, and
11 GB memory. In the training process, some LaSOT and GOT-10k-train dataset are used
as the training set, and the part of GOT-10k-train dataset that does not participate in the
training is used as the verification set. The pretraining parameters on ImageNet are used in
the backbone. By training the network, the common features in the visual tracking process
are learned for the following tracking. In the tracking process, the occlusion threshold is set
to θ = 12, ε = 0.1.
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4.2. Comparison and Analysis of Experimental Results

4.2.1. Experiment on OTB-100 Dataset

The OTB-100 dataset contains 100 different video sequences. The coordinates of the
target and the size of the bounding box in the sequence are manually labeled, and are
relatively accurate. The dataset contains 25% gray images, which pose a challenge to the
algorithm on the basis of color feature tracking.

The proposed algorithm was tested on OTB-100 and compared with four advanced
trackers, namely, the Siamfc, Dimp, Prdimp, and ATOM algorithms. Figure 9 shows the
precision and success plots of the five algorithms on the OTB-100 dataset. The precision
and success rate of the proposed algorithm were improved compared with the second
algorithm after adding the SeNet attention mechanism and anti-occlusion module.
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Figure 9. Precision and success plots on OTB-100 dataset.

The tracking results of some video sequences of the OTB-100 dataset are shown in
Figure 10. The ATOM and Siamfc algorithms lost the target if the occlusion time was too
long. However, the algorithm proposed in this paper could effectively resist occlusion with
the use of the anti-occlusion module. Furthermore, for short-term occluded targets, the
algorithm proposed in this paper tracked the target position more accurately than other
baseline algorithms did because of the LSTM prediction module.

PrDimp Dimp Siamfc ATOMOUR

Figure 10. Tracking results of video sequences of the OTB-100 dataset.

4.2.2. Experiment on GOT-10k Dataset

The GOT-10k dataset contains video sequences of more than 10,000 moving targets
in the real world, in which more than 1.5 million targets are manually marked in location
and bounding box. The GOT-10k test set contains 84 target categories and 32 moving target
categories, without overlap between the training set and test set. Therefore, GOT-10k-val
for testing is not affected by GOT-10k-train for training.

The proposed algorithm was also compared with the Siamfc, Dimp, Prdimp and
ATOM algorithms on the GOT-10k dataset. Figure 11 shows the precision and success plots
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of the five algorithms on the GOT-10k dataset. After adding the SeNet attention mechanism
and anti-occlusion module, the accuracy and success rate of the proposed algorithm were
59.9% and 73.1%, respectively, which were 8.3% and 3.7% higher than those of the second
algorithm.
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Figure 11. Precision and success plots on GOT-10k dataset.

The visualization of part of the video sequence tracking results of the GOT-10k-val
dataset is shown in Figure 12. The ATOM and Siamfc algorithms were not accurate in
predicting the target scale in a complex background. With the use of the SeNet attention
mechanism, the algorithm proposed in this paper was more accurate for the scale regression
of the target than other baseline algorithms were.

PrDimp Dimp Siamfc ATOMOUR

Figure 12. Tracking results of video sequences of the GOT-10k dataset.

4.2.3. Experiment on Integrated UAV Dataset

Drone-vs.-Birds is a target detection dataset used to distinguish between UAVs and
birds with video sequences of UAVs and birds. This study uses its UAV video sequence
and the UAV video sequence of the LaSOT dataset to form a dataset for UAV tracking to
verify the proposed algorithm. UAV video sequences in the Drone-vs.-Birds and LaSOT
datasets were combined into a dataset for UAV tracking to verify the algorithm proposed
in this study.

Figure 13 shows the precision and success plots of the Siamfc, Dimp, Prdimp, ATOM,
and proposed algorithms on the integrated UAV dataset. The accuracy and success rate of
the proposed algorithm were 79% and 50.5%, which are 10.6% and 4.9% higher than those
of the second algorithm.

The visualization of the partial tracking process is shown in Figure 14. When occlusion
occurred, the Siamfc and ATOM algorithms may have lost the target and failed in tracking.
With the use of SeNet attention mechanism and anti-occlusion module, the algorithm
proposed in this paper could achieve better tracking results.
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Figure 13. Precision and success plots on integrated UAV dataset.
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Figure 14. Tracking results under occlusion of the integrated UAV dataset.

5. Conclusions

Aiming at the problems of complex background and occlusion of UAVs in low-altitude
airspace during flight, an anti-occlusion UAV tracking algorithm with an integrated at-
tention mechanism was proposed. In this algorithm, the SeNet attention mechanism is
introduced to fuse global and local information for feature enhancement to solve the prob-
lem of complex backgrounds. The occlusion-sensing module was designed to determine
whether the target is occluded, and if the target is occluded, the LSTM algorithm is used to
predict the target position to solve the occlusion problem. By validating on three different
datasets, the method proposed in this paper achieved good results and tracked UAVs well.
However, with the addition of SeNet attention mechanism and anti-occlusion module, the
algorithm parameters increased and the amount of calculation increased, resulting in a
decrease in the running speed of the algorithm. The running speed on the GPU 2080ti
server was 49 fps/s, which basically achieves real-time tracking. Further improving the
tracking speed and performance of the algorithm without reducing its accuracy is future
research work.
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Abstract: A system that can fly off and touches down to execute particular tasks is a flying robot.

Nowadays, these flying robots are capable of flying without human control and make decisions

according to the situation with the help of onboard sensors and controllers. Among flying robots,

Unmanned Aerial Vehicles (UAVs) are highly attractive and applicable for military and civilian

purposes. These applications require motion planning of UAVs along with collision avoidance

protocols to get better robustness and a faster convergence rate to meet the target. Further, the

optimization algorithm improves the performance of the system and minimizes the convergence

error. In this survey, diverse scholarly articles were gathered to highlight the motion planning for

UAVs that use bio-inspired algorithms. This study will assist researchers in understanding the latest

work done in the motion planning of UAVs through various optimization techniques. Moreover, this

review presents the contributions and limitations of every article to show the effectiveness of the

proposed work.

Keywords: unmanned aerial vehicle; motion planning; optimization techniques

1. Introduction

Flourishing high-tech innovations are making aerial robots an integral part of our
daily lives. There are extensive research and analyses on flying robots that possess the
mobility given by flight [1,2]. Among these, Unmanned Aerial vehicles (UAVs) are vastly
used flying robots due to these distinguishing advantages over others, i.e., budget-friendly,
small-sized, lighter in weight, and portable. Moreover, the state-of-the-art characteristics
of UAVs are position controlling, sensor employment, auto-level application, structure
monitoring, etc. [3–5]. It also has a diverse array of applications, whether in the military
or civilian sectors [6]. There are two primary models of UAVs; one is fixed-wing, and the
other one is multi-rotor UAVs. The essentials of UAV performance are higher in complex
tasks or uncertain environments. Usually, a single UAV has a small size, which limits its
volume of sensing, communication, and computation [7]. Thus, cooperative UAVs working
together have more benefits and potential results in comparison to a single UAV [8]. A few
of them are cost and operation time reduction, low failure of missions, and achievement of
higher flexibility, survivability, configurability, and multi-tasks capability [9].

Background: It is one of the utmost evolving technologies from the 18th century and is
advancing till now. At first, in 1849, Montgolfier’s French brothers and Austrians employed
unmanned balloons filled with bombs [10]. The development of UAVs with cameras
occurred in 1860, which helped with vigilance [11]. In 1917, Charles F. Kettering invented
an Aerial Torpedo and named unmanned balloons bugs. The Royal Navy tested a radio-
controlled pilotless aircraft during the 1930s [12]. The 1940s were marked by operation
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Aphrodite, in which a formation of UAVs with handheld control took place for the first time
and radio control-based Queen Bee was developed. A few of them were Pioneer, Predator,
Ryan fire bee, etc. In 2003, Amazon started using UAVs commercially [13].

Related Work: Extensive analysis of various core issues on UAVs related to motion
planning under different circumstances and environments [14]. To design motion control
protocols and select path planning techniques, many problems and factors require serious
considerations [15]. Numerous researchers have proposed distributed consensus-based
motion controls for results with efficacy and accuracy. Some developed leader-follower
strategies for efficient outcomes [16]. Some analyses have used bio-inspired algorithms
for better path planning with minimal run time. Many employed hybrid algorithms for
optimal path planning and achieved a reduction in cost and convergence time [17].

Motivation and Contribution: The motivation for this paper is to assemble various
strategies used in different research together in a single place. This will help researchers
select the best strategy for their required missions while comparing the explorations and
exploitations of all the strategies. To overcome the hurdles of different limitations, uncer-
tain disturbances, and complexities, appropriate strategies are essential. This makes the
system more stable and efficient and reduces the convergence rate and cost. The prime
contributions of this review paper are:

A. The evaluation of the challenges faced by UAVs under different scenarios.
B. Summarizing various promising motion planning techniques and algorithms for

determining the optimum path for UAVs.
C. To gather the contributions and limitations presented in each article.

This review is based on the research studies and publications from reputed authors in
the field of motion planning techniques used for UAVs over the last three years.

Organization: The layout of this paper has many sections, of which Section 2 discusses
the challenges that a UAV faces. Section 3 reviews recent developments in motion control
and path planning mechanisms. Section 4 evaluates the motion planning and optimization
algorithms. Section 5 presents the discussion. Section 6 provides the conclusion, and
Section 7 gives directions for future work.

2. Challenges in Unmanned Aerial Vehicles

There are extensive investigations regarding UAVs, but still, they face various chal-
lenges. The prime challenges that all the researchers face include the selection of UAVs with
appropriate path planning that is suitable for the mission [18]. Then, forming efficient mo-
tion control and achieves optimal path planning. Moreover, employing proper techniques
for navigation and communication so that obstacle avoidance and collision avoidance are
possible. Along with this certification, regulation and human-machine interface issues are
of much importance. Below are some of the challenges that require serious consideration:

2.1. Navigation and Guidance

UAVs have to track their mobility by measuring their distances, making maps, and
sensing physical surroundings. To determine the positions of aerial robots, it is essential to
develop a navigation system, which is automatic and does not require human interven-
tions [19]. These robots are for flying at higher altitudes and under different environments
and hazards. Therefore, the safety and reliability of the system to operate properly are
major challenges.

2.2. Obstacle Detection and Avoidance

The navigation of UAVs is much influenced by obstacles and collisions. Providing
UAVs with an ideal environment is not a viable option. Obstacles that come in the path can
be avoided. Moreover, the performances of multiple aerial robots are more beneficial and
efficient than a single flying robot. Working in groups can result in collisions. UAVs must
be furnished with algorithms or techniques that can handle these issues [20].
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2.3. Shape and Size

Nowadays, UAVs are widely used for different purposes. They are required to fly at
different levels with different ranges. Some have to stay for a longer period to accomplish
their missions. Some use runways for flying and landing. Some have to pass through
narrow areas. To solve all these issues, it is necessary to consider the appropriate shapes
and sizes of UAVs according to the missions [21]. Figure 1 shows some of these challenges
faced by UAV [22].

Figure 1. Challenges in UAVs [22].

2.4. Formation Control and Path Planning Issues

2.4.1. Formation Control Issues

There are numerous studies on motion control, but it still lacks and requires consider-
ation and further handling. For example, there stands a need to tackle distributed levels
with their effects properly. Similarly, machine learning and reinforcement learning require a
longer time for the online learning period and huge data sets for offline training. Therefore,
the integration of artificial intelligence (AI) techniques into control protocols is essential.
One more challenge in motion control protocol is its robustness, which is highly influenced
by environmental disturbances [23].

2.4.2. Path Planning Issues

Path planning is to obtain a path for UAVs from the starting to the goal point in such a
way that they will carry out their tasks efficiently. UAVs require optimal paths that satisfy
their performance constraints and ensure collision avoidance. Such optimal and dynamic
paths consume less time and energy. Path planning is a global optimization problem that
requires various technologies and algorithms to be integrated [24].

Among all the challenges, the most crucial is path planning and motion control for
UAVs. These require considerations so that the UAV can perform well during tasks under
any environmental conditions. Several research centers, academies, and industries are
analyzing the aforementioned challenges and trying to overcome these issues by developing
more improved strategies. Section 3 reviews the development of various protocols and
techniques used for the above challenges.

3. Recent Developments in UAVs

UAV technology is expanding due to technological innovations. UAVs are becoming
more affordable and easy to use, which enhances their application in diverse areas [6]. This
paper reviews the strength and development of navigation, communication, shape and size,
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collision avoidance, motion control methods, and path planning techniques. It deliberates
how they provide solutions to challenging problems while making a considerable impact.

3.1. Developments in Navigation and Guidance of UAVs

Navigation technology is quite significant for UAV flight control. Various developed
navigation technologies possess different features. Such as satellite, geometric, integrated,
Doppler, and inertial navigations. Different purposes require different navigation technolo-
gies. The main navigation systems for UAVs are a tactical or medium range navigation
system and a high-altitude long-endurance navigation system [25,26]. Development in
navigation can be evaluated as:

D. High-performance Navigation with Data Fusion: Navigation uses a Kalman filter;
China introduced a data fusion mechanism using this filtering technology. This data
fusion is improved by using AI technology. It helps to determine the flight status and
guarantees the normal flight of UAVs.

E. New Inertial Navigation System: Many researchers rendered services to develop
optical fiber inertial navigation and laser inertial navigation. Improvement was
required by the industry. The widely used silicon micro resonant accelerometer helps
in UAV navigation. It simplifies the weight and volume, consumes less energy, and
refines flight pliability.

F. Intelligent Navigation Ability: An emergency navigation system utilizes various
adaptive technologies along with mission characteristics and modes. Moreover,
information technology is applied to boost the UAV technology and upgrade the
navigation system.

3.2. Developments in Shape and Size of UAVs

Earlier, UAVs were applicable for military purposes only, but now they are used for
various tasks. This is all due to the rapid progress in developing UAVs with a wide range
of shapes and sizes [27]. Different UAVs are utilized for different purposes. According to
physical types, we have fixed-wing and multi-rotor UAVs.

Fixed-Wing UAVs: These UAVs possess only one long wing on any body’s side and
require a runway or a broad and flat area. These can consume less battery; therefore, they
can stay in the air for maximum hours. They are widely used for long-distance purposes,
especially for military surveillance.

Multi-Rotor UAVs: These UAVs are built up with multiple propellers and rotors and
do not require a runway for vertical flying and landing. With more rotors, the position of
UAVs can be controlled in a better way. Mostly quad-rotors are used for small and regular-
sized UAVs. Similarly, UAVs are classified based on their sizes into micro or mini-UAVs,
tactical UAVs, strategic UAVs, and special-task UAVs.

Micro and Mini-UAVs: Many missions require small UAVs. Such as surveillance
inside buildings, Nuclear, Biological, and Chemical (NBC) sampling, the agricultural sector,
and broadcast industries. Micro and mini-UAVs were developed for these purposes. The
take-off weight of a micro-UAV is 0.1 kg, and a mini-UAV is less than 30 kg. Both fly below
300 m with less than 2 h of endurance. The communication range is up to 10 km.

Tactical UAVs: Missions such as search and rescue operations, mine detection, com-
munication relays, and NBC sampling use tactical UAVs. They can have a take-off weight
of up to 1500 kg. Tactical UAVs can fly up to 8000 m with an endurance of up to 48 h. The
communication range is around 10–500 km.

Strategic UAVs: For airport security, communication relays, intercept vehicles, and
RSTA, strategic UAVs are highly suitable. They can have a maximum take-off weight of
around 12,500 kg. They can fly up to 20,000 m with 48 h of endurance. The communication
range is more than 2000 km.
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3.3. Developments in Collision Avoidance of UAVs

A collision usually occurs between a UAV and its neighboring UAV or an obstacle
whenever there is less distance between them. A collision avoidance system (CAS) makes
sure that no collision takes place with any stationary or moving obstacle [28]. The CAS first
requires the perception phase and is then followed by the action phase.

Perception Phase: CAS detects an obstacle in this phase while utilizing various active
or passive sensors according to their functionality principle. Active sensors possess their
sources for wave emission or light transmission along with the receiver or detector. The
most-used active sensors include radars, sonar, and LiDARs. All of these use minimum
processing power, give a quick response, are less affected by weather, scan bigger portions
in minimum time, and can return various parameters of the obstacles effectively. Whereas
passive sensors are only capable of reading the emitted energy from another source such
as the sun. Widely used passive sensors are visual or optical cameras and infrared (IR) or
thermal cameras. The image formed by a visual camera requires visual light, whereas a
thermal camera requires IR light.

Action Phase: This phase utilizes four prime strategies for collision avoidance. These
are geometric, force-field, optimized, and sense and avoid methods. The geometric ap-
proach utilizes the information about the location and velocity of the UAV along with
its obstacle or neighbors. This is performed by trajectory simulation in which nodes are
reformed for collision avoidance. In force-field, the approach manipulates the attractive or
repulsive forces to avoid collisions. In the optimized method, the parameters of obstacles,
which are already known, are utilized for route optimization. In the sense and avoid
technique, runtime decisions are made based on obstacle avoidance. The development in
CAS helps in simple tasks by warning the vehicle operator and in complex tasks partially
or completely controlling the system for collision avoidance.

3.4. Developments in Formation Control Protocols of UAVs

Formation control aims to generate control signals, which pilot UAVs to form a specific
shape. Along with the architecture of motion control, the developed strategies for obtaining
it are of much importance [29].

Formation Control Design: Motion controls of UAVs require a flow of information
within its team; therefore, it uses communication architectures.

There may be a lack of availability of global information in a single UAV for a whole
operation. Due to its restricted capabilities to compute and communicate, centralized
architecture is considered or used rarely. Decentralized architecture is preferred more for
multi-UAV systems and uses the consensus algorithm technique for designing it. It is based
on local interactions with the neighbors while maintaining a certain distance.

Formation Control Strategies: Various developed control approaches are discussed
here that aid the researchers and possess certain benefits and limitations. They are:

i. Leader-Follower Strategy: As obvious from its title, this approach assigns one
UAV as a leader, while the remaining UAVs as followers in a group. The mission
information remains with the leader only while the followers chase their leader with
pre-designed spaces. The major benefit of this strategy is that it can be implemented
simply and easily. Due to leader dependency, this strategy faces single-point failures.
This limitation can be compensated by assigning multi-leaders and virtual leaders.

ii. Behavior-based Strategy: This approach produces control signals, which consider
several mission essentials, by adding various vector functions. Its greatest merit
is that it is highly adaptable to any unknown environment. Its demerit is the
requirement to model it mathematically, which leads to difficulty in analyzing
system stabilities.

iii. Virtual Structure Strategy: This approach considers rigid structure for the desired
shape of the group of UAVs. To achieve the desired shape, there is a need to fly each
UAV towards its corresponding virtual node. Abilities to maintain the formation
and fault-tolerance are its greatest advantages. This approach faces failure when the
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detection of a UAV is faulty in the formation. The compensation for this faulty UAV
requires reconfiguration of the formation shape. This approach calls for a strong
ability to compute, which is a disadvantage of this approach.

3.5. Developments in Path Planning Techniques of UAVs

Path planning aims to design a flight path towards a target with fewer chances of being
demolished while facing limitations. Extensive research proposed different methods that
overcome the path planning complexity of UAVs. To design algorithms for path planning,
certain parameters, such as obstacles, the environment, and constraints, require selection
with considerations [30]. The approaches employed for path planning have classifications
based on their features and methodology.

4. Motion Planning and Optimization

4.1. Motion Planning

In robotics, motion planning refers to the act of dissolving a specified mobility goal
into distinct motions. However, it is used to fulfill movement limitations while also
potentially optimizing some components of the motion. However, motion planning is the
challenge of planning for a vehicle that operates in areas with a high number of objects,
performing actions to move through the environment as well as modify the configuration
of the objects [31]. Even though the motion planning situation has arisen in continuous
C-space, the calculation is discrete. As a result, we need a means to “discretize” the problem
if we want an algorithmic solution. As a result, there are mainly two types of planning,
combinatorial planning and sampling-based planning.

4.1.1. Combinatorial Motion Planning

Combinatorial Motion Planning is a type of motion planning that involves more than
one approach to achieve the task, as shown in Figure 2. Although combinatorial motion
planning discovers the pathways through the continuous configuration space, by using
these strategies, researchers obtain a better result. The effective combination of algorithms
is commonly based on bio-inspired algorithms with different approaches.

 

Figure 2. Three tasks Combinatorial Optimization example [32].

4.1.2. Sampling-Based Motion Planning

Random selection is used in sampling-based motion planning to build a graph or tree
(path) in C-space on which queries (start/goal configurations) can be solved, as shown
in Figure 3. To increase planner performance, we look at a variety of general-purpose
strategies. At times over the past years, sampling-based path planning algorithms, such as
Probabilistic Road Maps (PRM) and Rapidly Exploring Random Trees (RRT), have been
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demonstrated to perform effectively in reality and to provide theoretical assurances such
as probabilistic completeness.

 

Figure 3. Sampling-based motion planning in the complex environment [33].

4.2. Optimization Approach in Motion Planning

The world has a desire for optimization concerning every natural phenomenon and
its aspects. Therefore, many researchers developed optimization methods for multi-
dimensional problems in various areas. These algorithms provide optimum solutions
to the motion planning problems of UAVs, such as reducing production costs, conver-
gence rate, energy consumption, and enhancing strength, efficiency, and reliability. The
optimization algorithms are classified into biological algorithms, physical algorithms, and
geographical algorithms, as presented in Figure 4 [34,35]. Biological algorithms have
further classifications, namely swarm-based and evolution-based algorithms.

 

cian’s improvisation process is the HS algorithm. It shows promising results in optimiza-

Figure 4. Classification of Optimization algorithms [36].

Biological Algorithms

Bionic researchers on a natural pattern developed nature-based algorithms and termed
them biological algorithms. These are stemmed according to the correspondence between
biological evolution and activities. The prime benefit of biological algorithms is their
strength to tackle static as well as dynamic threats and ensure offline working. Without
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classifying these algorithms into further groups, we can label them as memetic algorithms.
On the contrary, we can classify these algorithms into two categories, evolution-based
algorithms and swarm-based algorithms [37].

A. Evolution-Based Algorithms

An evolution-based algorithm provides an optimal path for UAVs with consideration
of three aspects. These aspects include travel distance, cost incurred, and path reliability
cost to track that path. These evolutionary algorithms choose practical and achievable
solutions randomly as the first generation and consider the parameters later to explain
which randomly selected feasible solutions are appropriate or not. For determining curved
paths with essential aspects in 3D terrain; an offline path planner with an evolutionary al-
gorithm is required [38]. By taking aspects into account, for example, beeline to destination,
min-max distance related to targets, and topographical obstacles free tracks, one can display
the B-spline curve as a flying path. Some examples of these algorithms include Genetic
algorithm (GA), Evolutionary Programming (EP), Evolutionary Strategy (ES), Differential
Evolution algorithm (DE), and Harmony Search algorithm (HS).

GA gives the best optimal results in search space using three steps selection, crossover,
and mutation. Besides its benefits, sometimes it gives long and premature convergence and
loses optimal results. Moreover, it is not applied to real-time data. In 1990, Fogel introduced
a technique called EP. It reaches optimal results after many iterations. Similarly, another
evolutionary algorithm is ES, which uses specified principles in optimization problems. DE
employs real coding instead of binary coding. It refines the final path while reducing the
computational cost. The evolutionary algorithm that mimics a musician’s improvisation
process is the HS algorithm. It shows promising results in optimization problems. It is
further improved with various versions.

B. Swarm-Based Algorithms

Nature-based along with population-based algorithms evolved into swarm-based
algorithms [39]. The swarm represents the combined behavior of all the agents. Agents in a
swarm have limited capabilities, but working together, they achieve the given tasks while
being at distances. As a result of which, fast, low cost, and optimal solutions are obtained
even in the uncertainties and complexities. Some examples of these algorithms include
Artificial Immune System (AIS), Particle Swarm Optimization (PSO), Bacteria Foraging Op-
timization algorithm (BFO), Cuckoo Search algorithm (CS), Artificial Bee Colony algorithm
(ABC), Ant Colony Optimization algorithm (ACO), Coral Reef Optimization algorithm
(CRO), Teaching–Learning Based Optimization algorithm (TLBO), Firefly algorithm (FA),
Shuffled Frog Leaping algorithm (SFLA), and Pigeon-Inspired Optimization (PIO).

AIS is an intelligent swarm-based algorithm that is modeled on the natural principles
of the immune system of humans. It has the characteristics of the immune system of
memory and learning to utilize for solving problems. It gives adequate trajectories in
path planning with less computation. The development of PSO is based on the mobility
theory of an insect crowd. In the layout of this fact-finding approach, every solo particle in
the crowd recognizes the points given by the last swarm and produces a velocity vector
towards the target point. The key benefit of this algorithm is that it is capable of obtaining
optimal path planning in 3D, whereas its disadvantages are premature convergence and
high time complexity. Passino introduced an algorithm based on the foraging behavior of
Escherichia coli bacteria that lies in human intestines. He labeled this intelligent algorithm
as BFO.

It provides rapid convergence and a global search. The CS algorithm replaces the
average solutions and applies the solution that is potentially better. The ABC algorithm
provides solutions to various optimization problems having constraints. The ACO algo-
rithm is based on depositing characteristics of ants during food search and proved to be a
meta-heuristic technique to derive the shortest path while dealing with continuous and
multi-objective path planning issues. The CRO algorithm works efficiently with many
advantages for difficult optimization problems. The TLBO algorithm requires minimum
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computational memory and can be employed easily. FA works efficiently for multimodal
optimization problems. It finds the best location for UAVs with less energy consump-
tion. SFLA depends on frogs’ clusters that are looking for food. It gathers the best frog,
which can give local optimum and evolves the frog with inaccurate positions. It continues
making iterations until the accomplishment of an optimal path with better convergence.
PIO works via sharing information and striving among all to quickly achieve the optimal
global solution.

C. Physical Algorithms

Heuristic algorithms that imitate physical laws and processes of nature are known
as physical algorithms. These algorithms copy the physical conduct and characteristics
of matter [40]. These are applicable for non-linear, high-dimensional, multimodal as well
as complex optimization problems. There is very little research available on physical
algorithms. These are categorized as Simulated Annealing (SA), Gravitational Search
algorithm (GSA), Chaotic Optimization algorithm (COA), Intelligent Water Drops algorithm
(IWD), and Magnetic Optimization algorithm (MOA). SA is suggested after a technique,
annealing in metallurgy. It is employed for more complex computational optimization
problems and gives approximate global optimum within a fixed time. GSA is a newly
introduced algorithm that mimics laws of motion and gravitational law. It is applied to
optimization problems with various functions. COA is an easily implemented and powerful
mechanism that can escape convergence to a local optimum within a short time. The IWD
algorithm is based on how natural rivers can find the best paths among many probable
paths to their ultimate destination. MOA, a newly emerging algorithm, is derived from
the basic principles of magnetism. The dual function of this algorithm can balance the
disadvantages against the advantages in optimization problems.

D. Geographical Algorithms

The meta-heuristic algorithms that give random outcomes in geographical search
space are labeled as geographical algorithms [41]. Some of the geographical algorithms
are the Tabu Search algorithm (TS) and Imperialistic Competition algorithm (ICA). The TS
algorithm determines an optimal solution among various feasible solutions. Its memory
can recall the recent optimal solution and guide the search to trace the previous solutions.
It is employed for optimization problems in various areas. Another geographical algorithm
for the global best solution in optimization is ICA. It imitates sociopolitical imperialist
competition. It involves imperialistic competition among empires along with assimilation
and revolution of colonies and so on. Due to its robust searching ability, it provides many
benefits in optimization problems.

Among all the aforementioned algorithms, most are based on the swarm. These
population-based algorithms are robust at obtaining better global solutions via their coop-
erative and self-adaptive abilities. These algorithms are employed for solving challenging
issues of UAVs. This review paper gives details on a comparison of the aforesaid algorithms
used for motion control and path planning of UAVs.

5. Related Review

To succeed, most motion planning approaches necessitate the use of appropriate
optimization algorithms. These strategies can be used on a single UAV as well as a group
of UAVs or a swarm of UAVs. When several UAV missions are viable for civilian objectives,
a nature-inspired algorithm is required for control and optimization. Table 1 presents
a detailed overview of the manuscripts related to motion planning problems of UAVs.
The review also helps scholars with the optimization techniques applied to single or
multiple UAVs.
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Table 1. A detailed study on the Motion Planning of UAVs using the optimization approach.

Ref. Topic
Optimization

Approach
UAV Type Contributions Limitations

[42]

“Collision free 4D path
planning for multiple
UAVs based on spatial
refined voting mechanism
and PSO approach”

PSO Multiple

� Enhances searching
ability and improves
velocity.

� Gives collision-free
paths.

� Returns to initial
points in extreme
conditions.

[43]

“Dynamic Discrete
Pigeon-inspired
Optimization
for Multi-UAV
Cooperative Search-attack
Mission Planning”

D2PIO Multiple

� Ability to switch task.
� Superior performance

in discrete
environment.

� Frequent switching
led to incomplete
tasks.

� Computational cost
is higher due to
population size.

[44]

“MVO-Based Path
Planning Scheme with
Coordination of UAVs in
3-D Environment”

MA Multiple

� Gives optimized path
costs.

� Maintains
coordination.

� Do not give dynamic
obstacles.

� Does not consider
hardware-oriented
constraints.

[45]

“UAV trajectory
optimization for
Minimum Time Search
with communication
constraints and collision
avoidance”

ACO Single

� Detects the target
quickly.

� Maintains connection
with GCS and avoids
collision.

� Greater
computational time.

� A mandatory
ground connection is
needed to obtain
desired results.

[46]

“Efficient path planning
for UAV formation via
comprehensively
improved particle swarm
optimization”

IPSO Multiple

� Boosts the
convergence rate.

� Improves the solution
optimality.

� Does not allow path
re-planning with
moving and
unexpected
obstacles.

[47]

“Secrecy improvement via
a joint optimization of
UAV relay flight path and
transmit power”

PSO Single

� Enhances the secrecy
capacity.

� Allows optimum
position flying.

� Needs further
improvement for
full-duplex relaying.

[48]
“Trajectory Planning for
UAV Based on Improved
ACO Algorithm”

MACO Multiple

� Optimized initial
trajectory

� Proposed trajectory
correction schemes for
collision avoidance.

� No real-time
trajectory planning
used.

[49]

“Optimized Path-Planning
in Continuous Spaces for
Unmanned Aerial Vehicles
Using Meta-Heuristics”

DE
PSO
GA

Multiple

� Less computation for
first feasible path.

� DE overtakes PSO and
GA in convergence.

� Work exists for static
environment only.

� No real-time
implementation.

[50]

“Multi-UAVs trajectory
and mission cooperative
planning based on the
Markov model”

SA Multiple

� Improves drone
survivability.

� Solves multi-aircraft
mission planning
problems.

� Needs NP problem
exploration.
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[51]

“PSO-based
Minimum-time Motion
Planning for Multiple
Vehicles Under
Acceleration and Velocity
Limitations”

PSO Multiple

� Minimizes the
travelling time for
slowest UAV.

� Reduces the
parameters for
mathematical
modeling.

� No control law for
motion tracking.

� Only applied to
selected vehicles.

[52]

“Information fusion
estimation-based path
following control of
quad-rotor
UAVs subjected to
Gaussian random
disturbance”

GIFC Single

� Reduces the design
complexity.

� Allows trajectory
tracking with high
accuracy.

� Contains a huge
amount of matrix
inversion
operations.

[53]

“3D multi-UAV
cooperative
velocity-aware motion
planning”

A* Multiple

� Shows a higher
possibility of
reaching
destinations.

� Reduces time costs
and paths.

� Does not serve
complex missions
and more UAVs.

[54]

“Unmanned aerial vehicle
swarm distributed
cooperation method based
on situation awareness
consensus and its
information processing
mechanism”

SDCM Multiple

� Works efficiently in
a complex and
antagonistic mission
environment.

� Obtains the mission
essentials at a
bearable cost.

� On a larger scale,
communication
topology and
management mode
changes.

[55]

“A co-optimal coverage
path planning method for
aerial scanning of complex
structures”

CCPP
PSO

Multiple

� Optimizes path
efficiency and
inspection quality.

� Provides improved
flexible options.

� The exponential
growth of
complexity occurs as
the problem size
increases.

� Needs uniform
configuration spaces.

[56]

“A novel hybrid grey wolf
optimizer algorithm for
unmanned aerial vehicle
(UAV) path planning”

Hybrid
GWO

Single

� Generates smooth
flight routes.

� Accelerates the rate
of convergence and
retains the ability to
explore.

� The optimal value is
lower than GWO,
SA, and SOS.

� Execution time is
higher than GWO in
all cases.

[57]

“Continuous-Time
Trajectory Optimization
for Decentralized
Multi-Robot Navigation”

DA Multiple

� Generates
collision-free
trajectories.

� Reduces jerk and
time.

� Robustness and
scalability can fail
sometimes.

� It has dynamic
speed limits.
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[58]

“A Self-Heuristic
Ant-Based Method for
Path Planning of
Unmanned Aerial Vehicle
in Complex 3-D Space
with Dense U-Type
Obstacles”

SHA Single

� The number of retreats
reduced significantly.

� Time analysis enhanced
compared to basic ACO.

� Applied to static
obstacles only.

� Actual taboo
nodes are not used.

[59]
“A novel mission
planning method for
UAVs’ course of action”

TDRS Single

� Generates multiple
schemes automatically.

� Completes tasks in a
shorter time.

� Time optimization
is essential for war
scenarios.

� Variations in threat
and utilization
factors.

[60]

“A multi-objective
pigeon-inspired
optimization approach to
UAV distributed flocking
among obstacles”

Improved
MPIO

Single

� Guarantees stable and
collision-free flocking.

� Prior environmental
details and the number
of UAVs are essential.

� Lacks convergence
analysis.

� Deadlocks can
occur.

� Emergency
conditions and
dynamic obstacles
are not tested.

[61]
“Application of the ACO
algorithm for UAV path
planning”

ACO Single

� Intermediate waypoint
concept introduced for
ACO.

� Improved fitness value.

� Search space is
bigger due to ACO
hunting
procedure.

� Higher
computational
complexity.

[62]

“A method of feasible
trajectory planning for
UAV formation based on
bi-directional fast search
tree”

Bi-RRT Single

� Solves the minimum
efficiency of compound
models in complicated
environments.

� Yields safe and efficient
formation and obstacle
avoidance.

� GA algorithm has
a smoother path
than Bi-RRT.

� Can move very
close to an
obstacle.

[63]

“Towards a PDE-based
large-scale decentralized
solution for path planning
of UAVs in shared
airspace”

PDE Single

� Ensures collision-free
and optimal path flight
safety.

� Proves to be
computationally
efficient.

� Does not allow
UAVs to share
their trajectories
during the
mission.

[64]

“Optimized multi-UAV
cooperative path planning
under the complex
confrontation
environment”

Improved
GWO

Multiple

� Minimizes fuel costs
and threats.

� Proves to be effective in
cooperative path
planning.

� The average
distance of most
UAVs is greater.
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[65]

“A constrained differential
evolution algorithm to solve
UAV path planning in
disaster scenarios”

CDE Single

� Refines the
limitations.

� Continues the
investigations.

� Used only
unconstrained
optimization
problems.

[66]

“A novel reinforcement
learning-based grey wolf
optimizer algorithm for
unmanned aerial vehicles
(UAVs) path planning”

GWO Single

� Achieves effective
and feasible routes
smoothly.

� Enables each UAV to
perform operations
independently.

� Not efficient in
solving other sorts
of an issue at the
same time while
introducing another
algorithm.

[67]

“Synergistic path planning
of multi-UAVs for air
pollution detection of ships
in ports”

PSO Multiple

� Detects air pollution
efficiently.

� Guarantees
reduction of ship
emissions.

� Does not cover air
control and wind
speed influences.

� Lacks large-scale
data testing.

[68]

“An intelligent cooperative
mission planning scheme of
UAV swarm in uncertain
dynamic environment”

HAPF
ACO

Multiple

� Enhances searching
abilities.

� Executes tasks and
avoids collisions and
obstacles efficiently.

� Aims cooperative
search-attacks at
homogeneous UAVs
only.

[69]

“Path planning of multiple
UAVs with online changing
tasks by an ORPFOA
algorithm”

ORPFOA Multiple

� Solves tasks
efficiently with task
preference and
swapping tasks.

� Determines optimal
paths smoothly.

� Needs more
reduction in running
time.

� It has some complex
computations.

[70]

“Path Planning for
Multi-UAV Formation
Rendezvous Based on
Distributed Cooperative
Particle Swarm
Optimization”

DCPSO Multiple

� All UAVs arrived
simultaneously
without collision.

� It avoids all types of
obstacles.

� It cannot be used in
real-time scenarios.

� It takes more time to
avoid collisions.

[71]

“A Performance Study of
Bio-Inspired Algorithms in
Autonomous Landing of
Unmanned Aerial Vehicle”

BOA
MFO
ABC

Single

� MFO obtains the
best points with
minimal run time
and error.

� Gives bearable
accuracy.

� Error is not
optimized.

[72]

“UAVs path planning
architecture for effective
medical emergency
response in future
networks”

CVRP
PSO
ACO
GA

Single

� CVRP outperforms
with the least
runtime and
minimal cost and
enhanced capacities.

� Achieves the proper
navigation.

� Lacks benchmark
solutions. Does not
consider real-time or
complex scenarios.
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[73]

“Path planning of multiple
UAVs using MMACO and
DE algorithm in dynamic
environment”

MMACO
DE

Multiple

� Increases the
robustness.

� Preserves the global
convergence speed.

� In multi-colonies,
one colony follows
same path as basic
ACO.

[74]

“Multi-UAV coordination
control by chaotic grey wolf
optimization-based
distributed MPC with
event-triggered strategy”

Chaotic
GWO

Multiple

� Gives efficiency in
computations.

� Enhances the global
search mobility
convergence speed.

� Stability
conditions are not
analyzed.

� Has limited
communication.

[75]

“Collective Motion and
Self-Organization of a
Swarm of UAVs: A
Cluster-Based Architecture”

PSO Multiple

� Gives fast
connectivity and
convergence.

� Assures stability
with fewer turns.

� Not implemented
on hardware.

� Focused on a
specific scenario.

[76]

“A Cluster-Based
Hierarchical-Approach for
the Path Planning of
Swarm”

MMACO Multiple

� Gives superior
performance.

� Gives an optimal
path with better
convergence.

� Variation in the
optimization costs
in colonies 2 and 3
is neglected.

[77]

“Cooperative Path Planning
of Multiple UAVs by using
Max-Min Ant Colony
Optimization along with
Cauchy Mutant Operator”

MMACO
CM

Multiple

� Finds the optimal
routes with the
shortest distance.

� Avoids collision.

� Enhances the
system complexity.

[78]

“A multi-strategy
pigeon-inspired
optimization approach to
active disturbance rejection
control parameters tuning
for vertical take-off and
landing fixed-wing UAV”

MPIO Single

� Proves to be
superior among all
algorithms to solve
multi-dimensional
searching issues.

� It converges faster
and exploits in a
better way.

� Altitude
fluctuation is still
present.

� Immature result
after 2nd iteration.

[79]

“Landing route planning
method for micro drones
based on hybrid
optimization algorithm”

DO Multiple

� Shows stronger
convergence both
locally and globally.

� Yields better
outcomes than both
single algorithms.

� Speeds up
convergence after
orthogonal
learning.

[80]

“Energy Efficient
Neuro-Fuzzy Cluster-based
Topology Construction with
Metaheuristic Route
Planning Algorithm for
Unmanned Aerial Vehicles”

QALO Single

� Gives more
energy-efficient
results, more rounds,
higher throughput,
and lower average
delay results.

� Selects optimal
routes.

� Does not manage
resources
optimally.
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[81]

“Coordinated path
following control of
fixed-wing unmanned
aerial vehicles in wind”

CPFC Single

� Attains leaderless
synchronization.

� Satisfies UAVs’
constraints and
upper bound path
following errors.

� Requires better
simulation of the
external
environment and the
wireless
communications.

[82]

“A diversified group
teaching optimization
algorithm with
segment-based fitness
strategy for unmanned
aerial vehicle route
planning”

GTO Single

� Gives faster
convergence.

� Handles all the
complex constrained
problems.

� Parameters need
automatic
adjustments.

[83]

“Coverage path planning
for multiple unmanned
aerial vehicles in maritime
search and rescue
operations”

RSH Multiple

� Gives optimal
results in a shorter
time.

� Robust to strong
wind.

� Does not provide
exact solutions for
larger instances.

[84]

“Hybrid FWPS
cooperation algorithm
based unmanned aerial
vehicle constrained path
planning”

FWPSALC Single

� Produces high and
superior quality
solutions.

� Handles constraints
in a better way.

� Gives poor
performance for
fewer number of
particles or a large
number of fireworks.

[85]

“Safety-enhanced UAV
path planning with
spherical vector-based
particle swarm
optimization”

PSO Single

� Reduces the cost
function.

� Gives the shortest
and smoothest paths
with fast
convergence.

� Faces premature
convergence.

In 2019, Yang et al. [42] proposed a spatial refined voting mechanism and PSO al-
gorithm that gave a 4D-space path planning that was collision-free and obstacle-free for
multi-UAVs. Duan et al. [43] used a dynamic discrete pigeon-inspired optimization tech-
nique for search attack missions by using distributed path generation and central tasks
mission. Jain et al. [44] suggested MVO and Munkres algorithms for the path planning and
coordination of multiples, it compared the results with the results of BBO and GSO and
concluded that the proposed algorithm is highly efficient in reducing execution time and
finding optimized path costs. Pérez-Carabaza et al. [45] worked on optimizing trajectories
for UAVs that used less time in searching for targets, avoided collisions, and maintained
communication. Then, there is a comparison of this MMAS-based algorithm with GA and
CEO, and it yielded better results than they yield. Shao et al. [46] used comprehensively
modified PSO for the path planning of UAVs. This method gave a faster and improved
convergence rate and solution optimality when compared with SPSO and MGA.

Mah et al. [47] suggested a joint optimization method that gave the best secrecy
performance to combat eavesdropping on the flight path and transmits power and gave
superior results to the max SNR method. Bo Li et al. [48] designed an improved ACO
algorithm based on the metropolis criterion and predicted three trajectory corrections
schemes for collision avoidance protocols and the inscribed circle method for smoothness.
Geovanni et al. [49] proposed an optimized path planning method using a meta-heuristic in
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the continuous 3D environment. The study also minimizes the path length in the presence
of static obstacles by manipulating control inputs. Ning et al. [50] solved the task-planning
issue of multi-target and multi-aircraft by proposing a two-layer mission-planning model
depending on the annealing and TS algorithms. Lihua et al. [51] gave an online priority
configuration algorithm for the UAV swarm flight in an environment having compounded
obstacles and showed superiority in cost of energy and time in simulation results.

In 2020, Xu et al. [52] solved the LQG problem of quad-rotor UAVs by presenting
a Gaussian information fusion control (GIFC) method that allowed accurate trajectory
tracking and reduced the design complexity. Hu et al. [53] proposed a 3D multi-UAV coop-
erative velocity-aware motion planning using VeACA2D and VeACA3D. While comparing
with LyCL and PALyCL, this algorithm gave higher possibilities of reaching the destination
while following shorter paths and reduced time costs. Gao and li [54] considered the
distributed cooperation approach formed on situation awareness consensus and its details
processing method for UAV swarms. Shang et al. [55] linked a co-optimal coverage path
planning method with a PSO algorithm for aerial scanning of compounded models. Qu
et al. [56] evaluated a novel hybrid grey wolf optimizer algorithm with MSOS and gave
better and improved results for UAV path planning in a complex environment.

Krishnan et al. [57] optimized the continuous-time trajectory by combining a decentral-
ized algorithm with third-order dynamics that helped robots to re-plan trajectories. Zhang
et al. [58] introduced an ant-based self-heuristic method for path planning of multi-UAVs.
In this study, the authors used U-shaped dense complex 3D space to reduce the confusion of
obstacle detection. It reduces the deadlock state with a two-stage strategy. Zhou et al. [59]
utilized the multi-string chromosome genetic and cuckoo search algorithms to improve
the MDLS algorithm. This improved algorithm proved that it had a better global opti-
mization capability and diversified scheme options, and completed tasks in a shorter time
as compared to the simplified MDLS. Qiu and Duan [60] developed an improved MPIO
formulated on hierarchical learning behavior that gave improved distributed flocking
among obstacles. Comparison with MPIO and NSGA-II showed that the improved MPIO
proved to be more suitablefort handling the various-objective optimization and obstacle
avoidance for UAV flocking.

Konatowski and Pawłowski [61] presented a path planning for UAVs with the help
of ACO. It uses waypoints along its path with unknown parameters. The proposed work
reduces the computational time and obtains the optimal route. Huang and Sun [62] detailed
an approach to feasible trajectory planning formation that depends on a bi-directional fast
search tree for UAVs. Radmanesh et al. [63] applied a PDE-based large-scale decentralized
approach and compared it with centralized and sequential approaches to obtain collision-
free and optimal path planning of multiple UAVs. Xu et al. [64] linked the grey wolf
optimizer algorithm with the PSO algorithm to achieve cooperative path planning of multi-
UAVs under the threats of ground radar, missiles, and terrain. Yu et al. [65] introduced an
improved constrained differential evolution algorithm that reduced the fitness functions
and satisfied the three constraints, namely, height, angle, and slope of UAVs.

Later, this improved algorithm was compared with FIDE, DE variants, RankDE,
CMODE, and (µ + γ) − CDE and proved that the proposed CDE generated more optimal
paths smoothly. Qu et al. [66] used a reinforcement learning-based grey wolf optimizer
algorithm. Then, compared the outcomes with the results of GWO, MGWO, EEGWO,
and IGWO algorithms and concluded that the proposed RLGWO gives better, feasible,
and effective path planning for UAVs. Shen et al. [67] solved the air pollution detection
problem for ships in ports and evaluated a synergistic path planning of multiple UAVs. He
suggested an improved PSO algorithm with a Tabu Search (TS) table, proved the efficient
detection of air pollution, and ensured less emission by ships.

Zhen et al. [68] gave an improved method that is a hybrid artificial potential field with
ant colony optimization (HAPF-ACO) method that executes tasks and avoids collisions and
obstacles efficiently for the cooperative mission planning of fixed-wing UAVs. The results
were compared with ACOAPF and PSO algorithms that proved the suggested algorithm
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to be highly efficient in task execution. Li et al. [69] detailed an ORPFOA algorithm that
allows online changing tasks for optimal path planning of multi-UAVs for solving faster
and giving higher optimization. Then, the outcomes of this suggested algorithm were
compared with GWO, PSO, PIO, PSOGSA, PPPIO, and FOA. The proposed algorithm gave
faster convergence and optimization than the others.

Shao et al. [70] obtained multi-UAV path planning by using the distributed cooperative
PSO approach. This study presents a complex dynamic environment with a higher success
rate of 0.9 compared to CCGA. Ilango and R. [71] studied Bio-inspired algorithms and
analyzed their performance in the autonomous landing of UAVs. Wu et al. [72] applied a
new method to UAVs that is based on consensus theory for their formation control as well
as obstacle avoidance.

In 2021, recent research by Ali et al. [73] developed a multi-colonies optimization
and combined MMACO and DE techniques for the cooperative path planning of many
UAVs in a dynamic environment. WANG et al. [74] proposed an MPC framework along
with Chaotic Grey Wolf Optimization (CGWO) and an event-triggered approach to give
UAV coordination control and trajectory tracking. Ali et al. [75] used combined movement
along with the reflexivity of a UAV swarm via the cluster-based technique by combining
the PSO algorithm with the MAS. It showed better convergence and durability. Shafiq
et al. [76] suggested a cluster-based hierarchical approach for control and path planning.
It quickly finds the optimal path along with the minimal costs. Ali et al. [77] applied a
hybrid algorithm of the max-min ant colony optimization algorithm with CM operators on
multiple UAVs for collective path planning. It gives the optimal global solution in minimum
time. He and Duan [78] considered flying, as well as touching down, issues and suggested
an improved PIO for tuning the parameters of ADRC. Liang et al. [79] developed an optimal
route planning for the landing of micro-UAVs using hybrid optimization algorithms with
orthogonal learning.

Pustokhina et al. [80] designed clustering that is energy efficient and plans optimal
routes by developing Energy Efficient Neuro-Fuzzy Cluster-based Topology Construction
with the MRP technique for UAVs. Chen et al. [81] suggested a coordination strategy for
fixed-wing UAVs with wind disturbances and developed a hardware-in-the-loop (HIL)
simulation. Jiang et al. [82] worked on path planning for UAVs under various obstacles and
proposed a diversified group teaching optimization algorithm with a segment-based fitness
approach that has better global exploration ability. Cho et al. [83] gave a coverage path
planning strategy with two phases for multi-UAVs that helped in searching and rescuing
in maritime environment. Zhang et al. [84] presented a hybrid FWPSALC mechanism for
the path planning method for UAVs that proved to be robust in searching and handling
constraints and had a better speed convergence. Phung and Ha. [85–88] developed a novel
technique with spherical vector-based particle swarm optimization (SPSO) that ensures
safety, feasibility, and optimal paths and gives results better than classic PSO, QPSO, θ-PSO,
and various other algorithms.

6. Discussion

The most crucial challenge in the field of UAVs is efficient motion planning. It requires
a state-of-the-art optimization method to counter issues. This research evaluates various
challenges faced by UAVs and all the current designs of motion planning techniques.
The recent developments discussed the results in high adaptable ability, cost and time
reductions in task executions, energy efficiency, obstacles, and collision avoidance.

While reviewing various motion planning approaches, it became evident that most of
the researchers preferred to use an optimization approach with nature-inspired algorithms.
While discussing numerous categories of path planning strategies, it appears that hybrid
algorithms give better performance. These improved and optimized algorithms overcome
the limitations of numerical and analytical techniques. By analyzing the manuscript, it
can be concluded that the best optimization approaches are swarm-based due to their
exceptional ability to solve complex issues with their simplified approach.
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7. Conclusions

UAVs are flying machines that possess safe and task-oriented mobility in the presence
of uncertainties with the help of modified techniques and the latest technological develop-
ments. The autonomous capability of these machines is also advancing and upgrading to
provide efficient flying and stable formation in dynamic environments. However, motion
planning issues in UAVs are most challenging among scholars. In this article, a detailed
comparative study on the motion planning issues and achievements of UAVs has been pre-
sented, along with the limitations of each article. The study also presents recent challenges
in all possible categories of UAVs to highlight the importance of UAVs in our society along
with their developments and state-of-the-art work performed in the last 3 years.

8. Future Work

There is a very bound analysis in the comparison field of motion planning and op-
timization algorithms that exists already and the determination of the best among them.
To deploy the multiple UAV systems in a finer way, various challenges and possibilities
need more exploration, as well as a reduction in exploitations. Leads for future work are to
model different swarm-based intelligent optimization approaches with high accuracy and
efficiency and further feasible algorithms for 3D-path planning strategies.
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Abbreviations

Acronyms Definitions

UAV Unmanned Aerial Vehicles

AI Artificial Intelligence

P2P Point-to-Point

MAC Medium Access Control

IETF Internet Engineering Task Force

MAVLink Micro Air Vehicle Link

NBC Nuclear, Biological, and Chemical

CAS Collision Avoidance System

IR InfraRed

GA Genetic algorithm

EP Evolutionary Programming

ES Evolutionary Strategy

DE Differential Evolution

HS Harmony Search

AIS Artificial Immune System

PSO Particle Swarm Optimization

BFO Bacteria Foraging Optimization

CS Cuckoo Search

ABC Artificial Bee Colony

ACO Ant Colony Optimization
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CRO Coral Reef Optimization

TLBO Teaching-Learning Based Optimization

FA Firefly algorithm

SFLA Shuffled Frog Leaping algorithm

PIO Pigeon Inspired Optimization

SA Simulated Annealing

GSA Gravitational Search algorithm

COA Chaotic Optimization algorithm

IWD Intelligent Water Drops

MOA Magnetic Optimization

TS Tabu Search algorithm

ICA Imperialistic Competition algorithm

MACO Metropolis Criterion ACO

MA Munkres algorithm

GIFC Gaussian information fusion control

DA Decentralized algorithm

SHA Self-Heuristic Ant

TDRS Task Decomposition Recourse Scheduling

CDE Constraint Differential Evolution

PDE Partial Differential Equation

DCPSO Distributed Cooperative Particle Swarm Optimization

DO Dragonfly Optimization

QALO Quantum Ant Lion Optimization

CPFC Coordinated Path Following Control strategy

RSH Randomized Search Heuristic

GTO Group Teaching Optimization

SDCM Swarm Distributed Cooperation Method

MFO Moth Flame Optimization

BOA Bat Optimization algorithm
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Abstract: The classification of targets by the use of radars has received great interest in recent years,

in particular in defence and military applications, in which the development of sensor systems that

are able to identify and classify threatening targets is a mandatory requirement. In the specific case

of drones, several classification techniques have already been proposed and, up to now, the most

effective technique was considered to be micro-Doppler analysis used in conjunction with machine

learning tools. The micro-Doppler signatures of targets are usually represented in the form of the

spectrogram, that is a time–frequency diagram that is obtained by performing a short-time Fourier

transform (STFT) on the radar return signal. Moreover, frequently it is possible to extract useful

information that can also be used in the classification task from the spectrogram of a target. The

main aim of the paper is comparing different ways to exploit the drone’s micro-Doppler analysis on

different stages of a multifunctional radar. Three different classification approaches are compared:

classic spectrogram-based classification; spectrum-based classification in which the received signal

from the target is picked up after the moving target detector (MTD); and features-based classification,

in which the received signal from the target undergoes the detection step after the MTD, after

which discriminating features are extracted and used as input to the classifier. To compare the three

approaches, a theoretical model for the radar return signal of different types of drone and aerial

target is developed, validated by comparison with real recorded data, and used to simulate the

targets. Results show that the third approach (features-based) not only has better performance than

the others but also is the one that requires less modification and less processing power in a modern

multifunctional radar because it reuses most of the processing facility already present.

Keywords: drone; micro-Doppler; radar; target; classification

1. Introduction

The identification of targets by radar has become a subject of great interest in recent
years. The main motivations for the growth of this interest are related to the increased
number of applications in which the target identification and classification could be useful:
the ability to classify and identify targets is an important aspect in air traffic surveillance and
in modern military applications. These applications require sensor systems able to identify
threatening targets with high reliability and precision [1]. Thus, the target classification
activity, that consists of giving to the system the ability to associate an object to a given
class of targets, is a main area of development in both civil and defence systems.

Concerning the specific case of drone classification, radars are capable of detecting
at longer ranges than other sensors and perform reliably in all weather conditions at any
time of the day [2]. Moreover, modern multifunctional radars (MFR) have been developed
recently and are able to perform several operations by dedicating specifically adapted
waveforms to different tasks, including the target classification task [3,4]. Thus, with
modern radar technologies, it is possible to perform the target classification task along with
all the other classic radar operations, such as surveillance and tracking.
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Concerning military and defence applications, several types of threat exist and today
is mandatory to distinguish between aircraft and drones. In particular, fixed-wings (FW)
aircraft and rotary-wings (RW) aircraft, such as helicopters, must be distinguished from
drones. In fact, the increased military and civil use of drones and the possibility to use
them as threatening weapons have caused drone’s detection and identification to be an
important matter of public safety.

Radar sensors for drone tracking and classification have been extensively studied in
the past [5–7] and several target identification and classification techniques are discussed in
the literature [8]. Up to now, the most effective technique was considered to be the micro-
Doppler analysis [9–12] that, used in conjunction with machine learning classification tools,
allows researchers to solve target classification problems [13–17].

A micro-Doppler signature of a target is created when specific components of an object
move with respect to the main body of the object itself, such as the rotating blades of a
flying helicopter [9] or of a drone.

The micro-Doppler signatures of targets are usually represented in the form of the
spectrogram, that is a time–frequency diagram that is obtained by performing a short-time
Fourier transform (STFT) on the radar return signal [10]. Using a spectrogram, it is usually
possible to extract useful information that can be used in the classification task, such as
the spectrum width, that allows researchers to distinguish the rotary wings from the fixed
wings, or the time distance between the vertical lines in the spectrograms, referred to as
blade flashes, that is related to the rotation rate of the propeller blades.

Even in the case of the drones, that have very short and thin blades, the rotation of
the propeller blades is sufficient to generate clear micro-Doppler signatures. In particular,
the works in [5,6,18] showed that an analysis of the radar return can be used to distinguish
drones from birds.

The final scope of this work is finding the best way to integrate a target classification
task (with particular attention to the distinction of the drone from the other objects) into a
multifunctional (not dedicated) radar. In multifunctional radars, the classification task is
only one of the tasks of the radar (e.g., together with surveillance tasks, tracking tasks, etc.)
and it is subjected to many constraints, such as, for example, a maximum time on-target,
the computational power, the signal processing capabilities, etc. On the other hand, in MFR,
some signal filters or signal processing facilities are already present for other purposes
(see the following section) and can be reused for the target classification task without any
additional cost.

To better understand which is the best possible approach and where to perform the
target classification in a multifunctional radar, a comparison of three possible methods
based on neural network classification applied at different stages of the radar processing
chain was performed, also taking into account the processing block already present in
the radar.

Summing up, the main aims and contributions of this paper are:

• A detailed model for the received radar signal from a drone is derived from the model
presented in [19], where only a single blade was considered: in the new model, a
given number of blades, rotors, and the body are considered, and the elevation angle
under which the drone is seen by the radar is taken into account. The proposed model
fits with real recorded data found in the literature and with signals recorded by a
real multifunctional by Rheinmetall. Finally, this model is useful to train the machine
learning algorithms and to simulate the radar signals;

• Three different approaches of classification suitable for a multifunctional radar are
compared: exploiting the spectrogram of the target, exploiting the spectrum of the
target, and exploiting a small number of features (extracted from the spectrum). Each
approach is analytically derived from the signal model and a neural network classifier
is trained and tested. The comparison of the different radar drone classification
methods is the goal of the paper and, to the best knowledge of the authors, this has
not been performed before for this type of radar. To simplify the comparison and to
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better understand the results, a well-known and simple neural network classifier is
used; a more complex and high-performance classification algorithm will be selected
in a future work.

The paper is organized as follows. In Section 2, the radar signal model is derived and
the radar processing approach is introduced. In Section 3, the proposed model is compared
with some past recorded data and with real data coming from the real multifunctional
radar, where the classification task will be implemented. In Section 4, the three different
approaches are evaluated using a neural network classifier and, last, some discussions and
conclusions are reported in Section 5.

2. Radar Signal Model for Drones and Aircraft

In order to derive the characteristics of the drone to be used for the micro-Doppler-
based target classification, the first step is the development of a mathematical model of the
radar return.

Simply representing a generic radar signal with its analytic vector, as follows:

STX(t) = Aejω (1)

the echo of a simple scatterer is usually represented as follows (neglecting the delay due to
the propagation):

SRX(t) = ARXej(ω+ωd) (2)

where ω = 2π fo and ωd = 2π fd. A and f0 are the amplitude and the frequency of the
transmitted waveform and ARX and fd are the received amplitude (related to the distance
of the target and to its capability to reflect the radio frequency signals) and the Doppler
frequency due to the target radial velocity.

A mathematical model of the signal back-scattered by a single rotating rotor blade can
be derived, as discussed in [19], modelling a blade as a stiff rod of a length, L, that changes
its orientation in time due to its rotation velocity (see Figure 1).

Figure 1. Geometrical models to compute the radar returned signal: single blade (on the left), single

rotor helicopter, and quadcopter on the right.
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During the time, t, it is seen under different angles by the radar:

sR,Blade(t) =
∫ L cos(Ωt+φ0)

0
exp

{

jω

(

t −
2x tan(Ωt + φ0)

c

)}

dx =

= exp{jωt}
∫ L cos(Ωt+φ0)

0
exp

{

−j
4π

λ
x tan(Ωt + φ0)

}

dx

(3)

with ω as the angular frequency of the radar transmitted wave, t as the time, c as the
velocity of light, λ as the wavelength, φ0 as the initial phase of the rotor blade, and Ω as the
rotation rate of the rotor blade.

The model directly computes the total received signal of each part of the rod, by
coherent integration on its length. The position of the rod change (and also the integral
limits) due to its rotation.

In this paper, the model in (3) is improved by considering also the dependence on the
elevation angle β under which the rod is seen and, moving to base-band:

sR,Blade(t) =
∫ L cos(Ωt+φ0)

0
exp

{

−j
4π

λ
x cos β tan(Ωt + φ0)

}

dx (4)

Now, considering a rotor with NB blades, in which each blade has its own initial
rotation angle φ0,k:

sR,Rotor(t) =
NB−1

∑
k=0

∫ L cos(Ωt+φ0,k)

0
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2π
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)})
(5)

Before generalizing the model of a rotor to the model of a drone it must be noted that
this formulation is more general and accurate then many other rotor models that are usually
based on the derivation given in [9]. In fact, this model not only includes the dependency
on the vertical aspect angle of the blade, but also the includes dependency of the reflected
signal on the blade horizontal aspect angle. In particular, the reduction in the blade
reflecting area is taken into account solving the integral in the interval [0 · · · Lcos(Ωt + φ0)].

Observing both the formulations, it is possible to understand that the instantaneous
Doppler frequency shift induced by the k-th blade is a sinusoidal contribution, representing
the fact that the Doppler frequency is modulated by the rotation rate Ω through sinusoidal
functions. Moreover, concerning the amplitude of the received signal in (5), the maximum
level occurs when the blade is orthogonal to the radar beam, then the amplitude tends
to drop sharply while the blade rotates. When the blade is orthogonal to the radar, it
is possible to appreciate the presence of blade flashes, that are vertical lines in the time–
frequency diagram of the rotating blades.

Finally, concerning the spectrum of a rotor with Nb blade, it can be represented, as
described in [20], with the following expression:

SR( f ) = ∑
k

cNBk δ( f − fD − NB k fr) (6)

with f as the frequency of the transmitted signal, fD as the Doppler frequency, and
fr = Ω/(2π) as the frequency of rotation of the blade. The coefficient cNk has a com-
plex expression that depends on the number of blades, on the blade length, on the angle
between the plane of rotation of the blade and the line of sight of the radar and on the
wavelength. The important consideration is that, according to the expression in (6), the
spectrum of rotating rotor blades is a train of Diracs, being the received signal periodic
in the time-domain. Thus, the distance between the frequency Diracs in the spectrum is
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related to the distance between the blade flashes in the spectrogram and, consequently, to
the rotation rate Ω. It follows that, in principle, the information derivable from the phase
term of the returned signal can be used to derive the target characteristics and, taking
some measurements on the spectrogram or on the spectrum of the target, it is possible to
estimate some of the physical parameters representative for the target. A summary of the
relationship between the signal, spectrogram, and spectrum parameters with the target
physical characteristics is reported in Table 1.

Table 1. Relationship between target physical characteristics and the signal, spectrogram, and

spectrum parameters.

Target Physical Characteristic Signal, Spectrogram, Spectrum Parameters

Rotation Rate, Ω Time Period of Blade Flashes in spectrogram, Tc =
2π

NB ·Ω

Blade Length, L Frequency distance between spectrum Diracs, ∆F = NB ·Ω
2π

Number of Blades, NB Maximum Doppler Shift, fD,max = 2·L·Ω
λ

Blade Tip Velocity, Vtip = L · Ω

Coming back to the model in (5), it can be used to represent a drone with more than
one rotor (see Figure 1): considering a given number of rotors NR, with NB blades each,
(5) becomes:

sR,Rotors(t) =
NR

∑
r=1

NB−1

∑
k=0

exp

{

−j
4π

λ
δr

}

λ

j4π cos β tan
(

Ωrt + φ0,r + k 2π
NB

) ·

·

(

1 − exp

{

j
4π

λ
L cos β sin

(

Ωrt + φ0,r + k
2π

NB

)})

(7)

This model is valid for a generic continuous-wave signals reflected by a target.
In order to match the model in (7) to the case of a multifunctional pulsed radar, the

typical radar processing chain and radar waveform parameters must be considered.
The generic radar processing chain is reported in Figure 2. The radar transmits a

sequence of pulses and their echoes (produced by the target) are received from the radar
receiver. In a modern radar, the echoes of the same target are processed together to improve
the radar performance. Each echo of the target is related to the target properties.

Having N echoes coming from the same target, the most used approach is to process
them together with the following steps (after the base-band conversions):

• Cancel the echoes from the ground by the use of a moving target indicator (MTI) that
is a sort of notch filter centred at zero frequency;

• Distinguish between targets that have different radial velocities (moving target detec-
tor MTD) that is typically implemented by the use of a fast Fourier transform of the
incoming signals;

• Last, the detection phase, compare the output of the MTD with a threshold to declare
whether the target is present or not at a given Doppler frequency (constant false alarm
rate—CFAR—detector).

In this context, the classification of the target can be performed at different levels
exploiting part of the processing block already present in a multifunctional radar.

The first proposed approach (the most used in the literature [10]) is the spectrogram-
based classification, in which the received signal from the target goes directly into a
separated chain that implements the STFT processor (block in green in Figure 2). Once the
spectrogram of the received signal is available, it can be used to classify the target with any
classification algorithm. This approach needs a dedicated processing chain that computes
the STFT from the raw data.
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Figure 2. Typical radar chain, composed of MTI, MTD, and CFAR, and related points, in which the

spectrogram, spectrum, and features classification can be implemented.

The second proposed approach is a spectrum-based classification (block in red in
Figure 2), in which the signal representing the target is picked up after the moving target
indicator (MTI) and moving target detector (MTD) blocks. This can be performed because,
in its most simple implementation, the MTD gives the discrete Fourier transform samples
of the received signal, that is, it gives the target spectrum, which is useful to perform the
classification task.

The third proposed approach is a features-based classification, in which discriminating
features are extracted after the radar detection mechanism. In that case, the received signal
from the target undergoes into all the processing steps. The CFAR is used to appropriately
set a threshold on the received signal spectrum and to declare whether a target is present
and, if there, in which velocity windows (i.e., which spectrum line) it falls. Observing in
which spectrum lines the detections fall, it is still possible to extract some features (for
example, the spectrum width, etc.) that can be used to classify the target (block in blue in
Figure 2).

As described before, pulsed radars transmit pulses with nominal pulse width, τ, of the
order of microseconds, at regular intervals in time called pulse repetition time—PRT—of
the order of milliseconds. In that case, confusing the pulse shape with a Dirac, the echo
signal from the target can be considered as sampled with sampling rate equal to PRT (see
Figure 3):

sR,Rotors(nPRT) =
NR

∑
r=1

NB−1

∑
k=0

exp

{

−j
4π

λ
δr

}

λ

j4π cos β tan
(

Ωr(nPRT) + φ0,r + k 2π
NB

) ·

·

(

1 − exp

{

j
4π

λ
L cos β sin

(

Ωr(nPRT) + φ0,r + k
2π

NB

)})

(8)

Finally, the non-rotating part of the drone must also be considered and, adding the
body with its own Doppler frequency, fD, due to the target radial velocity, the model of the
received signal becomes:
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sR,Target(nPRT) =
√

σbody exp{jωDt}+
√

σblade exp{j2ωDt} ·
NR

∑
r=1

NB−1

∑
k=0

exp

{

−j
4π

λ
δr

}

·

·
λ

j4π cos β tan φk,r(nPRT)

[

1 − exp

(

j
4π

λ
L cos β sin φk,r(nPRT)

)]

(9)

with

φk,r(t) = 2πΩrt + φ0,r + k
2π

NB
(10)

In (9), the terms σblade and σbody represent the fractional part of the total RCS of the
blades and of the body of the drone, respectively, and ωD = 2π fD. The radar cross
section (RCS) of the target is the capability of the target to back-scatter the incoming
signal [3], it depends on several parameters, such as the direction of the incident wave, the
polarization of the incident wave, the material of which the target is made, the wavelength,
and many others.

As shown in the following, this model can be used to represent both drones and
aircraft by appropriately defining their parameters, such as the number of rotors, the length
of the blades, the rotation rate of the rotors, the relative dimension (in terms of RCS) of the
body and of the blades, etc.

Figure 3. Pictorial view of the radar echoes of a given target and. The radar signal can be folded

every PRT and represented on the fast-slow time plane. Fixing the time from the transmitted pulse

(fast time) is possible to fix the target distance that we are processing. Collection of the echoes along

the slow time is possible to extract a time series representing the same target useful to estimate its

spectrum and/or spectrogram.

3. Model Comparison with Real Recorded Data

The proposed model was evaluated by comparison with both data coming from the
analysis of the literature and real recorded data. In particular, once defined the type of
target, the model can be used to simulate the target echo and the related spectrogram
and/or spectrum.
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A comparison of a real T-REX 450 single-rotor helicopter drone with NB = 2 blades,
from the work in [21], with the simulated helicopter drone spectrogram, by using the
proposed model, is shown in Figure 4. The real T-REX 450 helicopter drone is characterized
by a blade length about L = 45 cm and a rotation rate of the rotor blades about Ω = 40 rev/s.
In the spectrograms, it is possible to note the sinusoidal modulation due to the blades
rotation; moreover, when the blade is orthogonal to the radar view, a blade flash appears,
while for other angles, the amplitude drops sharply. As mentioned before, the amplitude of
the sinusoidal modulation is related to the blade tip and the distance between the blade
flashes is related to the rotation rate of the rotor blades.

Figure 4. Real and simulated spectrogram of the helicopter drone. Adapted from [21].

Another comparison is reported in Figure 5 where the spectrogram of a real quad-
copter drone with NB = 2 blades for each rotor, from the work in [22], is compared with
the simulated quadcopter drone spectrogram, by using the proposed model. The real
quadcopter drone is characterized by a blade length about L = 10 cm and a rotation rate
of the rotor blades about Ω = 100 rev/s. In the spectrograms it is possible to appreciate
the contribution of the main body, centred at the Doppler frequency fD = 0 Hz, and the
micro-Doppler contributions of the blades represented by the blade flashes.

Figure 5. Real and simulated spectrogram of the quadcopter drone. Adapted from [22].
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Note that, in general, the time resolution ∆t and the frequency resolution ∆ f that
characterize the spectrogram of a target are related to the radar waveform parameters
introduced in the previous section. In particular, by computing the STFT with a window of
N pulses that is shifted of N/2 pulses at each FFT computation, the spectrogram resolutions
have the following expressions:

∆t =
N

2 · PRF
=

N · PRT

2
(11)

∆ f =
PRF

N
=

1

N · PRT
(12)

With fixed N, if the PRT is increased, then the time resolution gets worse, up to the
loss of the blade flashes information in the spectrogram; instead, if the PRT is reduced,
then the frequency resolution gets worse, up to the loss of the ability to discriminate the
micro-Doppler contributions from the Doppler contribution of the body.

Thus, in general, it is important to find the best trade-off on the radar waveform
parameters in order to preserve the characteristics of the spectrogram. In the particular
case of a multifunction radar the time available to perform the task and the PRF have both
an upper limit and this will limit the resolution of the spectrum and spectrogram that can
be obtained with the radar (for example see the spectrograms reported in Figure 6, where
the PRF and total time of observation has some restriction due to the radar setting).

Figure 6. Cont.
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Figure 6. Simulated helicopter spectrogram, spectrum, and features (first row); simulated fixed-

wings UAV (or aircraft) spectrogram, spectrum, and features (second row); simulated quadcopter

drone spectrogram, spectrum, and features (third row); and simulated helicopter drone spectrogram,

spectrum, and features (fourth row).

An additional analysis, based on real recorded data, was carried out by exploiting
recorded data of a real DJI Matrice 600 drone (shown in Figure 7), coming from an S-band
multifunctional radar. The measurement campaign was performed on December 2021
during clear and sunny days. The DJI Matrice 600 drone model type has the characteristics
reported in Table 2.

Figure 7. DJI Matrix 600 drone model.
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Table 2. DJI Matrix 600 drone’s main characteristics.

Characteristics DJI Matrix 600

Weight [kg] 10
Max Speed [m/s] 30

Max Ascent Speed [m/s] 5
Max Descent Speed [m/s] 3

Hovering Time [min] 30
Max Angular Velocity [deg/s] 250

Diagonal Wheelbase [mm] 1100

A comparison between the real drone spectrum and the drone spectrum that was
obtained using the proposed model is shown in Figure 8. The spectra in Figure 8 were
obtained after the radar MTI elaboration and integrating more detections.

Figure 8. Simulated spectrum (red) vs. real spectrum (blue) after non-coherent integration.

In Figure 8, the drone spectrum shows both the body contribution, that is the main
peak centred on the Doppler frequency related to the drone’s flight, and the blades micro-
Doppler contributions, that are the secondary peaks around the main body peak. Moreover,
by measuring the frequency distance between the secondary peaks, it is possible to derive
the rotation rate of the rotor blades of the drone, by using the equations reported in Table 1.
In this case, Ω is about 50 rev/s, that is compatible with the DJI Matrice 600 model type.

4. Radar Processing and Target Classification

The developed mathematical model can be used to compute the reference signal for
each target type to be classified. Then, computing the spectrogram and the spectrum of
each type of target, it is possible to have a reference dataset for any possible machine
learning classification algorithm.

The target classes that are considered in this paper are:

• Class 1: helicopter;
• Class 2: fixed-wings (FW) UAV or aircraft;
• Class 3: quadcopter drone (drone 1);
• Class 4: helicopter drone (drone 2).

The machine learning tool that is considered for the classification is a classic feed-
forward neural network (FFNNET) with 1 hidden layer composed of 10 neurons. The
number of generated signals to train the neural network is Ntrain = 5000, while the number

193



Drones 2022, 6, 124

of generated signals to test the neural network is Ntest = 1000. The classification results
that are reported in the following are the average results that are obtained after 5 trainings
of the neural network. As said, the FFNNET is trained and tested with three types of input
representing the three possible classification algorithms at different stages of the radar
processing chain:

• Spectrogram samples generated from the raw signal coming from the radar chain;
• Spectrum samples generated from the MTD processor;
• Features extracted after the detector.

Concerning the third approach, the following features are considered:

• Spectrum width (W): it allows researchers to discriminate between rotary-wing targets
and fixed-wing targets. In fact, a rotary-wing target has rotating blades that introduce
micro-Doppler contributions in the received signal, that make the spectrum wide.
Instead, a fixed-wing target is always characterized by a narrow spectrum because no
micro-Doppler contributions are present. The spectrum width feature is computed by
measuring the maximum distances (in frequency) between the detections of the same
target;

• Distance between two detections (∆F): it allows researchers to discriminate between
different categories of rotary-wing targets, such as helicopters and drones. In fact,
the spectrum of a rotary-wing targets is a train of Diracs and the frequency distance
between these Diracs is directly related to the rotation rate of the rotor blades; so, by
measuring the frequency distance between the peaks in the spectrum, it is possible to
classify the specific type of rotary-wing target;

• Number of peaks over threshold (Np): in addition to the frequency distance between
Diracs, this feature may allow researchers to discriminate between different categories
of rotary-wing targets.

In Table 3, the physical parameters used to generate the four classes are reported, and
more details on the neural network used in the simulation are reported in Figure 9.

Note that in training the Doppler frequency of the target body is set to fD = 0 Hz,
in order to avoid that the neural network identifies the Doppler of the target body as a
discriminating feature for classification. Moreover, each target parameter is varied in a
range of about ±10% around the reference value, in order to take care of the variability
that can characterize different drones in the same class or different flight configurations.
Last, but not least, the training dataset is generated by considering an additive white
Gaussian noise (with SNR = 50 dB) as regularization noise, in order to avoid that the neural
network identifies as features the systematic errors that can be produced during the signal
generation. Examples of the simulated spectrogram, spectrum, and features after detections
of each target, used in the training phase, are shown in Figure 6.

Table 3. Target parameters considered in the neural network training phase. * In the case of UAV, the

contribution of the propeller is considered negligible due to its relative small dimension and due to

the fact that its plane of rotation is perpendicular to the line of sigh of the radar, producing almost

zero Doppler frequency.

Target Class NR NB L [m] Ω [rev/s] RCStot [m2]

Helicopter 1 2 8 ± 10% 5 ± 10% 3 ± 10%
Fixed-Wings UAV * (or aircraft) - - - - 10 ±10%

Quadcopter drone 4 2 0.1± 10% 100 ± 10% 0.01 ± 10%
Helicopter drone 1 2 0.6 ± 10% 25 ± 10% 0.1 ± 10%
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Figure 9. Details of the neural network used in the simulation (block diagram and parameters).

Concerning the test dataset, the spectrogram and the spectrum of each target are
generated by adding higher noise to the measurements (SNR in the range of 10 to 30 dB)
and more variability to the physical parameters representing the targets (from 10% to 50%)
and, finally, changing the observation time from 25 to 100 ms.

Moreover, in the test phase, the Doppler frequency of the target body is assumed to be
different from zero, in order to take care of the fact that the real target can have its own velocity
that must be estimated at the radar side. The target central frequency estimation is an important
preprocessing step to be carried out before the classification, in order to remove it from the
received signal and to come back to features that are similar to the ones used in the training
phase. In any case, the residual error due to the not perfect estimation of the central frequency
of the incoming signal becomes negligible after this preprocessing step.

The values of fD are imposed starting from the typical velocities of the targets of
interest and using the following classic Doppler formula: fD = 2vr/λ.

Examples of classification results are reported in Tables 4–6, that report the confusion
matrices for the three classification blocks, for a time on-target tmin = 75 ms, for a SNR
in training equal to 50 dB, and for a SNR in the test equal to 30 dB. Table 4 represents the
confusion matrix in the spectrogram case, Table 5 represents the confusion matrix in the
spectrum case, and Table 6 represents the confusion matrix in the features case.
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Table 4. Confusion matrix: classification results with spectrogram samples, SNR = 30 dB in test,

tmin = 75 ms.

REAL/PRED HELICOPTER FW-UAV QUAD-DRONE HEL-DRONE

HELICOPTER 1215 35 0 0 97.2%

FW-UAV 0 1250 0 0 100%

QUAD-DRONE 0 0 750 500 60.0%

HEL-DRONE 0 0 250 1000 80.0%

100% 97.3% 75.0% 66.7% 84.3%

Table 5. Confusion matrix: classification results with spectrum samples, SNR = 30 dB in test,

tmin = 75 ms.

REAL/PRED HELICOPTER FW-UAV QUAD-DRONE HEL-DRONE

HELICOPTER 989 261 0 0 79.1%

FW-UAV 93 1157 0 0 92.6%

QUAD-DRONE 0 0 1153 97 92.2%

HEL-DRONE 0 1 277 972 77.7%

91.4% 76.1% 80.6% 90.9% 85.4%

Table 6. Confusion matrix: classification results with features, SNR = 30 dB in test, tmin = 75 ms.

REAL/PRED HELICOPTER FW-UAV QUAD-DRONE HEL-DRONE

HELICOPTER 1034 206 8 2 82.7%

FW-UAV 0 1241 9 0 99.3%

QUAD-DRONE 0 158 1092 0 87.4%

HEL-DRONE 0 1 58 1191 95.3%

100% 77.3% 93.6% 99.8% 91.1%

The correct classification rate results to be 84.3% in the spectrogram case, 85.4% in
the spectrum case, and 91.1% in the features case. Thus, the features-based classification
allows researchers to reach slightly better performances than the spectrogram-based and
spectrum-based classification, that instead have similar performances. However, by looking
at the content of the confusion matrices, it is possible to note that some confusion is present,
in particular in the distinction of the quadcopter drone with the helicopter drone and in
the distinction of the helicopter with the FW-UAV (or aircraft). A deeper evaluation is
carried out by evaluating the the F1-score for each configuration, by varying the SNR, the
parameter variation span, and the time on-target in the test. The F1-score is defined as [23]:

F1 =
2

C

C

∑
c=1

Pc · Rc

Pc + Rc
(13)

where C represents the total number of classes (four in this paper). In Equation (13), Pc is
the precision of the c-th class and Rc is the recall of the c-th class, defined as:

Pc =
TPc

TPc + FPc
; Rc =

TPc

TPc + FNc
(14)

where TPc is the number of true positives, FPc is the number of false positives and FNc is
the number of false negatives, all of the c-th class.

196



Drones 2022, 6, 124

With reference to the confusion matrix in Table 5, concerning the helicopter class, the
recall is Rhel = 79.1%, the precision is Phel = 91.4%, and the relative F1-score is F1hel =
84.8%. The same can be carried out for the other classes and, by applying the formula in
Equation (13), it is possible to derive the overall F1-score.

Performances when varying the SNR in test are reported in Figure 10. It is possible to
notice that, as expected, increasing the SNR improves the performances of all the classifiers.
In particular, for SNR < 20 dB, the most performing approach results to be the one in
which the spectrogram samples are given as input to the neural network. Instead, when
the SNR is sufficiently high to correctly reconstruct the spectrograms and spectra of the
targets, the performances of the three approaches become comparable and stable around
85%, with the approach of the features that is slightly better than the spectrogram and
spectrum approaches.

Figure 10. F1-score vs. SNR in test, time on-target tmin = 75 ms.

As mentioned before, the three approaches are also compared by varying the range of
values of the target parameters in test, in order to emulate different drone models or flight
behaviours. The F1-score versus the parameters variation in test is reported in Figure 11. As
expected, the performances of the classifier get worse if the range of variation of the target
parameters increases. In fact, the greater is the range of values in which a parameter varies,
the more two different categories of targets tend to be confused. As an example, consider
the case of the two drones: when the blade length of a quadcopter drone is varied of about
±50% with respect to its reference value, it is highly probable that the received signal from
the quadcopter drone is similar to the received signal from the helicopter drone, leading to
subsequent classification errors. It is also interesting to notice that, with the parameters
variation rate fixed, the spectrogram and spectrum approaches have an almost equivalent
behaviour, while the approach of the features gives much better classification results. In
any case, the classification performance is still good also with a parameter variation of
about 40%.
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Figure 11. F1-score vs. parameters variation rate, time on-target tmin = 75 ms.

Last, the F1-score of the three approaches has been evaluated by varying the observa-
tion time (time on-target), as reported in Figure 12.

Figure 12. F1-score vs. time on-target.

It is possible to notice that, as expected, the classification performances of all the three
approaches improve when the time on-target increases. In fact, when the observation
time is longer, the spectrogram and the spectrum of each target are reconstructed in a
better way and, as a consequence, the classification performances improve. In particular,
for a tmin = 100 ms, the spectrogram-based approach and the spectrum-based approach
allow researchers to reach an F1-score of about 90%, while the features-based approach has
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better results, with F1-score above 95%. However, it is important to remember that also
time on-target is subject to a trade-off between the minimization of the task time and the
classification performance.

Finally, it is clear that the approach of extracting features from the target spectrum and
using them as input to a neural network is the most promising.

5. Conclusions

The aim of this paper was the exploration of possible ways to introduce drone and
other flying object classification tasks into a multifunctional radar.

In order to reach this goal, a mathematical model of the received signal from a generic
drone, having rotary parts or not, was developed. The proposed model can be specialized
to any desired target category by simply adjusting its parameters. In fact, even though
this paper considers just four target categories (helicopter, fixed-wings UAV (or aircraft),
quadcopter drone, and helicopter drone), the developed model can be easily extended to
other target categories, such as ballistic targets or other types of drone. Having the models
of the targets, it is possible to use them for the training phase of any classifier tool.

The main goal of the paper was the comparison of the classification performance of
three different approaches, from low-level to high-level signatures, with respect to the
typical radar chain.

Simulation results shows that the three method lead to a similar results but the
best classification performance is obtained, for the different tested scenarios, with the
features-based classification after the radar detection mechanism and can be chosen as the
preferred approach. Moreover, apart from the merely classification results, the features-
based approach has also other advantages with regards to the other ones:

• It allows a very fast training of the neural network and a better reliability in the results,
because, in general, neural networks perform better when the features to be processed
are a small representative number;

• The features-based approach is the one that require the lowest additional processing
power in the radar chain. In fact, it exploits all the huge signal processing (filtering, fast
Fourier transformation, and thresholding) already present in any modern radar. On
the contrary, additional signal processing blocks at lower level of the radar chain, as the
spectrogram and spectrum computations are necessary for the other two approaches.

Finally, it is important to note that the proposed model can be used to include other
classes in the classification task and that the classification method (FFNNET) can be substi-
tuted with any other more performing classification tool. In the authors’ opinion, this last
step was not necessary at this level due to the need to maintain the results of the proposed
comparison generally, which are simple to understand and not dependent on a specific
optimized classification algorithm.

Future steps of the work will be the collection of a data-set of real recorded features of
different drones to confirm the obtained results and to select a less generic classification
method, tailored on the specific radar and feature characteristics.
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Abstract: Multi-UAV cooperative systems are highly regarded in the field of cooperative multi-target

localization and tracking due to their advantages of wide coverage and multi-dimensional perception.

However, due to the similarity of target visual characteristics and the limitation of UAV sensor

resolution, it is difficult for UAVs to correctly distinguish targets that are visually similar to their

associations. Incorrect correlation matching between targets will result in incorrect localization

and tracking of multiple targets by multiple UAVs. In order to solve the association problem of

targets with similar visual characteristics and reduce the localization and tracking errors caused

by target association errors, based on the relative positions of the targets, the paper proposes a

globally consistent target association algorithm for multiple UAV vision sensors based on triangular

topological sequences. In contrast to Siamese neural networks and trajectory correlation, the relative

position relationship between targets is used to distinguish and correlate targets with similar visual

features and trajectories. The sequence of neighboring triangles of targets is constructed using the

relative position relationship, and the feature is a specific triangular network. Moreover, a method

for calculating topological sequence similarity with similar transformation invariance is proposed, as

well as a two-step optimal association method that considers global objective association consistency.

The results of flight experiments indicate that the algorithm achieves an association accuracy of

84.63%, and that two-step association is 12.83% more accurate than single-step association. Through

this work, the multi-target association problem with similar or even identical visual characteristics

can be solved in the task of cooperative surveillance and tracking of suspicious vehicles on the ground

by multiple UAVs.

Keywords: multi-target association; topological sequences; triangular networks; global consistency;

similar transformation invariance

1. Introduction

Multi-UAV cooperative technology has advanced rapidly in recent years. UAVs
have been widely used in the fields of surveillance [1], reconnaissance [2], tracking and
positioning [3–7] due to their superior remote perception capabilities. In the multi-target
localization problem, the triangulation method [8] is a frequently used method, which
first matches the line of sight of the UAV platform pointing at the target [9]. When the
view axis is incorrectly matched, it inevitably leads to incorrect positioning results. In real
application scenarios, the limitations of high UAV flight altitude and low sensor resolution
add the difficulties to target detection and classification. In particular, targets with relatively
similar visual features cannot be distinguished and classified by conventional vision-based
detection algorithms. These reasons can lead to a large number of incorrect associations,
which can produce incorrect targeting results [10,11]. Due to the importance of multi-target
correlation problem in the field of localization and tracking, the multi-target association
problem has become a key problem to be solved in the field of cooperative multi-UAV
detection [12,13]. The main objective of this work is to solve the association problem of
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targets with similar visual features, and to propose an association method that does not
use the visual features of the targets but only the relative position relationship between the
targets to improve the accuracy of association of such targets.

Three primary methods can be used to solve the target association problem in UAV
sensors: image, trajectory, and relative position [14]. The image-based methods require
clear images of the target and a variety of image features [15]. Since UAVs are so maneu-
verable, the difficulty of extracting target trajectories is also significantly increased [16].
To distinguish and associate targets, relative position-based methods rely heavily on the
topological and geometric relationships between them. This method does not require a
high-resolution image and does not make use of other data from the UAV [17]. In this
paper, we propose a method for constructing a specific topological network using the
relative position relationship between targets, which is inspired by topological association
methods used in the field of radar detection technology [18]. As illustrated in Figure 1,
the method distinguishes and associates the targets based on their adjacent triangular
topological sequences. This method does not require the extraction of target image and
trajectory features and does not make use of the background of the images or the UAV’s
attitude information.
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Figure 1. A schematic diagram of multi-UAV target association based on a triangular topological

sequence.

Considering the issues raised in this paper and the shortcomings of existing multi-
target association algorithms, this paper proposes a globally consistent two-step multi-
target association algorithm that solves the multi-sensor multi-target association problem
solely using the relative position features of multiple targets. First, this paper triangulates
all targets and determines their triangular topological characteristics based on their connec-
tivity relationships in the triangular network. Second, to avoid the dependence of features
on the coordinate system, this paper calculates the similarity of two triangles using the
difference in triangle angles. Meanwhile, the feature similarity with similar transformation
invariance is determined by calculating the weighted mean of all neighboring triangles’
similarity. Finally, considering the global goal association’s consistency, a two-step comple-
tion association is proposed. The partial correlation results from the first step are used to
solve the transformation relationship between the two sensor coordinate systems. After
eliminating the incorrect association in the first step, the transformation matrix is used
to investigate possible associations in the unassociated results. The two-step association
method not only improves the algorithm’s correct association rate, but also enables it
to perform better when some targets are not detected. These benefits are confirmed in
simulation experiments.
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The method’s primary contribution to innovation is that it augments the geometric
topology-based association method with the following three enhancements. The first is
consistency of global association, which is achieved by combining knowledge about multi-
view geometry, which has the same mapping relationship for two photos taken from the
same viewpoint, and which is considered in this paper. The second is to rely on specific
rules rather than empirical thresholds for the construction of topological features. Ref. [18]
used thresholds to determine which neighbors should be included in the constructed
features, which is not an easy task in practice. By comparison, the structure formed through
triangular dissection is more scientific. Thirdly, because the method for calculating feature
similarity is similar in terms of transformation invariance, i.e., the same structure remains
unchanged after rotation, translation, and scaling, the similarity values obtained using this
method are identical. The algorithm’s primary contributions are as follows:

(1) Rather than relying on image and trajectory features, it distinguishes and associates
identical targets within a single context using their relative positions.

(2) The method for calculating similarity exhibits similar transformation invariance. The
method used to generate feature sequences is a non-empirical one.

(3) The association process considers the target coordinates’ global consistency.
(4) The algorithms are applicable to vision and vision sensors, as well as vision and

infrared sensors, as well as infrared and infrared sensors.

The remainder of this paper is organized as follows: Section 2 discusses some recent
research on multi-objective association algorithms. Section 3 describes the multi-objective
association algorithm proposed in this paper, which entails the construction of target
detection, triangular topological networks, the calculation of the target similarity matrix
using neighboring triangular sequences, and a two-step optimal association algorithm
based on global consistency. Section 4 conducts simulation experiments to determine
the algorithm’s association accuracy under various conditions and comparison tests to
determine the algorithm’s association accuracy in comparison to various other algorithms.
Section 5 summarizes the entire paper and provides an outlook on future work.

2. Related Works

Three primary algorithms for multi-objective association are described in the pub-
lished work [14]. They include methods for associating trajectory similarity [16,19], image
matching algorithms based on deep neural networks [20,21], and methods for associating
reference topology [18]. Additionally, some researchers have attempted to process target
trajectories using neural networks [22]. Trajectory-based association, in general, necessitates
fixed sensor positions and high-quality extracted trajectories. Correlating images based on
their clarity and feature density is difficult for drones flying at high altitudes to accomplish.

The methods for trajectory correlation primarily analyze data using probabilistic and
statistically relevant methods. The Nearest Neighbor method was proposed by Singer
and Kanyuch [23]. Then, Singer et al. [24] advanced the idea of trajectory association
by introducing the concept of hypothesis testing and establishing a weighted trajectory
association algorithm under the assumption that the estimation errors are mutually in-
dependent. On this basis, Bar-Shalom [25] modified this algorithm’s distance metric to
remove the requirement that the estimation errors of trajectory sequences be independent
of one another and proposed a modified weighted method. Chang et al. [26] introduced
the concept of allocation to operations research to extend the weighted method and pro-
posed the classical allocation method for solving the trajectory association problem. The
outcomes of trajectory association-based methods are significant and widely applied in the
field of visual perception [14]. However, extracting high-quality target trajectories from
maneuverable UAV image sensors is challenging.

In terms of Siamese neural network research, Ref. [27] pioneered the concept of a
Siamese network based on dual target–environment data streams. Ref. [15] proposed a
Siamese network architecture with dual data streams capable of extracting spatial and
temporal information from RGB frames and optical flow vectors, respectively, to match
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pedestrians to distinct data frames. Ref. [28] achieved vehicle association between cameras
at various locations by utilizing a license plate-body dual data stream Siamese neural
network. Ref. [29] proposed a novel relative geometry-aware Siamese neural network
that improves the performance of deep learning-based methods by exploiting the relative
geometric constraints between images explicitly. To address the issue of target associa-
tion robustness, Ref. [30] added a SE-block and a temporal attention mechanism to the
framework of the Siamese neural network to enhance the network’s discriminative ability
and the tracker’s recognition ability. The preceding conclusions are predicated on the
assumption that the sensor images are of high quality and that the image features of the
targets are distinguishable.

The reference topology-based approach solves the multi-target association problem
in terms of different trajectories and images, without relying on any image features and
without requiring a consistent sensor coordinate system [18,31]. Yue et al. [32] pioneered
the reference topology association method. On this basis, Ref. [33] switched to a topological
sequence rather than a single reference topology. Zhang et al. [34] correlated topological
sequences using the gray correlation method. Instead of a sequence, Wu et al. [35] attempted
to construct a more complex target topological matrix. Hao et al. [36] used triangles as the
basic topology instead of all neighboring targets in cases such as dense multi-target and
formation targets. Hasan et al. [37] used the reference topology to solve the asynchronous
trajectory association problem. In other words, Li et al. [38] proposed a topological sequence
association method based on a one-dimensional position distribution of multiple targets
for determining the characteristics of visual sensors in air-ground systems and applied the
method to air-ground systems for the first time. You et al. [39] recovered lost objects using
temporal topological constraints based on the continuity and consistency of the multi-target
topology in continuous frames. Ref. [17] groups targets according to their positions and
velocities before applying a topology-based group target tracking algorithm to the tracking
problem of dense target groups. Ref. [35] proposes a method for target association based
on the target mutual support topology model, in which the mutual support matrix is
defined, and the correct target relationship is determined using the optimal method with
constraints. While research on reference topology is expanding, the following issues persist
with the current results: (1) since topological features cannot adapt to coordinate system
transformations, the reference target must be determined empirically; (2) existing work is
primarily concerned with local topology and neglects global consistency; (3) in practice,
the correlation error rate is significantly less than the simulation effect.

3. Materials and Methods

The algorithm described in this paper is divided into three sections: (1) detecting the
target and constructing a triangular network; (2) computing topological similarity; and
(3) a two-step optimal association algorithm. The algorithm’s main flow is depicted in
Figure 2, and this paper will use TTS as an abbreviation for proposed association algorithm
based on Triangular Topological Sequence. The targets are first detected using vision images

from Sensor_A and Sensor_B, and then their pixel coordinates {za
i }

na

i=1
and {zb

i }
nb

i=1
are

extracted. Their pixel coordinates {za
i }

na

i=1
and {zb

i }
nb

i=1
are used to construct a specific

triangular network, and their target’s topological triangular sequence Ta
i = {∆b

ijk} and

Tb
i = {∆b

ijk} are extracted. Then, using a similarity calculation method based on the triangle

angle, the similarity of the target triangular topological sequence is calculated, and the
similarity matrix Wm×n, which contains the degree of similarity between all combinations
of m targets in Sensor_A and n targets in Sensor_B, is obtained. Finally, in two steps, the
target association is completed. The first step processes the similarity matrix Wm×n and
extracts the global consistency matrix ̂H to obtain partial target association results R. The
second step employs the global consistency matrix ̂H to eliminate incorrect associations
discovered in the first step’s association results R and to identify possible new associations
R1 with the remaining unassociated targets under the new law. R′ is the result obtained by
eliminating the wrong association in R.
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Figure 2. The overall flow chart of multi-objective two-step association algorithm based on triangular

topological sequence.

3.1. Constructing Triangular Topological Sequences

The input raw data are the visual image of the UAV, and an efficient target detection
algorithm is needed to extract the relative position relationship of multiple targets. Many
object detection algorithms are introduced in survey [40–43]. Considering the detection
speed and accuracy of the algorithms mentioned in the above survey, this paper chooses
yolov5 [44] as the target detection algorithm. Figure 3 illustrates the results of two UAV
vision sensors’ multi-target detection. The results are parsed to extract the set of target
points, and a triangular topology network is constructed.
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Figure 3. Construction of triangular topological features for a multi-target point set and calculation

of topological similarity.
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In this paper, the Cartesian coordinate systems Ua and Ub are established with refer-
ence to the pixel coordinate system of the vision sensor. Meanwhile, the real coordinates
of target i in the coordinate system Us at time t can be expressed as xs

i . Due to the image
resolution and the detection algorithm, the target pixel coordinates typically carry an
observation error x̃s

i . Thus, the target coordinates of the detected target in sensor s in the
coordinate system Us with observation error can be expressed as:

zs
i = xs

i + x̃s
i . (1)

where x̃s
i ∼ U(−Ps

i , Ps
i ) is the observation error of the target i pixel coordinates in sensor s.

Let (zs
i )

ns
i=1 = {zs

1, zs
2, · · · , zs

(ns)
} be the set of pixel coordinates of all targets in sensor s at

moment t, where ns denotes the total number of targets detected in sensor s. According
to [45], pictures taken at various angles for the same scene have a unique perspective
transformation relationship, i.e.,

∃Ĥ, s.t. za
i = Ĥ · zb

i . (2)

where Ĥ is the optimal estimate transformation matrix from Ua to Ub.
The following topological features are constructed for (zs

i )
ns
i=1 = {zs

1, zs
2, · · · , zs

(ns)
}.

Ref. [18] used empirical thresholds to determine neighboring nodes based on their distance,
which can be used only within the same coordinate system. This paper employs a method
of feature construction that is not dependent on empirical thresholds or coordinate systems.
First, Delaunay triangulation [46] is used to create a unique triangular network from (zs

i )
ns

i=1
.

Due to the nature of Delaunay triangulation, which is closest, unique, and regional, each
point in the constructed triangular network forms a triangle with only the nearest finite
point. When a point is removed from the mesh, it affects only the triangles associated
with that point. Due to the uniqueness of the result of Delaunay triangulation and the fact
that the similarity transformation does not alter the ratio of angles and side lengths of any
triangle in the network, the similarity transformation has no effect on the connectivity of
points in the triangular network.

In the constructed network, let L be the set of all connected lines in the network
and ljk ∈ L denote the line connecting zs

j and zs
k. For target i, all triangles adjacent to zs

i

constitute the triangular topological features of target i:

Ts
i = {△s

ijk|lij, lik, ljk ∈ L; j = 1, · · · , ns
i ; k = 2, · · · , ns

i , 1}

= {△s
i12,△s

i23, · · · ,△s
ins

i 1}.
(3)

where ns
i denotes the total number of reference points connected to target i in sensor s, and

△s
ijk denotes the triangle composed of zs

i , zs
j , zs

k.

3.2. Calculate the Similarity of the Triangular Topological Sequence

For the triangular topological sequence depicted in Figure 3, we introduce a method for
calculating the similarity between a single triangle and the triangular topological sequence
Ts

i . To calculate triangle similarity, Ref. [36] devised a method based on triangle side
lengths, but this method is inapplicable when the scales of the two coordinate systems
are different. To address this issue, this paper develops a more discriminating similarity
calculation function based on the difference in triangle angles. A function for calculating
triangle similarity that has a high degree of differentiation should exhibit the following
characteristics: (1) The similarity value decreases monotonically as the difference between
the two triangles increases. (2) The smaller the triangle difference, the larger the change
in similarity caused by the unit change in the triangle. That is, a concave function that
decreases monotonically. Let the three angles of △s

is jk be ∠αs
i , ∠αs

j , and ∠αk. Then, the

difference between △a
ia jk and △b

ib jk can be expressed as △iaib = ∑p=i,j,k |∠αa
p −∠αb

p|. Thus,

the similarity of the xth triangle of Ta
ia

and Tb
ib

is calculated as:
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ωiaib−x = 1 − ln(1 + λ ·
△αiaib

180
). (4)

where λ adjusts the range of values of ω. In this paper, we take λ = 1.72. Wm×n is the
similarity association matrix of m targets in sensor a and n targets in sensor b, where ωiaib is

the element of the iath row and ibth column of Wm×n, the similarity between za
ia

and zb
ib

:

ωiaib =

min
(

na
ia

,nb
ib

)

∑
x=1

(

∠αa
ia−x +∠αb

ib−x

)

αiaib

· ωiaib−x. (5)

αiaib =

na
ia

∑
x=1

∠αa
ia−x +

nb
ib

∑
y=1

∠αb
ib−y. (6)

where ∠αs
is−x is the ∠αs

i of the xth triangle in Ts
is

. This method can be described as taking a
weighted average of the similarity of the neighboring triangles. The angle occupied by the
neighboring triangle △s

ijk around the point zs
i is used as the weight of △s

ijk.

3.3. Two-Step Global Constraint-Based Association Algorithm

This section discusses the two-step association algorithm based on the similarity
association matrix Wm×n and the consistency of global association, where the consistency
of global association has not been considered in previous works. The global association

consistency entails that all association targets in (za
i )

na

i=1
and (zb

i )
nb

i=1
satisfy Equation (2).

In the first step of association, the similarity matrix Wm×n that contains local feature
information is processed, and the association result of the first step is derived. The principle
of global optimal allocation is as follows: (1) only one element from each row of the matrix
is chosen; (2) only one element is chosen from each column of the matrix; (3) the greatest
possible sum of all selected elements’ values. In the first step, all selected pairs in Wm×n

form the global optimal association result R in the first step.
As shown in Figure 4, in practice, the triangular topological sequence of some targets

produces local variations due to partial target occlusion and the influence of observation
errors x̃s

i . For the case of multi-target formation, the targets have a similar relative position
relationship with each other, so the triangular topological features of the targets are similar,
and the similarity difference is small. These factors are not conducive to distinguishing
the triangular topological sequence, so that the result of the global optimal assignment
principle contains some wrong matches. Among the total association results, the wrong
match has the different Ĥ from the other associations. For the case where most of the
correct association results contain a few incorrect associations, the Ransac algorithm can
be used to compute the transformation matrix Ĥ based on R and eliminate the incorrect
associations. The result that contains only the correct association after algorithm processing
is denoted as R′.

The second association step is to find potential associations among unassociated target
points using Ĥ and R′. (za

ia
, zb

ib
) ∈ R′ indicates that za

ia
and zb

ib
are accurately associated.

Considering the effect of observation error x̃s
i , for ∀zb

ib
/∈ R′, zba

ia
= Ĥ · zb

ib
, if ∃za

ia
/∈ R′ is the

closest point in (za
i )

na

i=1
at distance zba

ia
and satisfies the following formula:

W(△a
ia jaka

,△b
ib jbkb

) = max
x

(ωiaib−x).
(

za
ja

, zb
jb

)

∈ R′,
(

za
ka

, zb
kb

)

∈ R′.
(7)

za
ia

and zb
ib

are determined as the new correct association, when W(△a
ia jaka

,△b
ib jbkb

) denotes

the similarity of △a
ia jaka

and △b
ib jbkb

.
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Figure 4. (a) Topological sequences when a few targets are missing; (b) topological sequence when

most targets are missing.

In the next experiment part, this paper uses association precision and accuracy as
metrics for evaluating the experimental results:

Precision =
TP

TP + FP
, Accuracy =

TP + TN

TP + TN + FP + FN
. (8)

where TP is the number of correct associations predicted as correct associations, TN is the
number of incorrect associations predicted as incorrect associations, FP is the number of
incorrect associations predicted as associations, and FN is the number of correct associations
predicted as incorrect associations.

4. Results

This section simulates and tests the proposed algorithm, with the simulation test
consisting of three major sections. The first section contains a series of tests to determine the
correlation’s precision under various experimental conditions. Several experimental con-
ditions were established in the following manner: (1) the sensor coordinate systems have
a similar transformation relationship; (2) specific targets are obscured or missed; (3) the
experimental area contains a variable number of targets; and (4) errors in observation. The
second section compares the correlation accuracy of the proposed TTS, the neighboring
reference topological feature association algorithm (RTF) [18], and the triangle topological
feature association algorithm (TTF) [36,47] under the four experimental conditions men-
tioned previously. The third part compares the proposed TTS to the RTF [18], TTF [36,47],
and the Siamese neural network method [48,49] for the association accuracy and precision
in a physical flight test.

Figure 5 shows the experiments of target detection using yolov5 [44] for UAV vision
images in this paper, and the algorithm is fast and accurate for UAV platforms. However,
the algorithm also cannot achieve the detection of all targets at all times. Figure 5a shows
vehicles moving at high speed on the road, and Figure 5b shows a dense and neatly
distributed vehicle in a square, where there are two undetected targets.
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(a) (b)

Figure 5. Two scenarios for testing the target detection algorithm, (a) is high-speed moving vehicles,

and (b) is dense and neatly distributed targets.

4.1. Testing on the Proposed Algorithm

The first section examines the effect of various experimental conditions on associa-
tion accuracy and compares the accuracy of single-step and two-step association in this
algorithm. As illustrated in Figure 1, multiple targets are randomly distributed throughout
the scene and are monitored by two UAV sensors. We set a square area with a shape of
100 m × 100 m, and then fly drones equipped with visual sensors over it. Considering
the effect of the number of targets on the association algorithm, we varied the number of
targets in the experimental region at intervals of ten in the range of 10 to 100. We created
a set of basic tests with a total of 12 combinations for each target quantity setup, which
included three different rotation angles of 30°, 75°, and 135°, two scale transformations of
0.5× and 50×, and two translational transformations of 10 m and 50 m.

Figure 6a shows the results of the experiments on the algorithm’s similar invariance.
The experiments were repeated several times with the same experimental setup, and 10%
of the targets were not detected simultaneously by both sensors in each experiment due
to occlusion or other factors. The two-step association algorithm’s experimental results
were analyzed statistically (shown in Table 1), and the mean values of association precision
were 98.40%, 98.39%, and 98.34% for three different rotation angles, 98.44% and 98.28% for
two scale transformations, and 98.37% and 98.39% for two translational transformation
experiments. The mean value of association precision for all results was 98.38%, with 58.90%
of experiments achieving 100% correct association. The data indicate that the association
precision under different similar transformations is within the overall mean ±0.1% (shown
in Figure 6c), indicating that the similar transformation relationship between coordinates
has no significant effect on the association precision and that the algorithm has similar
transformation invariance. The effect of single-step and double-step association is depicted
in Figure 6b, with single-step precision significantly lower than double-step precision.
Single-step associations have an average precision of 63.3%, which is significantly less than
that of two-step associations. Single-step association precision decreases as the number of
targets increases and is greatest when the number of targets is small. The experimental
results demonstrate that the association method proposed in this paper has comparable
transformation invariance and that the two-step association significantly outperforms the
single-step association.

Figure 7 presents the experimental results of this paper for some target loss condi-
tions. Target loss occurs when a target is not detected due to obstructions or the detection
algorithm, most commonly certain randomly existing undetected targets and targets in a
portion of the area obscured by obstacles. We repeated the 12 base experiments several
times at 5% intervals, varying each of the 11 loss rates from 0% to 50%. The statistical
data of the results of the two-step correlation experiment are depicted in Figure 7a. When
the target is obscured within the local area, the experimental precision exceeds 98% and
remains stable when the missing rate is less than 20%. When the missing rate exceeds 20%,
the precision of the correlation decreases linearly. When the target is missed by 40%, the
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correlation precision falls below 30%. The experimental precision is greater than 98% for
randomly distributed undetected targets and remains stable at a missing rate of 10% or less.
When the rate of missing data exceeds 10%, the correlation precision decreases linearly.
Correlation precision decreases to less than 30% at a target missing rate of 30%. In this
case, a missing rate of less than 10% has little effect on the association algorithm’s precision,
whereas the random presence of undetected targets has a greater effect on the algorithm’s
precision when the missing rate exceeds 10%. In Figure 7a, the precision of the single-step
association is significantly lower than the precision of the two-step association, and the
two-step association has a significant improvement in association precision. The results of
one experiment are depicted in Figure 7b, where the precision of two-step correlation is
either extremely high or extremely low. To ensure that the algorithm maintains a higher
correlation precision more frequently, the following analysis of this phenomenon is made:
The critical step in the two-step association is to identify the global association consistency
and estimate the value of Ĥ. When the value of Ĥ is estimated accurately, incorrect asso-
ciations are eliminated, correct associations are increased, and association precision are
improved. When the value of Ĥ is estimated incorrectly, the correct association is reduced,
and the incorrect association is increased. Analysis of the experimental data reveals that
the two-step association algorithm has 88.10% probability of finding the correct Ĥ when
the single-step association precision is more than 30%.
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Figure 6. (a) The effect of the number of targets in the region on the correlation precision at three

rotation angles; (b) the effect of the number of targets in the experimental area on the correlation preci-

sion under different scale transformation and translational transformation conditions; (c) association

precision histogram and standard deviation curve of the proposed TTS under various conditions.

Table 1. Statistics of association precision under different similarity transformation experiments.

Rotation Translation Scale

Setup 30° 75° 135° 10 m 50 m 0.5× 5×

Two-Step (%) 98.40 98.39 98.34 98.44 98.28 98.37 98.39
One-Step (%) 65.37 63.78 60.68 63.84 62.77 62.30 64.26

The effect of uniformly distributed observation error x̃s
i ∼ U (−Ps

i , Ps
i ) on the cor-

relation precision is illustrated in Figure 8. In this paper, we set 31 values of Ps
i in the

range of 0 3 m at 0.1 m intervals and conduct 12 basic experiments used in Figure 6 under
each value to study the trend of algorithm association precision with observation errors.
Assuming that the size of the target is 1.5 m, the multiplier of the error relative to the target
is used for the horizontal axis. Figure 8a depicts the effect of observation error on average
correlation precision. When the observation error is less than 1.5 times, the correlation
precision fluctuates steadily above 90% with no decreasing trend. When the observation
error exceeds 1.5 times, the correlation precision rapidly decreases to approximately 70%,
and the fluctuation increases. In comparison, the precision of the single-step correlation was
always around 60%, indicating a slowing trend with insignificant fluctuations. Obviously,
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the two-step correlation algorithm has advantages. Figure 8b illustrates the effect of obser-
vation error on the correlation’s precision in one experiment. According to the data in the
figure, the two-step association algorithm maintains an association precision close to 100%
for observation errors less than 1.5 times, whereas the single-step association algorithm
maintains an association precision of around 60%, which is always less than the two-step
association. When observation errors exceed 1.5 times, the two-step correlation method
begins to exhibit increased fluctuation and the correlation precision decreases further. The
experimental results indicate that, while smaller observation errors have a smaller effect on
the correlation method proposed in this paper, observation errors greater than 1.5 times
have a greater effect on correlation precision, which may be due to observation errors
causing Ĥ estimation errors.
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Figure 7. (a) The effect of target missing rate of statistical results on correlation precision; (b) the

effect of target missing rate on association precision in a specific experiment.
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Figure 8. (a) The effect of observation error on correlation precision; (b) the effect of observation error

on correlation precision in a specific experiment.

4.2. Simulation Comparison Experiments

The second section compares TTS’s association accuracy to proposed TTS, RTF, and
TTF under the same experimental conditions. We conducted another series of experiments
on three different dimensions: (1) certain components are not detected; (2) the error as-
sociated with the observation is encoded in the coordinates; (3) the coordinate system of
the sensor is scaled differently. The association accuracy variation curves for the three
algorithms in different scale sensor coordinate systems are depicted in Figure 9a. Because
all three algorithms compared in this paper are rotation and translation invariant, this ex-
periment considers only cases with different scales. According to the experimental results,
the correlation accuracy of the current algorithm remains stable at around 98% across a
range of scales, whereas the accuracy of the other two algorithms decreases significantly
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as the coordinate system scales change. This demonstrates that the present algorithm
possesses similar transformation invariance to that of other algorithms. Figure 9b illustrates
the performance of the three algorithms in the presence of missing targets due to occlusion
by a local obstacle. The experiments demonstrate that, as the occluded area increases, the
association accuracy decreases. However, the algorithm described in this paper always
maintains a high association accuracy, which is on average 19.88% and 27.46% higher than
the association accuracy of the other two algorithms. The trend of association accuracy for
the three algorithms with varying observation errors is depicted in Figure 9c. The results
indicate that, when the observation error is less than 0.73 times of target size, the algorithm
in this paper maintains the highest association accuracy. When the observation error is
greater than 0.73 times, the results of TTS are lower than the results of TTF. Within the range
of observation error distributions of 0 to 2 times, this algorithm’s association accuracy is
always greater than that of RTF, by an average of 5.2%. When compared to the data in
Figure 9, the TTS algorithm outperforms the other algorithms in all three experimental
conditions, and its overall performance is optimal.
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Figure 9. The proposed TTS comparison experiments with other algorithms, (a) is the variation curve

of the effect on association accuracy at different scale transformations (b) the variation curve of the

effect of target occlusion rate on association accuracy (c) is the variation curve of the effect of different

observation errors on association accuracy.

4.3. Physical Comparison Experiments

The third section compares the proposed TTS to the RTF [18], TTF [36,47], and the
Siamese neural network method [48,49] for the association accuracy and precision in the
scenario shown in Figure 10.

Figure 10a depicts the algorithm described in this article being tested on a road with
heavy traffic and vehicles traveling at high speeds. Two DJI drones are used in this article to
capture video above the road. The two drones flew continuously between 80 m and 100 m
in altitude, following a predetermined trajectory to observe the vehicles on the road from
various angles. The targets are associated using the proposed TTS, RTF [18], TTF [36,47]
and Siamese neural networks [49], respectively, and the association precision and accuracy
are analyzed (shown in Figure 11). To develop the Siamese neural network’s recognition
model, we collected training data on the opposite road.

The proposed TTF, RTF, and TTF are compared in Figure 10a scenario in Figure 11a,b,
with experimental data for 50 s shown in Table 2. The RTF algorithm must implement the
specified threshold value, and Table 3 contains information about the threshold value and
association results obtained during the experiments. The proposed two-step TTF achieves
an association accuracy of 84.63%, while RTF and TTF achieve only 63.51% and 68.63%, re-
spectively. The proposed two-step TTF achieves a correlation accuracy of 67.87%, while the
RTF and TTF achieve only 20.31% and 61.81%, respectively. The proposed TTS’s single-step
association accuracy and accuracy are 71.80% and 79.99%, respectively, which are higher
than the RTF and TTF algorithms’ corresponding data. The experimental data demonstrate
that the proposed algorithm outperforms comparable algorithms implemented in this
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paper in terms of association accuracy and association accuracy, with a significant improve-
ment in association accuracy for the second-step association. The curves in Figure 11a,b
demonstrate how significantly the association results of all three algorithms vary in actual
flight experiments. While the algorithm performs better most of the time, there are times
when it performs poorly.

(a) (b) (c)

Figure 10. The results of target detection and triangular network construction in three flight test

scenarios. (a) is a scenario with a large number of randomly distributed moving targets. (b) is a

scenario with a large number of neatly arranged stationary targets. (c) is a scene with a small number

of neatly arranged stationary targets.
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Figure 11. (a,b) is the comparison of the proposed TTS with TTF and RTF in the scene shown in

Figure 10a. (c) is precision curves of the association between the proposed TTS and Siamese neural

networks in real flight experiments.

Table 2. Statistical data of experimental results of proposed TTF, RTF, and TTF comparative experi-

ments.

Index
Algorithm

Proposed TTS RTF TTF

Two-Step-Precision 84.63% 63.51% 68.63%

One-Step-Precision 71.80% 38.61% 55.66%

Two-Step-Accuracy 67.87% 20.31% 61.81%

One-Step-Accuracy 79.99% 41.45% 42.87%
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Table 3. Correlation result for different thresholds in the RTF method.

Index
Threshold

150 250 300 400 500 700 800 1000

Precision 0% 36.98% 42.74% 41.47% 53.27% 61.08% 63.51% 43.72%

Accuracy 0% 15.53% 24.08% 22.33% 21.69% 19.76% 20.31% 12.50%

The algorithm’s association results are depicted in Figure 10 and Table 4. The preci-
sion of two-step association is generally greater than that of single-step association, and
the Siamese neural network does not perform as well in practical tests as the algorithm
described in this paper. The mean precision of two-step associations is 84.63%, single-step
associations are 71.80%, and Siamese neural network associations are 38.25%. The algo-
rithm described in this paper outperforms the Siamese neural network-based approach in
terms of association precision. In terms of association accuracy, the algorithm in this paper
achieves an average of 67.87%, while the Siamese neural network achieves an average
of 38.25%, indicating that the algorithm in this paper outperforms the Siamese neural
network. They demonstrate that the indicators produced by this algorithm are superior to
those produced by the Siamese neural network, and that the two-step association results
produced by this algorithm are superior to the single-step association results.

Table 4. Statistical table of flight test results of proposed TTS and Siamese neural network in two

typical scenarios.

Scenes
Index

One-Step-Pre Two-Step-Pre Two-Step-Acc Siamese-Acc

Fast Moving (Figure 10a) 71.80% 84.63% 67.87% 38.25%

Dense Stationary (Figure 10b) 67.19% 100.00% 93.75% 5.08%

Table 5 summarizes the major advantages and disadvantages of the four algorithms
used in this paper based on the analysis of the aforementioned experimental results.
Figures 6 and 9a demonstrate that TTS transforms similarly to RTF and TTF without
distortion. As illustrated in Table 3, RTF must rely on empirical thresholds, whereas TTS
does not. To demonstrate the validity of global consistency, the improved correctness of
two-step correlation is obtained. In comparison to Siamese neural networks, TTS, RTF, and
TTF do not require consideration of the target’s image features to complete the association.
Among them, this paper considers non-empiricality, similar transformation invariance, and
global consistency for the first time, which is a novel contribution to the field.

Table 5. Comparison of advantages and disadvantages of proposed TTS, RTF, and TTF and Siamese

neural networks.

Characteristic
Algorithm

Proposed TTS RTF TTF Siamese

Similarity Transformation Invariance X X X X

Non-empirical X X X X

Global Consistency X X X X

Not Using Image Features X X X X

Additionally, the algorithm described in this paper has some limitations. In the
scenario depicted in Figure 10b, where targets are densely aligned within the scene, the
topological features constructed by the peripheral targets are more extreme and unsuitable
for association, and small changes in the features can result in large changes. Indeed, this
paper’s algorithm is applicable to a more decentralized target. The Siamese neural network
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outperforms the algorithm in this paper in terms of association for the two columns of
neatly aligned targets shown in Figure 10c. In addition, this algorithm is influenced by
global consistency matrix Ĥ, in which, when solved incorrectly, the association effect of
this method significantly decreases.

The preceding experiments are divided into three sections: the algorithm’s associ-
ation precision is evaluated in simulation experiments under a variety of experimental
conditions, and the association accuracy of multiple topological association methods is
compared. Additionally, the results of this algorithm’s association with Siamese neural
networks are compared under flight test conditions. Experiments demonstrate that the
algorithm described in this article has a high correlation accuracy and correctness, similar
transformation invariance, and performs well when the observation contains an error, and
the target is true. The present algorithm associates significantly better than the Siamese
neural network in the flight test and performs admirably in practical applications. Simul-
taneously, the experiment revealed several flaws in the algorithm described in this paper.
First, when the global consistency matrix is solved incorrectly, the algorithm’s association
effect is weakened. Second, due to the law of triangular dissection’s limitation, the topo-
logical characteristics of the target construction with neatly aligned boundaries are more
extreme and unsuitable for target association.

5. Conclusions

The paper proposes a new multi-target association algorithm based on triangular
topology sequences that utilizes global consistency and a two-step process to improve asso-
ciation accuracy. The algorithm constructs the feature sequence using a specific triangular
network and exhibits similar transformation invariance. The experimental results demon-
strate that the proposed multi-target association method achieves a high level of accuracy
and precision, and that the two-step association method improves the association effect
significantly. Under three experimental conditions, this algorithm had the best association
effect when compared to other algorithms. However, the algorithm described in this paper
has some limitations. When targets are neatly aligned, association results for targets on
the periphery are poor. The results of the association are strongly influenced by the global
consistency matrix, and any error in solving the consistency matrix results in a significant
reduction in the association’s accuracy.

The work presented in this paper can be applied to problems involving correlation
in UAV cluster reconnaissance of multiple ground targets, particularly when the visual
characteristics of the targets are very similar. For instance, drones are used in conjunction
to monitor many suspicious vehicles that share similar characteristics. The following will
be improved in future work: We will consider the category information associated with the
targets, and we will construct topological networks containing various types of targets and
associate them using topological sequences containing various types of targets.
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Abstract: This research aims to develop a visual tracking system for a UAV which guides a drone

to track a mobile robot and accurately land on it when it stops moving. Two LEDs with different

colors were installed on the bottom of the drone. The visual tracking system on the mobile robot

can detect the heading angle and the distance between the drone and mobile robot. The heading

angle and flight velocity in the pitch and roll direction of the drone were modified by PID control, so

that the flying speed and angle are more accurate, and the drone can land quickly. The PID tuning

parameters were also adjusted according to the height of the drone. The embedded system on the

mobile robot, which is equipped with Linux Ubuntu and processes images with OpenCV, can send

the control command (SDK 2.0) to the Tello EDU drone through WIFI with UDP Protocol. The drone

can auto-track the mobile robot. After the mobile robot stops, the drone can land on the top of the

mobile robot. From the experimental results, the drone can take off from the top of the mobile robot,

visually track the mobile robot, and finally land on the top of the mobile robot accurately.

Keywords: visual tracking system; embedded system; drone; omnidirectional mobile robot

1. Introduction

In recent years the drone industry has seen a boom, and drones are widely applied
because they are cheap, light, and safe. A drone positions itself with Lidar, GPS, or an
optical flow sensor so that it can fly with autonomy and stability. During the 1980s, research
on robotic image recognition began with the rapid development of computer hardware.
Then, in the 1990s, with faster computers and advanced cameras, drones were equipped
with image recognition. For example, helicopters equipped with vision-based tracking
technology are already in use, as studied in [1]. Since GPS signals cannot be received in
indoor environments, the positioning method is mostly based on image-based optical flow
positioning. In [2], the Lucas–Kanade (LK) algorithm for optical flow localization combines
it with the drone tracking of a particular color to realize the drone localization and automatic
flight indoors. In [3–5], the image recognition algorithm is designed to recognize ground
markers using the camera mounted on the bottom of the drone to achieve automatic and
precise landing of the drone. In [6], the developed algorithm was able to detect and track
an object with a certain shape on AR. Drone quadcopter, which could follow the line, was
able to predict the turn and also to make a turn on the corners. In [7], to solve the problem
with complex structures and low resource utilization of a traditional target tracking UAV
system based on visual guidance, this paper discusses an implementation method of a
quadrotor UAV target tracking system based on OpenMV. In [8], a small drone is taken as
an applicable platform, and relevant theoretical research and comprehensive experiments
are carried out around monocular vision feature point extractions and matching, UAV
target tracking strategies, etc. Finally, a target tracking system will be built in the future to
realize real-time face tracking.
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This research aims to enable a drone to track a mobile robot only with optical flow
sensor and image processes, without the help of GPS, and then to land on the robot when it
stops moving.

2. Architecture of Visual Tracking System

2.1. Drone

The drone used in the experiment is Tello EDU, as shown in Figure 1a, which positions
itself with an optical flow sensor and can be controlled by SDK commands [9]. Red and
blue LED lights are installed on the bottom of the drone, as in Figure 1b, so that the camera
on the mobile robot can detect where the drone is.

  

(a) (b) 

Figure 1. Tello EDU and two LEDs with different colors were installed on the bottom of the drone.

(a) Top view; (b) Bottom view.

2.2. Omnidirectional Mobile Robot

Many wheeled mobile robots are equipped with two differential driving wheels. Since
these robots possess two degrees-of-freedom (DOFs), they can rotate about any point, but
cannot perform holonomic motion including sideways motion [10]. To increase the mobility
of this mobile robot, three omnidirectional wheels driven by three DC servo motors are
assembled on the robot platform (see Figure 2). The omnidirectional mobile robot can move
in an arbitrary direction without changing the direction of the wheels.

 

(a) (b) 

Figure 2. (a) Structure of omnidirectional wheel; (b) motor layout of robot platform.

The three-wheeled omnidirectional mobile robots are capable of achieving three DOF
motions by driving three independent actuators [11,12], but they may have stability prob-
lems due to the triangular contact area with the ground, especially when traveling on a
ramp with a high center of gravity, owing to the payload they carry.
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Figure 2a is the structure of an omnidirectional wheel, and Figure 2b is the motor
layout of the robot platform. The relationship of motor speed and robot moving speed is
shown as:

V1 = ω1r = Vx + ωpR
V2 = ω2r = −0.5Vx + 0.867Vy + ωpR
V3 = ω3r = −0.5Vx − 0.867Vy + ωpR

(1)

where:
Vi = velocity of wheel i;
ωi = rotation speed of motor i;
ωP = rotation speed of robot;
r = radius of wheel;
R = distance from wheel to the center of the platform.

Hardware of the proposed system is shown in Figure 3. The mobile robot is adapted
from an omnidirectional robot and reads remote control signals with Arduino Due. A web
camera is installed on top of the mobile robot to detect the red and blue LEDs on the bottom
of the drone, as in Figure 4a,b. A single board computer, Up Board, is installed inside the
robot, as shown in Figure 4c. Up Board is equipped with Linux Ubuntu and processes
images with OpenCV. It can calculate the heading angle and distance between the mobile
robot and the drone, and then send control commands to the drone through UDP Protocol
with a Wi-Fi module.

𝑉ଵ 𝜔ଵ𝑟 𝑉௫ 𝜔௣𝑅𝑉ଶ 𝜔ଶ𝑟 − 𝑉௫ 𝑉௬ 𝜔௣𝑅𝑉ଷ 𝜔ଷ𝑟 − 𝑉௫ − 𝑉௬ 𝜔௣𝑅
ω
ω

 

b) 

Figure 3. Hardware of the proposed system.

𝑉ଵ 𝜔ଵ𝑟 𝑉௫ 𝜔௣𝑅𝑉ଶ 𝜔ଶ𝑟 − 𝑉௫ 𝑉௬ 𝜔௣𝑅𝑉ଷ 𝜔ଷ𝑟 − 𝑉௫ − 𝑉௬ 𝜔௣𝑅
ω
ω

   

(a) (b) (c) 

b) Figure 4. (a,b) Omnidirectional mobile robot installed with camera; (c) the embedded system

(Up Board).
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3. Positioning Drone through Image Processing

Usually, objects in images have distinct colors (hues) and luminosities, so that these fea-
tures can be used to separate different areas of the image. In the RGB representation the hue
and the luminosity are expressed as a linear combination of the R, G, B channels, whereas
they correspond to single channels of the HSV image (the Hue and the Value channels).

The code for image processing is programmed with Python and cited from the open-
source library OpenCV. First, images with RGB color space are converted to those with
HSV color space so that a color can be easily presented with numbers, as the conversion
algorithm in Equations (2)–(4). Suppose R, G, and B are the value of red, green, and blue in
a color, and the value is a real number between 0 and 1. Suppose max is the biggest number
among R, G, and B, and suppose min is the smallest number among R, G, and B.

h =



























0
◦

, if max = min

60
◦
× G−B

max−min + 0
◦
, if max = R and G ≥ B

60
◦
× G−B

max−min + 360
◦
, if max = R and G < B.

60
◦
× B−R

max−min + 120
◦
, if max = G

60
◦
× R−G

max−min + 240
◦
, if max = B

(2)

s =

{

0 , if max = 0
max−min

max = 1 − min
max , otherwise

(3)

v = max (4)

At different altitudes, the LEDs on the drone would manifest different levels of bright-
ness and chroma, so the threshold value cannot be fixed, as in study [13]. A self-tuning
threshold is applied to make linear adjustments according to the height of the drone. Images
are converted to white and black binary images through image thresholding to filter out
red and blue LEDs, as in Figure 5a,b. Images are also put through medium filter, erosion,
and dilation to filter noise, as in Figure 5c, even if there is still noise, as in Figure 6a–c. For
this situation, we designed a robust enough image recognition algorithm. By utilizing the
distance proximity of red and blue LEDs, the red and blue LEDs on the bottom of the drone
are accurately identified under noise interference. The flow chart of the algorithm is shown
in Figure 7. First, the binary images of the red and blue LEDs are dilated so that the areas
of the red and blue LEDs overlap, and then the two images are added (see Figure 8a). After
dilation, the binary images of the red and blue LEDs are then AND operated to produce
the overlapping part of the red and blue LEDs after dilation (see Figure 8b). Calculating the
contours and image moments of Figure 8a,b, the center point of the contours is calculated
from the image moments (see Figure 8c,d). Let all contours in the added image after dilation
be Mi. Let the contour of the overlapping part after AND operation be S, and the center of
this contour be Scenter. If there is noise in the environment, there will be multiple Mi. So we
check whether Scenter is inside Mi to confirm which Mi is the contour formed by adding up
the binary images of red and blue LEDs after dilatation.This contour is called MLED. Based
on the previously derived MLED, find which two center points are inside the MLED, then
the correct center point of the red and blue LEDs can be determined (see Figure 8e).

   

(a) (b) (c) 

Figure 5. (a) Original image; (b) red LED after thresholding; (c) red LED after median filter, erosion,

and dilation.
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(a) (b) (c) 

Figure 6. (a) Original image; (b,c) images of red and blue LEDs after thresholding, median filter,

erosion, and dilation but with noise.

 

Figure 7. Flow chart of the algorithm to recognize red and blue LEDs.
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(a) (b) (c) 

  

(d) (e) 

𝑋௥ 𝑌௥𝑋ௗ 𝑌ௗ
𝑥ଵ 𝑦ଵ 𝑥ଶ 𝑦ଶ𝑑ଵ𝑑ଵ 𝑥௖ 𝑦௖𝑥௖ 𝑦௖

𝜑 𝑋௥ 𝜃

Figure 8. (a) The binary images of the red and blue LEDs are dilated and added together; (b) the

binary images of the red and blue LEDs are dilated and operated to obtain the overlap; (c) all contours

in Figure 8a; (d) contours and center points in Figure 8b (marked in green); (e) the correct contours

and center points of the red and blue LEDs.

There are two coordinate systems in Figure 9: (Xr, Yr) is the coordinate system of the
camera on the mobile robot, and (Xd, Yd) is the moving coordinate system of the drone.
After confirming the contour of red LEDs and blue LEDs, we can figure out the “Image
Moments” of red and blue LEDs, which can be used to calculate the coordinate of the
central point, denoted as (x1, y1) and (x2, y2). With it, the distance between the two LEDs,
denoted as d1, as in Figure 9, can be calculated (refer to Equation (5)), and that distance
d1 can be used to judge the height of the drone. In addition, the central point of the line
between the two LEDs represents the central point of the drone, denoted as (xc, yc) (refer
to Equation (6)). By calculating the distance between the central point (xc, yc) of the drone
and the central point (O) of the camera, denoted as d (refer to Equation (7)), the process
variable of PID control can be worked out. With the line through two LEDs as the axis, the
rotating angle of two LEDs, which is also the heading angle of the drone, denoted as ϕ, can
be calculated. The angle between d and Xr-axis, denoted as θ, can serve as the components
for the pitch and roll of the drone.

d1 =

√

(x1 − x2)
2 + (y1 − y2)

2 (5)

xc =
x1 + x2

2
, yc =

y1 + y2

2
(6)

d =

√

(xc − 320)2 + (yc − 240)2 (7)

where:
(Xr, Yr): the coordinate system of the camera on mobile robot;
O: the origin of the coordinate system (Xr, Yr), and O is also the center point (320,240) of
the camera with 640 × 480 resolution;
(Xd, Yd): the moving coordinate system of the drone;
(x1, y1): the central point of the red LED;
(x2, y2): the central point of the blue LED;
d1 : the distance between the two LEDs;
(xc, yc): the central point of the drone;
d: the distance between the central point (xc, yc) of the drone and that of camera (O);
ϕ : the heading angle of the drone;
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θ : the angle between d and Xr-axis.

𝑋௥ 𝑌௥𝑋ௗ 𝑌ௗ
𝑥ଵ 𝑦ଵ 𝑥ଶ 𝑦ଶ𝑑ଵ𝑑ଵ 𝑥௖ 𝑦௖𝑥௖ 𝑦௖

𝜑 𝑋௥ 𝜃

 

Figure 9. Diagram for calculating distance and angle of drone.

4. Guidance Law

Through image processing, we can obtain d, d1, ϕ, and θ, and a guidance law can be
developed. The guidance law can direct a drone to track a mobile robot. Tello EDU can
follow SDK 2.0 commands and perform various kinds of simple and quick actions. For
example, the “rc” command in SDK 2.0 command is used, as in Figure 10, to control the
four moving directions of the drone: pitch, roll, yaw, and throttle (height).

ଵ ඥሺ ଵ − ଶሻଶ ሺ ଵ − ଶሻଶ
ୡ ୶భା୶మଶ ୡ ୷భା୷మଶඥሺ ୡ − ሻଶ ሺ ୡ − ሻଶ

୰ ୰ ୰ ୰
ୢ ୢଵ ଵଶ ଶଵୡ ୡ ୡ ୡφθ ୰

ଵ φ θ

 

Figure 10. The description of rc command with SDK 2.0 of Tello EDU [9].

4.1. PID Control

PID (proportional-integral-differential) control is the most frequently used industrial
control algorithm because it is effective, widely applicable, and simple to operate. It can
also be applied on drones [14]. A popular method for tuning PID controllers is the Ziegler–
Nichols method [15]. This method starts by zeroing the integral gain (KI) and differential
gain (KD) and then raising the proportional gain (KP) until the system is unstable. The
value of KP at the point of instability is called K′

P; the oscillation period is TC. The P, I, and
D gains are set as Equations (8)–(10).

KP = 0.6K′
P (8)

KI =
2

TC
(9)

KD =
TC

8
(10)

This research adjusts the flight velocity in pitch and roll direction with a PID control
algorithm. With up(t) as the output, the distance between the drone and mobile robot (d) is
the process variable, the setpoint (target value) is zero, and process variable minus setpoint
is the error value, represented as ep(t). PID control includes three kinds: proportional,
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integral, and derivative. Proportional control considers current error, and the error value
will be multiplied by positive constant Kpp

. When the value of Kpp
increases, the response

speed of the system will become faster. However, when the value of Kpp
becomes too large,

fluctuation of the process variable will happen. Integral control considers that the past
error and the sum of the past error value multiplied by positive constant Kip

can be used

to eliminate the steady state error. Derivative control considers future error, calculating the
first order derivative of error, which will be multiplied by positive constant Kdp

, thereby
predicting the possibilities of error changes and overcoming the delay of the controlled
subject, as in Equation (11). When a drone is tracking a mobile robot, the drone is required
to react quickly, so higher Kpp

and Kdp
values are needed. Firstly, the Ziegler–Nichols

method was used to tune the PID controller. After some tuning form experimental results,
I set Kpp

= 0.14, Kip = 0.15, Kdp
= 0.13. However, this will make a drone extremely

sensitive to changes in the moving speed of the mobile robot and cause it to overreact to a
very low error value, which will lead to a not so smooth landing. To solve this problem,
the Kpp

and Kdp
values are adjusted according to the height of the drone. If the height of

the drone is lower than 60 cm, set Kpp
= 0.075 and Kdp

= 0.05, so that the drone does not

overreact. Apart from this problem, it takes a while for the drone to fly above the mobile
robot when the mobile robot stops moving, because the guidance law cannot predict the
flying direction of the drone very accurately. The heading angle of the drone is modified by
PID control, as in Equation (12), so that the flying angle is more accurate, and the drone can
land quickly.

up(t) = Kpp
ep(t) + Kip

∫ t

0
ep(τ)dτ+ Kdp

dep(t)

dt
(11)

uh(t) = Kph
eh(t) + Kih

∫ t

0
eh(τ)dτ+ Kdh

deh(t)

dt
(12)

4.2. Logic of Guidance Law

As shown in Figure 11, the angle between d and Xr-axis (θ) is used to determine
which zone (partition 1) in the (Xr, Yr) coordinate system the drone is located in. The
heading angle of the drone (ϕ) is used to determine which zone (partition 2) in the (Xd, Yd)
coordinate system the nose of the drone is facing. For example, in Figure 11, θ is in partition
1a (0 < θ < 90◦), and ϕ is in partition 2b (45◦ < ϕ < 135◦).

୮ሺ ሻ
୮ሺ ሻ

୮౦ ୮౦ ୮౦
୧౦

ୢ౦
୮౦ ୢ౦

୮౦ ୧౦ ୢ౦
୮౦ ୢ౦ ୮౦ ୢ౦

୮ሺ ሻ ୮౦ ୮ሺ ሻ ୧౦ ׬ ୮ሺτሻ τ୲଴ ୢ౦ ୢୣ౦ሺ୲ሻୢ୲
୦ሺ ሻ ୮౞ ୦ሺ ሻ ୧౞ ׬ ୦ሺτሻ τ୲଴ ୢ౞ ୢୣ౞ሺ୲ሻୢ୲

୰ θ୰ ୰
φ ୢ ୢθ

 θ < 90° φ 45°  φ < 135°

 

Figure 11. θ is used to determine which zone (partition 1) in the (Xr, Yr) coordinate system the drone

is located in. ϕ is used to determine which zone (partition 2) in the (Xd, Yd) coordinate system the

nose of the drone is facing.
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The flow chart of the guidance law is shown in Figure 12. According to the angle (θ)
and the heading angle ϕ, gained through image processing, the component for the pitch
and roll movement of the drone can be figured out from the guidance law in Figure 12.
The component for the pitch and roll multiplied by the output of PID control is the flight
velocity in the pitch and roll direction.

θ 𝑋௥ 𝑌௥
φ 𝑋ௗ 𝑌ௗ

θ φ

 

Figure 12. Flow chart of the guidance law.

5. Experimental Results

5.1. Monitoring of Image Processing

This research processes images using a UP Board, which processes 30 images per sec-
ond. The image processing can be monitored through Windows remote desktop connection,
as in Figure 13.

θ 𝑋௥ 𝑌௥
φ 𝑋ௗ 𝑌ௗ

θ φ

 

Figure 13. Monitor image processing, red and blue LEDs indicated by the green circle.

5.2. Experimental Results of Visual Tracking

With appropriate PID parameters, the mobile robot can move in any direction with
radio control. The drone can accurately track the mobile robot and land on top of it when
it stops moving. The experimental results of visual tracking are shown in Figure 14, and
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the experimental video can be seen on YouTube (https://www.youtube.com/watch?v=
kRorTz26XSg) (accessed on 3 January 2020).

4Figure 14. (a,b) Takeoff from the top of the mobile robot; (c,d) tracking the mobile robot;

(e–g) when the mobile robot stops moving, the drone can land on the top of the mobile robot

accurately (https://www.youtube.com/watch?v=kRorTz26XSg) (accessed on 3 January 2020).

1. Figure 14a,b: The drone takes off from the top of the mobile robot.
2. Figure 14c,d: The drone visually tracks the mobile robot.
3. Figure 14e–g: When the mobile robot stops moving, the drone can land on the top of

the mobile robot accurately.

6. Conclusions

This research developed a system that enables a drone to track a mobile robot via
image processing and to land on top of the mobile robot when it stops moving. The
web camera on the mobile robot can capture blue and red LEDs which can determine the
heading angle and the distance between the drone and mobile robot. The heading angle
and flight velocity in the pitch and roll direction of the drone are modified by PID control,
so that the flying speed and angle are more accurate, and the drone can land quickly. Firstly,
the Ziegler–Nichols method was used to manually tune the PID controller initially, and
make fine PID tuning with experimental results. The PID tuning parameters were also
adjusted according to the height of the drone.

The embedded system (Up Board) on the mobile robot, which is equipped with Linux
Ubuntu and processes images with OpenCV, can send the control command (SDK 2.0) to
the Tello EDU drone through WIFI with UDP Protocol. The guidance law can direct the
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drone to track the mobile robot. Finally, the drone can land on the top of the mobile robot
when it stops moving.

The proposed system can also guide drones to land on a wireless charger via image
processing and can be applied to the auto-tracking of certain mobile objects. In the future,
the accuracy with which a drone recognizes a certain object in a complicated background
should be heightened, so that the image recognition technology can be more reliable.
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Abstract: This research offers an improved method for the self-organization of a swarm of UAVs

based on a social learning approach. To start, we use three different colonies and three best members

i.e., unmanned aerial vehicles (UAVs) randomly placed in the colonies. This study uses max-min ant

colony optimization (MMACO) in conjunction with social learning mechanism to plan the optimized

path for an individual colony. Hereinafter, the multi-agent system (MAS) chooses the most optimal

UAV as the leader of each colony and the remaining UAVs as agents, which helps to organize the

randomly positioned UAVs into three different formations. Afterward, the algorithm synchronizes

and connects the three colonies into a swarm and controls it using dynamic leader selection. The

major contribution of this study is to hybridize two different approaches to produce a more optimized,

efficient, and effective strategy. The results verify that the proposed algorithm completes the given

objectives. This study also compares the designed method with the Non-Dominated Sorting Genetic

Algorithm II (NSGA-II) to prove that our method offers better convergence and reaches the target

using a shorter route than NSGA-II.

Keywords: social learning; ant colony optimization; multi-agent system

1. Introduction

In the last decade, research has been exponentially increasing in the domains of flight
control, path planning, and obstacle avoidance of unmanned aerial vehicles (UAVs) [1–3].
The analyses get increasingly complex when dealing with multiple UAVs in different
formations. The natural behaviors of birds, ants, and fishes have been proven to be
significant in formulating successful bio-inspired algorithms for the formation control,
route planning, and trajectory tracking of a swarm of multiple UAVs [4–6]. Some of
the important algorithms inspired by nature include ant colony optimization [7], pigeon-
inspired optimization [8], and particle swarm optimization [9].

The primary inspiration for this study is to utilize the knowledge obtained from study-
ing the natural flocking and swarming activities of ants and use them for controlling UAVs.
Researchers have used these nature-inspired algorithms for numerous purposes including
cooperative path planning of multiple UAVs [10], distributed UAV flocking among obsta-
cles [11], and forest fire fighting missions [12]. We also find multiple studies that hybridize
a bio-inspired algorithm with another method to increase its efficiency [13–15].

There are many existing solutions regarding the problems of path planning and multi-
UAV cooperation. One such research study [16] deals with the inspection of an oilfield
using multiple UAVs while avoiding obstacles. The researchers achieve this using an
improved version of Non-Dominated Sorting Genetic Algorithm (NSGA). Another existing
solution to tackle a multi-objective optimization is addressed in reference [17]. In [17],
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the researchers use a hybrid of NSGA and local fruit fly optimization to solve interval
multi-objective optimization problems. In reference [18], academics use a modified particle
swarm optimization algorithm for the dynamic target tracking of multiple UAVs.

Our proposed method consists of many concepts, which are explained as follows:
Ant colony optimization (ACO) is an optimization technique used by ant colonies

to find the shortest route to take to get to their food [19]. Using pheromones left behind
from earlier ants, the ACO mimics ants looking for food. The path used by the most ants
contains the most pheromones, which aids the next ant in choosing the shortest way [20].
The ACO technique is used in a variety of applications, such as the routing of autonomous
vehicles and robots, which need to find the shortest path to a destination, and the design of
computer algorithms, which need to find the optimal solution for a given problem.

Sometimes, however, the ACO is slow to converge and falls into the local optimum.
To help solve these issues, researchers introduced a modified version of ACO called max-
min ant colony optimization (MMACO). It operates by controlling the maximum and
minimum amounts of pheromone that can be left on each possible trial [21]. The range of
possible pheromone amounts on each possible route is limited to avoid stagnation in the
search process.

In social animals, social learning plays a significant part in behavior learning. Social
learning, as opposed to asocial (individual) learning, allows individuals to learn from the
actions of others without experiencing the costs of individual trials and errors [22]. That is
why this study incorporates social learning mechanisms into MMACO. Unlike traditional
MMACO variations, which update ants based on past data, each ant in the proposed
SL-MMACO learns from any better ants (called demonstrators) in the present swarm.

Some of the state-of-the-art work in the field of optimization algorithms include re-
search [23] that proposes the use of social learning-based particle swarm optimization
(SL-PSO) for integrated circuits manufacturing. The SL-PSO is used to increase the imaging
performance in extreme ultraviolet lithography. Results showed that the errors were re-
duced significantly compared to conventional methods. Similarly, another recent study [24]
uses improved ant colony optimization (IACO) for human gait recognition. The IACO is
used to enhance the extracted features, which are then passed on to the classifier. Compared
with current methods, the IACO technique in [24] is more accurate and takes less time
to compute.

A multi-agent system (MAS) is a collection of agents that interact with each other and
the environment to achieve a common goal. The main function of the MAS is to tackle issues
that a single agent would find difficult to solve. To achieve its objective, another important
function of the MAS is to be able to interact with each agent and respond accordingly. In
MAS, each agent can determine its state and behavior based on the state and behavior of
its neighbors [25]. MAS has multiple uses in fields such as robotics, computer vision, and
transportation [26–28]. In most MAS scenarios, an external entity is required to direct the
agents toward the destination [29].

A leader is an agent that can alter the states of the follower agents. A leader can be
outside or inside the MAS or can even be virtual. A large swarm of UAVs can be controlled
more efficiently by selecting fewer leaders than follower agents. For example, when we
want to control a fleet of UAVs, we can select a few leader agents, let the remaining UAVs
follow the leader, and use the leading UAVs to control the state of the system.

The major contributions of this study are as follows:

1. Designing a novel hybrid algorithm that combines MMACO with the social learning
mechanism to enhance its performance.

2. Using the designed algorithm in tandem with the MAS and dynamic leader selection
to connect the three colonies.

3. Achieving the self-organization of the three colonies and synchronizing them into
one swarm.

4. Demonstrating the validity of the designed method by performing computer simula-
tions that mimic real-life scenarios.
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The paper is organized into seven sections. Section 1 presents the introduction and
the literature review. In Section 2, we break down the problem into three scenarios and
describe each one in detail. Section 3 provides the framework of the proposed solution.
Section 4 defines the proposed method with each of its constituent parts discussed at length
and offers the algorithm and the flowchart. In Section 5, we discuss the simulations and
their outcomes. Section 6 presents the conclusion of the study.

2. Research Design

We broke our problem into three different scenarios to help make it easier. In the
first scenario, the UAVs are in random positions and then using our proposed algorithm,
they organize themselves into a formation. In the second scenario, we navigate the newly
organized formations through some obstacles. In the last scenario, we combine the three
formations into one swarm and then navigate it through the same environment. Below, we
describe each scenario in detail:

Scenario 1:
Figure 1 presents the first scenario. In this scenario, there are three UAVs in three

different colonies and the UAVs are placed at random positions within each colony. The
environment contains different obstacles like mountains and rough terrain. The goal is to
reach the target using the shortest route possible without colliding with other UAVs. The
main objective here is to maintain the formation throughout the journey.

Figure 1. Illustration of the first scenario.

Scenario 2:
Figure 2 illustrates the second scenario. In this scenario, there are again three UAVs in

three different colonies and the UAVs are placed at random positions within each colony.
The environment is also the same. The goal is to reach the target using the shortest route
possible without colliding with the obstacles or other UAVs. The main distinction between
the first and the second scenario is that, in the first task, we only had to demonstrate the
ability of the algorithm to maintain a formation. However, the second task also requires
navigating through the obstacles without any collision.
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Figure 2. Illustration of the second scenario.

Scenario 3:
Figure 3 illustrates the third scenario. In this scenario, we pick up where the second

scenario left off, i.e., the three colonies are now in the desired formations. The environment
is the same as in the second scenario. The goal is to first synchronize the three colonies into
one big swarm, and then, while maintaining the swarm, reach the target using the shortest
route possible without colliding with the obstacles or other UAVs.

Figure 3. Illustration of the third scenario.

3. Solution Architecture

Figure 4 presents the framework of our proposed solution for the aforementioned
problems. It is clear from the figure that, initially, the UAVs in the three different colonies
are at random positions. Here, we apply the social learning-based max-min ant colony
optimization (SL-MMACO) to each colony. SL-MMACO works by first finding the most
optimal routes for each colony, and then the social learning mechanism sorts the ants
from best to worst. Afterward, the multi-agent system (MAS) appoints the best ant as the
leader and the remaining ants as agents. In the next step, we see that all the colonies are
now synchronized to avoid any collision between the UAVs. Finally, we connect all three
colonies into one big swarm and then select its leader dynamically according to the mission
requirements.
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Figure 4. Solution architecture.

4. Proposed Algorithm

This section introduces the different concepts and theories that we used for the develop-
ment of our proposed algorithm. In this research paper, we are using a graph-based approach.

4.1. Ant Colony Optimization

Here, we are using a graph-based approach. The concept of nodes, edges, and legs
is important to understand path planning using ant colony optimization (ACO). Figure 5
presents the relationship between the nodes, edges, and legs. The ACO generates interme-
diary points between the initial and final positions. These intermediate points are called
the nodes. An edge is a link between two nodes. For instance, edge (b,c) is the length from
edge b to c, whereas a leg is generated whenever a UAV turns.

Figure 5. Relationship between nodes, edges, and legs.

Suppose that the mth ant is at node i on time t, the probability of transition can be
written as:

pm
ij (t) =

τα
ij η

β
ij

∑c∈allowedi
τα

icη
β
ic

(1)

where the probability of transition from node i to node j of the mth ant is pm
ij (t), the

pheromone on the edge (i, j) is τij(t), the transit feasibility from node i to node j is ηij(t),
the set of nodes that are neighboring i is allowedi, the constant influencing the τij(t) is α,
and the constant influencing the ηij(t) is β.
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After the method begins, the starting pheromone rate varies according to the edges.
The pheromone rate is then reset by each ant that generated the result, which starts the
next cycle of the process. τij(t) on the edge (i, j) is:

τij(t + 1) = (1 − ρ)× τij(t) + ∑
k

m=1
∆τm

ij (t) (2)

where the rate of pheromone evaporation is ρ (0 ≤ ρ ≤ 1), total ants are represented by k,
and the pheromone rate of the edge (i, j) is ∆τm

ij (t). ∆τm
ij (t) can be further defined as

∆τm
ij (t) =

{

Q/Lm; ant ′m′ uses edges o f (i, j)
0; otherwise

(3)

where the length of the route built by the mth ant is Lm and Q is the constant.

4.2. Max-Min Ant Colony Optimization

We need to improve the traditional method to ensure that the ACO converges quickly.
MMACO delivers some remarkable results in this area by restricting the pheromones on
each route. To understand MMACO, we must first examine the path’s cost. The average
cost of path Ja,k(t) can be given as:

Ja,k(t) =
1

k

k

∑
m=1

Ja,m(t) (4)

Note that the mth ant only updates the pheromone when the cost of path of the mth
ant in the tth iteration fulfill Ja,k(t) ≥ Ja,m(t).

The MMACO updates the route using Equation (3) after every iteration. After each
iteration, the algorithm determines the most optimum and least optimal paths. To improve
the probability of discovering the global best route, it discards the least optimum route. As
a result, Equation (3) may be revised as follows:

∆τm
ij (t) =







Q/Lo; route (i, j) re f er to the optimal route
−Q/Lw; route (i, j) re f er to the worst route
0; otherwise

(5)

In the above equation, LO is the most optimal route and Lw is the current iteration’s
worst route. The quantity of pheromone produced by MMACO is limited to specified
values. This limitation aids in accelerating convergence and avoiding stagnation.

The algorithm restricts the pheromone on each route to a specified minimum and maxi-
mum value, denoted by τmin and τmax, respectively. This can be represented mathematically as:

τij(t) =







τmax; τi,j(t) ≥ τmax

τij(t); τmin < τi,j(t) <
τmin; τi,j(t) ≤ τmin(t)

τmax (6)

4.3. Social Learning Mechanism

The conduct of a person to learn from their surroundings is referred to as social
learning. You should learn not just from the top students in class, but also from students
who are better than you. Most biological groups follow the same idea. Initially, for the
map and compass process, locations and velocities of the ants are produced at random and
are indicated as Xi and Vi (i = 1, 2, . . . , m). At the next iteration, the new location Xi and
velocity Vi are calculated by the formula [30]:

XNc
a = XNc−1

a + VNc
a (7)

VNc
a = VNc−1

a × e−R.Nc + rand × c1 × (Xmod − XNc−1
a ) (8)
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c1 = 1 − log

(

Nc

m

)

(9)

where R represents the map and compass factor, which is between 0 and 1, Nc is the current
number of iterations, c1 the learning factor, Xmod the demonstrator ant superior to the
current ant, and m is the total number of ants. Each follows the ant better than itself, and
this is known as the learning behavior. Figure 6 illustrates the process for the selection of
demonstrator Xmod.

Figure 6. Social learning mechanism.

For the landmark operation, the social behavior occurs when ants from the center are
removed, and other ants migrate toward the center. The procedure can be given as:

XNc−1
cent =

Nc−1

∑
a=1

XNc−1
a

NNc−1
(10)

XNc
a = XNc−1

a + rand × c2 × (XNc−1
cent − XNc−1

a ) (11)

c2 = αs

(

Nc

m

)

(12)

where the social influence factor is c2, and αs is called the social coefficient.

4.4. Multiple Agent Systems

The multi-agent system comprises n independent agents that move with the same
absolute velocity. Every agent’s direction is updated to its neighbor’s status. At time t, the
neighbors of an agent A (1 ≤ A ≤ n) are those who are located within a circle of radius r
(r > 0) centered on the position of agent a. At time t, the neighbor of the agent a is Na(t),

Na(t) = {b|dab(t) < r} (13)

where the Pythagorean Theorem can be used to compute dab(t).
The coordinates of the agent at time t are (xa(t), ya(t)), where agent a is a neighbor to

agent b. The absolute velocity v (v > 0) of each agent in the system is the same.

xa(t + 1) = xa(t) + v cos θa(t) (14)

ya(t + 1) = ya(t) + v sin θa(t) (15)

At time t, the heading angle of agent a is θa(t). The following equation is used by the
algorithm to update the heading angle:

θa(t + 1) = tan−1 ∑b∈Na(t) sin θb(t)

∑b∈Na(t) cos θb(t)
(16)
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The equation above is used to discover obstructions by examining their surroundings.
If a missing node in the neighbor (i.e., a hurdle) exists, the heading angle will be changed
to prevent colliding with the obstruction.

We can analyze this algorithm using basic graph theory. Please note that each agent’s
neighbors are not always the same. The undirected graph set Gt = {V , εt } is used for
agent coordination. Where the set containing every agent is V = {1, 2, ···, N}, and the
time-varying edge set is εt. A graph is connected if any two of its vertices are connected.

Equation (16) can be modified as:

tan θa(t + 1) = ∑
b∈Na(t)

cos θb(t)

∑m∈Na(t) cos θm(t)
tan θa(t) (17)

To further simplify Equation (17), we use a matrix,

tan θ(t + 1) = I(t) tan θ(t) (18)

where tan θ(t) , (tan θ1(t), . . . , tan θN(t))
τ . For the graph Gt, the weighted average matrix

is I(t) , (iab(t)).

iab(t) =

{

cos θb(t)
∑m∈Na(t) cos θm(t)

i f (a, b) ∈ εt

0, otherwise
(19)

For the synchronization, we study the linear model of Equation (16) as follows:

θa(t + 1) =
1

na(t)
∑

b∈Na(t)

θb(t) (20)

where the number of elements in Na(t) is na(t). Equation (18) can be rewritten as,

tan θ(t + 1) = ˜I(t)θ(t) (21)

where θ(t) , (θ1(t), . . . , θN(t))
τ , and the entries of the matrix ˜I(t) are,

˜iab(t) =

{

1
na(t)

, i f (a, b) ∈ εt

0, otherwise
(22)

4.5. Synchronization and Connectivity

To continue the study of the synchronization of the designed algorithm and the connec-
tivity of the associated neighboring graphs, we should formally describe synchronization.
If the headings of each agent match the following criteria, the system will achieve synchro-
nization.

lim
t→∞

θa(t) = θ, a = 1, . . . , N (23)

where θ varies to the starting values {θa(0), xa(0), ya(0), a = 1, . . . , N} and the system
parameters v, and r.

Considering the model in Equations (14)–(16), let
{

θa(0) ∈
(

−π
2 , π

2

)

, a = 1, . . . , N
}

,
and assume that the neighbor at the start, G0 = {V , ε0} is connected. Therefore, to achieve
synchronization, the system will have to satisfy,

v ≤
d

∆0

(

cos θ

N

)N

(24)

whereas the number of agents is represented by N. Meanwhile,

θ = max
a

|θa(0)| (25)
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d = r − max
a,b∈ε0

dab(0) (26)

∆0 = max
a,b

{tan θa(0)− tan θb(0)} (27)

Considering the models in Equations (14), (15) and (20), let θa(0) ∈ [0, 2π), and let us
assume that the starting neighbor graph is connected. Therefore, to achieve synchronization,
the system will have to satisfy,

v ≤
d
(

1
N

)N

2π
(28)

whereas d is the same as described in Equation (26).

4.6. Dynamic Leader Selection

Due to communication problems between agents, the formation structure of multi-
agent systems might occasionally change. Considering a random failure of communication,
each connection (a,b)∈E fails independently with probability p. Let Ĝ be the graph topology
and E

Ĝ
(tconv) be the expected convergence time for this model of communication failure,

while E
Ĝ
() denotes the argument’s expectation across the group of network structures

represented by Ĝ. The convergence rate will be maximized by reducing E
Ĝ
(tconv)). As a

result, the formula for choosing a leader k to maximize the convergence rate is as follows:

max
Y

E
Ĝ

(

minx(0)x(0)
T(YL̂ + L̂Y

)

x(0)
)

(29)

So that it meets the below conditions,







tr(Y) ≥ n − k
Yaa ∈ {0, 1}∀a 6= V

Yab = 0∀a 6= b

(30)

As such, the objective function is in line with the projected convergence rate for

potential network topologies. Where minx(0)x(0)
T(YL̂ + L̂Y

)

x(0) is a convex function of Y.

4.7. B-Spline Path Smoothing

The hybrid algorithm’s route consists mostly of a combination of line segments. The
B-spline curve method is utilized to ensure the smoothness of the route created. The
B-spline method is an improvement over the Bezier approach that preserves the convexity
and geometrical invariability.

The B-spline path smoothing can be written as:

P(u) =
n

∑
i=0

di Nij(u) (31)

Considering Equation (31), di(i = 0, 1, . . . , n) are control points, and Nij(u) are the
normalized b-order functions of the B-spline. These can be described as:



















Nij(u) =

{

1, i f ui ≤ u ≤ ui+1

0, otherwise

Nij(u) =
u−ui

ui+j−ui
Ni,j−1(u) +

ui+j+1−u

ui+j+1−ui+1
Ni+1,j+1(u)

de f ine 0
0 = 0

(32)

The essential functions of the B-spline curve are determined by the parametric knots
{

u0 ≤ u1 ≤ . . . ≤ un+j

}

. In contrast to the Bezier curve, the B-spline curve is unaffected by
altering a single control point. Another benefit of the control points over the Bezier curve is
that the degree of polynomials does not increase when the control points are increased.
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4.8. Flowchart and Algorithm

Figure 7 illustrates the flowchart of the whole system. As we can see, the system first
initializes the parameters in all colonies and places ants at the starting random positions.
Then, the ants keep moving to the next node until they reach the destination. Hereinafter,
they compute the path cost and update the pheromone. However, the system only updates
the path if the pheromone is within the desired range. This process is repeated for the
predefined number of iterations. Next, the social learning mechanism sorts the ants from
best to worst according to the path cost, and the algorithm assigns the best ant to be the
leader of each colony and the remaining ants to be agents. Finally, all the colonies are
synchronized into one big swarm, and the system dynamically selects its leader.

Algorithm 1 Designed Strategy is Given As.
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Figure 7. Illustration of the flowchart.

5. Simulation Results

In this section, we verify the effectiveness of the proposed strategy by applying it to
a MATLAB simulation. The conclusions that we want to verify are the following: firstly,
we apply the algorithm to three colonies with each having three UAVs, and see if they
can organize themselves into desired formations. For the second scenario, we navigate
these newly organized formations through some obstacles to see if they can maintain their
formations. Lastly, we validate if the designed strategy can successfully synchronize and
connect the three colonies into one swarm.

First Scenario:
For the first scenario, the UAVs are at random positions within each colony. The

objective is to arrange the UAVs into the desired formations and then reach the target
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using the shortest possible path. Figure 8 presents the simulation result of the first scenario.
As we can see, the algorithm successfully arranges the UAVs into formations, and they
maintain these formations throughout the journey. The environment contains different
obstacles like mountains and rough terrain. Please note that in this scenario, we are only
testing the capability of the algorithm to maintain formations, and hence, we fly the UAV
formations in an upward trajectory and not through the obstacles. The second and the
third scenarios deal with passing the formations through the obstacles.

Figure 8. Simulation result of the first scenario.

Second Scenario:
In this scenario, after the algorithm successfully maintains the formation, and we

check whether it is also capable of obstacle avoidance. The environment contains different
obstacles like mountains and rough terrain. The goal is to reach the target using the shortest
route possible without colliding with the obstacles or other UAVs. Figure 9 illustrates the
simulation result of the second scenario. It is evident from the result that the algorithm
achieved the desired goal, and we can see that the three colonies navigated the obstacles
while maintaining formations.

Figure 9. Simulation result of the second scenario.

Third Scenario:
In this scenario, we pick up where the second scenario left off, i.e., the three colonies are

now in the desired formations. The environment contains different obstacles like mountains
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and rough terrain. The goal is to first synchronize the three colonies into one big swarm,
and then while maintaining the swarm, reach the target using the shortest route possible
without colliding with the obstacles or other UAVs. Figure 10 illustrates the simulation
result of the third scenario. Again, we see that the algorithm successfully synchronized the
three colonies into one swarm, and it reaches its target without any collision.

Figure 10. Simulation result of the third scenario.

Comparison with NSGA-II:
Lastly, we also compare our proposed algorithm with the Non-Dominated Sorting

Genetic Algorithm II (NSGA II). We compare our proposed method with the NSGA II
because it is a fast multi-objective genetic algorithm and is a highly regarded evolutionary
algorithm. Figure 11 compares our proposed method with NSGA-II. Here, we can see that
our designed strategy stays close to the reference while NSGA-II sometimes strays too far.
Additionally, our strategy follows a shorter and quicker path to the target.

Figure 11. Comparison of our proposed method with NSGA-II.

6. Conclusions

This research presents a strategy for the self-organization of a swarm of UAVs consist-
ing of three colonies with three UAVs each. To plan the path of each colony to the target,
we used max-min ant colony optimization (MMACO), and we used the social learning
mechanism to sort the ants from worst to best. To organize the randomly positioned UAVs
into different formations, this study used the multi-agent system (MAS). The designed
algorithm also synchronized and connected the three colonies into a swarm with the help
of dynamic leader selection. The proposed algorithm completed the given objectives in the
simulation results.

The salient results and the findings in this research include successfully maintaining
the formations in the first scenario. In the second scenario, the algorithm not only main-
tained the formations, but also navigated them through the obstacles. In the third scenario,
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the algorithm merged the three formations into one big swarm and then successfully nav-
igated the swarm through the obstacles. By comparing the proposed method with the
Non-Dominated Sorting Genetic Algorithm II (NSGA-II), it was clear that our strategy
offered better convergence, optimized routes, and reached the destination using a shorter
route than NSGA-II.
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Abstract: The key problem in the development process of a tiltrotor is its mathematical modeling.

Regarding that, this paper proposes a dividing modeling method which divides a tiltrotor into five

parts (rotor, wing, fuselage, horizontal tail, and vertical fin) and to develop aerodynamic models

for each of them. In that way, force and moment generated by each part are obtained. Then by

blade element theory, we develop the rotor’s dynamic model and rotor flapping angle expression;

by mature lifting line theory, the build dynamic models of the wings, fuselage, horizontal tail and

vertical fin and the rotors’ dynamic interference on wings, as well as nacelle tilt’s variation against

center of gravity and moment of inertia, are taken into account. In MATLAB/Simulink simulation

environment, a non-linear tiltrotor simulation model is built, Trim command is applied to trim the

tiltrotor, and the XV-15 tiltrotor is taken as an example to validate rationality of the model developed.

In the end, the non-linear simulation model is linearized to obtain a state-space matrix, and thus the

stability analysis of the tiltrotor is performed.

Keywords: tiltrotor; blade element theory; flight mechanical model; flight simulation; stability analysis

1. Introduction

A tiltrotor is an important derivative of short take-off and vertical landing (STOVL)
aircraft. As a hybrid vehicle, it combines the merits of both a helicopter and a fixed-wing
aircraft. It can hover and vertically take off and land like a helicopter and fly forward
fast like a fixed-wing aircraft. A tiltrotor has a nacelle installed at every wingtip. The
nacelle can tilt 0–90◦ and switch from helicopter mode and transition mode to flight
mode. A tiltrotor has many flight modes as Figure 1 and thus is granted with wide flight
envelope, which brings great development potential but also many technical issues [1–6].
For example, there is airflow disturbance between the rotor and the wing; the aerodynamic
parameters of the aircraft change sharply in the transition section of the tiltrotor aircraft;
and there are problems such as redundancy of multiple control surfaces, large aerodynamic
coupling between different channels of the tilt rotor aircraft, and poor aerodynamic stability
during high-speed flight. Due to its complexity in terms of dynamics, building a complete
mathematical model becomes significant for designing the flight control system, which
justifies its difficulty as well. This is why mathematical modeling is a critical technical issue
for a tiltrotor.

 

Figure 1. Three flight modes of tilt rotor aircraft.
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Reference [7] investigates optimal tiltrotor flight trajectories considering the possibility
of engine failure. A two-dimensional longitudinal rigid body model of a tiltrotor aircraft is
used. It has certain limitations in implementation. References [8,9] built a tiltrotor’s 3DOF
kinematic model in which the tiltrotor’s dynamics was over-simplified. Reference [10]
built a more complete 6DOF kinematic model, but the blade’s moment of inertia was
over-treated, the aerodynamic parts were over-simplified, and aerodynamic interferences
between the nacelle dynamics and aerodynamic parts were not considered. The tiltro-
tor model of V-22 built in reference [11] was good for flight property calculation, flight
simulation and the aircraft’s stability analysis. Reference [12] build a general parametric
flight dynamics model which can be used for online identification purpose in the three
flight modes of tiltrotor aircraft (i.e., helicopter mode, conversion mode, and fixed-wing
mode) is developed, and an unideal noise model is also introduced in order to minimize the
parameter identification error caused by measurement noise. It can be seen that with the
development of system identification, the research on identifying the stability derivative,
maneuverability derivative and linear model of tilt rotor aircraft through flight data is also
developing rapidly in references [13–15]; the modified blade element analysis theory is used
to model the rotor, and the modified momentum theory is used to calculate the induced
velocity in reference [16]. The model built in reference [17] considers the variation of each
blade’s flapping due to the elasticity of the blades. In model of reference [18], Primary
dynamic equations of the model are developed considering nacelles tilting dynamics. they
laid more focus on rotor dynamics or nacelles tilting dynamics. However, they did not
conduct further studies concerning the other components and interference characteristics.

Reference [19] built an even better basic dynamic model by studying dynamics issues
like aerodynamic interference, change of center of gravity, and gyroscopic moment’s
interference on the airframe in transition mode. Apart from the aerodynamic effects, the
flight dynamic model also includes a model of the air data system and the feedback control
laws. However, this study lacked an analysis of the relative force, forming principles of
moment, and control plane.

This paper adopts the dividing modeling method, which breaks down a tiltrotor into
five parts, rotor, wing, fuselage, horizontal tail and vertical fin, develops aerodynamic
models for each part, and thus obtains force and moment generated by each part. In the
MATLAB/Simulink simulation environment, a non-linear tiltrotor simulation model is
built. The trim command is applied to trim the tiltrotor and an XV-15 tiltrotor is taken as
an example to validate the accuracy and rationality of the model developed. In the end,
the non-linear simulation model is linearized to obtain a state-space matrix. The stability
derivative and eigenvalue of the tiltrotor are analyzed and furthermore the tiltrotor’s
stability in each flight mode is studied.

2. Tiltrotor Aircraft Aerodynamic Model

The main aerodynamic components of a tiltrotor aircraft are its rotor, wing, fuselage,
horizontal tail (incl. horizontal rudder) and vertical fin (incl. vertical rudder). This paper
is going to develop aerodynamic models for each component. The aerodynamic force of
each component will find its solution in wind axis system and finally be converted to body
axis system through the conversion matrix. Figure 2 shows the components of the tiltrotor
aircraft and the schematic diagram of some axis coordinate systems.

In order to establish an accurate flight dynamics model of tiltrotor aircraft and avoid
being complex, the following basic assumptions are made in this paper

(1) The earth axis system is assumed to be an inertial reference system;
(2) Assuming that the earth is flat, the curvature of the earth is not considered;
(3) Tiltrotor aircraft are considered as rigid bodies;
(4) The rotor blades are bending rigid and linear torsion;
(5) The blade waving motion is calculated by taking the first-order harmonic;
(6) The angle of attack and sideslip angle are small angles;
(7) Ignore the influence of rotor downwash flow on the fuselage;
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(8) Aerodynamic interference between left and right rotors is not considered;
(9) Tiltrotor aircraft is left-right symmetrical, and its longitudinal axis is its plane of symmetry.

 
 
 
 
 
 
 
 
 

0

sin

(1 cos )

Figure 2. Tiltrotor components and coordinate system.

2.1. Center of Gravity and Moment of Inertia

The center of gravity of a tiltrotor changes in its longitudinal plane as the nacelle tilts,
which causes the change of the moment of inertia as well. Center-of-gravity position and
moment of inertia are functions of the nacelle angle.

The nacelle angle βM = 0, center-of-gravity position is the initial position. The
variation of center-of-mass position as the nacelle angle changes is expressed as:

∆x =
mNACRH sin βM

m
(1)

∆z =
mNACRH(1 − cos βM)

m
(2)

where, RH is the rotor’s height against the wing, mNAC is the mass of the nacelle system, m
is the gross weight of the airframe.

Moment of inertia changes along with the nacelle angle βM change, which is formu-
lated as [10]:

I = I0 − KIβM (3)

where I0 is the moments of inertia of any axis in helicopter mode. KI is the coefficient of
the moment of corresponding inertia.

2.2. Rotor Aerodynamic Model

The rotor is the most important component of a tiltrotor. In helicopter mode, the rotor
is the main lifting and control surface. In fixed-wing mode, the rotor is the propeller. While
in transition mode, the rotor plays the aforesaid three roles together. That explains why it
is one of the critical technologies to build a precise rotor model for a tiltrotor’s modeling.

Compared with a helicopter, a tiltrotor’s mathematical model is far more complicated
thanks to the aerodynamic interferences between rotors and wings. Rotors’ downwash flow
confluences at wings, and expands along wings to the fuselage, forming a “fountain flow
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effect”, which boosts rotors’ induced velocity. However, on the other hand, the blocking
effect from wings to rotors is similar to ground effect and reduces that induced velocity. As
a tiltrotor is flying at a low speed, fountain flow effect and blocking effect are generating
equivalent induced velocities, which imply the aerodynamic interference from wings to
rotors is negligible. Therefore, a tiltrotor can be considered equal to the aerodynamic model
of an isolated rotor.

A tiltrotor is composed of left and right two rotors. They tilt in the opposite direction.
The right one tilts counter-clockwise while the left one tilts clockwise. Since two rotors use
the same modeling method but only differ in terms of some symbols, this paper is going to
take the right rotor as an example and to build its aerodynamic model.

According to the helicopter flight dynamics theory [20], external forces on blades in
flapping plane are aerodynamic force, centrifugal force, gravity force, inertia force, etc. The
resultant moment of above forces against flapping hinge is 0, that is, ∑ M = 0.

Thus, the rotor flapping motion equation is:

Ib

..
β + IbΩ2β = MT − Msg (4)

where, ∆x, ∆z is the variation of center of gravity as the nacelle tilts.
The velocity being converted to the rotor hub wind axis system at the rotor hub center

in the aircraft-body axis system is:





uh

vh

wh



 = CHW
H CH

NACCNAC
B





uh

vh

wh





B

(5)

Tangential velocity and vertical velocity of the rotor profile, respectively, are:

UT = ΩR(
r

R
+ µ sin ψ) (6)

UP = ΩR(λ0 − µβ cos ψ)− ν1 − r
.
β (7)

By blade element theory, take blade element of radial position on propeller and width
dr, and chord b, therefore lift force and resistance force of blade element are:

dY =
1

2
CyρW2bdr =

1

2
Cyρ(U2

T + U2
P)bdr (8)

dX =
1

2
CxρW2bdr =

1

2
Cxρ(U2

T + U2
P)bdr (9)

Component force converted to flapping plane is:

dT = dY cos β∗ − dX sin β∗ (10)

dQ = dX cos β∗ + dY sin β∗ (11)

The projection of blade element’s aerodynamics onto the rotor structure axis system
constitutes the rotor’s elemental force and moment dTs, dHs, dSs, dMk.

Integrate the above blade element elemental aerodynamic force and moment along the
propeller, take its average value against position angle, and then multiply with the number
of blades to get the force and moment generated by rotors: Ts, Hs, Ss, Mk.

In calculating the rotor’s elemental force, its induced velocity cannot be calculated
directly by explicit formula. This paper applies the iteration method. Given the initial value
of induced velocity in the rotor’s vertical velocity, the rotor’s thrust is obtained by above
equation and the new induced velocity by momentum theory is calculated as below:

v′1 = v1d(1 +
r

R
cos ψ) (12)
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Equivalent induced velocity is:

v1d =
ΩRCT

4
√

λ1
2 + µ2

(13)

where λ1 is inflow ratio: λ1 = λ0 − v1d/ΩR, CT is the rotor thrust coefficient.
If v1 and v′1 are close enough, iteration will exit, otherwise renew v1 with (v1 + v′1)/2.

It will work out the rotor’s induced velocity as well as its force and moment.
Convert the force and moment of the rotor into aircraft-body axis system to get its

force and moment in that system:





FxR

FyR

FzR



 = CB
NACCNAC

H CH
HW





Hs

Ss

Ts



 (14)




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MyR

MzR



 = CB
NACCNAC

H CH
HW


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0
0
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

+
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

0 −zh yh

zh 0 −xh

−yh xh 0









FxR

FyR

FzR



 (15)

Follow the same principle to work out the force and moment of the left rotor in
aircraft-body axis system.

2.3. Wing Aerodynamic Model

Wing aerodynamic model of a tiltrotor is the most complex among all other compo-
nents. In helicopter and transition modes, rotors’ downwash flow causes complicated
aerodynamic interference on wings. This paper assumes wings are rigid and have no elastic
distortion, and its aerodynamic center is the working point of force and moment.

A tiltrotor has a left wing and a right wing. Take the left wing as an example to work
out its force and moment.

As a tiltrotor is flying at a low speed, rotors’ downwash flow confluences at wings and
forms “fountain effect”. To precisely develop the wing model, the wing is divided into two
parts: the first part is slipstream zone affected by rotor wake disturbance while the other
part is free flow zone free from rotor disturbance. The two zones are shown as Figure 3:
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Figure 3. Rotor slipstream zone and free flow zone diagram.

It’s hard to precisely calculate the area of slipstream zone, but the below formula can
approximately estimate that area [7]:

Swss = Swssmax

[

sin(1.386(
π

2
− βM)) + cos(3.114(

π

2
− βM))

]µmax − µ

µmax
(16)

where, Swssmax is the maximum area of slipstream zone, µmax is advance ratio in helicopter
mode when the wing is free from impact of rotor wake.
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The area of free flow zone Sw f s is the result of wing area deducting slipstream
zone area.

(1) Force and moment in slipstream zone

In slipstream zone, the wing’s air velocity is the sum of the rotor’s induced velocity at
wings and inflow ahead.
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In helicopter mode, the left wing aerodynamic center has the position against the

airframe center of gravity as Pwsl0 =
[

xwsl0 ywsl0 zwsl0

]T
. As the nacelle tilts, the

wing’s aerodynamic center position is:
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 (18)

where, ∆x, ∆z is the variation of center of gravity as the nacelle tilts.
Force and moment in the aircraft body axis system are:
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(2) Force and moment in free flow zone

Free flow zone is dynamic. In helicopter mode, its area is the smallest. Then as the
nacelle tilts, part of slipstream zone turns into free flow zone. Therefore, a free flow zone
can be considered as two parts: the first part is the zone always being free flow zone (incl.
wing flap), and the other part is the zone turned from slipstream zone due to nacelle tilting
(incl. aileron).

In free flow zone, wing air velocity is only related to front incident flow. In calculating
these two parts, aerodynamic center position deserves more attention.

First, calculate the air velocity [ uw f l1 vw f l1 ww f l1 ]
T

, [ uw f l1 vw f l1 ww f l1 ]
T

in
the two parts free flow zone of the wing, respectively, and then calculate the aerodynamic
center dynamic pressure qw f l1, qw f l2 and angle of attack αw f l1, αw f l2, respectively, in the
free flow zone of the left wing according to the air velocity in the free flow zone.

Then, calculate the Lift force Lw f l1, Lw f l2, resistance force Dw f l1, Dw f l2 and moment
Mw f l1, Mw f l2 of left wing in free flow zone are:

Aerodynamics in free flow zone in the aircraft-body axis system are:
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Moment in free flow zone in the aircraft-body axis system are:
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Take the sum of force and moment of the left wing in slipstream zone and free flow
zone, which is the force and moment received by the left wing. Follow the same principle
to get the force and moment of the right wing. The total force and moment on left and right
wings are the gross sum of forces and moments of all wings.

2.4. Fuselage Aerodynamic Model

The fuselage is complex in structure and subject to aerodynamic disturbance from
rotors and wings. This paper is going to neglect aerodynamic disturbance from rotors
and wings and apply a simplified approach to fuselage modelling. Force and moment
of the fuselage are calculated in local wind axis system, working point is the airframe
aerodynamic center, which means the calculated force and moment need converted to the
body axis system.

First, calculate air velocity [ u f v f w f ]
T

at fuselage aerodynamic center (x f , y f , z f ),
and then calculate dynamic pressure q f , angle of attack α f and sideslip angle of the fuselage
β f according to the air velocity at fuselage aerodynamic center.

Then, calculate the aerodynamic force D f , S f , L f and moment M f x, M f y, M f z of the
fuselage in wind axis system.

At the end, work out aerodynamic force and moment of the fuselage in body axis
system through the conversion matrix from wind axis frame to body axis frame.
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2.5. Horizontal Tail Aerodynamic Model

Rotor wake has minor impact on horizontal tail, so rotor wake will be overlooked in
this paper. Calculate aerodynamic force of horizontal tail and elevator by following the
way of treating a fixed-wing. Airflow of horizontal tail pressure center (xHT , yHT , zHT) is
the sum of airframe linear velocity and angular velocity.

First, calculate air velocity [ uHT vHT wHT ]
T

at horizontal tail pressure center, and
then calculate dynamic pressure qHT , angle of attack αHT and sideslip angle of the fuselage
βHT according to the air velocity at horizontal tail pressure center.

Then, calculate the lift force LHT and resistance force DHT of a horizontal tail in local
wind axis system.

Force and torque in wind axis system are converted into body axis system:
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2.6. Vertical Fin Aerodynamic Model

The vertical fin and rudder have a similar modelling method as horizontal tail. Calcu-
late aerodynamic force and moment of vertical fin in wind axis system and then convert
them to body axis system. A tiltrotor has two vertical fins, so it’s necessary to develop
models for both left and right fins. This paper will take the left fin as an example.
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Calculate air velocity [ uVT vVT wVT ]
T

at vertical fin aerodynamic center
(xVT , yVT , zVT), and then calculate dynamic pressure qVT , angle of attack αVT and sideslip
angle of the fuselage βVT according to the air velocity at vertical fin aerodynamic center.

Thus, aerodynamic force of the vertical fin in wind axis system is:

LVT = qVT AVT(CL,VT + ∆CL,VT) = qVT AVT

[

aVT(αVT − α0) +
∂Cl,V

∂δrud
δrud

]

(27)

DVT = qVT AVTCD,VT (28)

Aerodynamic force and moment converted to body axis system are:
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In the same way, work out force and moment of the right vertical fin. The sum of
force and moment of the right and left fins is the gross force and moment of vertical fins in
aircraft-body axis system.

3. Nonlinear Simulation Modelling

The resultant external force and moment exerted on a tiltrotor is:
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According to momentum theorem, we can get:
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According to theorem of moment of momentum, we can get:
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Supplementary kinematic equation group is:
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The above is a tiltrotor’s 6DOF flight dynamics equation. The above equation group,
if solved, will determine the aircraft’s flight condition. This paper uses Function S of
MATLAB to develop a tiltrotor’s non-linear simulation model. From Section 1, it’s known
that respective aerodynamic models for the rotor, wing, fuselage, horizontal tail and vertical
fin will be developed. Substitute the calculated force and moment from each component to
6DOF flight dynamics equation, which will get us the nonlinear mathematical modelling of
a tiltrotor aircraft. The model has the structure diagram as described in Figure 4:

 
 
 
  

1 sin tan cos tan
0 cos sin
0 sin sec cos sec
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




 

Figure 4. Non-linear dynamic model structure diagram.

4. Trimming and Result Analysis

After the non-linear simulation model is built, it is necessary to validate its effective-
ness and accuracy. Thus, this paper is going to compare trimming results of the built model
and actual trimming results. Considering the inevitability of errors, if the change trend is
aligned and values are close, it can be deduced that the built model reflects flight character-
istics of a tiltrotor, which means the model built in this paper is accurate and effective.

Steady flight is the case where the aircraft’s linear and angular velocity are constant.
Then all external forces and moments exerted on the aircraft are zero, the aircraft stays in
state of equilibrium. The maneuver applied to reach equilibrium is called trim control. The
trimming calculation is based the condition that force and moment acting on the aircraft in
steady flight condition is balanced, and then use appropriate mathematical algorithms to
define control inputs in trimmed condition. Mathematically speaking, trimming is the point
to make sure the system status derivative as zero. The most popular trimming methods are
the Newton iteration method, simplex method, steepest descent method, genetic algorithm,
particle swarm optimization algorithm, etc. Meanwhile, MATLAB/Simulink toolkit also
provides trim function, which also uses optimization algorithms. Thus, this paper is going
to perform trimming with trim function.

This paper takes an XV-15 tiltrotor as an example, builds its mathematical model
in Simulink, and then trims it with the trim function. Trimming results in helicopter
mode, flight mode and transition mode where nacelle tilt angles are 15◦ and 75◦ are
given hereafter.

Trimming results in helicopter mode and flight mode is as Figure 5, Trimming results
at transition mode when nacelle tilt angle is 75◦ and 15◦ is as Figure 6:
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(a) (b) 

Figure 5. (a) Trimming results in helicopter mode; (b) Trimming results in flight mode.

(a) (b) 

Figure 6. (a) Trimming results in transition mode with nacelle tilt angle 15◦; (b) trimming results in

transition mode with nacelle tilt angle 75◦.

Trimming results are analyzed in below:
In helicopter mode: an aircraft starts forward flight from hovering. With the velocity

increasing, disturbance from wings to rotors reduces, lift force provided by wings starts to
increase, collective pitch input starts to reduce. As the aircraft flight velocity increases, a
forward force is necessary to supply, thus need increase vertical pitch. The bigger the flight
velocity is, the bigger vertical pitch is necessary to be supplied. At the meantime of vertical
pitch increase, nose-down pitch is generated, which means the aircraft’s angle of pitch will
continuously reduce.

In-flight mode: rotors are equivalent to propellers. As the flight velocity increases,
resistance on the airframe and propeller plane increases. To overcome the resistance, it is
necessary to increase collective pitch. While with the velocity increases, rudder effectiveness
reinforces, so the rudder maneuver decreases continuously.

Transition mode: when the nacelle tilt angle is 15◦, use helicopter manipulation
method, compared to helicopter mode, forward flight velocity is the same and collective
pitch maneuver is quite small, which is mainly caused by nacelle tilt leading to the dramatic
reduction of blocking effect of wings on rotors. In the meantime, flight velocity increases
and lift force provided by wings increases, so the collective pitch control keeps on reducing.
Forward force generated by nacelle tilt, backward force generated by propeller plane

256



Drones 2022, 6, 92

moving backward, velocity increasing, pitch angle decreasing, more nose-down and vertical
cyclic feathering reduction all together lead to a negative vertical pitch.

When the nacelle tilt angle is 75◦, use fixed-wing aircraft control. Compared to aircraft
mode, forward flight velocity is the same and collective pitch maneuver is quite small,
which is due to the fact that the rotors have been equaled to propellers. As the nacelle angle
increases, propeller plane resistance increases along, which needs a bigger collective pitch
to generate thrust to obtain balance.

To test accuracy and effectiveness of the model, this paper will take flight model as an
example. Given the comparison between the balancing results of the mathematical model,
the GTRS results and the actual balancing results of XV-15 is given. The comparison result
is as Figure 7.

Figure 7. Comparison of trimming results.

The balancing results are completely consistent in trend, which shows that the model is
feasible and reasonable. However, due to the lack of the data of XV-15, there will inevitably
be some differences in the results. the model does not need a lot of experimental data to
look up the table, which makes the model have good universality.

5. Tiltrotor Maneuvering Stability Characteristics Analysis

Flight dynamic linear differential equations, to simplify analysis and equation solution.
Non-linear model can be linearized by following steps as Figure 8:
The above figure describes how to turn a non-linear model to linear model. Linear

model is obtained by linearizing a steady flight condition and by trimming kinematic
equations of that steady flight condition to obtain corresponding steady-state values.

Balance point is shown as Equation (37):

f (xe, ue) = 0 (37)

where, xe is the trimmed value of state vector. ue is the control vector in steady state.
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Figure 8. Linearizing steps for non-linear model.

At balance point, a small disturbance on flight kinematic equation being assumed and
trimmed will get the linearized model, which is written to state space as:

.
x(t) = Ax(t) + Bu(t) (38)

where, x(t) is state variable, u(t) is control variable. A and B are matrixes of coefficients.
Where, state variable is:

x = [ u v w p q r φ θ ψ ]
T

(39)

Control variable is:

u = [ δc δcc δe δec δail δele δrud ]
T

(40)

In Equation (38):
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In the previous section, the aircraft’s balance point is trimmed. By the function Linmod
in the MATLAB/Simulink environment, one can obtain a non-linear model near the balance
point linearized and obtain an A matrix and B matrix.

5.1. Helicopter Mode

5.1.1. Derivative Analysis

The parameters of matrix A and matrix B in helicopter mode are shown in Tables 1
and 2. Stability derivative analysis on Matrix A is performed as below:

Table 1. Linearized state matrix A in helicopter mode.

Matrix A ∂u ∂v ∂w ∂p ∂q ∂r ∂φ ∂θ ∂ψ

∂Fx −0.0580 0 0.0187 0 0.4600 0 0 −9.8046 0
∂Fy 0 0.5453 0 0.7229 0 −0.2858 9.8046 0 0
∂Fz −0.1099 −0.0003 −0.0944 0 0.3296 0 0 −0.4429 0

∂Mx 0 0.1097 0 0.0719 0 0.0423 0 0 0
∂My 0.0078 0 −0.0136 0 −0.1815 0 0 0 0
∂Mz 0 0.4464 0 0.9910 0 −0.0660 0 0 0
∂φ 0 0 0 1 0 0 0 0 0
∂θ 0 0 0 0 1 0.0452 0 0 0
∂ψ 0 0 0 0 0 1.0010 0 0 0

Table 2. Linearized input matrix B in helicopter mode.

Matrix B ∂δc ∂δcc ∂δe ∂δec ∂δail ∂δele ∂δrud

∂Fx 2.1930 0 11.3653 0 0 0 0
∂Fy 0 3.3550 0 0.1902 0 0 0
∂Fz −41.4224 0 −0.0880 0 0 −0.0001 0

∂Mx 0 −17.0922 0 −0.0929 0 0 0
∂My −0.1171 0 −4.4119 0 0 −0.0001 0
∂Mz 0 0.9384 0 −3.6585 −3.6585 0 0
∂φ 0 0 0 0 0 0 0
∂θ 0 0 0 0 0 0 0
∂ψ 0 0 0 0 0 0 0

Fu
x , Fu

z : forward flight speed u increases, rotors flap backward, rotor thrust vector is
backward, which results in Fu

x as negative. At the meantime, upward thrust of wings and
horizontal tail increases, Fu

z as negative.
Fw

x , Fw
z :Fw

x : being small explains that disturbance of vertical speed has little impact
on force in X direction. Increase of will enlarge the rotor’s angle of attack, thrust of rotor
increases, thus Fw

x is positive and Fw
z is negative.

F
q
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z : as an airframe has pitching movement, passive flapping will happen, a1w =

(

− 16
γb

q
Ω
+ p

Ω

)

/
(

1 − 1
2 µ2

)

decreases, thus F
q
x and F

q
z are positive.

Fθ
x , Fθ

z : θ increase leads to the rotor’s angle of attack and thrust of rotor increasing, thus
Fθ

z is negative. And, analogous to instability of helicopter angle of attack, rotors reverse
backward, Fθ

x is negative.
Mu

y , Mw
y and M

q
y: forward flight speed increases, rotor tip plane is reversing, backward

force increases, pitch-up moment is generated, Mu
y is positive. Mw

y being zero is since the
vertical distance from the rotor hub to the aircraft center is short, moment change is small.
As analyzed afore, as there is pitching movement, passive flapping happens, the increased
force in X and Y directions leads to nose-down moment, and thus M

q
y is negative.

5.1.2. Eigenvalue Analysis

Eigenvalue is a very important characteristic of analyzing stability of the model. It
demonstrates a vehicle’s motion modes under different flight conditions. Since longitudinal
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and lateral coupling of a helicopter is severe, for easier analysis, this paper is going to
discuss longitudinal module and lateral module in helicopter mode separately.

By observing eigenvalues as Table 3, it can be found that a tiltrotor’s right half plane
in helicopter mode has roots, which means its stability in such mode is poor and control
system must be applied to improve stability.

Table 3. Eigenvalue of longitudinal module and lateral module in helicopter mode.

Helicopter Hovering Status Eigenvalue

Longitudinal

0.1850 + 0.3665i
0.1850 − 0.3665i
−0.3520 + 0.0643i
−0.3520 − 0.0643i

Lateral

−0.2862 − 0.9332i
−0.2862 + 0.9332i

−0.2257
1.3495

0

Longitudinal eigenvalue: motion modes of velocity and angle of attack corresponding
to a pair of positive complex conjugate roots are similar, with long period and divergent.
Motion modes of angle of attack and angle of pitch corresponding to a pair of negative
complex conjugate roots converge fast.

Lateral eigenvalue: the mode of complex conjugate roots is similar to the oscillation
mode of longitudinal hovering. Large negative real root corresponds to rolling convergence
mode. Since rotors rotate behind the airframe, rotors have larger rolling aerodynamic
damping and converge faster. Small negative root represents spiral mode. Zero root means
level flight in any heading course has no difference.

5.2. Flight Mode

5.2.1. Derivative Analysis

The parameters of matrix A and matrix B in flight mode are shown in Tables 4 and 5.
Stability derivative analysis on Matrix A is performed as below:

Table 4. Linearized state matrix A in flight mode.

Matrix A ∂u ∂v ∂w ∂p ∂q ∂r ∂φ ∂θ ∂ψ

∂Fx −0.3112 0 0.1477 0 −0.9607 −0.0717 0 −9.8143 0
∂Fy 0 −0.5236 −0.0001 0.7131 0 −99.0077 9.8143 0 0
∂Fz −0.1191 −0.8137 −1.1330 0 97.3686 −0.2118 0 −0.0723 0

∂Mx 0 0.1425 0 −0.6207 0 −0.1000 0 0 0
∂My 0.0241 0 −0.3377 0 −1.4017 0.0693 0 0 0
∂Mz 0 0.0685 0 −0.1094 0 −0.9424 0 0 0
∂φ 0 0 0 1 0 0.0074 0 0 0
∂θ 0 0 0 0 1 0 0 0 0
∂ψ 0 0 0 0 0 1 0 0 0

Table 5. Linearized input matrix B in flight mode.

Matrix B ∂δc ∂δcc ∂δe ∂δec ∂δail ∂δele ∂δrud

∂Fx 71.0156 0 −6.3152 0 0 0.0794 0
∂Fy 0 −2.9203 0 2.5071 0 0 −5.4356
∂Fz −18.1784 0 14.7210 0 0 −10.7707 0

∂Mx 0 −18.8236 0 8.3808 −1.0303 0 −0.4183
∂My −4.2089 0 −3.3294 0 0 −15.7326 0
∂Mz 0 −23.4353 0 2.3839 −0.0223 0 2.4838
∂φ 0 0 0 0 0 0 0
∂θ 0 0 0 0 0 0 0
∂ψ 0 0 0 0 0 0 0
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Fu
x , Fu

z : forward flight speed u increases, airframe resistance and propeller resistance
increase, and thrust generated by wings increase, which leads to Fu

x as negative. Thrusts of
wings and horizontal tail increase, Fu

z as negative.
Fw

x , Fw
z : increases, vertical upward air flow increases, angle of attack of wings increases,

lift component in X direction increases, so Fw
x is positive. increase leads to the increase of

thrust of wings, Fw
z is negative.

F
q
x , F

q
z : q increase, downward airflow at wings is generated, thrust of wings reduces,

F
q
z is positive. Backward thrust component of wings increases, F

q
x is negative.

Fθ
x , Fθ

z : θ increase, thrust vector of wings is backward, Fθ
x is negative. Since the aircraft

has pitch-up already, with the increase of θ, it pitches up more. Thrust is reducing in Z
direction, Fθ

z is negative.
Mu

y , Mw
y and M

q
y: u increase, airframe resistance and propeller resistance increase,

which leads to the tiltrotor pitching up, Mu
y is positive. w increase, thrust of wings is

forwarding, pitching-up moment reduces, Mw
y is negative. q increases, significant upward

airflow at horizontal tail is generated, thrust of horizontal tail in Z direction increases,
which leads to bigger nose-down moment, and M

q
y is negative.

5.2.2. Eigenvalue Analysis

Eigenvalues in flight mode is shown as Table 6. Different from the helicopter mode,
the flight mode has less severe longitudinal and lateral coupling than that in helicopter
mode and thus has much better stability. Eigenvalue analysis at forward speed of 100 m/s
in flight mode is performed.

Table 6. Eigenvalue of longitudinal module and lateral module in flight mode.

Flight Mode 100 m/s Eigenvalue

Longitudinal

−0.5295
−0.2232

−1.2688 + 5.7348i
−1.2688 − 5.7348i

Lateral

−0.9300 + 2.6358i
−0.9300 − 2.6358i

0.3028
−0.5295

0

Longitudinal eigenvalue: the longitudinal mode has long period and short period
(two modes). The external force generated after receiving disturbance makes it hard to
change flight speed but easy to change the angle of attack (incl. angle of pitch). The long
period mode corresponds to speed mode while the short period mode corresponds to the
angle of attack variation.

Lateral motion: large complex roots represent rolling convergence mode, since wings
converge quickly for large aerodynamic damping. Small complex roots correspond to
the spiral mode. A pair of complex conjugate roots represent oscillating motion mode,
also known as Dutch roll mode, a motion mode in which heading course and rolling
are recurrent.

6. Conclusions

This paper adopts the dividing modeling method, which breaks down a tiltrotor into
five parts, rotor, wing, fuselage, horizontal tail and vertical fin, develops aerodynamic
models for each part and thus obtains force and moment generated by each part. The force
and moment then is converted to the airframe coordinate frame. By blade element theory,
the rotor’s dynamic model and rotor flapping angle expression are built. Then, according
to mature lifting line theory, dynamic models of the wing, horizontal tail, and vertical fin
are built. At the meantime, the rotor’s dynamic interference on wings and nacelle tilt’s
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variance against center of gravity and moment of inertia are considered. A more perfect
mathematical model of the tilt rotor aircraft is established.

In the MATLAB/Simulink simulation environment, a non-linear tiltrotor simulation
model is built, Trim command is applied to trim the tiltrotor and an XV-15 tiltrotor is taken
as an example to validate accuracy and rationality of the model developed. Due to the lack
of complete XV-15 data, there will inevitably be some differences in the results. The results
show that the trend of the model is completely consistent with the actual data and GTRS
model, which validate the accuracy and rationality of the model developed.

In the end, the non-linear simulation model is linearized to get State-space matrix,
the stability derivative and eigenvalue of the tiltrotor are analyzed, and furthermore
the tiltrotor’s stability in each flight mode is studied. The stability of the aircraft in the
helicopter mode is poor, which must be improved through the control system. The vertical
and horizontal coupling of the flight mode is not as serious as that of the helicopter mode,
and the stability is much better than that of the helicopter mode. It therefore provides a
theoretical basis for the subsequent controller setting.
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Nomenclature

mNAC mass of the nacelle system

βM nacelle angle

RH rotor’s height against the wing

m gross weight of the airframe

I moment of inertia

I0 moment of inertia in helicopter mode

KI moment of inertia coefficient

Ib blade mass moment of inertia

Ω angular velocity of blade

β sideslip angle

MT blade flapping aerodynamic moment

Ms mass moment of the blade to the swinging hinge

g gravitational acceleration

r radius of blade

R hub center height

φ roll angle

θ pitch angle

ψ yaw angle

u linear velocity of the aircraft’s x-axis

v linear velocity of the aircraft’s y-axis

w linear velocity of the aircraft’s z-axis

p angular velocity of the aircraft’s x-axis
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q angular velocity of the aircraft’s y-axis

r angular velocity of the aircraft’s z-axis

β∗ inflow angle

Cy lift coefficient of blade airfoil

Cx drag coefficient of blade airfoil

W absolute velocity of air

ρ air density

Ts elemental thrust

Hs elemental backward force

Ss elemental side force

Mk elemental moment

CL lift coefficient

CD resistance coefficient

CM moment coefficient

A stress area

L lift force

D resistance force

Ts elemental thrust

Hs elemental backward force

Ss elemental side force

Mk elemental moment

Swssmax maximum area of slipstream zone

µmax advance ratio in helicopter mode

Sw f s result of wing area deducting slipstream zone area

Pwsl0 wing’s aerodynamic center position

ω rotational speed in the international system of units

λ propeller’s aerodynamic efficiency

δ manipulation quantity

δc rotor collective pitch

δe longitudinal cyclic pitch control amount

δail aileron control amount

δrud rudder control amount

δcc collective differential control amount

δec longitudinal period variable pitch differential

δele elevator control amount

Subscript

x vector component corresponding to the x-axis of the coordinate system

y vector component corresponding to the y-axis of the coordinate system

z vector component corresponding to the z-axis of the coordinate system

h parameter at the rotor hub center

R parameter of the right rotor

W wing

B body shafting

NAC nacelle shafting

H hub shafting

HW hub wind shaft system

W f l parameter in left wing free flow

ail parameter in aileron

Wsl parameter in left wing slipstream zone

w f s parameter in free flow zone

wss parameter in slipstream zone

f parameter at fuselage aerodynamic center

Ht parameter of a horizontal tail

VT parameter at vertical fin aerodynamic center
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Abstract: Small-scale unmanned aerial vehicles are being deployed in urban areas for missions such

as ground target tracking, crime scene monitoring, and traffic management. Aerial vehicles deployed

in such cluttered environments are required to have robust autonomous navigation with both target

tracking and obstacle avoidance capabilities. To this end, this work presents a simple-to-design but

effective steerable sensor platform and its implementation techniques for both obstacle avoidance and

target tracking. The proposed platform is a 2-axis gimbal system capable of roll and pitch/yaw. The

mathematical model that governs the dynamics of this platform is developed. The performance of the

platform is validated through a software-in-the-loop simulation. The simulation results show that the

platform can be effectively steered to all regions of interest except backward. With its design layout

and mount location, the platform can engage sensors for obstacle avoidance and target tracking as

per requirements. Moreover, steering the platform in any direction does not induce aerodynamic

instability on the unmanned aerial vehicle in mission.

Keywords: autonomous navigation; gimbal design; obstacle avoidance; target tracking; unmanned

aerial vehicles; law enforcement

1. Introduction

The emergence of small-scale unmanned aerial vehicles (UAVs) revolutionizes the way
missions are conducted in various sectors. Being small in size and agile in their operation,
these UAVs can operate in cluttered and confined environments. With the advent of
miniature sensors, as well as computer vision and machine learning technologies [1–3],
these small-scale UAVs can acquire artificial intelligence and be deployed to monitor
production processing in complex industrial facilities [4].

The feasibility of deploying small-scale UAVs for missions in urban areas is already
proven in various scenarios [5]. Douglas and James [6] discussed the implementation and
operational feasibility of such UAVs for law enforcement. As reported in their conclusion,
the use of small UAVs in both urban environments and open areas is feasible. Romeo [7]
reported that, in 2020 alone, more than 1500 public safety departments of the United States
implemented small UAVs as situation awareness tools.

However, small-scale UAVs have various technological constraints [8–11], includ-
ing insufficient power sources for long flight endurance and limited payload weight.
Perry et al. [12] reported that, of all challenges and limitations of small-scale UAVs, the
weight constraint is the most serious setback to their technological advancement. Con-
trary to this, such UAVs are required to have multiple sensors on board to have robust
autonomous navigation in urban areas where access to GPS-based navigation is unreliable.
The requirement of multiple sensors onboard a small UAVs also poses challenges, such
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as sensors data fusion and the high purchase cost of the sensors. Jixian [13] reported that
acquiring effective methodology for multi-sensor data fusion and interpretation is not yet
realized. Bahador et al. [14] also reported various reasons for the challenges in multi-sensor
data fusion, including data imperfection, inconsistent data, and variation in operational
timing of sensors.

The hurdle to overcome is, therefore, not only the weight but also the complexity
of multi-sensor data fusion. In resolving the aforementioned setbacks—flight endurance,
weight constraint, and sensors data fusion—reducing the number of sensors is a promising
approach. In closing the gap between the need to scan the surrounding environment and
reducing number of sensors, it is necessary to implement a movable sensor platform that
enables few sensors to scan the environment around the UAV.

There are various movable sensor platforms (gimbals) which are operating successfully
in the objectives they are designed and deployed for [15–17]. Steerable degrees of freedom
(DoF) and mount locations dictate the design objectives of the sensor platforms. Most, if not
all, of the existing platforms are UAV-belly-mounted platforms; hence, their feasibility for
obstacle avoidance, which is critical for operating in urban areas [18–20], is controvertible.
When obstacles such as high, multi-storey buildings are encountered, there is the possibility
that the UAV has to pass over the buildings. In such cases, scanning the environment
above the UAV is required. Belly-mounted gimbals can not engage sensors for obstacle
detection in such scenarios. Consequently, this work presents a simple-to-design but
effective solution for improving the performance of the sensor platforms with a different
mount location and orientation for small-scale, fixed-wing UAVs.

For the designed gimbals to operate as desired, mathematical models that control
their dynamics are essential. Mohd et al. [21] developed a mathematical model for a two-
axis gimbal system with pan-and-tilt DoF. The developed mathematical model is specific
to the design, mount location, and orientation of the gimbal system. For the same DoF
gimbal system, but with different orientation, Alexander et al. [22] developed a specific
mathematical model for the gimbal. For the control of the dynamics of a three-axis gimbal
system, Aytaç and Rıfat [23] formulated a unique mathematical model for the system.
The proposed sensor platform has unique design layout, mount location, and orientation.
Therefore, a mathematical model specific to this platform is formulated and a control
algorithm is developed based on the mathematical model.

Constrained to these requirements, this paper proposes steerable sensor platform
design and its implementation techniques, as described in subsequent sections. A problem
statement and the methodology are presented in Section 2. The custom sensor platform
design and its operational modes and techniques are described in Section 3. In Section 4,
the mathematical model that governs dynamics of the platform is derived. In Section 5,
the designed platform performance testing methods are discussed. Results and discussions
are given in Section 6. Conclusions and future works are given in Section 7.

2. Problem Statement and Methodology

The use of small-scale UAVs in urban areas incurs required but incompatible features.
A small-scale UAV is required to operate in urban areas because its potential danger in
the event of a crash is low. To autonomously navigate in urban areas, this UAV requires
multiple sensors onboard. However, small-scale UAV is highly weight-constrained. There-
fore, the plausible approach to alleviate the incompatibility is to reduce the number of
sensors onboard the UAV. The approach to reduce the number of sensors onboard the
UAV remarkably resolves multiple issues: payload weight, technical challenge of sensors
integration, computational burdens of data fusion, and sensors purchase costs.

Rather than rigidly mounting multiple sensors on different sides of the UAV, it is
feasible to mount few sensors on a movable platform, so that the sensors can be steered to
scan regions of interest. There are various movable sensor platforms available for small-
scale UAVs. However, they are designed to be mounted under the belly of the UAVs.
This can be conceivable for target tracking mission. However, since obstacle avoidance is
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one of the critical requirements for missions in urban areas, such belly mounting is not
feasible. Moreover, belly-mounted platforms induce aerodynamic instability to certain
extent. The flight control surfaces have to counteract this instability, which drains the
power source.

The aforementioned studies imply that, for civilian UAVs operating in urban areas,
there has to be a new design of sensor platform that can engage sensors for obstacle
avoidance, in addition to other requirements. The design and mount location of the sensor
platform should enable sensors for obstacle avoidance and for monitoring a region of
interest or track moving target.

Taking these into consideration, this research work presents a design and technical
implementation of low-cost and light-weight steerable sensor platform that can be mounted
on the nose of fixed-wing VTOL UAVs. The design and mount location of the proposed sen-
sor platform are such that the platform can engage the sensors for both obstacle avoidance
and target tracking. In addition to the tracking and avoidance capabilities, the platform
is designed with the intention that it does not induce any aerodynamic instability while
engaging sensors in different direction or being at idle state.

3. Custom Platform Design

Prior to the design of a sensor platform, the type of the intended UAV on which the
platform is to be mounted should be known. The mount location of the platform is also
determined by the type of mission the UAV is design for.

3.1. Airframe Selection

The selection of UAV type depends on the mission requirement. As indicated in the
title of this work, the UAV is required to have target tracking capability. For target tracking,
a UAV has to cruise with high speed that exceeds the speed of the potential target. A
fixed-wing UAV is appropriate for this mission. However, the challenge that comes with
fixed-wing UAVs is the requirement of runway for take-off and landing, as well as the
very low stall speed in the case when the target being tracked is moving slowly. As law
enforcement operations are often conducted in urban areas, constructing runways in every
law enforcement compound is infeasible. Moreover, law enforcement missions, such as
crime scene monitoring, need a UAV with hovering capability. Such UAVs often have a
multicopter-type airframe, which lacks high cruise speed.

Referring to the aforementioned requirements, a hybrid of the multicopter and fixed-
wing UAVs is compulsory. A VTOL UAV can change mode from multicopter to fixed-wing
or vice versa depending on the status of the target being tracked, mission type, and the
environment it is flying in. Furthermore, VTOL UAV does not require runway or launch
pad for take-off or trap net for landing as the law enforcement offices are often in highly
populated cities. As a result, a fixed-wing UAV with vertical take-off and landing (VTOL)
capabilities is selected as preferable airframe.

3.2. Platform Design

To the knowledge of the authors, there is no extant steerable sensor platform designed
to be nose-mounted on a fixed-wing VTOL UAV for missions requiring obstacle avoid-
ance and target tracking. To fill this gap, a custom sensor platform is designed and its
implementation techniques are explained. The sensor platform, presented in this work, is
designed in such a way that it can be mounted on the nose of a UAV and, hence, has better
aerodynamic efficiency and capabilities to scan environments around the UAV except the
backside, which is not important for either target tracking or collision avoidance. Moreover,
a simple platform layout that avoids complex design philosophy and control system is
preferred to reduce the platform design and manufacturing burdens as well as the required
material purchase costs. This is appropriate for making the purchase cost of small-scale
UAVs affordable. For the design of the sensors platform presented in this study, blender
version 2.91—an open source 3D modeling software—was used. The designed components
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of the platform and their assembly are shown in Figure 1. The two quarter spherical
shells (canopies) and the central bay make a full spherical shell of diameter 138.6 mm.
The two canopies, the central bay, boom, and ring components, shown in Figure 1a, form
the complete sensor platform. This platform is designed in such a way that it carries a Sony
FDR-X3000 camera for imagery data input and LIDAR lite v3 sensor for obstacle ranging.
Both the camera and the LiDAR are mounted on the central bay of the platform. They are
mounted on sensor case, as shown in Figure 1b.

(a) (b)

(c) (d)

(e) (f)

Figure 1. Platform components and their configuration. (a) Components of the platform; (b) sensors

configuration in the platform; (c) inner gimbal; (d) outer gimbal; (e) sensor case and connection rods;

(f) assembled platform.
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The inner gimbal, comprising the central bay, the camera, the camera case, LIDAR,
and the rods, is shown in Figure 1c. These components are fixed to one another and the
pitch/yaw as a single rigid body. The outer gimbal is composed of the boom and the
two canopies, as shown in Figure 1d. The four rods, shown in Figure 1e are used to connect
the sensor case to the inner gimbal as well as the inner gimbal to the outer gimbal. Rod 1
and rod 2 connect the sensor case to the inner gimbal, and rod 3 connects the inner gimbal
to the outer gimbal. The servo motor (not shown here) is connected to rod 4 to control the
pitch/yaw motion of the inner gimbal. The inner has grooves that maintain the pitch/yaw
smoothly on the rims of the two canopies. The roll motion of the outer gimbal is controlled
by a servo motor fixed to the nose of a UAV (not shown). The outer gimbal rolls with its
groove, sliding inside the ring. The ring is the part of the platform that is fixed to the nose
of UAV. The assembled platform is shown in Figure 1f. The detailed specification of the
designed sensor platform is given in Table 1.

Table 1. Specifications of the designed sensor platform.

Parameter Unit Value

platform thickness mm 3
canopy diameter mm 128.3

boom—front diameter mm 140.1
boom—rear diameter mm 153.9

boom—length mm 99.4
ring—front diameter mm 156.0
ring—rear diameter mm 156.9

3.3. Platform Implementation Techniques

The platform is designed with the intention that it enables onboard sensors scan the
environment around a UAV for both obstacle avoidance and target tracking purposes.
To this end, the appropriate mount location of the platform is on the nose of the fixed-
wing VTOL UAV. The platform operation technique relies on two servo motors capable of
steering the platform to all possible directions. Servo motors are implemented for gimbal
control, though it induces vibration, unlike the brushless motors often used for gimbal
control. The implementation of servos reduces both payload weight and purchase cost as
compared with brushless motors. Moreover, since the objective of this platform design is
for target tracking and collision avoidance, the image quality is not as big a concern as it
is for other mission objectives such as aerial photography. Dampers are used to reduce
the vibration issue. One servo is fixed to the nose of the UAV and the other servo is fixed
to the right canopy of the platform. Both the right and the left canopies are fixed to the
outer gimbal of the platform. The servo fixed to the nose of the UAV controls the rolling
movement of the platform about the x-axis and the servo—fixed to the right canopy of the
platform—controls the pitch or yaw movement of the inner gimbal of the platform about
the y-axis. These roll and pitch/yaw directions of the platform are shown in Figure 2.

The two servos control the movement of the platform independently. The roll in the
platform tilts inner gimbal. If the platform roll angle is 0◦, then the inner gimbal can pitch
either up or down. If the platform rolls by ±90◦ (clockwise or anti-clockwise), then the
inner gimbal can yaw either left or right. With such configuration, the platform is capable
of rolling in the range of [−90◦,+90◦] and pitching or yawing in the range of [−90◦,+90◦].

To monitor the environment above or below the UAV, only the inner gimbal pitches up
or down, while the other components of the platform remain tied to the UAV. To monitor
the environment either to the left or to the right of the UAV, the whole platform has to
first roll, followed by the yawing of the inner gimbal. The combination of rolling of the
whole platform and pitching/yawing of the inner gimbal enables the UAV to monitor
any direction. In such way, the regions of interest, except the rear side of the UAV, can be
scanned making use of only two servos. In all these engagements, there is no aerodynamic
instability due to the movement of the platform.
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Figure 2. Operational techniques of the platform.

The designed platform has generic applications that include the mission objectives of
all belly-mounted platforms. Furthermore, although the design requirements of the sensor
platform are constrained to target tracking and obstacle avoidance capabilities, with its
wide range of angle of view, the platform has potential applications for various missions,
such as door-to-door package delivery, infrastructure monitoring, sewer inspection, and as
a visual guide for aerial-robot-based repair and painting of high, multi-storey buildings.

4. Platform Motion Control

4.1. Kinematics of the Platform

The kinematics of the platform deals with determination of linear and angular po-
sitions, velocities, and acceleration of the two gimbals—the inner and outer gimbals—in
such a way that the attached sensors focus on a region of interest. The orientations of the
two gimbals in their idle states are shown in Figure 3. The origin of the camera frame (C)
is on the rim of gimbal 2 and the axes of the gimbals and the camera are as shown in the
figure. The hidden axes of these frames are generated by right-hand rule.

Figure 3. Frames of reference for the gimbals and camera.

The two gimbals are considered as rigid bodies whose motions are constrained through
joints, and the motion of one affects the other. As shown in Figure 4a, the origin of the body
frame b is located at center of gravity of the UAV, the relative position of frame G1 with
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respect to body frame is (d1x, 0, d1z), and the relative position of frame G2 with respect to
frame G1 is (d2x, 0, 0). Gimbal 2 is attached to gimbal 1 with a revolute joint at frame G2 and
constrained to rotate about an axis perpendicular to x2z2-plane. Gimbal 1 is attached to the
UAV (henceforth: body) frame with revolute joint at frame G1 and rotates in the y1z1-plane,
as shown in Figure 4b. α and β represent arbitrary roll and pitch angles made by gimbal 1
about the body frame and gimbal 2 about the gimbal 1 frame, respectively.

(a)

(b)

Figure 4. Coordinate frame transformation. (a) Side view; (b) front view.

4.1.1. Coordinated Frame Transformation

Coordinated frame transformation is necessary, where any value obtained in one
frame can be derived in another frame. Let the coordinate frame axes of the camera are
represented by (xc, yc, zc) where zc-axis is parallel to x2-axis and xc-axis is parallel to y2-axis.
Therefore, any known information in the camera frame can be transformed to the gimbal 2
frame, as follows:

2Tc =

[

2Rc
2dc

01×3 1

]

=









0 0 1 r
1 0 0 0
0 1 0 0
0 0 0 1









(1)

where 2Tc is a homogeneous coordinate transformation from camera frame to frame G2.
2Rc and 2dc are the orientation and translation of the camera frame, with respect to gimbal 2
frame, respectively, and r is the radius of gimbal 2. Similarly, the homogeneous coordinate
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transformation from G2 frame to G1 frame and from G1 to body frame, respectively, are
as follows:

1T2 =









cos β 0 − sin β d2x

0 1 0 0
sin β 0 cos β 0

0 0 0 1









and bT1 =









1 0 0 d1x

0 cos α sin α 0
0 − sin α cos α d1z

0 0 0 1









(2)

Following the two transformations given in Equation (2), the transformation from
gimbal 2 to body frame is as follows:

bT2 = bT1
1T2 =









cos β 0 − sin β d1x + d2x

sin α sin β cos α sin α cos β 0
cos α sin β − sin α cos α cos β d1z

0 0 0 1









(3)

bT2 and bT1 shall be utilized in Section 4.2 to transform the center of mass of each
gimbal into body frame. Using to Equations (1) and (3), the transformation from the camera
frame to body frame is as follows:

bTc =
bT2

2Tc =









0 sin β cos β r cos β + d1x + d2x

cos α sin α cos β − sin α sin β r sin α sin β

sin α cos α cos β − cos α sin β r cos α sin β + d1z

0 0 0 1









(4)

Information such as target location in camera image frame are transformed to body
frame using Equation (4).

4.1.2. Jacobian Transformation

The ultimate objective of camera gimbals is to keep the camera focused on the region
of interest while a carrier UAV undergoes different flight maneuvers. To keep the camera
in the desired position and orientation, the angular positions and velocities of joints of
the gimbals have to vary accordingly. That means that the position and orientation of the
origin of the camera frame can be defined in terms of the joint angular positions α and β.
The Jacobian transformation handles such interdependence. Let the position vector of the
origin of camera frame—with respect to the i = (G2, G1, b) frame–be represented as i~rc.
As the gimbals undergo roll, pitch, and yaw motions, the origin of the camera frame traces
the 3D space. Hence, the position vector i~rc can be decomposed as follows:

i
~rc =





ixc
iyc
izc



 (5)

The same position of the camera frame can be expressed in j frame as follows:

j
~rc =

jTi
i
~rc (6)

where jTi is the homogeneous coordinate transformation from the i frame to the j frame.
Referring to Figure 4a, the position of the camera origin with respect to the G2 frame

is given as follows:

2Xc =









r
0
0
1









(7)
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This position can be transformed to the G1 and b frames as follows:

1Xc =
1T2

2Xc =









r cos β + d1x

0
−r sin β

1









and bXc =
bT2

2Xc =









r cos β + d1x + d2x

r sin α sin β

r cos α sin β + d2z

1









(8)

where the transformation matrices 1T2 and bT2, given in Equations (2) and (3), are used.

The position vectors 1Xc and bXc are functions of the angular positions α and β, as
shown below.

1Xc =









1xc(β)
1yc(β)
1zc(β)

1









=









r cos β + d2x

0

−r sin β

1









and bXc =









bxc(β)
byc(β)
bzc(β)

1









=









r cos β + d1x + d2x

r sin α sin β

r cos α sin β + d2z

1









(9)

Referring to Equation (9), translational Jacobian matrices of the following forms are derived

as follows:

Ji Xc
:=













∂i xc
∂α

∂i xc
∂β

∂iyc

∂α
∂iyc

∂β
∂izc
∂α

∂izc
∂β

0 0













i = 1, b (10)

This implies that

J1Xc
=









0 −r sin β

0 0

0 −r cos β

0 0









and Jb Xc
=









0 −r sin β

r cos α sin β r sin α cos β

−r sin α sin β r cos α cos β

0 0









(11)

where J1Xc
is translational Jacobian matrix that relates the angular position (β) of gimbal 2 to the

camera position, and Jb Xc
is translation Jacobian matrix that relates the combined variation of angular

positions (α) and (β) of gimbal 1 and gimbal 2, respectively, to the camera position.

In addition to the position of the origin of camera frame, its orientation is important. The angular

rotations of the origin of the camera frame with respect to G1 and b frames, respectively, are as follows:

1Θc =









1θxc
1θyc
1θzc

1









=









0

β

0

1









and bΘc =









bθxc
bθyc
bθzc

1









=









α

β

0

1









(12)

Applying the differential relations shown in Equation (10) into Equation (12), the rotational

Jacobian matrices of these angular rotations are as follows:

J1Θc
=









0 0

0 1

0 0

0 0









and JbΘc
=









1 0

0 1

0 0

0 0









(13)

The linear and angular velocities of the origin of camera frame can be obtained from the time

derivatives of linear position and angular rotation, given by Equations (9) and (12), respectively. These

velocities of the origin of the camera frame can be expressed as functions of the angular velocities α̇

and β̇ of gimbal 1 and 2, respectively.

iΛ̇c =
∂iΛ̇c

∂α
α̇ +

∂iΛ̇c

∂β
β̇ Λ = X, Θ and i = 1, b (14)
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Using Equation (14), the linear velocities of the origin of the camera frame with respect to G1

and b frames are the following:









1 ẋc(β)
1ẏc(β)
1 żc(β)

0









= J1Xc

[

α̇

β̇

]

and









b ẋc(β)
b ẏc(β)
b żc(β)

0









= Jb Xc

[

α̇

β̇

]

(15)

where J1Xc
and Jb Xc

are given in Equation (11).

Similarly, applying Equation (14), the angular velocities with respect to G1 and b are as follows:









1 θ̇xc
1 θ̇yc
1 θ̇zc

1









= J1Θc

[

α̇

β̇

]

and









b θ̇xc
b θ̇yc
b θ̇zc

1









= JbΘc

[

α̇

β̇

]

(16)

where J1Θc
and JbΘc

are given in Equation (13), respectively.

4.2. Dynamics of the Platform

The platform is considered as constituent of two rigid bodies: gimbal 1 and gimbal 2. To control

the dynamics of these gimbals, a governing mathematical model is developed. Both gimbals are set

into rotation by the desired torques applied through their respective servo motors so as to focus the

sensors on a given region of interest. Each gimbal has its own inertia with both static and dynamic

mass unbalance. The dynamics of one of the gimbal affects the other. Moreover, the change in attitude

of a UAV on which the platform is attached also affects the dynamics of the gimbals. The platform

controller to be developed from the mathematical model has to take all these effects into consideration

and keep the sensors focused on region of interest.

The gimbal 2 rotates about y2-axis that passes through the gimbal’s geometric center and gimbal

1 rotates about x1-axis that, also, passes through the gimbal’s geometric center. Due to the sensors

mounted on gimbal 2, the center of mass is offset by certain amount from the geometric center.

Similarly, due to gimbal 2 and servo motors attached to gimbal 1, the center of mass of gimbal 1 is

shifted off the center. Therefore, the off-diagonal elements of inertia matrices of the two gimbals

are non-zero. Let, the mass moment of inertia about the respective mass centers of the gimbals are

given by the following:

i Ij =







i Ijx
i Ijxy

i Ijxz
i Ijxy

i Ijy
i Ijyz

i Ijxz
i Ijyz

i Ijz






(17)

where j = 1, 2 represents the mass moment of inertia for gimbal 1 and gimbal 2, respectively,

and i represents the coordinate frame with respect to which the moment of inertia is measured.

The Lagrangian equation of motion of the sensor platform is given as follows:

d

dt

(

∂L

∂ϑ̇j

)

−
∂L

∂ϑj
= Qj where L = K − V (18)

K and V are the kinetic and potential energies, Q is non-conservative force that includes the

desired force applied by the servo motors on the gimbals and the undesired external forces. The joint

angular position ϑ = (α, β) and ϑ̇ represents their time derivative.

Kinetic energy of gimbal j is given as follows:

Kj =
1

2
bẊT

j mj
bẊj +

1

2
bΘ̇T

j
b Ij

bΘ̇T
j (19)

where the first and the second terms on the right hand side of Equation (19) represent translational

and rotational kinetic energies of center of mass of the gimbal with respect to body frame. bẊj and bΘ̇j

are the linear and angular velocities of the center of mass with respect to body frame. These velocities

can be expressed in terms of joint angular velocities ϑ̇ by applying translational and rotational

Jacobian matrices of the form given in Equations (15) and (16). Applying the corresponding Jacobian

matrices to Equation (19), the total kinetic energy of the gimbals, in terms of joint angular velocities,

is expressed as follows:

K =
1

2
ϑ̇T Dϑ̇ (20)
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where D is the n × n inertial-type matrix composed of translational and rotational inertia of the

following form:

D(ϑ) =
2

∑
j

(

JT
Xj mj JXj +

1

2
JT
Θj

b Ij JΘj

)

(21)

where JXj and JΘj are Jacobian matrices that transform joint angular velocities ϑ̇j of gimbal j into

translational and rotational velocities of the gimbal’s center of mass. b Ij is the mass moment of inertia

of the gimbal about its center of mass as expressed in the body frame and mj is the mass of the gimbal.

To determine the potential energy (V) of a gimbal, one must calculate the acceleration due to

gravity of the center of mass of the gimbal. Acceleration due to gravity is a vector pointing into the

Earth’s center. In gimbal 2 frame, the acceleration due to gravity is as follows:

2G =





−g sin β

0

g cos β



 (22)

where β is the current angular position of gimbal 2 as shown in Figure 4a. The gravity vector acts

at the center of mass of the gimbal. The gravity vector in body frame can be obtained using the

coordinate transformation matrix given in Equation (3). However, the first three yaws and the three

columns of the matrix are used to transform the gravity vector, since the translation vector has no

effect on the gravity vector. Therefore,

bG =





−g sin 2β

g sin α
(

cos2 β − sin2 β
)

g cos α
(

cos2 β − sin2 β
)



 (23)

The potential energy of gimbal j, with respect to the body frame, is given as follows:

Vj = −mj
bGT b rj (24)

where brj is the position vector of the center of mass of gimbal j with respect to the body frame.

The total potential energy of the sensor platform is, thus, given as follows:

Vj = −
2

∑
i=1

mi
bGT J

j
Xi ϑ (25)

where i represents the coordinate frame in which inertia measurement was made before it is trans-

formed into body frame. For j > i, j’s column of matrix J is zero. The position of the center of mass

for each gimbal is obtained using the CATIA inertia measuring tool.

Substituting the expressions of Equations (20) and (25) into Equation (18), and after rearranging

the terms, the dynamic equation of motion of the platform is as follows:

2

∑
i=1

Dji ϑ̈i +
2

∑
k=1

2

∑
l=1

(

∂Djk

∂ϑl
−

1

2

∂Dkl

∂ϑj

)

ϑ̇kϑ̇l +
2

∑
i=1

mi
bGT J

j
Xi = Qj (26)

where the first term represents the reaction of gimbals to external force Qj, the second term is a

velocity coupling force, and the third term represents gravitational force. Let

Hjkl :=
2

∑
k=1

2

∑
l=1

(

∂Djk

∂ϑl
−

1

2

∂Dkl

∂ϑj

)

ϑ̇kϑ̇l (27)

and

Γj :=
2

∑
i=1

mi
bGT J

j
Xi (28)

With the definitions given in Equations (27) and (28), Equation (26) can be written in compact

form as

ϑ̈ = D−1[Q− (H + Γ)] (29)
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Let the state–space model be given as follows:

χ =

[

ϑ

ϑ̇

]

=









α

β

α̇

β̇









=⇒ χ̇ =

[

ϑ̇

ϑ̈

]

=









α̇

β̇

α̈

β̈









(30)

The state–space model can be expressed in terms of Equation (29), as follows:

[

ϑ̇

ϑ̈

]

=

[

ϑ2×1

D(ϑ2×1)
−1[Q− (H + Γ(ϑ2×1))]

]

(31)

The platform control algorithm makes use of the above equations to determine the required

angular positions and velocities of the gimbals. The inertia matrices of the two gimbals are obtained

from their CATIA models. The inertial matrices of the gimbals are obtained with respect to their

respective coordinate frame and transformed into body frame.

5. Platform Performance Validation Test

To test the performance of the proposed sensor platform, the platform is nose-mounted on a

fixed-wing UAV, which is commanded to randomly change its flight status. Under such random

changes in flight status, the responses of the platform in its collision avoidance and target tracking

operational modes are tested. In this phase of performance validation, the tests are conducted in a

virtual environment using SITL simulation.

SITL-Based Performance Tests

Prior to the actual deployment of a new model, conducting a simulation-based performance

test is common practice. There are various SITL simulation frameworks available for use. For the

proposed sensor platform performance tests, PX4 flight control firmware-based SITL simulation

framework was selected. This PX4 firmware has ready-made models of various vehicles, LiDar Lite,

and camera sensors required by the proposed sensor platform.

To reproduce the actual platform control techniques described in Section 3.3, the designed

platform model is nose-mounted on a standard VTOL UAV model of PX4 firmware, as shown in

Figure 5. The outer gimbal of the platform is attached to the nose of the UAV with revolute joint

in roll and the inner gimbal of the platform is attached to the right canopy of the platform with

revolute joint in pitch/yaw. The two revolute joints represent the two servo motors that control the

sensor platform in real flight scenario. Both joints can rotate in the range of [−90◦,+90◦]. The PX4

firmware models of camera and LIDAR sensors are mounted on the inner gimbal of the platform.

Inertia measurement unit (IMU) sensor is mounted on the inner gimbal and the attitude angles of the

sensor platform obtained through IMU are used to determine the gravity vector on the gimbals of

the platform.

Figure 5. Platform nose-mount on fixed-wing VTOL UAV.
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Gazebo Simulation Environment

Gazebo is an open source three dimensional environment simulator that is rich in realistic

features of both indoor and outdoor environments. It implements open dynamics engine (ODE)

that handles rigid body dynamics simulation and collision detection. The dynamics of UAV and

its sensor platform system are governed by this ODE. Sensor models are attached on the UAV and

sensor platform to acquire their dynamics information. These sensor information are sent to flight

control firmware. Based on the received information, the flight control firmware decides actuator

commands and controls the dynamics of the UAV and the sensor platform. PX4 firmware is already

integrated to Gazebo simulation environment and have been widely used by many researchers over

the years [24–26].

Access to the ODE and other functionalities of gazebo is through gazebo plugins. The plugin is a

code from which a shared library is generated. Communication between PX4 flight control firmware

and gazebo simulation environment are enabled through the generated plugin libraries. A custom

gazebo plugin that enables the PX4 firmware to acquire information about the sensor platform and

send actuator commands to the platform servos is written by the authors and implemented in the

SITL simulation process. The custom plugin takes the current angular positions and velocities of the

gimbals as inputs and applies a force required to steer the platform to a desired region of interest.

A simple PID controller is used in the plugin to control the motion of the gimbals. The position, mass,

and inertial properties of all components of sensor platform, including that of FDR-X3000 camera

and LiDAR sensors, are incorporated to simulation description format (SDF) file of UAV model and

their dynamics are simulated by gazebo ODE.

A custom gazebo plugin module that controls the revolute joints was written and included to

SITL_gazebo plugins of PX4 firmware. To send actuator outputs to the joints (servos), a custom mixer

was defined and included to SITL_mixers of the firmware. For obstacle avoidance, the custom mixer

takes normalized velocity vector of the UAV and provides actuator outputs. For target tracking,

a robot operating system (ROS)-based node is written in ROS workspace. This node subscribes

to current location of UAV in the gazebo simulation environment and generates simulated target

locations so that the platform steers the sensors to lock-on/track a virtual target on those locations.

The relative position vector of the virtual target with respect to the UAV is determined from the

current UAV location and the generated virtual target location. Based on the relative position vector,

the required roll, and the pitch/yaw angles are calculated and published to actuator control topic

of PX4 firmware. The custom mixer takes the actuator control values and produces corresponding

actuator output that controls the joints.

The platform’s operational mode switching from obstacle avoidance to target tracking or vice

versa is enabled through parameter tuning and flight status of the UAV. A parameter is defined in

the mc_att_control module of the PX4 firmware and mapped to radio control (RC) transmitter for

tuning. The mc_att_control module is, also, customized with conditional statements. For instance,

the following:

⊙ The platform engages the sensors for obstacle avoidance if the parameter is tuned to be in a

certain range of values and UAV flight status is in either of the following flight modes:

⊲ automatic take-off;

⊲ automatic landing;

⊲ fly to a known location of interest (e.g., crime scene);

⊲ return-to-launch.

⊙ Under the condition that the UAV is in hover or altitude control mode, manual override of the

mode is disabled and the platform is set to ready to be manually steered by RC transmitter to

search for an intended target. Although manual override is disabled during a UAV’s hover and

altitude control mode, flight mode switching is active and can be carried out through either

aground control unit or an RC transmitter.

⊙ If a target is identified and the parameter is tuned to certain range of values, then the platform

locks on the target and pursues it. The flight mode is then switched to mission so that the UAV

tracks the target.

6. Results and Discussion

6.1. Obstacle Avoidance

When the UAV is on the ground, the platform disengages the sensors and acquires a horizontal

orientation, as shown in Figure 6a. When a take-off command is given to the UAV, it takes-off with the

sensor platform pitched by 90◦ upward, as shown in Figure 6b, till it attains its designated altitude.
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Soon, the UAV attains the intended altitude and enters hover mode, and the platform automatically

disengages pitching, as shown in Figure 6c, and is ready for either manual steering to search for

target or cruises to the region of interest in the obstacle avoidance mode. During landing, as shown

in Figure 6d, the platform pitches the sensors down by 90◦ to scan the environment below the UAV.

(a) (b)

(c) (d)

Figure 6. SITL-based platform operation onboard UAV. (a) Platform during UAV arming; (b) platform

during UAV take-off; (c) platform during UAV hovering; (d) platform during UAV landing.

In Figure 7, an inertial measurement unit (IMU) is mounted on inner gimbal of the platform

and the pitch responses of the platform, to take-off and land commands, are compared to the IMU

reading. There is a complete overlap between the IMU reading and the pitch angle variation of the

sensor platform.
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Figure 7. Camera IMU vs. platform pitch.
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In order to further test the pitch response of the platform to random changes in the flight status

of the UAV, take-off and land commands are given to the UAV at random altitudes. Therefore,

the UAV aborts its flight status randomly and the platform has to respond to that random changes.

The pitch response of the platform is checked with respect to the velocity vector of the UAV as shown

in Figure 8.

Figure 8. Obstacle avoidance test during random change in flight status.

The negative velocity of the UAV corresponds to the ascending mode, whereas the positive

velocity is for the descending mode. Likewise, the negative and positive pitch angles correspond to

the pitch up and down, respectively, of the inner gimbal of the platform. As can be seen in the figure,

the platform responds to the change in the direction, but not the magnitude, of the velocity of the

UAV. This shows that the platform is not bothered by how fast or slow the UAV is flying but by the

change in the flight course.

The performance of the platform is also tested while a UAV is navigating through waypoints.

The waypoints shown in Figure 9 are sent to the UAV. In its mission to fly to the destination, the UAV

is commanded to take-off to altitude of 10 m, descend to 5 m, roll to the left for 30 m (along x-

axis), pitch forward about 15 m (along y-axis), and then roll and pitch (simultaneously) towards

the destination, which is 15 m along the y-axis and 15 m along the x-axis in the negative direction.

Therefore, in this flight path, the performance of the sensor platform in roll, pitch, and combination

of roll–yaw can be tested.

Figure 9. Path followed by the UAV.
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For obstacle avoidance, the sensor platform has to be steered towards the velocity vector of the

UAV so that the sensors focus on the flight course. As shown in Figure 10, the UAV is commanded

to fly to the destination along the given waypoints, while the roll, pitch, or yaw movement of the

platform remains aligned with the velocity vector of the UAV. Referring to the figure, during take-off

and descend, the platform roll angle remains zero and the pitch angle is ∓1.5 rads (∓90◦). At 19.05 s of

simulation time, the UAV starts to roll side-way along x-axis with velocity Vx while other components

of the velocity (Vy and Vz) remain zero. The platform rolls right and yaws left by +90◦s to orient

the sensors along flight course of the UAV. After 31.71 s of simulation time, the UAV completes

rolling and changes its flight course towards the y-axis (forward). Following this change in flight

course, the platform orients the sensors forward (0◦) until the UAV completes 15 m of forward flight.

The forward flight is completed at 43.76 s of simulation time where the Vy velocity component drops

to zero. The remaining mission is to fly to the destination that requires the UAV to simultaneously fly

forward and roll sideways. In this flight course, the platform has to roll left and yaw right as shown

in the simulation time range from around 0.47–0.6 s
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Figure 10. Obstacle avoidance mode.

6.2. Target Tracking

Target tracking or lock on target responses of the sensor platform are shown in Figure 11, where

the UAV is commanded to randomly ascend and descend. The platform remains focused on a target

located 30 m in front of the UAV. The response of the sensor platform to UAV’s altitude change is

immediate. The altitudes at which the UAV is commanded to change its flight mode are normalized,

where 1 corresponds to altitude of 10 m, to magnify the variation in the platform pitch angle.
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The lock-on-target capability of the platform is visualized using the YOLO object detection

algorithm that runs in the ROS workspace. As shown in Figure 12, the UAV locks on a target located

30 m in front of it.

Figure 12. Lock-on-target mode.

The aforementioned waypoints are used to test the target tracking or lock on target performance

of the platform. In the lock-on-target operation mode, wherever the UAV is heading, the platform

has to keep focusing on the target (destination). This is depicted by the variations in the roll and

pitch/yaw angles of the sensor platform as compared to the location of the UAV along the flight path,

as shown in Figure 13. The UAV takes-off to altitude of 10 m and descends to 5 m before flying to

waypoints. The locations of the UAV in the given waypoints are scaled down by 10% to magnify

the variation of roll and pitch/yaw angles of the platform. During take-off and descend modes,

the platform pitches so as to lock the sensors on a virtual target located at destination point (30 m

forward). After 15 s of simulation time, the UAV rolls left along x-axis keeping its altitude at 5 m.

To lock the sensors on the destination point, the platform has to roll left and yaw right, while the

UAV is rolling along the x-axis, it recedes from the destination, and hence the roll and yaw angles of

the platform increase up to 28.24 s of simulation time. The UAV then heads forward for 15 m up to

35.64 s of simulation time at which the UAV completes rolling left. During this forward flight course,

the platform roll angle remains fixed while the yaw angle keeps on increasing so that the sensors

remains locked on the target. Then, the UAV rolls right and fly forward, simultaneously, towards the

destination up to 45.13 s of simulation time in which the platform yaw angle increases to +1.5 rads

and the roll angle reduces to 0 as the UAV approaches and hovers over the target. At the destination,

the UAV hovers over the target with the platform pitching down +1.5 to remain locked on the target.
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In the hover or position hold flight mode of the UAV, the incorporated custom parameters

and conditions given in mc_att_control enable a user to manually roll or pitch/yaw the platform,

using RC transmitter to search for a target without affecting the attitude of the UAV. Figure 14 shows

random manual steering of the sensor platform in search for a target, while the UAV remains level in

hover mode. The moment the target is obtained, the user toggles a switch on the RC transmitter that

is mapped to a parameter to lock on the target, and the UAV starts to pursue the target.

Figure 14. Manual search for target.

7. Conclusions and Future Work

The use of small-scale UAVs for law enforcement missions is significantly increasing in cities

and towns. However, these UAVs are required to have robust autonomy in executing missions in

such areas. This means that the UAVs have to have enough information about the environment

they are operating in so as to execute their missions while avoiding collision with potential dangers.

Information about the surrounding environment is obtained through sensors onboard a UAV. Often,

multiple sensors are rigidly mounted on different sides of a UAV to scan the surrounding environment.

However, this practice is not feasible for various reasons, including the following: small-scale UAVs

are highly weight-constrained, synchronizing and fusing data of multiple sensors are challenging

tasks, and the purchase cost of sensors is high. Therefore, to avoid these setbacks, utilizing movable

sensor platforms that can carry few sensors is an indispensable solution. To this end, a movable

sensor platform is designed, its technical implementation is described, and the mathematical model

that governs its dynamics is derived. The proposed sensor platform design is unique in its capability

to engage sensors for collision avoidance and target tracking tasks. Moreover, the design layout

and mount location of the platform do not induce aerodynamic instability during all modes of

its operation.

The performance of the platform was tested using software-in-the-loop simulations. The simu-

lation tests were based on the two operational modes of the sensor platform: collision avoidance and

target tracking. To test the responses of the sensor platform, the UAV was commanded to randomly

change its flight modes and cruise in different directions. The results show that the platform effec-

tively steers the sensors in roll, pitch, or yaw directions in response to random change in UAV’s flight

mode and flight course.

In our future work, the custom gazebo plugin that controls the dynamics of the platform will be

modified to be incorporated to PX4 flight control software. To validate the successful performance

tests obtained through software-in-the-loop simulations, the platform, with its sensors, shall be

nose-mounted on a fixed-wing VTOL UAV and real flight experiments will be conducted. If required,

further improvements shall be carried out on the platform control module to make sure that the

operation of the sensor platform is accurate and stable in both of its operational modes.
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Abstract: Distributed electric propulsion (DEP) aircrafts have high propulsion efficiency and low

fuel consumption, which is very promising for propulsion. The redundant thrusters of DEP aircrafts

increase the risk of fault in the propulsion system, so it is necessary to study fault-tolerant control

to ensure flight safety. There has been little research on coordinated thrust control, and research on

fault-tolerant control of the propulsion system for DEP aircrafts is also in the preliminary stage. In

this study, a mathematical model of DEP aircrafts was built. Aiming at the lateral and longitudinal

control of DEP aircrafts, a coordinated thrust control method based on total energy control and total

heading control was designed. Furthermore, a fault-tolerant control strategy and control method was

developed for faults in the propulsion system. Simulation results showed that the controller could

control the thrust to the prefault level. The correctness and effectiveness of the designed coordinated

thrust control method and the fault-tolerant control method for DEP aircrafts were theoretically

verified. This study provides a theoretical basis for future engineering application and development

of the control system for DEP aircrafts.

Keywords: distributed electric propulsion; coordinated thrust control; fault-tolerant control; flight sim-

ulation

1. Introduction

A distributed electric propulsion aircraft is a new type of aircraft that converts me-
chanical energy into electrical energy through an engine-driven generator. It is used in
conjunction with energy storage devices, such as lithium batteries, to power multiple elec-
tric propulsion devices distributed on the wings or fuselage. The DEP aircraft studied in
this work is presented in Figure 1. With distributed propulsion, an aircraft’s propeller slip-
stream can significantly increase the airflow velocity behind its propeller disks, which will
improve the aircraft performance in flight [1], enhance the stability of the wing structure [2],
and realize short take off. Electric propulsion can increase efficiency of the propulsion
system [3] and reduce noise [4]. The fuel consumption and pollution emission of an aircraft
diminish as the DEP system improves the working condition of the gas turbines and aero-
dynamic efficiency of the vehicle, which satisfies the green requirements for the future [5,6].
In addition, the DEP system has multiple redundancy of a power system, which is safer
and labeled as a very promising propulsion type.

In the study of methods for modeling of DEP aircraft, Joseph W. Connolly et al. of
the NASA Glenn Research Center developed a nonlinear dynamic model with full flight
envelope controller for the propulsion system of a partially turboelectric single-aisle aircraft.
Optimization strategies for efficiency of the aircraft were investigated by adjusting the
power between the energy for turbofan thrust and the extracted energy used to power the
tail fan [7]. Nhan T. Nguyen et al. from the NASA Ames Research Center proposed an
adaptive aeroelastic shape control framework for distributed propulsion aircrafts, which
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allows the wing-mounted distributed propulsion system to twist the wing shape in flight
to improve aerodynamic efficiency through the flexibility of an elastic wing. In addition, an
aero-propulsive-elastic model of a highly flexible wing distributed propulsion transport
aircraft was established, and analysis of the initial simulation results showed that the
scheme could solve the potential flutter problem and effectively improve the aerodynamic
efficiency quantity of the lift-to-drag ratio [8]. Zhang Jing et al. from Beihang University
systematically investigated the integrated flight/propulsion modeling and optimal control
of distributed propulsion configuration with boundary layer ingestion and supercirculation
features and proposed an integrated flight/propulsion optimal control scheme to deal
with the strong coupling effects and to implement comprehensive control of redundant
control surfaces as well as the distributed engines [9]. Lei Tao et al. from Northwestern
Polytechnic University built a complete simulation model of the DEP aircraft power system
and comparatively analyzed the pros and cons of three evaluation indexes, namely the
propulsion power, the propulsion efficiency, and the range in pure electric propulsion and
turboelectric propulsion architectures, based on a flight profile [10]. Da Xingya et al. from
the High-Speed Aerodynamics Research Institute under China Aerodynamics Research and
Development Center introduced the power-to-thrust ratio as a parameter. They analyzed
the effects of the state of a boundary layer and propulsion system parameters on system
performance through a numerical analysis method based on the integral equation of
boundary layer and verified the reliability of the calculation method by comparing the
baseline state with N3-X [11]. For future electric airliners, Shanghai Jiao Tong University
and the NASA Glenn Research Center developed a design method and a propulsion
electric grid simulator for a turboelectric distributed propulsion (TeDP) system, explored
the influence of the motor size and the spread length and air inlet conditions on the number
of thrusters, and established a simulation system of a generator driven by a gas turbine
engine and a system constituting two permanent magnet motors to simulate the drive
of motor propelling fans. These techniques can convert a common motor system into a
unique TeDP electric grid simulation program [12,13]. P.M. Rothhaar, a research engineer
from the NASA Langley Research Center, developed the full process of testing, modeling,
simulation, control, and flight test of a distributed propulsion vertical takeoff and landing
(VTOL) tilt-wing aircraft and established methods for self-adaptive control architectures,
control distribution research and design, trajectory optimization and analysis, flight system
identification, and incremental flight testing [14]. J.L. Freeman performed a dynamic flight
simulation of directional control authority-oriented spreading DEP and developed a linear
time-invariant state space model to simulate the six-degree-of-freedom flight dynamics of a
DEP aircraft controlled by a throttle lever. The study showed that further development of
this technology could reduce or eliminate the vertical tail of an aircraft [15].
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of-freedom flight dynamics of a DEP aircraft controlled by a throttle lever. The study 

Figure 1. The DEP aircraft studied in this paper.

In the research of the coordinated control technology of thrust and fault-tolerant
control technology for DEP aircrafts, Jonathan L. Kratz et al. from the NASA Glenn
Research Center designed a flight control plan for a single-aisle turboelectric aircraft with
aft boundary layer thruster, and the designed controller was validated by simulation
within the flight envelope. The results also showed that the engine efficiency was greatly
improved [16]. Eric Nguyen Van et al. proposed a method to calculate a motor’s bandwidth
and control law for an active DEP aircraft with designed longitudinal/lateral control law

286



Drones 2022, 6, 78

and distribution modules, and the results demonstrated that the method can reduce the
surface area of a vertical tail by 60% [17,18]. The NASA Glenn Research Center developed
an 11 kw lightweight and efficient motor controller for X-57 DEP aircrafts. The controller
includes a control processor and a three-phase power inverter weighing 1 kg and not
requiring a heat sink, and its efficiency is over 97% [19]. Garrett T. Klunk et al. considered
the stability and control effectiveness in the event of engine fault. An active thruster-based
control system can redistribute thrust to offer dynamic directional stability when a thruster
is unable to recover symmetric thrust. This capability satisfies the function of a vertical
tail in an aircraft and, if permitted during certification, can completely replace the vertical
tail [20]. The University of Michigan investigated the fault detection and control of DEP
aircraft engines. For thruster faults in DEP aircrafts, Kalman filtering was adopted to detect
motor faults, and a model predictive controller was leveraged to recover the altitude of
cruising flight and redistribute thrust to a properly operating motor [21]. In recent years,
the development of artificial intelligence provides a new technical way for fault-tolerant
control. R. Shah from Cornell University proposed adaptive and learning methods and
compared them to control DC motors actuating control surfaces of unmanned underwater
vehicles. The result showed that deterministic artificial intelligence (DAI) outperformed the
model-following approach in minimal peak transient value by approximately 2–70% [22].
S.M. Koo from Cornell University determined the threshold for the computational rate
of actuator motor controllers for unmanned underwater vehicles necessary to accurately
follow discontinuous square wave commands. The results showed that continuous DAI
surpassed all modeling approaches, making it the safest and most viable solution to future
commercial applications in unmanned underwater vehicles [23]. It can be seen that DAI
has broad application prospects in the field of fault-tolerant control of DEP aircraft actuator
in the future and should be deeply studied.

The redundant thrusters of DEP aircrafts also increase the risk of fault in the propulsion
system, so it is necessary to study fault-tolerant control to ensure flight safety. At present,
there is little research on coordinated thrust control, and research on fault-tolerant control
of propulsion system for DEP aircrafts is also in the preliminary stage. In this context,
a power system model for DEP aircrafts, including the engine module, the generator
and energy storage system module, and the thruster module, is established in Section 2.
A mathematical model of a six-degree-of-freedom DEP aircraft was built based on the
principles of aerodynamics and flight dynamics. In Section 3, research on control methods
to coordinate thrust from multiple thrusters is discussed based on the mathematical model
of DEP aircrafts. The lateral and longitudinal control loops of DEP aircrafts were set up
based on the principles of total energy control and total heading control, and a fault-tolerant
control method was developed for the case where a thruster of a DEP aircraft has failed. In
Section 4, experiments simulating flight tests and fault-tolerant control within the mission
segment are outlined, and the experimental results are used to verify the effectiveness
of the designed coordinated thrust control system and the fault-tolerant control method.
Finally, all the major results are summarized and discussed in Section 5. In this study, the
correctness and effectiveness of the designed coordinated thrust control method and the
fault-tolerant control method for DEP aircrafts were theoretically verified, providing a
theoretical basis for future engineering application and development of the control system
for DEP aircrafts.

2. Modelling of the DEP Aircraft

Unlike traditional aircrafts, a DEP aircraft is powered by electrical energy converted
from the mechanical energy of its engine, so the energy flow of its propulsion system
differs from that of traditional aircraft. In this study, a mathematical model of the DEP
aircraft’s propulsion system was established, including its engine, generator, energy storage,
thruster, and other modules. Then, a mathematical model of the DEP aircraft was built
according to aerodynamics and flight dynamics to deepen understanding of the drive
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mode and flight mechanism of DEP aircrafts and lay the foundation for flight control and
simulation research.

2.1. Mathematical Model of the DEP Aircraft’s Propulsion System

2.1.1. Engine Module

In this study, two turboshaft engines were adopted to convert mechanical energy into
electrical energy stored in the energy storage system. The turboshaft engines follow the
ideal Brayton cycle.

Flow in the inlet was considered as an isentropic process with no total pressure loss
and temperature loss, so the isentropic flow equation is as follows:

Pt

Ps
=

(

1 +
k − 1

2
Ma

2

)
k

k−1

(1)

Tt

Ts
= 1 +

k − 1

2
Ma

2 (2)

where Pt is the total pressure, Tt is the total temperature, Ps is the static pressure, Ts is the
static temperature, µ is the specific heat ratio of the ideal gas, and Ma is the Mach number.

The pressure ratio of a compressor is as follows, where Pt2 is the total inlet pressure of
the compressor, and Pt3 is the total outlet pressure of the compressor.

Pratio =
Pt3

Pt2
(3)

It was assumed that the compressor is ideal and therefore provides isentropic com-
pression. The temperature ratio can be calculated from the isentropic relations, where Tt2

is the total inlet temperature of the compressor, and Tt3 is the total outlet temperature of
the compressor.

Tt3

Tt2
=

(

pt3

pt2

)
k−1

k

(4)

The increase in heat in the airflow within the combustor is proportional to the fuel
consumption rate and the fuel heat value, as described below:

dm0Q = dm f HV (5)

where dm0 is the mass flow of air, dm f is the mass flow of fuel, Q is the heat exchanged
with the system, and HV is the heat value of fuel.

With the ideal burner efficiency and constant specific heat, the equation is as follows:

(

dm0 + dm f

)

CpTt4 − (dm0)CpTt3 = dm f HV (6)

The maximum mass flow of fuel dm f max can be calculated using the highest tempera-
ture of the turbine inlet temperature TIT at a constant-pressure specific heat Cp.

dm f max
=

−(TITmax)− Tt3Cpdm0

CpTITmax − HV
(7)

The turbine provides enough power to drive the compressor. Therefore, there is a
condition to be satisfied, namely the turbine power should be equal to the compressor
power. Under ideal conditions, the equation for this condition is as follows, where Tt4 is
the total inlet temperature of the gas turbine, and Tt41 is the total inlet temperature of the
power turbine.

dm0Cp(Tt3 − Tt2) =
(

dm0 + dm f

)

Cp(Tt4 − Tt41) (8)
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It was assumed that the turbine is ideal and is therefore isentropically depressurized.
The temperature ratio can be calculated based on the isentropic relations. The isentropic
relations were then adopted to change the pressure ratio of the turbine according to the
following equation, where Pt4 is the total inlet pressure of the gas turbine, and Pt41 is the
total inlet pressure of the power turbine.

Pt41

Pt4
=



1 −
Tt2

Tt4

1
(

1 +
dm f

dm0

)

{

(

Pt3

Pt2

)
k−1

k

− 1

}





k
k−1

(9)

The power turbine extends the flow to ambient pressure to obtain the maximum power.
It was assumed that the turbine is ideal and therefore it is isentropically depressurized. The
isentropic relations were adopted to change the temperature ratio as follows:

Tt3

Tt2
=

(

pt3

pt2

)
k−1

k

(10)

The nozzle works isentropically, and there is no loss of total pressure and temperature.
The total inlet pressure of nozzle Pt5 is equal to the total outlet pressure of nozzle Pt7.

Pt5 = Pt7 (11)

Power recovery of the turboshaft engine is a function of the total enthalpy change of
the turbine:

PRecovery =
(

dm0 + dm f

)

Cp(Tt4 − Tt41) (12)

The specific fuel consumption SFC is shown below:

SFC =
dm f

PRecovery
(13)

2.1.2. Electric Power Generation and Energy Storage Module

Mechanical energy generated by the turboshaft engine is mechanically connected to
a generator through the reduction gear box, and the generator then stores the generated
electrical energy in the energy storage battery. Ports of the generator and the energy storage
system were defined as presented in Figure 2.
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The mechanical power of the generator Pmec is calculated based on the following
equation:

Pmec = Tmws (14)
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In the equation, Tm and ws are the torque and the rotational speed of the shaft at the
generator’s Port 2, respectively.

The lost power Plost is calculated according to the following equation:

Plost = (1 − η) · |Pmec| (15)

where η is the efficiency defined by the motor’s characteristics.
The electrical energy generated is as follows:

Pelec = Pmec − Plost (16)

The load of the charge ql extracted from the energy storage system for use is calculated
as follows:

dql

dt
= −I3 (17)

where I3 represents the current of a battery at Port 3 of the energy storage system. When I3

is negative, the battery is in a discharged state. The state of charge SOC is a state variable,
and its derivative is calculated as follows:

dSOC

dt
= −

dq

dt
·

100

Cnorn
(18)

where Cnorn is the rated capacity of a battery. The output power Pbat of the energy storage
system at Port 1 is calculated as follows:

Pbat = Rcell I
2
cellScell Pcell (19)

where Rcell is the internal resistance of a battery cell, Icell is the battery current, Scell is the
number of cells in series in a battery, and Pcell is the number of cells in parallel in a battery.

2.1.3. Thruster Module

The thruster module of a DEP aircraft consists of 16 sets of motors connected to
propellers through a reduction gear box. The thrust FP and the torque TP of a single
propeller are calculated as follows:

FP = CThrustρnT
2Dp

4 (20)

TP =
CpowerρnT

3Dp
5

ω
(21)

where ρ is the air density, nT is the rotational speed, ω is the rotational speed in the
international system of units, Dp is the propeller’s diameter calculated from the propeller’s
radius, CThrust is the thrust coefficient, and Cpower is the power coefficient.

The thrust coefficient CThrust and power coefficient Cpower of the propeller are related
to the geometric characteristics of the propeller, such as diameter, number of blades, blade
area, rotating area, blade angle, theoretical pitch angle, etc. The CThrust and Cpower map of
the propeller can be generated by the propeller performance map generator tool. According
to the propeller shaft speed, aircraft speed, and actual pitch angle, the value of CThrust and
Cpower at this time can be interpolated.

The propulsion ratio J of the propeller is calculated as follows:

J =
Va

nT Dp
(22)

In the equation, Va is the norm of the airspeed vector
→
Va. The thrust and the torque

coefficients are equal to zero when the rotational speed is opposite to the rotation (counter-
clockwise or clockwise) direction.
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The propeller’s aerodynamic efficiency λ is defined as follows:

λ = J
CThrust

Cpower
(23)

Based on the position of the propeller relative to the body, the thrust and the moment
of the propulsion system acting on the aircraft can be calculated.

2.2. Mathematical Model of the DEP Aircraft

In this study, a mathematical model of DEP aircrafts was established based on the
principles of aerodynamics and aircraft dynamics. (u, v, w) is the linear velocity of the
aircraft, (p, q, r) is its angular velocity, and (φ, θ, ψ) represents its roll angle, pitch angle,
and yaw angle.

2.2.1. Earth-Surface Reference Frame OExEyEzE

The Earth-surface reference frame was defined to obtain a transformational relation-
ship between the aircraft body and Earth and used to determine the attitude and heading
of the aircraft. The selected takeoff point is the origin OE, the axis zE is vertical to the
horizontal plane and points to the Earth’s core, and the axis xE is located in the horizontal
plane and points to the direction of the nose when the aircraft takes off. The axis yE is
also located in the horizontal plane and is perpendicular to the axis xE, whose direction is
determined by the right-hand rule.

2.2.2. Aircraft-Body Coordinate Frame OBxByBzB

The selected mass center of the aircraft is the origin OB of the coordinates. The
coordinate system is fixed to the aircraft body, and the axis xB is along the axis of the
aircraft’s symmetry plane, which points to the nose of the aircraft. yB points to the starboard
side of the aircraft, while zB is perpendicular to xB in the aircraft’s symmetry plane, which
points to the bottom of the body.

The Earth-surface reference frame was converted to the aircraft-body coordinate frame
as follows:

RB
E =





cos θ cos ψ cos θ sin ψ − sin θ

sin φ sin θ cos ψ − cos φ sin ψ sin φ sin θ sin ψ + cos φ cos ψ sin φ cos θ

cos φ sin θ cos ψ + sin φ sin ψ cos φ sin θ sin ψ − sin φ cos ψ cos φ cos θ



 (24)

2.2.3. Velocity of Aircraft Relative to the Air

The velocity of the aircraft relative to the air is defined as follows:

→
Va =





Vax

Vay

Vaz



 =





VE
G x − VE

windx

VE
G y − VE

windy

VE
G z − VE

windz



 (25)

where
→
Va is the airspeed of the aircraft, VE

G x, VE
G y, VE

G z is the relative velocities to the Earth
on the axis x, y, z, and VE

windx, VE
windy, VE

windz is the relative wind speed to the Earth on the
axis x, y, z.

2.2.4. Angle of Attach and Sideslip Angle

The aircraft should make its wings fly at a positive angle with respect to the airspeed
vector in order to rise. The positive angle is the angle of attack, noted as α; the angle
between the velocity vector and the plane xBzB is deemed as the sideslip angle, noted as β.
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The velocity under the aircraft-body coordinate frame was adopted to calculate the
angle of attach and the sideslip angle:



















α = arctan
(

VB
az

VB
ax

)

β = arcsin





VB
ay

∣

∣

∣

∣

→
Va

∣

∣

∣

∣





(26)

2.2.5. Force and Moment

Based on aerodynamic principles, forces and moments acting on a DEP aircraft can be
summarized as follows:





Fx

Fy

Fz



 =





−mg sin θ

mg cos θ sin φ

mg cos θ cos φ



+





− 1
2 ρSV2

a Cx

− 1
2 ρSV2

a Cy

− 1
2 ρSV2

a Cz



+





FPx

FPy

FPz



 (27)





Mx

My

Mz



 =





1
2 ρSbV2

a Cl
1
2 ρScV2

a Cm
1
2 ρSbV2

a Cn



+





TPx

TPy

TPz



 (28)

where m is the mass of aircraft, ρ is the air density, S is the wing area for reference, Va is

the norm of the airspeed vector
→
Va, b is the wingspan for reference, and c is the mean

aerodynamic wing chord. FP and TP are the thrust and torque generated by the thrusters
above. Cx represents the drag coefficient, Cy is the lateral force coefficient, and Cz is the lift
coefficient. Cl is the roll moment coefficient, Cm is the pitch moment coefficient, and Cn is
the yaw moment coefficient, as calculated and shown below.

The aerodynamic coefficient is as follows:











Cx = Cx0 + Cxαα + Cxq
c

2Va
q + CxδE

∣

∣

∣
δE

∣

∣

∣

Cy = Cyββ + Cyp
c

2Va
p + Cyr

c
2Va

r + CyδA
δA + CyδR

δR

Cz = Cz0 + Czαα + Czq
c

2Va
q + CzδE

δE

(29)

The pneumatic moment coefficient is as follows:











Cl = Clββ + Clp
c

2Va
p + Clr

c
2Va

r + ClδA
δA + ClδR

δR

Cm = Cm0 + Cmαα + Cmq
c

2Va
q + CmδE

δE

Cn = Cnββ + Cnp
c

2Va
p + Cnr

c
2Va

r + CnδA
δA + CnδR

δR

(30)

In the abovementioned equation, coefficients such as Cx0, Cxα, Cxq, CxδE
are derived

from the partial derivatives in a Taylor series approximation process and are dimensionless
values, which are determined by the aircraft’s parameters.

2.2.6. Flight Dynamics Equations

From the momentum theorem, the following can be obtained:





.
u
.
v
.

w



 =
1

m





Fx

Fy

Fz



+ RB
E





0
0
g



−





0 −r q
r 0 −p
−q p 0









u
v
w



 (31)

From the moment of momentum theorem, the following can be obtained:





.
p
.
q
.
r



 = I−1





Mx

My

Mz



− I−1





0 −r q
r 0 −p
−q p 0



I (32)
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In the equations, I is the moment of inertia of the aircraft:

I =





Ixx −Ixy −Ixz

−Iyx Iyy −Iyz

−Izx −Izy Izz



 (33)

The set of supplementary kinematic equations is presented as follows:







.
φ
.
θ
.
ψ






=





1 sin φ tan θ cos φ tan θ

0 cos φ − sin φ

0 sin φ sec θ cos φ sec θ









p
q
r



 (34)

Equations (31), (32), and (34) are the six-degree-of-freedom flight dynamics equa-
tions of DEP aircrafts, and the flight state of an aircraft can be obtained by solving the
above equations.

Simulation was carried out in order to verify the correctness of the mathematical
model of DEP aircrafts. The inputs of the model were the target roll angle and pitch angle,
and the aircraft was controlled to fly in a steady state with zero sideslip angle. The attitude
response inputs of the aircraft are shown in Figures 3 and 4.
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At the fifth second, the input command of the roll angle changed, and the sideslip
angle of the aircraft changed accordingly. As the roll channel is coupled with the yaw
channel, in order to ensure zero sideslip angle flight, the yaw channel must respond to
meet the control requirements. Figure 5 shows the response curve of the aircraft’s sideslip
angle. It can be seen that the sideslip angle caused by the roll channel only changed slightly.
The aircraft returned to the steady flight with zero sideslip angle quickly, meaning it had a
good control effect.
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In the equations, totE  is the total energy of the aircraft, kinE  is the kinetic energy of 
the aircraft, potE  is the potential energy of the aircraft, m  is the aircraft mass, H  is the 
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3. Coordinated Thrust Control and Fault-Tolerant Control of the DEP Aircraft

3.1. Coordinated Thrust Control of the DEP Aircraft

3.1.1. Longitudinal Control Loop

In this study, a total energy control system (TECS) was designed for the longitudinal
control of DEP aircrafts, which controls the entire flight of climb, cruise and descent with
the best goal of minimizing the aircraft’s energy consumption [24]. The system solves the
coupling problems concerning the power lever angle and the elevator. Based on the total
aircraft energy, the throttle directly corresponds to the increase or decrease in the overall
aircraft energy, the rise and fall directly correspond to the distribution of the aircraft’s
kinetic and potential energy, and the altitude and airspeed are the results produced by the
joint action of the power lever angle and the elevator. TECS was derived as follows:

Etot = Ekin + Epot =
1

2
mVa

2 + mgH (35)

.
Etot

mg
=

mVa

.
Va

mg
+

.
Hmg

mg
=

Va

.
Va

g
+

.
H (36)

.
Espec =

.
Etot

mgVa
=

.
Va

g
+

.
H

Va
=

.
Va

g
+ sin γ ≈

.
Va

g
+ γ (37)

.
Edist = γ −

.
Va

g
(38)

In the equations, Etot is the total energy of the aircraft, Ekin is the kinetic energy of the
aircraft, Epot is the potential energy of the aircraft, m is the aircraft mass, H is the altitude,

g is the gravitational acceleration, Va is the airspeed, γ is the track angle, and
.
Edist is the

specific energy distribution rate. In addition, the incremental thrust ∆Tc is associated with

the specific energy gradient
.
Espec.
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The TECS approach connects the change in commanded thrust to the change in specific
energy rate as follows:

∆Tc =

(

KTP +
KTI

s

)

.
Espec (39)

In the above equation in s domain, KTP is the proportional gain of the thrust control
loop, while KTI is the integral gain of the thrust control loop that drives the steady-state
error to zero. It was assumed that the elevator control is under energy conservation and the
elevator can convert kinetic energy to potential energy, so the specific energy distribution
rate is presented as follows:

.
Edist = γ −

.
Va

g
(40)

Based on that, changes in pitch angle command ∆θc are related to changes in
.
Edist:

∆θc =

(

KEP +
KEI

s

)

.
Edist (41)

where KEP is the proportional gain of the pitch angle control loop, and KEI is the integral
gain of the pitch angle control loop.

The aircraft’s thrust is associated with the thrust command, and the change of elevator
deflection angle ∆δe is related to the pitch command:

∆T = Geng(s)∆Tc, ∆δe = Gelev(s)∆θc (42)

where Gthr(s) denotes the combined thrust control function, and Gelev(s) is the combined
pitch control and elevator actuator dynamics function. Based on the above derivation, the
functional block diagram of TECS can be represented as in Figure 6.
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3.1.2. Lateral Control Loop

The total heading control system (THCS) is leveraged for the lateral control of DEP
aircrafts [24]. The error signals between the commanded and actual rate of change of

heading (
.
ψc and

.
ψ) and between the commanded and actual rate of change of sideslip

(
.
βc and

.
β) are computed as follows:

∆
.
ψ =

.
ψc −

.
ψ (43)

∆
.
β =

.
βc −

.
β (44)

The commanded roll angle changes ∆φc and the yaw rate changes ∆rc based on these
errors are calculated as follows:

∆φc =
Va

g

(

KRP +
KRI

s

)

(

∆
.
ψ + ∆

.
β
)

(45)

∆rc =
Va

g

(

KYP +
KYI

s

)

(

∆
.
ψ − ∆

.
β
)

(46)
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where KRP, KRI is the proportional gain and integral gain of the roll angle control loop, and
KYP, KYI is the proportional gain and integral gain of the yaw rate control loop.

In terms of aircraft-related components, deflection changes in ailerons ∆δa and the
deflection changes in rudder ∆δr are calculated in response to roll angle commands and
roll angle speed variations, respectively.

∆δa = Gail(s)∆φc, ∆δr = Grud(s)∆rc (47)

where Gail(s) and Grud(s) are ailerons and the rudder controller and the actuator dynamics
function, respectively.

3.2. Fault Response Strategy and Fault-Tolerant Control of DEP Aircrafts

This study focused on stuck and failed thrusters. Causes of thruster fault include
decreased gain of a brushless motor due to aging of the motor stator coils, excessive friction
of the motor rotor’s shaft, and degradation of the motor’s magnet performance, leading to
the output deviating from the normal one. Macroscopically, when the output of a brushless
motor is weak during the actual flight, changes in attitude angle of the motor is reduced
with the same control amount, and the entire aircraft becomes “sluggish”. In this study,
16 electric thrusters were adopted for the model object, with a symmetric distribution of
eight thrusters on the left and eight on the right. The thruster near the center was numbered
1, and the outermost thruster was numbered 8. The state matrices of the thrusters on the
left and the right were expressed by XL and XR. In the preliminary design, the total thrust
of the system is given by Equation (50), assuming that the thrust of all thrusters on the
same side is equal [25].

TR_i = TR_j, ∀i ∈ [1, 8], j ∈ [1, 8] (48)

TL_i = TL_j, ∀i ∈ [1, 8], j ∈ [1, 8] (49)

Ttotal = TL

8
Σ

i=1
XL(i) + TR

8
Σ

i=1
XR(i) (50)

Through this thruster counting method, the total yaw moment provided by this
propulsion system is given by Equation (51), where the diameter of each thruster is D:

Mtot = TL
D

2

8
Σ

i=1
(2i − 1)XL(i)− TR

D

2

8
Σ

i=1
(2i − 1)XR(i) (51)

Solving TR in (50) and (51), TLe f t and TRight can be obtained as shown in Equations
(53) and (54) below:

Mtot = TL
D

2

8
Σ

i=1
(2i − 1)XL(i)− (

Ttot

8
Σ

i=1
XR(i)

−

8
Σ

i=1
XL(i)

8
Σ

i=1
XR(i)

)
D

2

8
Σ

i=1
(2i − 1)XR(i) (52)

TLe f t =

2
D Mtot +

Ttot
8
Σ

i=1
XR(i)

8
Σ

i=1
(2i − 1)XR(i)

8
Σ

i=1
(2i − 1)[XL(i)] +

8
Σ

i=1
XL(i)

8
Σ

i=1
XR(i)

8
Σ

i=1
(2i − 1)[XR(i)]

(53)

TRight =
Ttot

8
Σ

i=1
XR(i)

−

2
D Mtot +

Ttot
8
Σ

i=1
XR(i)

8
Σ

i=1
(2i − 1)XR(i)

8
Σ

i=1
XR(i)

8
Σ

i=1
XL(i)

8
Σ

i=1
(2i − 1)[XL(i)] +

8
Σ

i=1
(2i − 1)[XR(i)]

(54)
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TLe f t and TRight of the above equations were input as thrust commands to the electric
thrusters on both sides, where the state matrices of the thrusters were considered for
monitoring the minimum thrust demand, turbine engine state, generator state, power bus
state, and electric thruster state. If any of the components fail, the corresponding variable
in the state matrices degrades to 0. In addition to enabling coordinated control of the
electric thrusters on both sides, the thrust can be redistributed to maintain stability and
maneuverability of the aircraft in case of a component fault. The fault-tolerant controller
of the DEP system designed in this study features a fault injection module. The function
developed so far allows the remaining thrusters to make corresponding changes to recover
the aircraft’s thrust to the prefault level when a single thruster on the left/right fails and
the torque and the rotational speed fail to reach the normal operational level.

When the ith thruster fails, the mathematical form of the rotational speed of the
thruster can be expressed as follows:

ω
f
i = σiωi (55)

where 0 ≤ σi < 1 denotes the fault rate of the ith thruster under a fault. When the motor is
completely jammed, then σi = 0.

When a simulation test of thruster fault-tolerant control is conducted in this simulation
platform, a random fault thruster ID number, that is nFault, will be randomly generated in
the τth second in order to simulate a thruster fault more realistically.

When a thruster numbered nFault fails in the τth second, the torque of the thruster
corresponding to the failed thruster should be first controlled to the torque value of the
failed one, i.e., Ti ∗ σi, at which point the difference between the thrust in a steady-state
flight and that of a failed aircraft is deemed as the control error ψerr. In this case, the thruster
control torque needed to recover the prefault thrust can be calculated by PID control, which
will be fed back to the aircraft control input, in order to achieve the fault-tolerant control of
thrusters in the DEP system. The functional block diagram of the designed fault-tolerant
control methods for DEP aircrafts in this study is shown in Figure 7.
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Figure 7. Functional block diagram of the fault-tolerant control of the DEP aircraft. Figure 7. Functional block diagram of the fault-tolerant control of the DEP aircraft.

4. Simulation Results and Discussion

4.1. Simulation Tests Carried out within Mission Segments

Simulation tests of the DEP aircraft on the coordinated and comprehensive control
of thrust were conducted during the entire process in the mission profile, namely takeoff,
cruise, and descent. The set flight conditions are shown in Table 1.
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Table 1. Parameter setting in mission segments of takeoff/cruise/descent.

Flight Phase Starting Height (m) Final Height (m) Mach Number

Climb 0 10,000 0.49

Cruise 10,000 10,000 0.79

Descent 10,000 0 0.18

The flight simulation test results of the control system within the full mission segments
are presented in Figure 8, with the response curve of the flight altitude showing good
tracking effects.

Drones 2022, 6, x FOR PEER REVIEW 15 of 25 
 

4. Simulation Results and Discussion 
4.1. Simulation Tests Carried out within Mission Segments 

Simulation tests of the DEP aircraft on the coordinated and comprehensive control of 
thrust were conducted during the entire process in the mission profile, namely takeoff, 
cruise, and descent. The set flight conditions are shown in Table 1. 

Table 1. Parameter setting in mission segments of takeoff/cruise/descent. 

Flight Phase Starting Height (m) Final Height (m) Mach Number 
Climb 0 10,000 0.49 
Cruise 10,000 10,000 0.79 

Descent 10,000 0 0.18 

The flight simulation test results of the control system within the full mission seg-
ments are presented in Figure 8, with the response curve of the flight altitude showing 
good tracking effects. 

 
Figure 8. Response curve of the flight altitude. 

For the altitude control within the flight mission segment, the quantitative descrip-
tion of the control effect is shown in Table 2, including rise time, peak time, settling time, 
and overshoot. 

Table 2. Parameter setting in mission segments of takeoff/cruise/descent. 

Performance Index Value Unit 
Rise time 349.75 seconds 
Peak time 375.97 seconds 

Settling time 493.61 seconds 
Overshoot 3.46 percent 

Figure 9 is the acceleration response curve of the z-axis. As can be seen, there is a 
change of acceleration when the aircraft’s flight state changes. The curve then converges 
to zero. Figure 10 is the velocity response curve of the z-axis. When the aircraft enters 
cruise from climb, changes in acceleration results in the aircraft’s velocity in the z-axis 

Figure 8. Response curve of the flight altitude.

For the altitude control within the flight mission segment, the quantitative description
of the control effect is shown in Table 2, including rise time, peak time, settling time,
and overshoot.

Table 2. The performance index of DEP aircraft’s altitude control.

Performance Index Value Unit

Rise time 349.75 seconds
Peak time 375.97 seconds

Settling time 493.61 seconds
Overshoot 3.46 percent

Figure 9 is the acceleration response curve of the z-axis. As can be seen, there is a
change of acceleration when the aircraft’s flight state changes. The curve then converges to
zero. Figure 10 is the velocity response curve of the z-axis. When the aircraft enters cruise
from climb, changes in acceleration results in the aircraft’s velocity in the z-axis reaching
almost zero in order to maintain a flight state with constant height and uniform speed.

Variation trend of the pitch angle of the aircraft in the corresponding mission segments
is shown in Figure 11. During the cruise phase, the pitch angle of the aircraft returns to
zero degrees.
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Figures 12 and 13 show the variation trend of the roll angle and yaw angle of an
aircraft in the corresponding mission segments. The roll angle and the yaw angle will
witness some small changes at the moment the flight state switches due to changes in the
thrust and the attitude of thrusters in the DEP system. They will then return to a flight
state without roll and deviation. The test results verifies the stability of the control system
designed in this study.
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The thrust controller solves the control input torque of a corresponding single thruster
to produce thrust in different stages. The curve of the total thrust variations generated
by all thrusters in different mission segments is displayed in Figure 14. When the aircraft
enters cruise in 300 s, the thrust required by the aircraft decreases, and the thrust is further
reduced after it descends. The total power generated by the thruster module in the entire
mission segments is demonstrated in Figure 15.

4.2. DEP System Thruster Fault-Tolerant Control Simulation Test

Propellers of thrusters on the left and right wings of an aircraft are designed to be right-
handed and left-handed, and the torque direction is also symmetrical. When a thruster
fails when nFault = 2 and σi = 0.2 is randomly generated at the 200th second, the torque
of the failed thruster instantly drops to the moment value of Ti ∗ σi, as shown by the red
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curve in Figure 16. Therefore, the torque of the symmetrical thruster No. 15 should change
symmetrically in order to first ensure the balance of moment, as shown by the blue curve
in Figure 16.
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In order to recover a stable flight state, all thrusters, except the thrusters symmetrical
to the failed ones, should increase their thrust, so the torque input of the rest thrusters
should be up. As the remaining thrusters change in the same way, the response value of the
thruster torque can be observed with thruster No. 1 as an example, and the input control
torque of thruster No. 1 gradually increases after the fault occurs in the 200th second. The
generated thrust also grows at the 200th second, as shown in Figure 17.

The variation curve of the total thrust of the DEP aircraft after the fault is shown
in Figure 18. As can be seen, the total thrust decreases after the thruster fault occurs
in the 200th second, and the thrust of each thruster on the left and right is then altered
by coordinate control to recover the thrust to a level that can maintain a stable flight of
the aircraft.
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The controller can better control the thrust to the prefault level without overshoot
after the total thrust changes in the 200th second, taking 0.3 s for adjustment. In other
words, thrust generated by the thrusters on the left and right wing of the aircraft is evenly
distributed by coordinated control after the fault.

5. Conclusions

First, a mathematical model of the DEP aircraft’s propulsion system, including the
engine module, the generator and energy storage system module, and the thruster module,
was established. Then, a mathematical model of the six-degree-of-freedom DEP aircraft was
built based on the principles of aerodynamics and flight dynamics, which laid a theoretical
foundation for subsequent simulation experiment.

Research on control methods to coordinate thrust from multiple thrusters were carried
out based on the mathematical model of DEP aircrafts. The lateral and longitudinal control
loops of DEP aircrafts were set up based on the principles of total energy and total heading
control, and a simulation experiment was carried out in the mission segment of the DEP
aircraft. The effects of aircraft attitude control and altitude control verified the stability and
accuracy of the mathematical model of the aircraft.

Furthermore, a fault-tolerant control method was developed for the case where a
thruster of a DEP aircraft has failed. Experiments simulating flight tests and fault-tolerant
control within the mission segment were conducted, and the experimental results verified
the effectiveness of the designed coordinated thrust control system and the fault-tolerant
control method. The controller could control the thrust to the prefault level.

The correctness and effectiveness of the designed coordinated thrust control method
and fault-tolerant control method for DEP aircrafts were theoretically verified, providing a
theoretical basis for future engineering application and development of the control system
for DEP aircrafts.
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Nomenclature

Abbreviations

DEP distributed electric propulsion

NASA National Aeronautics and Space Administration

TeDP turboelectric distributed propulsion

VTOL vertical takeoff and landing

TIT turbine inlet temperature

SOC state of charge

Roman letters

k specific heat ratio of the ideal gas

Pt total pressure

Tt total temperature
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Ps static pressure

Ts static temperature

Ma Mach number

Pt2 total inlet pressure of compressor

Pt3 total outlet pressure of compressor

Tt2 total inlet temperature of compressor

Tt3 total outlet temperature of compressor

Cp constant pressure specific heat

Tt4 total inlet temperature of gas turbine

Tt41 total inlet temperature of power turbine

Pt4 total inlet pressure of gas turbine

Pt41 total inlet pressure of power turbine

Pt5 total inlet pressure of nozzle

Pt7 total outlet pressure of nozzle

dm0 mass flow of air

Q heat exchanged with the system

dm f mass flow of fuel

dm f max maximum mass flow of fuel

HV heat value of fuel

TITmax highest temperature of the turbine inlet temperature

PRecovery power recovery of the turboshaft engine

SFC specific fuel consumption

Pmec mechanical power of the generator

Tm torque of the shaft at the generator’s Port 2

ws rotational speed of the shaft at the generator’s Port 2

Plost lost power

Pelec electrical energy generated by generator

ql load of the charge extracted from the energy storage system for use

I3 current of a battery at Port 3 of the energy storage system

Cnorn rated capacity of a battery

Pbat output power of the energy storage system at Port 1

Rcell internal resistance of a battery cell

Icell battery current

Scell number of cells in series in a battery

Pcell number of cells in parallel in a battery

FP thrust of a single propeller

TP torque of a single propeller

CThrust thrust coefficient of a single propeller

Cpower power coefficient of a single propeller

nT rotational speed

Dp diameter of propeller

J propulsion ratio of the propeller
→
Va airspeed vector

Va norm of the airspeed vector

u linear velocity of the aircraft’s x-axis

v linear velocity of the aircraft’s y-axis

w linear velocity of the aircraft’s z-axis

p angular velocity of the aircraft’s x-axis

v angular velocity of the aircraft’s y-axis

r angular velocity of the aircraft’s z-axis

OExEyEzE Earth-surface reference frame

OBxByBzB aircraft-body coordinate frame

VE
G relative velocities to the Earth

VE
wind relative wind speed to the Earth

m mass of aircraft

S wing area

b wingspan
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c mean aerodynamic wing chord

Cx drag coefficient

Cy lateral force coefficient

Cz lift coefficient

Cl roll moment coefficient

Cm pitch moment coefficient

Cn yaw moment coefficient

I moment of inertia of the aircraft

Etot total energy of the aircraft

Ekin kinetic energy of the aircraft

Epot potential energy of aircraft

H altitude of the aircraft

g gravitational acceleration

KTP proportional gain of thrust control loop

KTI integral gain of thrust control loop
.
Edist specific energy distribution rate

∆Tc incremental thrust
.
Espec specific energy gradient

∆θc commanded pitch angle changes

KEP proportional gain of pitch angle control loop

KEI integral gain of pitch control loop

∆δe change of elevator deflection angle

Gthr(s) combined thrust control and function

Gelev(s) combined pitch control and elevator actuator dynamics function

∆φc commanded roll angle changes

∆rc commanded yaw rate changes

KRP proportional gain of roll angle control loop

KRI integral gain of roll angle control loop

KYP proportional gain of yaw rate control loop

KYI integral gain of yaw rate control loop

Gail(s) ailerons controller and the actuator dynamics function

Grud(s) rudder controller and the actuator dynamics function

X state matrices of the thrusters

Mtot total yaw moment provided by DEP system

nFault random fault thruster ID number

Greek letters

µ specific heat ratio of the ideal gas

η efficiency defined by the motor’s characteristics

ρ air density

ω rotational speed in the international system of units

λ propeller’s aerodynamic efficiency

φ roll angle of the aircraft

θ pitch angle of the aircraft

ψ yaw angle of the aircraft

α angle of attack

β sideslip angle

γ track angle

σ fault rate

τ time of thruster failure in simulation

ψerr control error of yaw angle

Subscript

x vector component corresponding to the x-axis of the coordinate system

y vector component corresponding to the y-axis of the coordinate system

z vector component corresponding to the z-axis of the coordinate system

c the variable control command input into the system

L thruster’s variable on the left side of DEP aircraft

R thruster’s variable on the right side of DEP aircraft
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i count value of left thruster

j count value of right thruster

Superscript

B vector or scalar under the aircraft-body coordinate frame

E vector or scalar under the Earth-surface reference frame

Prefix

∆ change value of variable
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