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Abstract
Split-type flying car will play an important role in the future transportation. This paper adopts a guidance method that

couples visual information and depth information, and improves the docking accuracy through the mutual cooperation

of the drone and the vehicle. Firstly, a multilevel docking marker is designed to achieve adaptive target matching within

different distances during the docking process. The marker has strong robustness and can adapt to complex scenes such

as occlusion, strong light, and large angle tilting, providing the redundant corner points required for machine vision detec-

tion pose information accurately. Secondly, a three-dimensional pose estimation algorithm is proposed, which can intro-

duce depth information to correct the homography matrix. The algorithm combines the advantages of strong robustness

to multilevel marker detection and high accuracy of depth information, and can output millimeter-level precision pose

information in different environments, different inclination angles, and different occlusions. Finally, a flying car model

experiment was carried out, and the results showed that the guidance technology can obtain millimeter-level precise

pose information during the entire process of long distance-near distance-completion of docking, thus realizing precise

docking.
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Highlights

• A multilevel marker was designed to provide suitable
recognition objects for UAVs at different stages of
docking.

• A method combining machine vision with depth camera
was proposed, and the fusion of visual and depth infor-
mation significantly improved the recognition accuracy.

• By adopting the dual AprilTag code design, the center
coordinates of the marker were stably output during rec-
ognition, which solved the problem of reduced recogni-
tion accuracy in some UAVs due to their own shaking.

• The application of docking guidance technology to split-
type flying cars provided a solution to a key aspect in the
development of the field.

Introduction
In recent years, the advantages of split-type flying cars have
gradually become prominent, in parallel with the develop-
ment of UAVs (unmanned aerial vehicles).1 These flying
cars possess the capability of vertical takeoff and airborne
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task execution akin to drones, as well as functionalities of
road-based vehicles and control centers. As such, they
have the potential to elevate the two-dimensional traffic
network into three-dimensional space, autonomously
perform precise positioning, and seamlessly integrate with
other devices such as ground stations, ships, and aircraft,
without the need for human intervention. It is expected
that they will play an important role in modular transporta-
tion, commercial delivery, and emergency rescue,2 ultim-
ately transforming the current traffic.

In various docking or positioning problems, appropriate
identification markers can enhance optical, infrared, or other
features to improve success rates. Identification markers can
be divided into two categories: natural markers inherent to
the target platform itself3,4 and artificial markers. Artificial
markers can be designed according to the working environ-
ment and applicable scenarios, with higher discrimination
and robustness, and are extensively employed in various
docking or positioning scenarios.

Jie et al.5 and Li et al.6 proposed different algorithms
based on a rectangular color identification marker to
achieve position calibration for robots. The experimental
results showed an error of 1.5° and 3 cm, meeting the require-
ments for conventional positioning accuracy. Shao et al.7 and
Miguel et al.8 used identification markers with clear feature
points to guide UAVs to quickly capture landing platforms,
thereby significantly reducing the amount of image process-
ing required by onboard computers. Zhao et al.9 designed a
ground identification marker to improve position recognition
accuracy while UAVs are moving and experiencing image
shaking. Liu et al.10 designed a ground cooperative marker
that can be recognized at different heights, which validated
the proposed ground identification marker’s ability to
improve UAVs landing accuracy in the Gazebo simulation
environment. Among many artificial markers, the Apriltag
code proposed by Olson et al.11,12 at Michigan State
University in 2011 is widely used in the fields of robot posi-
tioning and docking.13,14 As a visual benchmark system, it
has been widely recognized by scholars for its good tolerance
and high accuracy in rotation, lighting, jitter, slight occlusion,
and blur.

For the docking problem of split flying cars, many scho-
lars have proposed different solutions.15–18 Commonly
used methods include the combination of high-precision
global positioning system (GPS), inertial sensors, and air
pressure sensors, or the guidance systems carried by
UAVs such as motion capture systems, infrared lasers,
and machine vision. However, GPS signals are susceptible
to interference in forests, deserts and other environments,
resulting in a sharp drop in accuracy. Motion capture
systems are generally used indoors. Machine vision posi-
tioning technology has the characteristics of low hardware
cost and rich information. At the same time, vision
sensors have the advantages of portability, low power con-
sumption, low cost, and easy coupling with other informa-
tion. By analyzing the images captured by the camera,

UAVs can determine their position and direction relative
to the target object, thereby achieving accurate positioning.
Machine vision positioning plays a crucial role in the
autonomous flight and docking process, improving their
positioning accuracy and safety. Cheng et al.19 proposed
a method that combines ultra-wideband and visual position-
ing, and successfully guided UAVs to land in the target area
without GPS. Ma et al.20 proposed a ground stereo vision
guidance method that simulates human vision when study-
ing UAV landing without GPS. They verified that this
method has better guidance effect than GPS, and the frame-
work is simple, but the disadvantage is that the guidance
accuracy significantly depends on the image threshold par-
ameter. Gangik et al.21 combined the speed data of the
moving platform with the information obtained by the
UAV’s vision to achieve stability when landing on a
moving platform. Progress has also been made in the appli-
cation of neural networks to image positioning technology.
For example, Zhu et al.22 used a neural network algorithm
for image processing, which reduce redundant information
and solve the problem of target occlusion through image
feature point matching, and achieve a positioning accuracy
of 0.1 m in experiments. Ding et al.23 proposed a new target
detection network that changed the candidate filtering rules
and refined the feature map. The detection accuracy of
UAV image targets can reach 89%, and the positioning
error is within 0.3 m.

After arriving at the target location, UAVs need to accur-
ately determine their attitude angles to establish a connection
or fixation with the target object. Attitude angles, which typ-
ically include the roll, pitch, and yaw angles of the UAV, can
be used to determine its position and direction. Machine
vision technology can be used to analyze images captured
by the UAV’s camera to determine its current attitude
angle. Although detection technology for attitude angles
has been developed for ground robots with fewer degrees
of freedom, there is limited research on attitude detection
technology for UAVs. Mae et al.24 proposed a three-
dimensional attitude detection method based on local
feature matching of the target, which requires the robot to
obtain some reference information in advance and has poor
versatility. Asadi et al.25 and Li et al.26 estimated the
UAV’s attitude by fusing the images captured by the
camera with other information; however, this increased the
processing load on the onboard computer. Aslan et al.27

and Madhuanand et al.28 combined visual information with
artificial intelligence, using neural networks to estimate the
UAV’s attitude after extensive learning, however, this
requires a large database to support it in the early stages.
Zhou et al.29 proposed a wing-linking technology for lateral
docking of UAVs when studying the linkage of fixed-wing
UAV groups, forming a high aspect ratio fixed-wing. Nadir
et al.30 designed an UAV capture device that provides a
certain tolerance for the docking attitude angle of UAVs.

In summary, existing research on UAVs positioning and
docking mainly relies on 2D information positioning or
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GPS positioning, and there is still room for further improve-
ment in terms of efficiency and accuracy. To overcome the
problem of GPS system interference in complex environ-
ments and poor stability and limited field of view of pure
visual guidance, this paper proposes a high-precision posi-
tioning method based on the fusion of Apriltag and depth
camera,31 and designs a multilevel identification marker.
The homography matrix of the identification object is
obtained through an algorithm to estimate the attitude
angle of the drone. To solve the problem of visual image
blurring caused by drone vibration, this paper applies a
more stable structured light and visual fusion ranging
method, which improves the docking accuracy of the
drone to the millimeter level.

Docking method

Multilevel identification marker
During the docking process between the drone and the
ground vehicle, to ensure good visual accuracy at different
distance ranges, this paper designs a multilevel identifica-
tion marker as shown in Figure 1. The identification
marker includes an outer frame, an H-shape, and two
Apriltag codes, which serve as visual recognition objects
for different stages. The outer frame can be quickly
located and listed as a candidate docking area when the
drone searches for the target at a long distance. When per-
forming pixel clustering calculations, the convex quadrilat-
eral shape of the outer frame can be more efficiently
recognized. After the outer frame is recognized, all detected
convex quadrilaterals are screened. The obvious corner fea-
tures and symmetrical structure of the H-shape can provide
distinct morphological features for the screening process,
ensuring the accuracy of the screening process. The pixel
coordinates of each corner point are used to preliminarily
calculate the center position of the identification object,

providing suitable directional guidance for the drone.
After the drone descends to the specified height based on
the previously obtained position information, the double-
code recognition of Apriltag is activated. The eight corner
points can provide stable position information for estimat-
ing spatial position and 3D attitude, thereby achieving
precise end-point docking. As the drone gradually
approaches the vehicle, the identification marker provides
2D and 3D information in a hierarchical manner, helping
the drone to continuously adjust its position and attitude.

Docking process
The drone uses GPS and inertial navigation systems to
move to the landing point. In the GPS guidance process,
once the marker appears in the camera’s view, the visual
guidance system is activated. Thereafter, the flight control
system increases the weight of the pose information feed-
back from the visual guidance system, and decreases the
weight of the GPS feedback simultaneously. When
guiding the drone to a vertical height of about 3 m and a
horizontal distance of about 0 m, further increase the
weight of visual information. Further positioning is per-
formed based on the acquired location information.
Adaptive thresholding, continuous boundary segmentation,
quadrilateral fitting, homography transformation, and
matching with the Apriltag library are performed on the
H contour and the inner double Apriltag, and the position
and direction information of the target point is finally deter-
mined. Then, the drone is guided to a height of 1± 0.02 m
and a horizontal distance of 0± 0.02 m. After entering
the final localization, the depth camera is turned on, and
the depth information is introduced. After configuring the
depth stream and the color stream, the depth frame and
the color frame are aligned, and the depth information is
fused to improve the accuracy to the millimeter level and
perform precise landing. The docking process is shown in
Figure 2. During the docking process, the visual guidance
system needs to identify different targets at appropriate
stages, as shown in Figure 3.

Position and attitude detection
The entire docking process can be divided into three stages:
in the first stage, the rectangular outline is identified, and the
center point position is roughly calculated; in the second
stage, the Apriltag identification is recognized and the pos-
ition and attitude angle of the identification are accurately
calculated; in the third stage, the depth camera is activated
for high-precision guidance and descent of the end point.

Marker outline hierarchy
Firstly, the input image undergoes preprocessing to obtain a
binary image. Subsequently, the target marker is identified
by filtering the contours based on the predeterminedFigure 1. Multilevel identification marker.
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contour relationship, which is in the form of an “H.”
Figure 4 illustrates the recognition logic flowchart. The
binary image comprises only two colors, black and
white (where 0 and 1 correspond to the respective
colors). The Suzuki contour tracing algorithm32 is
employed to search for contours, following a series of
steps: firstly, the starting point of the contour tracking is
determined, which is generally the pixel with the highest

leftmost position on the contour. Secondly, different
sequences of boundaries are marked according to the cor-
responding tracking rules, and the outer boundaries or
holes are determined based on the sequence numbers.
All contours are searched and the contour relationship
tree is ultimately established.

The intersection point of the two straight line boundaries
is the inflection point. After obtaining the boundary, it can

Figure 2. Schematic diagram of the docking process.

Figure 3. The operation logic of the guidance system.
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be determined whether it is the target “H” by counting the
number and relative position of the inflection points.

By judging whether the boundary relationship of
“border-H-letter-double code” satisfies the hierarchical
relationship function of the number of corner points, that
is, formula (1) (Figure 5):

Ci =
4, i = 1
12, i = 2
4+ 4, i = 3

⎧⎨
⎩ (1)

The “H” graph that satisfies the relationship tree can be
considered as the target marker, and the misjudgment rate
can be greatly reduced through this screening, and the rec-
ognition rate can reach 100% in the experiment. The recog-
nition situation of “H” in complex environment is shown in
Figure 6.

Dual-Apriltag code position and attitude calculation
Dual-Apriltag code recognition. After recognizing the letter
“H,” the second stage of precise docking is initiated,
which involves the important tasks of rapidly identifying
the docking point and processing the pose information. At
this stage, RealSense opens the RGB color camera to recog-
nize the Apriltag identification, and transmits the calculated
position and orientation to the flight control system for atti-
tude adjustment, preparing for the final third stage docking.

When processing dual-Apriltag markers, the center
coordinates of the entire marker are calculated based on

the information of the four corner points of each
marker. Then, the instantaneous angular deviation
between the drone and the marker code is calculated
based on the center point coordinates of the two
markers. The error is controlled within 0.2° to meet the
docking accuracy requirements. Line segment detection
is performed on the filtered and grayscale processed
image. The gradient intensity of each pixel is calculated,
and clustering is performed based on gradient intensity
and direction. Multiple adjacent pixels are considered
as a single edge.

Figure 4. The recognition logic of the “H” pattern.

Figure 5. Corner point diagram.
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After completing line segment detection, grouping is
performed. If the distance between the endpoint of the pre-
vious edge and the starting point of the next edge is less
than a certain threshold, the two lines are connected coun-
terclockwise. After all line segments are grouped, filtering
is performed to remove groups that do not meet the condi-
tions, leaving the remaining groups to form a quadrilateral.
Then, the quadrilateral is encoded based on the point lattice
inside it to determine the encoding method. A threshold
model is established by extracting the average pixel
values of the outermost and second outermost point lattices,
resulting in a spatial variation model based on the pixel
intensity of the outermost and second outermost perimeters:

I(x, y) = Ax+ Bxy+ Cy+ D (2)

The model has four parameters, which are solved by apply-
ing the least squares method. The average values of the two

predicted models are obtained to determine the threshold
for encoding all the grid points. It should be noted that
after each encoding is completed, the rotational characteris-
tics of the code must be considered. Therefore, the oper-
ation needs to be repeated by rotating 90° each time after
completing the encoding, and finally, four sets of binary
codes are obtained. After the encoding is completed, it is
matched with the encoding library to find the corresponding
Apriltag family. If the match is successful, the ID of the
code is called from the library. Otherwise, the quadrilateral
is not considered an Apriltag code. The Apriltag code rec-
ognition process is shown in Figure 7:

Horizontal position calculation. In order to calculate the rela-
tive pose between drones and objects accurately, it is neces-
sary to transform the two-dimensional image coordinates
into three-dimensional spatial coordinates. This requires

Figure 6. Recognition of the letter “H” in a complex environment.

Figure 7. Apriltag code identification process.
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the transformation of the image coordinate system to the
world coordinate system using the homography matrix.
The homography matrix is given by:

u
v
1

⎡
⎣

⎤
⎦ =

h00 h01 h02
h10 h11 h12
h20 h21 h22

⎡
⎣

⎤
⎦ x

y
1

⎡
⎣

⎤
⎦ (3)

After obtaining the homography matrix, the camera intrin-
sic matrix, extrinsic matrix, and physical size of
Apriltag2.0 markers are introduced. The intrinsic matrix
includes camera focal length parameters, while the extrinsic
matrix includes rotation matrix and translation matrix. The
formulas are given by:

h00 h01 h02
h10 h11 h12
h20 h21 h22

⎡
⎣

⎤
⎦ = s

fx 0 0 0
0 fy 0 0
0 0 1 0

⎡
⎣

⎤
⎦

×

R00

R10

R20

0

R01

R11

R21

0

Tx
Ty
Tz
1

⎡
⎢⎢⎣

⎤
⎥⎥⎦ (4)

Given the homography matrix and camera intrinsic para-
meters, the position of a single Apriltag marker in the
image coordinate system can be obtained using equation
(4).

Docking of detachable flying cars requires even higher
accuracy than fixed-point landing, with the horizontal
angle during docking needing to be controlled within a
certain range. The double Apriltag code docking system

proposed in this paper can effectively solve this problem.
After obtaining the image coordinates of the two Apriltag
codes, the center line between them is selected, and the mid-
point on the line is taken as the center of the entire target
area. Docking work is carried out based on this point as
the docking center.

Compared to the four corner points of a single Apriltag
marker, the double marker proposed in this paper provides
eight corner points for estimating relative position. Each
corner point may have a certain recognition error when
detected by the visual system, resulting in a deviation of
several pixels between the detected value and the true
value. Assuming that the error values for each pixel
detected by the system follow a standard normal distribu-
tion, the position information estimated based on more
corner points is more stable. This, to some extent, solves
the issue of inaccurate recognition caused by drone shaking.

Figure 8 demonstrates the stability comparison between
double and single markers. The black line denotes the mid-
point of the double marker connection line, while the red
line represents the center point of a single marker. During
drone shaking, especially during horizontal rotation, using
the midpoint of the double marker connection line as the
center of the marker can significantly improve stability.

During the docking process, the horizontal angle control
is divided into two parts, namely the azimuth angle ∠1
between the target point and the drone, and the angle ∠2
between the target point and the drone in the horizontal dir-
ection. The Apriltag code with ID “1” is considered as the
“head” of the drone docking, while the code with ID “2” is

Figure 8. Comparison of stability between dual-code and single-code systems.
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considered as the “tail.” The center coordinates of the
“head” are denoted as (x1, y1), the center coordinates of
the “tail” are denoted as (x2, y2), the midpoint coordinates
of the connecting line are denoted as (x3, y3), and the
center coordinates of the camera image are denoted as
(x0, y0). The following formulas can be derived accord-
ingly:

∠1 = arccos
|x3 − x0|�������������������������

(x3 − x0)2 + (y3 − y0)2
√

( )
(5)

∠2 = arccos
|x2 − x1|�������������������������

(x2 − x1)2 + (y2 − y1)2
√

( )
(6)

By performing geometric operations on pixel points, hori-
zontal coordinate information of each docking point can
be obtained at a speed of 30 fms. The latest frame informa-
tion is displayed at the bottom (the supplement of the blue
line segment with respect to the horizontal line is ∠1, and
the supplement of the angle between the red line segment
and the horizontal line is ∠2). The angle tolerance is set
to 0.5°, and the distance tolerance is set to 10 pixels.
Figure 9 illustrates the process of angle and distance recog-
nition, with the system output information shown in the
lower left corner.

3D attitude angle calculation. In order to determine the three-
dimensional pose of the marker, it is necessary to rotate,
scale, and translate the marker in the world coordinate
system to match its position in the camera coordinate
system. The rotation and scaling can be represented by
matrices, while translation is represented by coordinate add-
ition. To enable matrix multiplication, homogeneous coor-
dinates are introduced, elevating the camera coordinate
system from 2D to 3D coordinates.

To obtain the three-dimensional coordinates of the target
point in the color coordinate system, which is an ordinary
monocular vision system, four coordinate system transfor-
mations are required: the world coordinate system,
camera coordinate system, image coordinate system, and
pixel coordinate system (as shown in Figure 10).

From the perspective of the model relationship, the rela-
tionship between the pixel coordinate system (o− xy) and
the camera coordinate system (Oc − XcYcZc) can be
obtained:

Zc
u
v
1

⎡
⎣

⎤
⎦ = K

Xc

Yc
Zc

⎡
⎣

⎤
⎦ (7)

In Apriltag tags, the homography matrix can be obtained
through the mapping relationship between the space plane
where the tag is located and the image plane:

H =
fx 0 u0 0
0 fy v0 0
0 0 1 0

⎡
⎣

⎤
⎦ R T

�0 1

[ ]
(8)

Although the homography matrix cannot constitute any
constraints on the intrinsic parameters of the camera, it
can obtain the linear relationship between these two
planes,33 that is, the rotation matrix and translation vector.
This provides the conditions for correcting the extrinsic
matrix and three-dimensional coordinates after obtaining
depth information in the next step, and the position calcula-
tion can be performed by calling the camera’s focal length
information.

After detecting the Apriltag code, the visual system gen-
erates its homography matrix. Based on the conversion
between the rotation matrix and Euler angles, the Z-axis
Euler angle can be selected as the angle between the
Apriltag code and the camera. Then, the normal vector of
the plane where the code is located and the angle between
the camera can be calculated, and the three-dimensional
pose angle information can be obtained.

High-precision docking with fused depth information
Monocular visual ranging34 and binocular visual ranging35

are two commonly used methods f to obtain depth informa-
tion using vision systems. However, in the actual docking
scene, the UAV will approach the vehicle body from
various angles, and the accuracy of such methods is difficult

Figure 9. Angle and distance recognition.
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to guarantee. Moreover, in the process of docking, the
image is easily affected by illumination, tilt angle, mechan-
ical structure, and so on, and it is difficult to complete high-
precision docking only relying on visual guidance.
Therefore, more accurate and reliable information other
than vision is needed to couple with it. The commonly
used technologies include infrared laser, structured light,
and so on. Structured light technology is a kind of active
ranging method.36 It is relatively lighter, easier to install
on the cabin of a flying car, and consumes less power
than laser. Unlike visual ranging, this technology encodes
or characterizes the projected light source to obtain the
depth modulation of the object surface. The structured
light source has many feature points or codes, thus provid-
ing many matching corner points, which can be conveni-
ently used for feature point matching. In addition, depth
cameras have higher accuracy, faster calculation speed,
and are not limited by the field of view. In this study, the
RealSense D435i depth camera was used for ranging, and
the ranging principle diagram is shown in Figure 11.

Based on the images captured by the left and right infra-
red cameras, depth is calculated using the triangulation
method. On the basis of binocular visual ranging, a fixed
infrared dot matrix texture pattern is projected by the
middle infrared projector to enhance the texture information
of the measured surface. When the left and right infrared
cameras detect different dot matrix patterns, the patterns
are sent to the built-in depth processor, and the depth of
each pixel point is calculated based on the binocular
ranging principle. Compared with the ordinary binocular

ranging method, this camera uses the emitted infrared dot
matrix to enhance the feature information of the measured
object, achieving the goal of improving the accuracy of
depth information.

The previous discussion focused on how to obtain the
homography matrix by visual recognition of the identifier,
and then estimate the relative coordinate information
between the UAV and the docking platform, including
height, horizontal distance, horizontal angle, relative tilt
angle, and other parameters, which are all based on the
same H matrix. In addition to obtaining depth information

Figure 11. Structured light 3D visual perspective model.

Figure 10. Imaging model.
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through visual measurement, it can also be obtained using a
depth camera carried by the UAV. The accuracy of the two
methods at different distances has been compared in the
previous text. Therefore, in the distance interval where
the depth camera has higher accuracy, the height informa-
tion obtained by the depth camera can be used to replace
the height information obtained by visual measurement,
and then H can be corrected to obtain a more accurate
depth homography matrix Hd. The specific procedure is
to align the color stream and depth stream, map the pixel
coordinates (ucolor, vdepth) of the Apriltag center point
obtained from the color stream to the depth image
(udepth, vdepth) and obtain the depth Zd of that point from
the depth stream. The depth Zd is applied to correct the con-
version formula from the world coordinate system to the
pixel coordinate system for Zw, and Xw and Yw are propor-
tionally corrected, as shown in equation (8):

Zc
u
v
1

⎡
⎣

⎤
⎦ = Hd

Xd

Yd
Zd
1

⎡
⎢⎢⎣

⎤
⎥⎥⎦ (9)

Therefore, the coordinates (Xd, Yd, Zd) of the point in the
world coordinate system can be obtained by solving the
equations with the corrected depth information.

Experiment

System composition
The visual guidance system is comprised of three main
components: information acquisition, algorithm processing,
and information communication. The hardware system
includes a SMART-250 UAV, an Intel RealSense D435i
depth camera, an on-board computer (NVIDIA Jetson
TX2), and a ground docking identifier. The RGB lens in
the depth camera is used to obtain visual information, and
the infrared lens is used to obtain depth information. The
on-board computer is installed with the Ubuntu18 system
and the ROS environment. The video format is 1280×
720 resolution and 30 frames per second. The camera is
connected to the on-board computer via a USB data

cable, and the pose information obtained after algorithm
processing is communicated with the flight control system
via the RS-232 protocol. The overall size of the identifier
is 200mm× 241mm, and the size of a single Apriltag is
69.7mm× 69.7mm.

Experiment
The program is packaged on the on-board computer and
connected to the depth camera. The entire guidance
system is fixed to the center position between the landing
gear of the UAV using a connecting device, and the identi-
fier is fixed on the ground. The UAV takes off from any
position and orientation at a distance, and moves to the
landing point using satellite and inertial navigation. When
the vertical distance is 3± 0.2m and the horizontal distance
is 0± 0.2m, the visual guidance system is turned on, and
further positioning is performed based on the initial accur-
acy. The identifier is adaptively threshold, continuously
segmented, quadrilateral fitted, homography transformed,
decoded, and matched with the Apriltag library to obtain
the position and orientation information of the target
point. This information is used to guide the UAV to the
height of 1± 0.02m and horizontal error of 0± 0.02m.
After entering the end positioning, the depth camera is acti-
vated, and the depth frame is aligned with the color frame
by configuring the depth stream and color stream. The
depth information is fused to achieve a landing accuracy
within 6 mm.

Visual recognition experiment. In the visual guidance
process, a paper identifier is used to simulate the docking
surface and explore the identifier recognition under differ-
ent conditions. The white point is the actual center point,
and the red point is the result recognized by the visual
system (Figures 12–14).

Accuracy verification. During the end docking process, this
paper incorporates depth information obtained from the
D435i camera to further refine the pose information
obtained by the visual system, thereby maintaining end
docking accuracy within 6mm. Both end docking accuracy

Figure 12. Identification of guidance systems in different environments.
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comparison experiments and onboard comparison experi-
ments were conducted.

There are many error factors that affect the performance
of structured light vision sensor systems,37 including errors
caused by the hardware system structure parameters of the
sensor, laser speckle noise errors, and lens distortion errors.
When the wavelength of the structured light is significantly
different from the surface roughness of the object being
detected, optical interference causes random fluctuations
in the image points, resulting in laser speckle noise.
These fluctuations also cause significant fluctuations in
depth information when the camera is at a distance from
the object being detected (at a distance of 600mm, the
detection result can fluctuate within an error range of
±2–4mm), with the error increasing proportionally with
distance. In order to conduct accuracy verification experi-
ments on the ground, a depth camera was fixed on a slide
rail and camera bracket, with an object placed at one end.
The slide rail was slowly moved and the true distance
between the camera and the object was physically mea-
sured, while the output depth value and monocular
ranging value were read. Gaussian functions were used
to fit the data obtained from the three methods, and the
ranging data curve was obtained, as shown in Figure 15.

According to the scatter plot of experimental data, which
was fitted by a Gaussian curve, it can be found that the
depth camera has an advantage over monocular vision
ranging when the distance is within 500mm. However,
after the distance interval of 500 to 600mm, the advantage
of the depth camera’s accuracy no longer exists, and the
error rapidly increases. When the distance exceeds 600
mm, although the error value of the fitting curve of

monocular vision ranging is relatively low, the fluctuation
range is large and the stability is reduced.

To compare the stability of three methods in the actual
process of unmanned aerial vehicle landing and docking,
this paper applied three methods including GNSS ranging
module, monocular vision ranging, and depth information
ranging to obtain experimental values. A total of 20 experi-
ments were conducted, with the results of the third experi-
ment shown in Figure 16.

It can be observed that the GNSS ranging module has
poor sensitivity, low feedback frequency, and a minimum
detection unit of 0.1m. Therefore, it cannot serve as a
data source for the docking guidance system. However,
its advantage lies in its good linearity, which can stably
output height information. Visual ranging can accurately
output actual height information during actual flight, with
an accuracy controlled within centimeters. However, due
to the shaking problem of the drone, there may be cases
where the landmark moves out of the field of view as the
distance gradually decreases. There is no loss of depth
information, and the accuracy is higher than that of the
visual ranging system within the end (<600mm), and the
stability is good.

During unmanned aerial vehicle docking, the estima-
tion of three-dimensional attitude angles is necessary
data for the flight control system, and its accuracy
greatly affects the docking result. The estimation of
pitch angle, roll angle, and yaw angle is based on the
same intrinsic matrix, so the accuracy of one angle meas-
urement can be used to infer the estimation results of the
other two angles (as shown in Figure 17). In the actual
experiment, the marker was placed in the vehicle model,

Figure 14. The recognition of target objects by cameras at different angles.

Figure 13. Identification of signage guided by the system under different degrees of obstruction.
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and the orientation datum was placed in the image. The
true value was calculated by measuring the angle between
the image-marker-orientation reference benchmark, and

then compared with the measured value output by the
vision system and the angle derived from the GPS
module. A total of 20 experiments were carried out, and

Figure 15. Accuracy results of ground validation depth camera and monocular vision ranging.

Figure 16. Comparison of ranging results.

12 International Journal of Advanced Robotic Systems



the data of the eighth experiment were measured to obtain
Figure 18.

The comparative experiment shows that the visual guidance
system can provide highly precise angle information due to the
large distance between the center points of the dual codes.
During the entire experiment, the GPS error value was
around 12°, while the visual guidance system could stably
control the error value within 0.5°. Thus, the visual guidance
system exhibits a significant advantage in detecting angles
and provides better data support for estimating the three-
dimensional attitude angle of the onboard computer.

Comparison experiment of landing point accuracy. No matter
which guidance method is applied to the real docking and

landing scene of the split flying car, it can only bring a
certain improvement in accuracy. The final landing accur-
acy is also affected by many factors such as flight control,
UAV hardware, environmental wind, and so on.
However, under the same conditions, landing accuracy
can be maximized by changing the guidance method. The
effect of various guidance methods on improving accuracy
can be obtained intuitively through experiments. The drone
takes off from a fixed location, and flies in any direction for
any distance each time. The landing points are obtained by
GPS and the guidance system respectively. The accuracy
advantage of the guidance system can be visualized by
counting the position and angle deviation between the
landing point and the take-off origin. The landing point

Figure 17. Schematic diagram of the angle measurement experiment scene.

Figure 18. Comparison of vision guidance system and GPS system.
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experiment was carried out on the circular target, and the
two guidance methods were used to complete 20 take-offs
and landings respectively, the invalid data with excessive
errors were removed, and the relative position of the
landing point and the final landing orientation of the
UAV were retained. The following drop point diagram is
obtained, as shown in Figure 19.

It can be found that the guidance system proposed in this
paper has high precision. Under the interference of flight
control, UAV hardware, environment and other factors, it
can still control the position error within 10 cm, most of
the landing points are within 5 cm error, and the direction
error Within 1°, which can meet the docking requirements.

Conclusion
In order to achieve precise docking between a UAV and a
ground vehicle in a modular flying car, this study proposes
a multilevel identification marker based on dual Apriltag
codes for adaptive target matching at different distances.
The proposed three-dimensional position and attitude
detection algorithm integrates visual and depth information
to output millimeter-level accuracy pose information under
different environments, inclinations, and occlusions,
meeting the high precision and stability requirements of
UAV docking scenarios.

The designed marker can provide “border- H pattern-
double code” information in layers according to the dis-
tance, which is suitable for complex scenes such as occlu-
sion, strong light, and large angle inclination. It
accurately feedbacks the position even when 50% of the
area is occluded. The double Apriltag code has 8 corner
points, and combined with the 12 corner points information
of the “H” shape, it can provide a more stable center point
coordinate than a single code when the drone is shaking.

The depth information is integrated into the three-
dimensional pose obtained by the vision system, and the
Apriltag center pixel coordinates obtained by the color
flow are mapped to the depth image. The depth information
is used to correct the conversion formula from the world
coordinate system to the pixel coordinate system, which
can significantly improve the recognition accuracy and sta-
bility. This effectively avoids the problem that the single
visual information may cause the near-end target to be
too large to be recognized. Even if the target is lost, the
final docking can still be completed through the depth
information.
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