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at the Universidad Politécnica de Madrid. Coordinator of the Wind Energy Section within the

Master’s degree in Renewable Energy of the Institute of Technology (Universidad CEU, San Pablo).

Lecturer of Advanced Manufacturing Processes in the Master’s degree in Industrial Engineering at

the Universidad Europea de Madrid. In addition, he is a lecturer of Mechanics of Continuous Media

and Theory of Structures, Electromechanics and Materials in seven Spanish universities. Twenty-six

books have been published, eighteen of them in the last five years. Coordinator and co-author of
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Preface to ”Sustainable Building and Indoor Air

Quality”

We currently live in a global context where climate change has paved the way for the

development of new initiatives to reduce carbon emissions. In light of this situation, the focus on

greenhouse gas (GHG) emission management, the environmental impact of the built environment,

and the optimization of environmental performance has become essential. Most energy losses are

due to air renovations and infiltrations; therefore, building ventilation has become a key challenge

in relation to improving energy management, because it is also closely related to human health and

well-being. For this reason, it is vital that possible implementation techniques take into account the

balance between indoor air quality and energy efficiency in the air renovations of buildings. Focusing

on this will allow us to gain a deeper understanding of buildings’ ventilation, as well as the quality

of the air introduced. Original works that also deal with methodologies, numerical and experimental

research, and case studies with a particular focus on the comfort conditions of the occupants and the

influence of occupant habits in sustainable buildings and the effects of climate change on the built

environment are welcome.

Roberto Alonso González Lezcano

Editor
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Abstract: According to the research developed by André Leroi-Gourhan in 1964, entitled “Gesture
and speech”, the evolution of human beings during Prehistory was linked to the search for work
efficiency. As time passed, man designed increasingly complex tools whose production implied a
decreasing amount of energy. The aim of the present research was to determine if this evolution,
which occurred in parallel to the sedentary process, also affected architecture, specifically if it can be
detected on traditional dwellings, particularly in those built by the Native American Indians during
the pre-Columbian period. Due to their great diversity, since both nomad and sedentary models
can be found among them, and to the available information about their morphology and technical
characteristics, these models offer a unique opportunity to study the consequences of this process for
architecture. In order to achieve it, an alternative parameter that can be determined for any type of
building was designed. It allows us to establish the amount of energy an envelope is equal to. The
results obtained suggest that the efficiency of the dwellings decreased as this process went forward,
but this pattern changed in its last step, when agriculture appeared and permanent settlements
started to be built. Besides, statistical graphs were used in order to show graphically the relationship
between it, the climate, the morphology of the dwellings and their technical characteristics.

Keywords: vernacular architecture; sustainability; energy efficiency; history; statistics; society

1. Introduction

Native American architecture offers a unique opportunity to reconstruct the dwellings used and
designed by the prehistoric communities. When the European explorers arrived in America at the
end of the 15th century, they found a world that was already impossible to reconstruct in Europe [1].
By means of the information contained in their chronicles, the dwellings built by the communities
that inhabited those lands can be reconstructed. They also show that their lifestyles ranged between
nomadism and sedentarism, comprising a great variety of systems as a result of the combination of
both of them. However, sedentarism is considered the final step of this process which continues until
today and which was consolidated with the construction of the first settlements.

Studying the evolution of culture during Prehistory, the anthropologist and historian
Leroi-Gourhan [2,3] published research in 1964 which contained a graph about the evolution of
flint tools. That graph showed that, as millennia went by, the amount of flint used to obtain each point

Sustainability 2020, 12, 1810; doi:10.3390/su12051810 www.mdpi.com/journal/sustainability1



Sustainability 2020, 12, 1810

decreased as the resulting sharp increased. This way, he demonstrated that the evolution of human
beings was determined by the efficiency improvement at work. In parallel to this transformation, the
sedentary process had gone forward and each community had chosen a different system to live in, as
the North America of the 15th century shows [4].

This way, it is viable to understand that the sedentary process went forward according to the
pattern found by Leroi-Gourhan. Proceeding on this basis, the aim of the present research consists in
determining if that pattern can also be found in the evolution of the dwellings which were designed
during the sedentary process that took place throughout Prehistory in North America. In other words,
if the evolution from the nomad dwellings to the sedentary models pursued an improvement on
energy efficiency.

In order to achieve it, eight of the most relevant dwellings built by the North American natives
were analyzed. The dwellings which were chosen are the tipis, used by tribes such as the Crow
or the Sioux [4–18]; the wigwams built by the Ojibwa or the Chippewa [4,19–25]; the Navaho
hogans [4,22,26–31]; the Caddoan grass houses [1,4,32–35]; the earthlodges built by the Mandan, the
Hidatsa and the Arikara [4,22,36–38]; the plank houses used by the Haida [4,39–46]; the Iroquois
longhouses [4,20,21,47–54]; and the pueblos, specifically one of the adobe houses built in Acoma [55–60].
Each one corresponds to a different step of the sedentary process (Figure 1).

Figure 1. The dwellings that were analyzed. First row, from left to right: tipi [61], wigwam [62],
hogan [31] and grass house [61]. Second row, from left to right: earthlodge [63], plank house [45],
longhouse [47] and pueblos [63].

The most affordable way to determine the efficiency level of the chosen dwellings would were by
means of the shape factor. Defined as the ratio between the envelope surface area and the volume of air
contained under it [64], it is one of the most popular parameters used to estimate the relation between
the design of a building and its energy losses due to outward exposure. Despite its undeniable utility,
it simplifies the morphology of the building and does not take into account some of its characteristics,
such as its orientation, the existence of any excavated surface area or its indoor compartmentalization.

In order to solve these lacks, the present research proposes to determine the capacity of an envelope
to transform the outdoor conditions into the indoor ones, proposing to interpret these buildings as if
they were machines. This way, it consists in analyzing the capacity of an envelope to transform the
outdoor temperature and the outdoor humidity into the indoor temperature and the indoor humidity,
just by means of its presence. This means that an envelope works as an air-conditioning machine and
contributes an amount of energy.

Besides, a statistical method was used in order to understand the relation of this parameter with
the morphological and the technical aspects of the dwellings, as well as with their corresponding
weather data.
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2. Materials and Methods

2.1. Methodology

2.1.1. Equivalent Energy

The calculation method is based on psychrometry. The particles contained in the air, both indoors
and outdoors, move on their own at different speeds, which implies that they contain different amounts
of energy. Therefore, those air masses contain an amount of energy produced by the movement of
those particles. For example, as can be seen on a psychrometric chart, if the temperature rises at a
constant level of humidity, the temperature of those particles rises too, as the energy contained in
them does. In the same way, if temperature decreases, the amount of energy, known as enthalpy, also
decreases. In addition, for constant temperature, if humidity rises, enthalpy also rises.

The state function that allows tracking the marks left by the energy variations at a constant
pressure is the enthalpy [65]. It is only possible to determine its variations after a thermodynamic
process; this is the reason why it is expressed as the variation of the amount of energy that is expelled
to the environment or absorbed by a system during one of those processes. Therefore, its value is
expressed in terms of exchanged energy [66].

This way, by means of psychrometry and characterizing these air masses by their temperature
(t) and their humidity level (ϕ), it is possible to determine the amount of energy contained in them.
Knowing the amount of energy contained in the outdoor air mass (he) and the amount of energy
contained in the indoor air mass (hi), the amount of energy that was contributed by the building just
with its presence can be determined (Δh).

In other research proposals, the indexes which assess the energy efficiency of a construction
are usually determined by the indoor and the outdoor temperature, but they do not depend on the
humidity levels [67].

Contrary to the shape factor, by this method, it is possible to calculate the amount of energy that can
be isolated by a building, taking into account multiple factors such as its morphology, the composition
of its envelope, its orientation, the presence or absence of openings or its indoor compartmentalization.
The proposed value does not consist in valuing the sustainability grade of a building, the aim of other
researches [68], but on establishing the capacity of an envelope to modify the outdoor conditions
provided by nature. The higher the difference between indoor conditions and outdoor conditions is,
the higher this parameter is.

Virtual Modeling

Just as the outdoor enthalpy was obtained, the enthalpy value for the interior of each model was
determined by calculating the indoor temperature and the indoor humidity level for each one of the
corresponding ten locations.

Virtual reconstruction of each model by means of DesignBuilder v6.1.2.005 (DesignBuilder
Software Ltd, Stroud, UK) (Figure 2) was carried out with the aim of obtaining its indoor conditions
(temperature and humidity level) in each location. Occupancy has not been taken into account, so 0
persons per square meter is the value determined for the eight dwellings.

3
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Figure 2. Virtual models developed by means of DesignBuilder v.6.0. Left group, first row, from left to
right: tipi, wigwam, hogan and grass house. Left group, second row, from left to right: earthlodge,
plank house and longhouse. Right group, upper part: pueblo.

Morphology and Dimensions

The modeling work of the dwellings takes as basis a previous researching work, based on the
documents referenced in the Introduction.

In Table 1 the main morphological information is presented.

Table 1. Dimensions of the analyzed dwellings.

Living Surface Area (m2) Volume (m3) Envelope Surface Area (m2) Openings Area (m2)

Wigwam 17.6 45.2 65.96 3.16
Hogan 21.38 26.3 41.43 1.3

Tipi 38.54 95.68 98.15 3.16
Earthlodge 69.41 165.09 143.56 2.77

Grass house 42.3 164.78 151.05 42.3
Longhouse 338.13 2209.93 1058.58 338.13

Pueblo 49.59 105.76 136.47 49.59
Plank house 192.93 813.81 491.41 192.93

Technical Description

The materials used to build the chosen models are detailed in the section called Appendix A
(Table A2). Those values were calculated according to the information gathered throughout the
chronicles referenced in the Introduction.

Calculation: Outdoor and Indoor Environment

Each model was located in ten archaeological sites and one weather station was allocated to each
of these sites. In each case, the nearest station was chosen, a decision that implies that some of the
stations are assigned several times.

By means of using several locations for each dwelling, the results are representative. These
locations are detailed in the section of Appendix A (Figure A1 and Table A1).

The climate data used in this section were obtained from https://energyplus.net/ (U.S. Department
of Energy 2019) [69].

Once the outdoor conditions are known, the indoor ones can be calculated. This means that the
humidity level and the temperature were determined for both environments. This way, both enthalpies
can be obtained.

The enthalpy that corresponds to the pair temperature–humidity of energy in each ambient for
each single hour of a year was calculated. This implies that each dwelling in each site is linked to
8760 enthalpy values and 8760 outdoor enthalpy values. These data can be seen in the Appendix A
(Table A4).

4
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Result

The difference between both enthalpies is the energy per mass unit that each envelope is able to
isolate. This result receives the name of “equivalent energy” and is represented by Δh from now on.
An example of the calculation process can be seen in Figure 3 and Table 2.

Figure 3. Psychrometric chart detail. The enthalpy values for a wigwam and for a pueblo dwelling on
January 2 are marked [70].

Table 2. Environmental Conditions Corresponding to January 2 at 14:00h in the Pueblo of Taos.

Temperature (◦C) Relative Humidity ϕ (%) h (KJ/kg of dry air) Δh (KJ/kg)

A—Outdoor conditions 8.85 39 15.9

B1—Inside the pueblo
dwelling 2.27 63.02 9.49 |15.9 − 9.49| = 6.41

KJ/kg of dry air

B2—Inside the wigwam 10.89 35.63 18.28 |15.9 − 18.28| = 2.38
KJ/kg of dry air

h: enthalpy; Δh: equivalent energy.

2.1.2. Statistical Links between the Results

Once we obtained this value, its links with the morphological aspects and the climatic circumstances
of the dwellings, as well as the technical characteristics of their building materials, were analyzed,
in order to better understand its functioning. By means of statistical graphs, it was possible to link
morphological characteristics, that is to say qualitative data to quantitative data, such as the thermal
transmittance or the wind speed. Therefore, in order to ascertain which factors influence the value of
Δh, the statistics software PAST v3.25 [71–73] was used.

By means of it, a canonical correspondence analysis was carried out, that is to say a correspondence
analysis based on a site/species matrix, in which values for one or more environmental variables are
assigned to each site/specie.

The ordination axes of the resulting graph show the values of the combinations of those variables.
This type of analysis is a direct gradient analysis, in which the gradient in environmental variables is
known and the situation of the species (their presence or their absence) is the response to that gradient.

Hence, the data corresponding to each model located in each site occupy a line in a spreadsheet.
The environmental variables, such as rainfall or indoor temperature, are inserted in its columns
(Table 3). Last, also in columns, the information corresponding to each model about the presence or
absence of the predefined species in each site, or about the presence or absence of the architectonic
characteristics in each model and site, as occurs in the present research, is introduced.

Thus, both weather and environmental variables correspond to numerical data, while the
morphological characteristics are the equivalent to the values of the species (Table 3). This means
that the presence of one of these characteristics implies that number one is the value written in the
corresponding cell, while its absence means that number zero is written in it.

The dwellings that were analyzed are represented according to the symbols shown in Table 3. The
resulting table can be consulted in the Appendix A (Table A5).

5
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The climate classification that was used is the Köppen scale, established in 1884 by Wladimir
Köppen [74] and updated in 1936 [75,76]. The information about wind speed was gathered by means
of https://es.windfinder.com [77], a database which presents the values obtained by more than 21,000
weather stations since 1999.

Table 3. Scatter graphs legend.

Dwellings (10 Sites per Dwelling) Species

W “Wigwam” GH “Grass house” Morphology Envelope Materials Structural Materials

H “Hogan” LH “Longhouse” K Entrance gallery S Hides Q Earth
T Tipi P Pueblo L Several levels T Grass R Wood
E “Earthlodge” PH “Plank house” M Domed shape U Turf

N Vault shape V Bark
O Conical shape W Mats

P Expandable
space X Earth

Y Wood

Variables

Climate Morphology Technical Aspects

1 Wind speed (km/h) 9 Shape factor 10 Equivalent energy (KJ/kg)
2 Annual rainfall (mm) 11 Equivalent energy (KJ/kg m2)
3 Average outdoor temperature (◦C) 12 Effusivity (s1/2 W/m2 ◦C)
4 Average indoor temperature (◦C) 13 Diffusivity (m2/seg 10−6.)
5 ΔTemperature* 14 Thermal transmittance (W/m2 ◦K)
6 Average outdoor humidity (%)
7 Average indoor humidity (%)
8 ΔHumidity **

* ΔTemperature = average outdoor temperature − average indoor temperature (◦C); ** ΔHumidity = average
outdoor humidity − average indoor humidity (%).

In conclusion, this method allows us to link three concepts: locations, species and variables. The
locations are represented by black dots in the graphs. Each one is attached to a letter that indicates
the dwelling, plus a number that indicates the archaeological site (Appendix A, Table A1); in total,
there are ten black points per dwelling, since each dwelling was located in ten archaeological sites.
The species are identified by orange dots joined to their corresponding letter (Table 3). Finally, the
variables correspond to the green lines. These vectors mark the zone of the graph where the locations
and the species that correspond to the higher values of that specific variable are gathered.

There are three rules that must be followed to read these graphs. First, the links between location,
species and variables can be concluded by observing the distance between them. The further a location
or a specie is from the vector of a variable, the smaller the influence of that variable is on that location
or specie. Second, the closer a location or a specie is to the coordinate origin, the more significant is its
presence in the group. Third, the length of a vector depends on the amount of information about its
variable that is present in the graph. The longer a vector is, the more information about that variable is
contained in the graph.

2.2. Theoretical Fundamentals

The enthalpy values were calculated by means of Equation (4), result of the substitution of
Equation (2) and Equation (3) in Equation (1).

h = (cpa · t) + [W · (Lo + (cpw · t))]) (1)

W = 0.622 · (pw/(p − pw)) (2)

ϕ = pw/pws (3)

6
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h =
(
1.004·t

(◦
C
))
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝0.622·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.7·e14.2928− 5291

t (
◦

K)

1−
(
ϕ·e14.2928− 5291

t (
◦

K)

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠·
(
2500.6 + t

(◦
C
))
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

Δh (KJ/kg)1...8760 = |he,1...8760 − hi,1...8760| (5)

Δh (KJ/kg) = XΔh (KJ/kg)1-8760 (6)

where cpa is specific heat of dry air (1.004 KJ/kg ◦K); cpw is specific heat of water vapor (1.86 KJ/kg
◦K); t is temperature; ϕ is relative humidity (%); pw is partial pressure of water vapor in the air; pws is
saturation vapor pressure; p is atmospheric pressure (1 bar); h is enthalpy (KJ/kg); he is outdoor air
enthalpy (KJ/kg); hi is indoor air enthalpy (KJ/kg); L0 is latent heat of vaporization of water at 0 ◦C
(2500.6 KJ/kg); and W is absolute humidity (kg of water/kg of dry air).

Following, the difference between both values is calculated in order to determine the energy that
each envelope is equal to in each hour of the year. Last, the absolute values of these results were
averaged. This average is the equivalent energy, the energy that can be isolated by each envelope
(Equations (5) and (6)).

Taking this as a starting point, four approaches were designed. They allow us to analyze the
possible links between the equivalent energy and the shape factor, the morphology, the location and
the building materials. Both the information that was used for these calculations and the results are
detailed in Appendix A (Table A4).

2.3. Approaches

The following comparisons and approaches were carried out in order to achieve the
aforementioned goals.

Equivalent energy—Shape factor. All the dwellings, original building materials, original locations
and original morphology: The resulting values for equivalent energy were compared with the
corresponding shape factors in order to check if there is any relation between them. The dwellings
were situated in their original locations, and their original building materials were assigned. This
way, the features that do not influence on the shape factor, but do influence on the equivalent energy,
affect the results and the difference between these two values can be observed. Besides, the factors that
influence these conclusions were analyzed.

Equivalent energy—Morphology. All the dwellings, same building materials, same locations,
without openings: In order to establish a relation between the results of equivalent energy and the
morphology of the dwellings, the models were reduced to their volumes. This means that their
openings were removed, the same material was assigned to all of them and they were situated in the
same ten locations (where the pueblos of New Mexico were built, that is to say, the locations the most
sedentary dwelling was built). This way, all the dwellings contain the same information as the shape
factor takes into account; that is to say, the surface of their envelope and the volume that is contained
under it. The only characteristic which could not be eliminated was the orientation of the dwellings,
not present in the shape factor and impossible to be removed from the DesignBuilder calculations.
The building materials that were used in this approach are the ones that correspond to the template
entitled “Timber frame-superinsulated”, which appears on the database of DesignBuilder v6.1.2.005
and whose details are featured in Appendix A (Table A3).

Equivalent energy—Location. All the dwellings, both original and same locations, original
building materials and original morphology: Two groups of calculations were developed for this
approach in order to determine how location influence the equivalent energy. First, the equivalent
energy corresponding to the original placements, their original materials and their original openings,
was calculated. Second, those dwellings were moved to the locations where the New Mexican pueblos
were built, and the corresponding equivalent energy was calculated as well. Therefore, the only feature
that changes from one case to the other one is the location. This way, by moving the dwellings from
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their original locations to the ones of New Mexico, it can be determined if the values of equivalent
energy for each dwelling are influenced by its location and its climatic conditions.

Equivalent energy—Building materials. Just one dwelling, original materials and same locations:
By means of this approach, it was possible to determine the links between the original building
materials and the equivalent energy. In order to achieve it, the morphological and environmental
factors were eliminated. Thus, it is possible to establish the relation between the temperature, the
humidity level, the technical characteristics of the building materials and the equivalent energy that
correspond to each of them. This way, the consequences that each material has on the indoor ambient
and on the equivalent energy can be determined.

Specifically, the calculations presented in this section imply to take one single dwelling and
assigning it the main building materials of the other dwellings which were analyzed. Thereby, the
chosen dwelling was the wigwam, and the composition of all the envelopes was assigned to it one by
one: the cattail mats (its original material), the hogan envelope, the tipi hides, the multilayer envelope
that covered the earthlodge, the bundles of grass typical of a grass house, the bark sheets that wrapped
the longhouses, the adobe that composed the walls of the pueblos and, finally, the cedar planks that
protected the interior of Haida houses. Eight versions of the same dwelling that were situated in the
ten locations corresponding to the pueblos of New Mexico.

All the building materials described before were characterized by means of their diffusivity, their
effusivity, their thermal transmittance and their thermal lag [78].

3. Results

3.1. Equivalent Energy—Shape Factor

In this section, the original status of the dwellings is analyzed. This way, they were assigned their
original materials, were placed in their original locations and their morphology was kept.

The traditional dwellings which are built in temperate climates are those that would correspond
to the highest shape factor values, whereas those from cool climates tend to be associated with lower
values [64]. The orthogonal dwellings, whose presence is regular throughout the Mediterranean coasts,
could be an example of the first case, whereas the snow domes built in the Arctic would represent the
second group. As long as the climate is warmer and it is less necessary to modify the environmental
conditions, people can extend the surface of dwellings envelopes, prioritizing other factors, such as the
optimization of the available space to build on.

As can be seen (Figure 4), the highest values of the shape factor, those corresponding to the hogan
and the wigwam, do not have any relation with climate, since the first one was built in a temperate
desert, New Mexico, whereas the second one was typical of a zone whose humidity levels were higher
and whose temperatures were lower, the vicinity of the Great Lakes.
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Figure 4. Equivalent energy for original locations and original materials vs. shape factor.
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The results concerning the longhouse, built in the same region as the wigwam, point to the same
direction. However, the first one was used by an almost sedentary community, the Iroquois community,
and the second one served to a seminomadic way of life, the one developed by the Chippewa. This
means that their morphologies and building systems were influenced also by their practical functioning.

By comparing the shape factor values with the equivalent energy ones, it can be seen that the
order of the dwellings does not concur, unless they are calculated with respect to the living area. Taking
into account the architectonic characteristics obviated by the shape factor, as the equivalent energy
does, such as the building materials, the climate, the orientation or the presence or absence of openings,
a more precise assessment of the way the building adapts to the environment can be obtained.

In conclusion, the designs that reach a higher difference between the indoor and outdoor
conditions, those whose equivalent energy has the highest values, are those who correspond to the
highest shape factor.

As explained before, the equivalent energy measures the capacity of an envelope to transform the
outdoor conditions into the indoor ones. The bigger this increment or decrement is, the higher the
equivalent energy is. In conclusion, the designs that reach a larger difference between the indoor and
outdoor conditions, those whose equivalent energy has the biggest values, are those who correspond
to the highest shape factor as a rule.

3.2. Equivalent Energy—Morphology

In order to carry out the analysis proposed in this section, the same building materials were
assigned to all the dwellings, they were situated in the same locations and their openings were removed.

As can be observed in Figure 5, the highest values of equivalent energy correspond to the conical
or hemispherical dwellings, such as the hogan, the wigwam and the tipi. The order of the dwellings
does not change, except in the case of the pueblos, whose equivalent energy is similar to the ones of
the hemispherical designs. This circumstance is possible because the pueblo design manages to reduce
the surface of its envelope by overlapping its constituent volumes.
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Figure 5. Timber frame-superinsulated template as the envelope of all the dwellings, situated in the
New Mexican locations and without openings (KJ/kg m2 of living surface).

This effect can be explained in the following way [64]. A cube composed by a 36-units3 volume,
has a 65-units2 envelope, but if that same volume, those 36 units3 are arranged horizontally, they create
a 96-units2 envelope. In the first case, the shape factor is 1.8, whereas, in the second one, it is 2.6 [64].
The opposite happens about the plank houses and longhouses, whose shape tends to be horizontal.
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Even though all the models were homogenized, there is another characteristic that the shape
factor cannot take into account, besides the orientation. It is the indoor compartmentalization of the
buildings. As indicated before, the pueblos were composed by several volumes, whose overlapping
reduces the outdoor exposure of their dwellings influencing the amount of energy isolated by these
constructions, but do not influence their shape factor.

As can be seen, the rest of models appear in the same order for both values. The proportions
between them are the only differences. The highest and the lowest values are more distant, whereas
the ones located in the middle form a different group. This way, it can be said that the equivalent
energy value qualifies the information provided by the shape factor.

Figure 6 shows the results that correspond to the original locations of the dwellings. Besides, they
have also been coated with their original materials. It shows that some designing decisions, such as
the entrance galleries (K), the vaulted spaces (N) or the distribution in several levels (L), are normally
not related to the envelopes which achieve a high Δh (11).

Figure 6. Scatter graph. Links between the environmental characteristics and the equivalent energy.

3.3. Equivalent Energy—Location

For this section, the dwellings were placed in both their original locations and in the same ones,
their original building materials (Table 4) were assigned and their original morphology was respected.

When analyzing the dwellings in their original locations, it can be seen that the resulting order
changes slightly with respect to when they were placed in the locations of New Mexico (Figure 7). The
circular dwellings keep occupying the highest places. The hogan achieves the largest difference, and
three dwellings increase their equivalent energy with respect to their original locations. The longhouse,
the grass house and the wigwam isolate more energy in New Mexico than in their original locations.
The grass house obtains the biggest difference.

However, all these differences are not significant, and even the value corresponding to some
models, such as the plank house, is nearly the same. This means that the capacity of an envelope to
modify the outdoor conditions, the pair temperature–humidity, does not depend on the location of the
dwelling. An envelope provides a higher or a lower difference, and it is this capacity, higher or lower,
that is used to adapt a building to its environment.
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Table 4. Thermal lag of the building materials.

Dwelling Envelope Layer Thermal Lag Dwelling Envelope Layer Thermal Lag

Wigwam Earthlodge

Wall/roof 0.3231 wall/roof 16.0424
Cattail 0.0722 Wood 5.5892

Air 0.0172 Wood (branches) 5.5892
Cattail 0.0722 Grass + grass from turf 2.5518
Cattail 0.0722 Earth from turf 2.3122

Air 0.0172 Longhouse
Cattail 0.0722 wall/roof 0.5314

Tipi Tree bark 0.5314

Wall/roof 0.1051 Pueblo
Hide 0.1051 wall 18.8570

Hogan Earth 18.8570

Wall/roof 16.9469 roof 15.8050
Wood 5.5892 Wood (branches) 5.0303

Tree bark 0.5314 Grass 1.5311
Earth 10.8262 Earth 9.2436

Grass House Plank house

Wall/roof 16.6290 wall 3.9125
Grass 16.6290 Wooden planks 3.9125

roof 0.5314
Tree bark 0.5314

Dwelling Thermal lag (h) Dwelling Thermal lag (h)

Tipi 0.105 Earth lodge 16.04
Wigwam 0.32 Plank house 3.91
Hogan 16.94 Longhouse 0.53

Grass house 16.63 Pueblo 18.85
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Figure 7. Equivalent energy for original building materials (KJ/kg m2 of living surface).

Taking as an example the highest values, the hogan was built in a temperate region located in
the southwest of the United States (Bsk, Bwk and Dfb zones, according to the Köppen classification),
whereas the wigwam was typical of the Great Lakes region, where temperatures are cooler and the
humidity level is higher (Dfa, Dfb, Cfa and Cfb). The longhouse was built in this second region too,
and this is the dwelling with the lowest Δh value. The results for hogan and pueblos (Bsk, Dfb and
Cfb), both built in the same region, New Mexico, point to the same direction.
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By observing the scatter graph shown in Figure 6, it can be seen that the highest values of the
shape factor (9) are associated with high values of average outdoor temperature (3), whereas the
highest values of equivalent energy (11) are linked to the highest levels of indoor humidity (7). It can
be seen that Δφ (8) and Δt (5) determine the value of Δh (11) equally, but they are not related to the
shape factor (9).

If the data are analyzed without taking into account the living surface of the dwellings, and just
the energy isolated by these specific envelopes is observed (KJ/kg) (Figure 4), it can be seen that the
earthlodge achieves to duplicate the result of the wigwam. In this case, the plank house obtains the
highest value of Δh.

However, if this information is analyzed from the point of view of the sedentary process, it can be
seen that the dwellings that were used by the sedentary groups were also those which are equivalent
to a smaller amount of energy. These three dwellings, the longhouse, the plank house and the pueblo
adobe house, are equivalent to a smaller amount of energy per living square meter. All of them are
orthogonal in plan, the model that is usually adopted by the sedentary communities.

Among them, the Native Americans who developed the agriculture and sedentarism the most,
those groups which inhabited the zone of New Mexico and built the adobe dwellings, chose the model
that was equivalent to the greatest amount of energy. However, if they wanted the model that was
equivalent to the highest level of energy among the most popular designs, they should have chosen
the wigwam (0.17 KJ/kg m2), taking into account the living surface, and the plank house (5.64 KJ/kg), if
comparing exactly the models presented in this research.

3.4. Equivalent Energy—Building materials

In order to develop this section, just one dwelling, the “wigwam”, was considered. The original
materials, which are summarized in Table 4, were assigned to it, and it was placed in the locations of
New Mexico, where the pueblos were built.

This approach has made it possible to see that the elm bark sheets (from Ulmus americana L. or
from Ulmus rubra Muhl.) which covered the Iroquois longhouses were the material that implied the
highest amount of energy (Figures 8 and 9). The most abundant building material the natives who
inhabited the forests of the Great Lakes region had at their disposal was wood. These forests, located
both in Dfb and Cfa zones, according to Köppen scale, were full of coniferous trees, such as Tsuga
canadensis (L.) Carrière or Picea rubens Sarg., and deciduous trees, such as Quercus rubra L or Betula
alleghaniensis Britton. Besides, this region is characterized by a high ambient humidity, against which
the bark tree provides a quality solution thanks to its waterproofing capacity.
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Figure 9. Indoor conditions in a dwelling whose openings were removed. All the analyzed building
materials were assigned to it, and it was placed in the New Mexican locations.

Due to have the lowest thermal resistance of all of the materials that were analyzed, the bark sheets
provide the most stable difference between the outdoor and the indoor conditions throughout the whole
year. Unlike the other building materials, whose thermal resistance or effusivity is higher, this material
neither stores heat nor offers a great resistance to its passage. Because of these reasons, it achieves a
practically constant difference between the indoor and outdoor conditions throughout the year.

By observing Figures 5 and 8, it can be concluded that the amount of energy the wigwam envelope
is equal to that of a timber frame superinsulated template (Figure 5) and is lower than the values
obtained for the traditional materials in the same dwelling (Figure 8). The only exception is the case
of wooden planks. This means that, contrary to the results obtained in previous researches about
traditional architecture [79], traditional materials would have achieved better results than the present
ones, if taking into account the energy they are equal to.

As can be seen in Figure 10, the transmittance (14) is the thermal characteristic more closely related
to the equivalent energy (10 and 11). The second characteristic most related to it is the diffusivity (13).
However, it is practically opposite to the effusivity (12). This means that the highest values of Δh (10
and 11) correspond to the highest values of transmittance (14).

Figure 10. Scatter graph. Links between the building materials and the equivalent energy.
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Moreover, in this graph, it can be seen that the tree-bark envelope (V), the one used for coating
the longhouses and the roofs of the plank houses, is influenced by both the effusivity (12) and the
thermal transmittance (14). However, the grass house (GH) and the tipi (T), which have the next
highest values of Δh (10), are related exclusively to the transmittance (14). Its location in the graph
indicates definitively that this is the factor that influences Δh the most (10 and 11).

The envelopes composed of several layers, or with a high presence of earth, offer a higher resistance
to the heat transfer. The consequence of this circumstance is that indoor temperatures are lower in
summer, as are their differences with respect to the outdoor temperatures. Since these differences are
lower, the amount of energy these envelopes are equivalent to is usually lower during the summer too.

However, the building material that is equivalent to the lowest amount of energy is the one that
covers the plank house walls, the cedar planks. Again, it is a dwelling built in a region with high
humidity levels due to its proximity to the coast. This territory corresponds to a region classified as
Cfb by the Köppen scale, and there are four most abundant tree species in this rainy climate, located in
the northwest of the United States: Pseudotsuga menziesii (Mirb.) Franco, Tsuga heterophylla (Raf.) Sarg.,
Thuja plicata Donn ex D. Don and Fraxinus latifolia Benth. Specifically, it was Thuja plicata Donn ex D.
Don, or Canadian Western red cedar, the wood used for building, since it is coated with a special type
of oil that makes it resistant to water, preventing it from rotting [80].

The wood planks correspond to one of the lowest values of heating speed (diffusivity), similar to
the one of the bark sheets which comprise the envelope of the longhouse. Their capacity to store heat
is very similar. The biggest difference between them concerns their thermal resistance, since the value
corresponding to the plank house almost triples the one of the longhouse. Their heating speed is also
reflected in the thermal lag that characterizes both materials (Table 4). The dissimilarity among them
provokes that the size of the difference between the indoor and the outdoor temperatures depends on
the period of the year.As can be seen in Figure 11, the tree bark keeps the indoor temperature higher
than the outdoor temperature during the summer, whereas the temperature achieved by the wooden
planks is almost the same as it. The thermal resistance of the wooden planks, higher than the one of
the tree bark, ensures that the indoor temperature takes longer to change. This means that the indoor
ambient is less vulnerable to the weather changes inside a plank house and that its thermal lag reaches
a higher value.
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Figure 11. Comparison between the outdoor and the indoor conditions generated in the same dwelling
by the envelope of a longhouse and by the envelope of a plank house.
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However, the higher speed the thermal wave passes through the bark strip at ensures that the
difference of temperature between the outdoors and the indoors is almost constant throughout all the
year. At the same time, the humidity level changes, since it decreases when the temperatures rises and
rises when the temperatures decrease.

4. Discussion of Results

As can be seen in Figure 7, the circular dwellings correspond to the highest value of equivalent
energy per living square meter. This relation takes place both if the dwellings are situated in their
original locations and if they are situated in the New Mexican locations, where the sedentary process
had been most developed during the pre-Columbian North America. However, the models which
isolate a lower amount of energy are the orthogonal ones. Besides, the former, the circular models, are
related to nomad communities, whereas the latter ones were mainly designed by sedentary groups.

Contrary to the results of the research developed by Leroi-Gourhan [2], the energy the dwellings
are equivalent to decreases as long as the sedentary process goes forward. The value of Δh decreased
progressively, and the energy required to achieve the same indoor conditions increased as long as
that process was developed. It seems that the priority in the design of these dwellings was not
air-conditioning saving, neither in shape of hearths for heating nor in shape of natural ventilation.

As explained in the Introduction, the dwellings which were selected correspond to models that are
built in regions where nomad lifestyle coexisted with sedentary lifestyle. This way, if these models are
classified according to their provenances, it can be seen that the nomad dwelling is always equivalent
to more energy than its sedentary counterpart (Table 5).

Table 5. Equivalent energy of the analyzed dwellings according to their sedentary grade.

Nomad or
Seminomad Dwelling

Equivalent Energy
(KJ/kg m2)

Sedentary
Dwelling

Equivalent Energy
(KJ/kg m2)

Northeast of the United States Wigwam 0.16 Longhouse 0.014
South of the United States Tipi* 0.14

Pueblo 0.061Southwest of the United States Hogan 0.2

Southwest of Canada Tipi* 0.14 Grass house 0.074
North of the United States Tipi* 0.14 Plank house 0.03

Southwest of the United States Tipi* 0.14 Earthlodge 0.079

*Taking into account the obtained results when modifying the location of the analyzed dwellings, it can be assumed
that the amount of energy a tipi is equal to is the same wherever it is placed.

This tendency was inverted in the last step of the process, the one represented by the pueblos.
The longhouses represent those communities which were about to achieve the same sedentary level
as the pueblos, thanks to the development of agriculture, but they are also the dwellings equivalent
to the lowest amount of energy. Figure 5 shows this situation. The longhouses are the models that
isolate the least amount of energy. This way and according to the evolution of the sedentary process, if
the nomad dwellings are the models that isolate the highest amount of energy, the Native Americans
from the pueblos, the most sedentary group, should have designed the dwelling that was equivalent
to the lowest amount of energy, but that was not the case. They succeeding in designing a dwelling
that isolates more energy than the longhouse and the plank house, placing it at the same level as
the nomadic models. As described before, its equivalent energy was so high thanks in part to its
morphology, that is to say the overlapping of volumes, the indoor compartmentalization and the
reduction of the outer surface by attaching several dwellings. Regarding the building materials they
were built with, the determining factor is the high value of the effusivity of earth (961.24 s1/2 W/m2◦C).
The thermal lag also stands out (18.85 h) and indicates that the changes in the outdoor ambient were
not practically perceptible inside them.

15



Sustainability 2020, 12, 1810

These adobe dwellings were not built just in New Mexico, but they were also used in the Middle
East. Several of them can be found in sites such as Çatal Hüyük or Ain Ghazal [81], linked to other
agricultural and sedentary societies.

The results presented in this research may indicate that the priority when designing these dwellings
changed throughout the sedentary process. According to them, the energy required to achieve the
same ambient conditions inside the dwellings rose progressively until the adobe orthogonal dwellings
were built for the first time. However, they did not achieve the same values as the nomadic and
seminomadic dwellings, of which all of them were circular, did. The circumstances human beings lived
in changed throughout this process and maybe at its end it was necessary to add the floor optimization
to the resources’ optimization, which had been the main objective until the rise of agriculture and
fishing. This way, the pueblos design let the Native Americans have a solution for two problems in a
balanced way. Its orthogonal floor plan let them dedicate as much surface as possible to agriculture,
and it also isolated more energy than the other orthogonal models they could know about.

According to the results that were obtained, it can also be concluded that the dwelling designed
by the Native Americans from New Mexico did not provide the most comfortable indoor environment
(Figure 12). However, these adobe dwellings provided a higher level of humidity, a lack to be
compensated in the desert of New Mexico.

 

Figure 12. Environmental conditions of the analyzed dwellings. The original materials were assigned
to them, and they were placed in the New Mexican locations.

4.1. The Equivalent Energy

The shape factor offers an affordable method to estimate the design quality of a building. However,
it does not take into account some of the characteristics that influence the energy consumption.
The equivalent energy solves these deficiencies since it depends on the outdoor and the indoor
environmental conditions, with the latter being the result of the morphology of the building.

According to the obtained results, the location does not influence the amount of energy the
dwellings are equivalent to in a meaningful way. The envelopes are equal to a specific amount of
energy and isolate a specific amount of energy. This way, the modification of the outdoor conditions
they achieve remains stable.

Taking as a basis the building materials which were analyzed, it can be concluded that those with
the lower thermal resistance provide the envelopes with the highest values of equivalent energy. A
high diffusivity provokes that weather changes modify the indoor conditions very fast, and thereby,
the capacity of the envelope to alter the outdoor conditions remains practically stable throughout all
the year. Therefore, this capability is not influenced by the placement of the building, specifically in
New Mexico, where the present research is focused in and where the summer is more pronounced.

16



Sustainability 2020, 12, 1810

Not at all it is intended to assess that the indoor conditions achieved by low diffusivity materials
reach the comfort level. The aim of this research is to determine the capacity of an envelope to modify
the outdoor conditions; it is not to determine if the indoor conditions that it achieves are the most
comfortable ones. However, it can be very useful for complementing other values, such as the concept
of Zero Energy Buildings [82], since the higher the equivalent energy of a building is, the lower its
energy consumption is.

4.2. Statistical Links between the Results

By means of the scatter graphs, it was possible to analyze the links between the technical data of the
dwellings (quantitative data) and their morphological characteristics (qualitative information). These
graphs show that the thermal transmittance (14) is the value that influences most in the equivalent
energy (10 and 11), as the shape factor (9) and the indoor humidity (7) also do.

They have to read in terms of probability. This means that, for example, as can be seen in Figure 6,
the sum of the wind speeds (1) of the plank house locations (192.61 km/h), the adobe house locations
(150.01 km/h), the hogan locations (126.78 km/h) and the wigwam locations (155.57 km/h), which
is equal to 624.97, is higher than the corresponding sum of the rest of the dwellings (548.19). The
aforementioned dwellings are situated in the direction of the wind speed vector (1), and that is the
zone of the graph where the highest sum of wind speeds is concentrated. This way, the position of the
dwellings and the species on the graphs must be understood according to this system. This method is
very useful for analyzing vernacular architecture in general, since it allows for the discovery of the
logic of its morphological features and its links with its environmental circumstances. This would be
the case of the research work developed by Varela Boydo and Moya [83]. It would allow us to identify
which characteristics of the traditional windcatchers respond to cultural features and which ones are
related to their adaptation to the proper circumstances of each geographical and climatic zone. The
same could be determined about the Malay traditional houses analyzed by Ghaffarianhoseini, Berardi,
Dahlan and Ghaffarianhoseini [84]. This method allows us to transform the morphological features of
the Malay houses, such as the characteristics of their roofs, into numerical data. This way, it would be
possible to establish the relation of this distinguishing element with the climate and the environmental
information of each specific region.

5. Discussion

If Prehistory is understood as the pursuit of the stability provided by settling, it can be seen
that the equivalent energy decreased as man approaches his objective. However, the last model, the
adobe stepped dwellings, revitalized that value. It is necessary to take into account that, as long as the
sedentary lifestyle went forward, the global temperatures rose progressively too, until reaching a value
that made settling and agriculture viable. The greatest problem faced by the dwellings in the temperate
climates, where man could live on agriculture, was that the temperatures were significantly higher in
summer than in the past. That was probably the main problem to be solved, since winter could be
solved, if necessary, by means of hearths. As Danny H. W. Li [85] asserted, when the temperatures
began to rise, as happened 18,000 years ago, when agriculture was established, the greatest problem to
be faced was the summer, and the dwellings must adapt to it. Consequently, the energy demand rises
in the arid regions during these periods.

This way, of the three aforementioned sedentary dwellings, the one that isolates more energy,
the model from New Mexico, is the one located in the zone that reached the highest temperatures.
Facing the consequent increment of energy demand that took place during the summer, the sedentary
human being designed the sedentary dwelling that isolated the highest amount of energy with respect
to the known models that let him clear the largest amount of terrain for agriculture, that is to say, the
orthogonal models. It would also be important to point out that the color of the envelopes would have
influenced these results. As was demonstrated, the use of light colors in hot areas, such as the ones
used in the pueblos, and dark colors in cold regions, such as the envelope of the earthlodge, reduce
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the energy consumption of the dwellings [86]. The main solution proposed in the aforementioned
research [85] for this problem consists of increasing the adaptability of the dwellings built in these
regions. This idea could be reinforced by analyzing the tipis, built in one of the hottest areas of North
America, the Great Plains. The versatility of this shelter is one of its strengths, thanks both to its mobile
envelope and to its morphology. Its smoke hole allows people to control the indoor ventilation and
the indoor temperature at the same time, both at will, by means of two poles. No less important was
the airtightness achieved by the envelope seams. This factor [87,88] was determinant to provide a
comfortable indoor ambient. In the same way, it can be easily turned around in order to avoid strong
winds [18] during a storm, since its structure is not symmetrical. This efficient design is contained in
the old legend which explains the origin of tipis, since, according to it, the shape of the cottonwood
leaves inspired its triangular shape. Both of them, the tipis and the leaves, use the Venturi effect to
withstand wind and, in the case of tipis, improve indoor ventilation. Something similar happens
in Acoma dwellings, whose shape, according to a legend, is based on the shape of the surrounding
mountains. The airflow system that was used to dry the harvests on the houses’ roofs works in the
same way that the airflows move in the slopes of the mountains. During the day, the airflow rises from
the valley, since the peak of the mountain is cooler and hot air is lighter than cool air, whereas during
the night, the cycle is reversed and the air that rests in the peak turns cooler and descends to the valleys.
This is the physical principle that Ralph Knowles, professor and member of the American Solar Energy
Society, had already intuited and described in 1974. Thus, the mountains are not only a metaphorical
reference to the design of these dwellings, but they also influence on their operation and distribution.
These ideas go in the same direction as the results of the research carried out by Zahraa Saiyed and Paul
D. Irwinb [89]. As they conclude, Native American legends reflect a knowledge about the environment
which goes further than symbolism. These stories indicate that Native American Indians deeply knew
how their surrounding environment worked, and that fact let them use the resources at their disposal
in a respectful and efficient way. Moreover, as can be seen in the research developed by César J. Pérez
and Carl A. Smith [90], the indigenous techniques, the so-called Indigenous Knowledge Systems (IKS),
which often underlay these old stories, can be very useful for the environment protection at present.

The nomad lifestyle is more closely linked to nature than the sedentary lifestyle is. This can be
seen by analyzing the Navaho culture, as the research presented by Len Necefer concludes [91]. This
fact also affects their dwellings, the hogans. One of their most remarkable features is that their smoke
hole cannot be closed. Unlike the tipis, whose smoke hole controls the exit of air and smoke, the
hogan’s can never be closed, as Thibony explains [29]: “Visitors ask what happens when it rains or
snow”, said a Navajo working at the visitor center. “They want to know if they cover the smoke hole.
‘You let things happen’ I tell them. ‘You let the rain come in. The dome represents the sky, and the floor is the
earth. The earth shouldn’t be covered up. It reminds you of who you are and where you came from. The hogan
places you where you belong. You take your identity from it’”. Features like this allow understanding how a
culture works and the stance their members take in relation to current challenges, such as the energy
consumption or the environmental resources management.

6. Conclusions

The results show that there was a decreasing progression on the energy a dwelling is equal to
throughout the sedentary process. This evolution was broken in its last step by the settled agricultural
communities, the pueblos, since their adobe dwellings are equal to a similar amount of energy of those
used by the nomad and seminomadic groups.

This value is linked to the morphology of the analyzed building and to its building materials, but
it is not related to the zone where it is set up.

Two theoretical ideas were developed to obtain this conclusion. First, the equivalent energy
was the value designed to indicate the capacity of a building to transform the outdoor conditions
into the indoor ones. It means that the building itself is understood as if it was a machine and its
power is quantifiable. Second, a statistical method was brought from botany and archaeology to
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architecture. The canonical correspondence method allows us to establish links between quantitative
data and qualitative information. This way, it transforms the morphological characteristics of a
building into numerical information, in such a way that both quantitative and qualitative data can be
related graphically.

From these bases, the present research will go on. On the one hand, the equivalent energy will
be calculated and analyzed for current buildings. On the other hand, the canonical correspondence
analysis will be used to determine the relation between more examples of vernacular architecture and
their corresponding environments. This is the architectural field where it can be more useful, since the
design of this type of dwelling derives directly from the limitations imposed by nature.
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Appendix A

 

Figure A1. Location of the archaeological sites. Source: Own elaboration over Google Earth Pro
2017© cartography.
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Table A1. Archaeological sites.

Archaeological Site Climatic Zone [74] Nearest Weather Station

Wigwam

1 Skitchewaug site Dfb Springfield-Hartnes.State.AP.726115_TMY3
2 Site 230-3-1, Wappinger Creek Cfa Poughkeepsie-Dutchess.County.AP.725036_TMY3
3 Salt Pond Archaeological Site Cfa Groton-New.London.AP.725046_TMY3
4 Boyd’s Cove Dfb Gander.718030_CWEC
5 Bellamy Dfb London.716230_CWEC
6 Pig Point Cfa Andrews.AFB.745940_TMY3
7 Pequot Fort Cfa Groton-New.London.AP.725046_TMY3
8 Figura Site Dfb St.Clair.County.Intl.AP.725384_TMY3

9 Localización documentada por
Ezra Stiles Cfa Groton-New.London.AP.725046_TMY3

10 Kipp Island Dfb Syracuse-Hancock.Intl.AP.725190_TMY3

Hogan

11 Navajo Reservoir District-LA 3021 Dfb Durango-La.Plata.County.AP.724625_TMY3
12 Navajo Reservoir District-LA 3460 BSk Farmington-Four.Corners.Rgnl.AP.723658_TMY3
13 Bist-star BS-511 (43-2) BSk Farmington-Four.Corners.Rgnl.AP.723658_TMY4
14 Gobernador Canyon LA1869 BSk Farmington-Four.Corners.Rgnl.AP.723658_TMY5
15 Chaco Canyon CM-4 BSk Gallup-Sen.Clarke.Field.723627_TMY3
16 Kayenta BSk Gallup-Sen.Clarke.Field.723627_TMY3
17 Rainbow Lodge BSk Blanding.Muni.AP.724723_TMY3
18 Cedar Ridge BSk Winslow.Muni.AP.723740_TMY
19 Tuba City BWk Page.Muni.AWOS.723710_TMY3
20 Window Rock BSk Gallup-Sen.Clarke.Field.723627_TMY3

Tipi

21 Greasewood Creek 486 Dfb Kalispell.727790_TMY2
22 Spring Lake 584 BSk Cut.Bank.Muni.AP.727796_TMY
23 Souris River 32RV416 Dfb Estevan.718620_CWEC
24 Souris River 32RV419 Dfb Minot.727676_TMY2
25 The Cranford Site BSk Lethbridge.712430_CWEC
26 Indian Mountain site 5BL876 BSk Fort.Collins.AWOS.724769_TMY3
27 Sheyenne River 32SH205 Dfb Bismarck.Muni.AP.727640_TMY3
28 Demijohn Flats 24CB736 BSk Cody.Muni.AWOS.726700_TMY3

29 Pinon Canyon Maneuver
Site-Training Area 7 BSk La.Junta.Muni.AP.724635_TMY3

30 Pilgrim Site 24BW675 BSk Butte-Bert.Mooney.AP.726785_TMY3

Earthlodge

31 Hidatsa Village Dfb Bismarck.Muni.AP.727640_TMY3
32 Awatixa Village Dfb Bismarck.Muni.AP.727640_TMY3
33 Awatixa Xi’e Village Dfb Bismarck.Muni.AP.727640_TMY3
34 Rooptahee Dfb Bismarck.Muni.AP.727640_TMY3
35 Like-a-fishhook 32ML2 Dwb Dickinson.Muni.AP.727645_TMY3
36 On-a-Slant Village 32MO26 Dfb Bismarck.Muni.AP.727640_TMY3
37 Arikara Battle 1823 T20N S25 R30E Dfa Mobridge.Muni.AP.726685_TMY3
38 Huff site 32M011 Dfb Bismarck.Muni.AP.727640_TMY3
39 Kansas Monument site 14RP1 Cfa Concordia-Blosser.Muni.AP.724580_TMY3
40 Fullerton 25NC7 Dfa Columbus.Muni.AP.725565_TMY3

Grass house

41 Clement site 38Mc8 Cfa Cox.Field.722587_TMY3
42 Sanders site Cfa Sherman-Perrin.AFB.722541_TMY
43 Hill Farm site 41BW169 (Hatchel) Cfa Texarkana-Webb.Field.723418_TMY3
44 Roseborough Lake site Cfa Texarkana-Webb.Field.723418_TMY3
45 McLelland site 16B0236 Cfa Shreveport.722480_TMY2

46 Caddo Indian Burial Ground
Norman 3MN386 Cfa Hot.Springs.Mem.AP.723415_TMY3

47 George C. Davis site 41CE19 Cfa Nacogdoches.AWOS.722499_TMY3

48 Walker Creek project Pilgrim’s
Pride site 41CP304 Cfa Greenville.Muni.AP.722588_TMY3

49 Pine Tree Mound 41HS15 Cfa Longview-Gregg.County.AP.722470_TMY3
50 Vinson site 41LT1 Cfa Waco.Rgnl.AP.722560_TMY
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Table A1. Cont.

Archaeological Site Climatic Zone [74] Nearest Weather Station

Longhouse

51 Mantle site (AlGt-334) Dfb Mount.Forest.716310_CWEC
52 Strickler site (36La3) Cfa Wilmington.724089_TMY2
53 Klock site Dfb Utica-Oneida.County.AP.725197_TMY3
54 Garoga site Dfb Utica-Oneida.County.AP.725197_TMY3
55 Norton site (AfHh-86) Dfb London.716230_CWEC
56 Lawson site (AgHh-1) Dfb London.716230_CWEC
57 Wiacek site (BcGw-26) Dfb Muskoka.716300_CWEC
58 Nodwell site (bChI-3) Dfb St.Clair.County.Intl.AP.725384_TMY3
59 Baumann site (BdGv-14) Dfb Muskoka.716300_CWEC
60 Myers Road site (AiHb-13) Dfb London.716230_CWEC

Pueblo

61 Taos Dfb Taos.Muni.AP.723663_TMY3
62 Isleta BSk Albuquerque.Intl.AP.723650_TMY3
63 Tesuque Cfb Santa.Fe.County.Muni.AP.723656_TMY3
64 Zia BSk Albuquerque.Intl.AP.723650_TMY3
65 Sandia BSk Albuquerque.Intl.AP.723650_TMY3
66 Acoma BSk Albuquerque.Intl.AP.723650_TMY3
67 Zuni BSk Deming.Muni.AP.722725_TMY3
68 Picuris Cfb Santa.Fe.County.Muni.AP.723656_TMY3
69 Jemez BSk Albuquerque.Intl.AP.723650_TMY3
70 San Juan BSk Albuquerque.Intl.AP.723650_TMY3

Plank house

71 Old Kasaan Cfb Ketchikan.Intl.AP.703950_TMY3
72 Howkan Cfb Hydaburg.Seaplane.Base.703884_TMY3
73 Klinkwan Cfb Hydaburg.Seaplane.Base.703884_TMY3
74 Kaisun Cfb Sandspit.711010_CWEC
75 Kiusta Cfb Sandspit.711010_CWEC
76 Kung Cfb Sandspit.711010_CWEC
77 Ninstints Cfb Sandspit.711010_CWEC
78 Skidegate Cfb Sandspit.711010_CWEC
79 Tanu Cfb Sandspit.711010_CWEC
80 Hiellan Cfb Prince.Rupert.718980_CWEC

Table A2. Building materials.

Dwelling Layer Thickness (m)
Specific Heat

(J/kgK)
Density
(kg/m3)

Thermal Transmittance U
(W/m2 ◦K)

Wigwam*

wall/roof 2.13/2.27
Cattail 0.001 1630.00 300

Air 0.005 1012.00 1
Cattail 0.001 1630.00 300
Cattail 0.001 1630.00 300

Air 0.005 1012.00 1
Cattail 0.001 1630.00 300

Tipi**

wall/roof 3.50/3.91
Hide 0.0058 1400 22

Hogan

wall/roof 0.84/0.87
Wood 0.1 1380.00 510.00

Tree bark 0.0127 1364.00 482.00
Earth 0.15 880.00 1460.00

Grass house

wall/roof 0.14/0.14
Grass 0.35 1630.00 130.00

21



Sustainability 2020, 12, 1810

Table A2. Cont.

Dwelling Layer Thickness (m)
Specific Heat

(J/kgK)
Density
(kg/m3)

Thermal Transmittance U
(W/m2 ◦K)

Earthlodge

wall/roof 0.34/0.35
Wood 0.1 1380.00 510.00

Wood (branches) 0.1 1380.00 510.00
Grass + grass from turf 0.05 1630.00 150.00

Earth from turf 0.1 880.00 1460.00

Longhouse***

wall/roof 4.28/4.91
Tree bark 0.0127 1364.00 482.00

Pueblo

wall 0.98
Earth 0.51 1100.00 1400.00

roof 0.52
Wood (branches) 0.09 1380.00 510.00

Grass 0.03 1630.00 150.00
Earth 0.25 1100.00 1400.00

Plank house

wall 1.33
Wooden planks 0.07 1380 510

roof 4.91
Tree bark 0.0127 1364.00 482.00

* [92]; **In order to obtain the data about tipi hides, we used the information about other nomad tents whose
envelopes were also made from animal skins. First, we used the information about goat skins presented in the
research carried out by Shady Attia [93]. Second, we also took the information about yurt envelopes generated by
Peter Manfield [94]. *** [95].

Table A3. Details of the building materials which compose the template called “Timber
frame-superinsulated” from DesignBuilder v6.1.2.005.

Thermal Transmittance
(W/m2 ◦K)

Thermal Transmittance
(W/m2 ◦K)

Outdoor walls 0.375 Sub-surfaces
Bellow grade walls 0.375 Walls 0.156

Flat roof 5.983 Floors
Pitched roof 2.93 Ground floor 0.866

Semi-exposed Internal floor 0.866
Ceilings 0.228
Floors 0.259

The aforementioned template contains more building materials, but only the information about those which were
assigned in the present research is contained in the previous table.

Table A4. Equivalent energy for each location and for each model in the corresponding approaches.

Original Building
Materials, Original

Locations, with Openings

Original Building
Materials, New Mexican
Locations (Locations of

Pueblos), with Openings

Original Building Materials from
each Model Assigned to a
Wigwam in New Mexican

Locations (Locations of Pueblos),
without Openings

Same Materials (Timber
Frame-Superinsulated),
New Mexican Locations
(Locations of Pueblos),

without Openings

Wigwam 0.160 0.170 0.304 0.275

1 0.202 0.232 0.371 0.318
2 0.166 0.162 0.295 0.266
3 0.137 0.180 0.318 0.287
4 0.169 0.162 0.295 0.266
5 0.177 0.162 0.295 0.266
6 0.133 0.162 0.295 0.266
7 0.137 0.136 0.258 0.269
8 0.173 0.180 0.318 0.287
9 0.137 0.162 0.295 0.266
10 0.166 0.162 0.295 0.266
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Table A4. Cont.

Original Building
Materials, Original

Locations, with Openings

Original Building
Materials, New Mexican
Locations (Locations of

Pueblos), with Openings

Original Building Materials from
each Model Assigned to a
Wigwam in New Mexican

Locations (Locations of Pueblos),
without Openings

Same Materials (Timber
Frame-Superinsulated),
New Mexican Locations
(Locations of Pueblos),

without Openings

Hogan 0.201 0.164 0.316 0.296

1 0.214 0.213 0.410 0.323
2 0.183 0.153 0.290 0.291
3 0.183 0.177 0.345 0.307
4 0.183 0.153 0.290 0.291
5 0.203 0.153 0.290 0.291
6 0.203 0.153 0.290 0.291
7 0.176 0.153 0.318 0.272
8 0.321 0.177 0.345 0.307
9 0.146 0.153 0.290 0.291
10 0.203 0.153 0.290 0.291

Tipi 0.140 0.126 0.371 0.149

1 0.145 0.160 0.456 0.157
2 0.159 0.123 0.364 0.149
3 0.132 0.129 0.372 0.149
4 0.121 0.123 0.364 0.149
5 0.129 0.123 0.364 0.149
6 0.148 0.123 0.364 0.149
7 0.128 0.106 0.323 0.141
8 0.142 0.129 0.372 0.149
9 0.118 0.123 0.364 0.149
10 0.175 0.123 0.364 0.149

Earthlodge 0.079 0.070 0.323 0.079

1 0.082 0.088 0.422 0.090
2 0.082 0.059 0.298 0.075
3 0.082 0.097 0.354 0.083
4 0.082 0.059 0.298 0.075
5 0.080 0.059 0.298 0.075
6 0.082 0.059 0.298 0.075
7 0.080 0.062 0.314 0.080
8 0.082 0.097 0.354 0.083
9 0.060 0.059 0.298 0.075
10 0.075 0.059 0.298 0.075

Grass house 0.074 0.088 0.339 0.113

1 0.057 0.098 0.441 0.139
2 0.055 0.068 0.314 0.104
3 0.061 0.147 0.368 0.121
4 0.061 0.068 0.314 0.104
5 0.057 0.068 0.314 0.104
6 0.066 0.068 0.314 0.104
7 0.066 0.072 0.326 0.121
8 0.067 0.147 0.368 0.121
9 0.074 0.068 0.314 0.104
10 0.173 0.068 0.314 0.104

Longhouse 0.014 0.015 0.394 0.016

1 0.015 0.018 0.450 0.017
2 0.012 0.015 0.389 0.015
3 0.014 0.015 0.396 0.016
4 0.014 0.015 0.389 0.015
5 0.014 0.015 0.389 0.015
6 0.014 0.015 0.389 0.015
7 0.017 0.013 0.362 0.015
8 0.014 0.015 0.396 0.016
9 0.017 0.015 0.389 0.015
10 0.014 0.015 0.389 0.015

Pueblo 0.061 0.061 0.276 0.113

1 0.077 0.077 0.353 0.112
2 0.056 0.056 0.253 0.115
3 0.062 0.062 0.298 0.108
4 0.056 0.056 0.253 0.115
5 0.056 0.056 0.253 0.115
6 0.056 0.056 0.253 0.115
7 0.075 0.075 0.292 0.118
8 0.062 0.062 0.298 0.108
9 0.056 0.056 0.253 0.115
10 0.056 0.056 0.253 0.115

23



Sustainability 2020, 12, 1810

Table A4. Cont.

Original Building
Materials, Original

Locations, with Openings

Original Building
Materials, New Mexican
Locations (Locations of

Pueblos), with Openings

Original Building Materials from
each Model Assigned to a
Wigwam in New Mexican

Locations (Locations of Pueblos),
without Openings

Same Materials (Timber
Frame-Superinsulated),
New Mexican Locations
(Locations of Pueblos),

without Openings

Plank house 0.030 0.029 0.244 0.028

1 0.033 0.037 0.327 0.031
2 0.035 0.028 0.225 0.027
3 0.035 0.031 0.270 0.029
4 0.027 0.028 0.225 0.027
5 0.027 0.028 0.225 0.027
6 0.027 0.028 0.225 0.027
7 0.027 0.023 0.229 0.026
8 0.027 0.031 0.270 0.029
9 0.027 0.028 0.225 0.027
10 0.030 0.028 0.225 0.027

Table A5. Data used in PAST v3.25.

K L M N O P Q R S T U V W X Y K L M N O P Q R S T U V W X Y

W1 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH1 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W2 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH2 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W3 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH3 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W4 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH4 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W5 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH5 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W6 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH6 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W7 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH7 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W8 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH8 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W9 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH9 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

W10 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 GH10 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

H1 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH1 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H2 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH2 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H3 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH3 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H4 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH4 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H5 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH5 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H6 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH6 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H7 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH7 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H8 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH8 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H9 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH9 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

H10 1 1 0 0 1 0 0 1 0 0 0 1 0 1 0 LH10 1 0 0 1 0 1 0 1 0 0 0 1 0 0 0

T1 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P1 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T2 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P2 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T3 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P3 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T4 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P4 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T5 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P5 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T6 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P6 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T7 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P7 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T8 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P8 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1
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Table A5. Cont.

K L M N O P Q R S T U V W X Y K L M N O P Q R S T U V W X Y

T9 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P9 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

T10 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 P10 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

E1 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH1 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E2 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH2 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E3 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH3 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E4 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH4 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E5 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH5 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E6 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH6 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E7 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH7 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E8 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH8 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E9 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH9 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1

E10 1 0 1 0 0 0 0 1 0 1 1 0 0 0 1 PH10 0 1 0 1 0 0 0 1 0 0 0 1 0 0 1
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Abstract: Optimization of environmental performance is one of the standards to be achieved
towards designing sustainable buildings. Many researchers are focusing on zero emission building;
however, it is essential that the indoor environment favors the performance of the building purpose.
Empirical research has demonstrated the influence of architectural space variables on student
performance, but they have not focused on holistic studies that compare how space influences
different academic performance, such as Mathematics and Arts. This manuscript explores, under
self-reported data, the relationship between learning space and the mathematics and art performance
in 583 primary school students in Galicia (Spain). For this, the Indoor Physical Environment
Perception scale has been adapted and validated and conducted in 27 classrooms. The results of the
Exploratory Factor Analysis have evidenced that the learning space is structured in three categories:
Workspace comfort, natural environment and building comfort. Multiple linear regression analyses
have supported previous research and bring new findings concerning that the indoor environment
variables do not influence in the same way different activities of school architecture.

Keywords: acoustics; environmental quality; learning space; occupant comfort; sustainable
architecture; sustainable building; visual comfort; thermal comfort; ventilation comfort

1. Introduction

The term sustainable building has generally been attributed to low levels of energy consumption.
However, providing quality interior environments is another goal of the so-called green buildings.
On the one hand, this fact is related to the Sick Building Syndrome (SBS) that has evidenced that
poor quality environments harm the health of users. On the other hand, the design of buildings
must guarantee the purpose for which they were built and for which that energy cost was assumed.
This effect could be measured through user performance.

Regarding education, school architecture must ensure that students learn concepts and knowledge
from different disciplines. Previous literature focus on the influence of learning physical environment
factors in academic outcomes. Furthermore, educational buildings are designed to last for several years,
and their state remains constant for a long time without rehabilitation or diagnosis of their influence on
users. It implies that some facilities do not meet the minimum quality standards that are a requirement
for the new constructions, such as the case of lighting. Also, ICT (Information a Communication
Technologies) implementation has promoted the use of blinds to improve the visibility of the laser
projectors in classrooms.

Sustainability 2020, 12, 2020; doi:10.3390/su12052020 www.mdpi.com/journal/sustainability29
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This situation causes bad lighting conditions that can lead to poor school performance. Specifically,
math performance is higher in students in classrooms with greater illumination [1]. Likewise,
young children can differentiate lighting needs according to the activity performed [2], while visual
comfort is a key element for arts activities, especially on drawing [3].

Schools are closed spaces that human beings occupy and in which they breathe for hours every
day. Normally they do not have constant and automatic ventilation, which generates a lack of oxygen
in the environment, and only schools with a mechanical supply and exhaust type of ventilation meet
the recommended ventilation rate per student [4]. As well, low ventilation rates are associated with
poor mathematics results [5,6], besides causing attention and concentration problems. These effects
have shown to be more negative in tasks that require the use of spatial skills [7].

The thermal factor has also been correlated with academic performance, since thermal discomfort
may lead to stress behaviors that influence learning [8]. Thermal alterations affect the problem-solving
capacity and attention of students, which play a key role in mathematical skills competencies [9,10].

The acoustic environment correlates with attention levels in a classroom. Noise is an important
factor of influence when identifying the words mentioned during classes and reducing reverberation
values affect the levels of students’ attention and performance [11]. Moreover, in order to solve noise
problems, it is essential to understand and adapt the structure, organization and use of learning spaces
in schools [12].

The environment in which students and teachers learn and teach are human-made. It is not
the natural environment of a living being, and it is precisely the relationship with nature another
concern in this area of research. Benfield, Rainbold, Bell and Donovan [13], studied the perceptions and
behaviors of students in classrooms with landscape views. Similarly, van de Berg, Wesselius, Maas and
Tanja-Dijkstra [14] conducted a controlled evaluation study on green walls as a restorative environment
in the classroom. Both contributions provide a direct relationship between the inclusion of nature
and performance in mathematics. Besides, views can influence the variance of reading vocabulary,
language arts, and mathematics [15].

The classroom configuration has a close relationship with the teaching approach. The disposition
of the space that will affect the interaction in the classroom and the choice of student seats also generates
an impact on academic performance based on mathematics [16]. Besides, other studies focused on the
influence of class size on the performance and behaviour of kindergarten [17–19], and satisfaction in
secondary education [20]. Regarding arts, when elements, such as the aesthetics of the classroom and
the furniture arrangement should allow greater interaction between students. Because it allows students
to sit in a calm climate, leading to freely develop their creativity and improve their performance [21].

The literature focuses on one of the factors or dimensions mentioned above. However, some
studies have developed holistic approaches to the impact of classroom spaces on learning [22–25].
The first empirical holistic model [24] included the learning space attachment factor, which were more
significant than lighting for the development of mathematical performance.

Other elements of the classroom that may influence learning space attachment are the student
seating location, due to issues, such as proximity to the teacher, accessibility to the halls or distance to
the screen [26]. This choice of location in the classroom is influenced by the territoriality and personality
of the individual [27,28]. Additionally, the learning space attachment has been associated with students’
perception whose artworks were permanently exhibited [29]. This bond between students and their
classroom is also related to their security and privacy feeling, which contribute to their comfort [30].
Likewise, the personalization of the space contributes to the creative development and aesthetic values
of the students [31].

In a recent study, none of these factors are the answer when students were surveyed about
their learning space preferences, but they mainly prefer learning spaces related to the end of their
learning activities [32]. Other studies have focused on the vital relation between learning space
and pedagogy [33,34], and in need to consider the perception of the student to obtain a more
holistic knowledge [35]. So, it seems consistent that disciplines as different as Art and Mathematics,

30



Sustainability 2020, 12, 2020

which respond to different teaching needs or methodologies, receive different influences from the same
learning space.

Concerning the prediction of performance based on learning space, most researchers have
measured mathematical performance through the Grade Point Average in different evaluation
periods [24] or by national student performance evaluation programs [4]. While math outcome
is considered to be accurately assessed, the evaluation of art performance is presented as a very
complex task [36]. Although evidence has raised for isolated disciplines, little research has focused on
how learning space factors influence the learning of different subjects [15,24,25].

In Spain, primary schools normally assign a classroom to each course group, except for Physical
Education. So, students attend every subject in the same space, which seems not to be an efficient and
sustainable use of the building in terms of learning. For that, this research aims to contribute to the
explanation concerning how learning space influence art and mathematics performance in primary
education, as well as to deepen the measurement of the learning space through the perception of the
elementary school student and to investigate whether there are differences in the outcome prediction
depending on the academic course.

Diagnostic studies create knowledge bases in order to support new, more efficient and sustainable
classroom designs. Since it should be clarified how the learning space affects different subjects and
high economic and sustainable costs must be prevented in school designs.

2. Materials and Methods

The main objective of this research is to explore the influence of learning space in mathematics
and art performance in Primary Education schools in Galicia (Spain), and to explore learning space
relationship with academic courses. For this, a quantitative research was designed, which relates
the measurement of the perception of observable variables of the physical learning environment by
students through a questionnaire with their performance in mathematics and arts.

First, the design of the questionnaire was adapted to the cognitive level of primary school students
based on the Indoor Physical Environment Perception scale (iPEP scale) [25,37] (focused on university
students), previously based on the holistic model of Barret, Davies, Zhang and Barret [38]. Next,
public elementary schools are randomly chosen from the regions of A Coruña and Lugo (Galicia,
Spain). Communication is established with the centers to request the possibility of conducting the
questionnaires. Subsequently, the visits take place and the test data analyzed.

The psychometric properties of the instrument will be assessed through the corresponding
reliability and validity analyzes to ensure that the use of the data. Then, the classrooms are described
through the means and standard deviations of the variables of the scale to know in which values the
data are grouped. Finally, a multiple linear regression analysis is applied to know if the space variables
are predictors of mathematical performance and art education.

2.1. Sample

The sample consists of 583 Primary School (PS) students (307 boys and 276 girls), belonging to
fourth, fifth and sixth grade of nine public centers. A total of 27 different classrooms in Lugo and
A Coruña. The sample selection corresponds to a simple random sampling. Table 1 shows the
distribution of attendants by course, center, and region.

The procedure to collect the information consisted of communicating with the centers obtained
from the random selection process, of which four rejected the study proposal. The first contact was
with the directors of the schools and later with the tutors of the course. The research was explained to
the teaching staff, as well as the guidelines for solving the questionnaires.

Figure 1 shows the sample distribution by school and course. The fifth course of School 5 and
the fourth course of School 6 stand out for a greater number of students, which is because they were
centers with two small lines in both courses. Their classroom conditions were similar from a technical
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point of view (number and surface area of windows, orientation, sunshine, classroom size), so they
have been presented together.

Table 1. Sample distribution by course, center, and region.

Region Centre
Course

Total
4th 5th 6th

Lugo School 1 24 19 14 57
School 2 24 18 18 60
School 3 23 24 17 64
School 4 21 23 16 60

A Coruña School 5 24 35 24 83
School 6 32 20 24 76
School 7 19 22 10 51
School 8 21 22 20 63
School 9 24 23 22 69

Total 212 206 165 583

Figure 1. Student distribution by schools and courses.

2.2. Measurement Instrument

The instrument adapted is the Indoor Physical Environment Perception scale (iPEP scale), a 1–7 Likert
scale. Students had to rate the degree of the learning space variables from 1 (low degree) to 7 (high
degree). In the process of adaptation to the primary school context, the number of independent
variables has been reduced to fourteen: Academic (the course), sex and age, and the physical learning
space (11 variables); as well as two dependent variables: The GPA (Grade Point Average) obtained in
the subjects of Mathematics and Arts. The statement of these items has been modified for students
between the ages of 9 and 13. In addition, the variables School and Classroom were created in the
database, based on the data obtained. The items related to the physical learning space are the following:

• Daylight quantity;
• Artificial light quantity;
• Number of times the classroom is ventilated;
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• Thermal level comfort;
• Acoustic comfort;
• Room size;
• Chair comfort;
• Desk comfort;
• Connection with nature (i.e., landscapes);
• I appreciate the color of the walls;
• Learning space attachment.

3. Results

3.1. Descriptive Anaylses. Mean and Standard Deviations

Students’ perception of the indoor environment of their classes ranges from values close to 4 and
above 6 (see Table 2). Appreciation for the color of the walls is the worst valued (m = 3.84), followed by
the chair comfort, the ventilation and the amount of natural light. While the best rated is the acoustic
comfort, followed by classroom size, the learning space attachment and the connection with nature.

Table 2. iPEP descriptive values.

Mean
(1.00 to 7.00)

Standard Deviation

V1 Daylight quantity 4.95 1.469
V2 Artificial light quantity 5.18 1.618
V3 Number of times the classroom is ventilated 4.59 1.887
V4 Thermal level comfort 5.36 1.784
V5 Acoustic comfort 6.19 1.295
V6 Room size 5.82 1.313
V7 Chair comfort 4.84 1.858
V8 Desk comfort 5.17 1.739
V9 Connection with nature (i.e., landscapes) 5.43 1.804
V10 I appreciate the color of the walls 3.84 2.156
V11 Learning space attachment 5.71 1.543

Table 3 shows the descriptive analysis results in relation to the average grade of Mathematics
(mM = 7.48) and Arts (mA = 8.24), since it has a different scale: 0–10.

Table 3. Descriptive values of mathematics and art education average grade.

Average Grade Subject
Mean

(0.00–10.00)
Standard Deviation

Mathematics 7.48 1.684

Arts 8.24 1.648

Figure 2 corresponds to the analysis of the distribution of the learning space and academic
variables through a boxplot diagram. In almost all cases of the iPEP variables, the lower limit is 1,
while the upper limit is 7. However, the quartiles in the case of the acoustic variable are grouped in
a much lower range than the rest of the variables, practically 100 per cent of the sample is located
between values 5 and 7. The rest of the variables distribute the data in a range of values 1 and 7.

33



Sustainability 2020, 12, 2020

Figure 2. iPEP boxplot.

The variables Natural light, Room size, Chair comfort and Space appropriation are grouped into
smaller ranges of values. While the color variable occupies a greater range between the values 2 and 6.

Subsequently, the mean variable values of the student perception of each classroom were made in
order to obtain a global measurement. Figure 3 shows the dispersion of the iPEP variable mean values
for each of the 27 classrooms, indicating the variability that exists in each of them.

 

Figure 3. iPEP mean values by classroom.

Classrooms 10 and 23 have a higher concentration in the grouping of iPEP values, with values
between 5–6.5; and 4.6–5.7, respectively. On the contrary, classrooms 6, 7, and 19 indicate values
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between 2.2 and 6.1; 2.7 and 6.6; and 2.5 and 6.7. Moreover, this figure allows us to analyze whether the
sets of means are superior or inferior to the rest of classrooms. In this case, classrooms 18, 20, and 21
indicate a concentration in lower values, followed by 6 and 22. On the other hand, classrooms 5, 11,
and 12 are grouped in the highest values, followed by 13 and 3.

3.2. iPEP Psychometric Roperties

The reliability of the tool has been calculated using Crombach’s alpha to determine if it performs
stable measurements, obtaining a result of 0.729, which indicates that the questionnaire is reliable.
Subsequently, to verify the validity of the construct, the principal component method of Exploratory
Factor Analysis has been applied, with varimax orthogonal rotation.

First, to verify that the factors are correlated with each other, Bartlett’s Sphericity (p < 0.001) and
the Kaiser-Meyer-Olkin test (KMO = 0.802) were calculated, in order to know the adequacy of the
sample and if appropriate apply the factor analysis. The result indicates a high partial correlation
coefficient, which indicates that it is possible to make a comparison between the magnitudes of
correlation coefficients observed and those of partial correlation (Table 4).

Table 4. Kaiser–Meyer–Olkin (KMO) and Bartlett’s Test.

Kaiser–Meyer–OlkinMeasure of Sampling Adequacy 0.802

Bartlett’s Test of Sphericity
Aprox. Chi-square 1093.778

df 55
Sig. < 0.001

The Exploratory Factor Analysis (EFA) results in a structure of six factors that explains 50.70 per
cent of the construct. The grouping of the variables (see Table 5) is grouped into the following factors:

• Workspace comfort: Describes chair and desk comfort (V7 and V8), place attachment (V11),
the appreciation for the wall color (V10), as well as the thermal level (V4).

• Natural environment: Represents the amount of daylight (V1), the connection of the classroom
with the outside (V9) and the frequency of natural ventilation (V3).

• Building comfort: It is described as the amount of artificial light (V2) and acoustic comfort (V5).

Table 5. Exploratory Factorial Analysis results.

Factor Variables Communalities Total Variance Explained (%)

Workspace comfort

V8 0.816 24.39
V7 0.806

V11 0.627
V10 0.610
V4 0.565
V6 0.473

Natural environment
V1 0.748 38.53
V3 0.695
V9 0.487

Building environment V2 0.729 50.70
V5 0.699

3.3. Multiple Linear Regression Analysis

The multiple linear regression analysis is applied to investigate to what extent the iPEP scale is
able to predict the performance in Mathematics and Arts. Stepwise method has been conducted.

On the one hand, the prediction of mathematical performance displays a 6-variable model (V3,
V6, V7, V11, V4 and V9) that explains 7.2 per cent of the dependent variable. In addition, the value of
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the Durbin-Watson statistic (1.758) indicates compliance with the assumption of the independence of
the residuals (Table 6). On the other hand, the prediction of performance in Arts establishes a model
of 2 variables (V6 and V9) that explains 3.7 per cent of the dependent variable. The Durbin-Watson
statistic is 1.408, which complies the assumption of independence of the residuals.

Table 6. Multiple linear regression results.

Model Adjusted R2 Std. error Sig. F Durbin-Watson

Mathematics
performance 0.072 1.622 0.022 1.758

Arts performance 0.037 1.617 0.002 1.408

Table 6 shows the Pearson correlations. In the first model (dependent variable =Mathematics
grade), the independent variables V3, V6, V11 and V9 obtain positive values reveal a direct relationship.
While the variables V7 and V4, indicate an inverse relationship with mathematical performance. In the
second model, both variables (V6 and V9) indicate a direct relationship with arts performance.

The validity of the models depends on the verification of the assumptions, such as the non-existence
of perfect multicollinearity. The collinearity diagnosis is made through the Variance Inflation Factor
(VIF), whose values are close to 1, indicating that the assumption is met (see Table 7).

Table 7. Global regression model for model 1 and 2.

Model Variable Beta t Sig. Tolerance VIF

1 V3 0.123 2.844 0.005 0.859 1.164
V6 0.102 2.268 0.024 0.786 1.273
V7 −0.182 −3.298 0.001 0.522 1.917
V11 0.269 3.973 < 0.001 0.348 2.871
V4 −0.176 −3.437 0.001 0.606 1.650
V9 0.098 2.298 0.022 0.868 1.153

2 V6 0.179 4.331 < 0.001 0.970 1.031
V9 0.130 3.141 0.002 0.970 1.031

One of the premises sought to explore whether these influences could be related to the academic
level. For this purpose, multiple linear regression analyzes have been conducted for each course (see
Table 8).

Table 8. Multiple linear regression results.

Predictor Variable Course R2 Std. Error Sig. Durbin-Watson

Mathematics performance
4th 0.141 1.649 0.050 2.000
5th 0.096 1.601 0.012 1.475
6th 0.101 1452 < 0.001 1.290

Art performance
4th 0.135 1.543 0.026 1.739
5th 0.321 1.437 < 0.001 1.557
6th 0.101 1.404 0.037 1.893

Concerning mathematics performance of the fourth course, a model of four variables (V6, V4,
V5 and V3) has been obtained that explain 14.1 per cent. In the fifth course, the percentage explained
is 9.6 per cent for two variables (V7 and V1). In the sixth course, the V7 explains 10.1 per cent of
the performance in mathematics. With regards to the performance in Arts in the fourth course, it is
explained in 13.5 per cent by two variables (V6 and V4). In the fifth course, five variables explain
32.1 per cent (V9, V6, V2, V7 and V3). In the sixth course, this performance is explained in 10.1 per cent
by two variables (V8 and V9).
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Table 9 shows the standardized Beta coefficients that indicate whether the relationship of each
variable in the model is direct or inverse towards mathematics performance. In the fourth course the
V6, V5 and V3 have a direct relationship and the V4 an inverse relationship. In the fifth course V7
indicates an inverse relationship with the dependent variable and V1 a direct relationship. Moreover,
in the sixth course the relation of V7 indicates a direct relation.

Table 9. Global regression model by course (predictor variable: Mathematics performance).

Course Model Variable Beta t Sig. Tolerance VIF

4th V6 0.185 2.151 0.033 0.503 1.987
V4 −0.377 −4.573 < 0.001 0.546 1.833
V5 0.251 2.506 0.013 0.370 2.703
V3 0.131 1.973 0.050 0.835 1.197

5th V7 −0.346 −4.810 0.000 0.851 1.175
V1 0.182 2.528 0.012 0.851 1.175

6th V7 0.327 4.111 < 0.001 1.000 1.000

Table 10 shows the results regarding the multiple linear regression models regarding the art
performance. In the fourth course both variables show a direct relationship with the dependent
variable. In the fifth course, V9, V6 and V3 indicate a direct relationship and V2 and V7 an inverse
relationship. In the sixth course, V8 indicates a direct relationship and V9 an inverse relationship.

Table 10. Global regression model by course (predictor variable: Art performance).

Course Model Variable Beta t Sig. Tolerance VIF

4th V6 0.438 6.072 <0.001 0.717 1.395
V9 0.162 2.245 0.026 0.717 1.395

5th V9 0.165 2.013 0.045 0.496 2.018
V6 0.287 4.479 <0.001 0.809 1.236
V2 −0.509 −5.737 <0.001 0.420 2.380
V7 −0.366 −5.020 <0.001 0.622 1.607
V3 0.293 3.710 <0.001 0.533 1.878

6th V8 0.305 3.820 <0.001 0.995 1.005
V9 −0.168 −2.108 0.037 0.995 1.005

4. Discussion and Conclusions

The present research aimed to deepen the relationship between the physical learning space in
Primary Education and the performance in Mathematics and Art, as well as at the academic course.
Self-reported empirical data has confirmed the existence of direct and inverse relationships between
variables of physical space and performance in mathematics and in art of Primary School students.

It has been shown that the adaptation of iPEP for the measurement of student perception of
the variables of the physical learning space in Primary Education is valid and reliable. Likewise,
the study has allowed us to investigate the factorial structure of the learning space construct, resulting in
an organization in three factors: Workspace comfort, natural environment and building environment,
which support previous results [25]. However, findings have evidenced that more question would be
needed in order to improve the percentage of learning space measure in primary education level.

The distribution analysis of the learning space variables by classroom (Figure 3) has shown good
levels of the indoor environment in the primary school classrooms in Galicia. In addition, this type
of evaluation reports on the dispersion of responses, which have sometimes shown little variability.
This has happened in the color, and acoustic variables, which may be related to their absence of
significant relationships in the prediction analyzes. Therefore, it would be advisable to reconsider how
to measure these variables.
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The prediction analysis of mathematics performance has confirmed a direct relationship with
ventilation, room size, views and place attachment; according to latest contributions of holistic
approaches [24], and two inverse thermal level and chair comfort. These results support the inevitable
fact of social impact in architectural spaces [33–35], and the need for their measurement through
empirical and architectural analyses to understand how they work and to design more sustainable
learning spaces in terms of usability. However, relations with art performance seem smaller, results that
could be linked to the difficult measurement of Arts [36].

Chair comfort has evidenced an inverse relationship with mathematical performance, while it is
the second variable that most explains the measurement of learning space according to the exploratory
factor analysis. Despite being the second worst rated variable, the score is close to 5 on a 1–7 scale.
However, anthropometry studies indicate that academic performance is reduced when furniture
conditions are bad [39]. This provides evidence of an inverse relationship between a good condition of
the furniture with a negative result in mathematical performance, pointing out that excess comfort
could lead to a detrimental influence. A similar situation seems to happen in terms of the thermal
comfort variable.

This research contributes to the literature on the existence of relationships between space and
mathematical and art performance in Primary Education. In addition, an effective and easy-to-apply
tool is published to diagnose situations related to the learning space in schools, in order to improve the
educational purpose of the architectural space.

Concerning future lines of research, it is necessary to combine perception measurements with
technical measures to estimate the best efficacy ranges of the different variables. Likewise, the influence
in different areas within the study of mathematics and arts need to be studied.
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Abstract: Polymer-based items may release Volatile Organic Compounds (VOCs) and odors indoors,
contributing to the overall VOC inhalation exposure for end users and building occupants. The main
objective of the present study is the evaluation of short-term inhalation exposure to VOCs due to
the use of a personal care polymer-based item, namely, one of three electric heating bags, through a
strategic methodological approach and the simulation of a ‘near-to-real’ exposure scenario. Seventy
two-hour test chamber experiments were first performed to characterize VOC emissions with the
items on ‘not-heating mode’ and to derive related emission rates. The polyester bag was revealed to
be responsible for the highest emissions both in terms of total VOC and naphthalene emissions (437
and 360 μg/m3, respectively), compared with the other two bags under investigation. Complementary
investigations on ‘heating mode’ and the simulation of the exposure scenario inside a 30 m3 reference
room allowed us to highlight that the use of the polyester bag in the first life-cycle period could
determine a naphthalene concentration (42 μg/m3) higher than the reference Lowest Concentration of
Interest (LCI) value (10 μg/m3) reported in European evaluation schemes. The present study proposes
a strategic methodological approach highlighting the need for the simulation of a realistic scenario
when potential hazards for human health need to be assessed.

Keywords: VOCs; polymer-based items; indoor air quality; test emission chamber; exposure scenario

1. Introduction

Volatile Organic Compound (VOC) emissions from indoor materials and consumer products
have become a subject of concern among indoor air scientists [1–4]. VOCs released into indoor air
from a wide range of materials and products may deteriorate Indoor Air Quality (IAQ), resulting in
odor annoyance and general discomfort for building occupants as well as adverse effects on human
health [5–11]. So far, the interest of indoor air scientists in this issue has been mainly motivated by the
need to improve the knowledge regarding sources and their emission characteristics in both private
and public settings, to investigate further the physical and chemical interactions of emitted pollutants
in indoor air, and to develop innovative methodological approaches for the evaluation of emissions and
their potential impacts on human health. Building and interior materials have been widely investigated
in terms of VOC emissions, as highlighted by an extensive literature in the field. On the contrary,
limited data are available on consumer product emissions and related inhalation exposure for end users.
Recently published studies have pointed out that consumer products and polymer-based items may
release VOCs and odors indoors, contributing significantly to the overall VOC exposure of consumers
and building occupants [12–17]. Moreover, complaints about odor annoyance from polymer-based
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consumer products have enhanced the need for in-depth investigations aimed at elucidating emission
patterns and characteristics. In this regard, investigations carried out on selected polymer-based
items such as plastic utensils and children’s toys highlighted that VOC emissions are related to the
release of residual solvents and monomers from the material polymeric structure and/or the release of
additives (i.e., plasticizers, inks) following surface-applied finishing processes such as coloring and
printing [18–21]. VOC emissions from materials and products (i.e., building materials, furnishings,
finishing products etc.) are conventionally evaluated by means of test emission chambers according to
well-established procedures, standardized by the European Committee for Standardization (CEN) and
by the International Organization for Standardization (ISO) [22,23]. More specifically, identification and
quantification of VOCs from single or multiple sources requires emission testing inside test chambers,
over a defined timescale and with selected micro-environmental parameters (i.e., temperature, relative
humidity, air exchange rate) [24]. Small-scale emission testing generally fits investigation purposes
when the determination of emission rates from specific materials and products is required, while
large-scale experiments are more suitable for simulating realistic inhalation exposure scenarios for
building occupants and consumers due to material installation and/or product use. However, some
considerations regarding this point are necessary. Although testing procedures are standardized to
obtain reliable data on emission characteristics, they may reveal some limitations when applied to
consumer products, especially if the evaluation of emissions under actual conditions of use is required.
Indeed, it is important to point out that VOC emission characteristics, in terms of the pattern of
generated compounds and extent of the emission, may significantly vary during product/item use,
particularly if the use involves combustion and/or heating, resulting in exposure scenarios being
substantially different [25]. This typology of indoor sources is characterized by short-term emission
patterns during the actual use and requires a realistic scenario to be simulated in the test emission
chamber. Therefore, in these cases, the integration of conventional procedures (e.g., standardized
emission testing) with complementary and innovative methodological approaches can be strategic to
answer key questions on VOC emissions under effective conditions of use. The main objective of the
present study is the evaluation of VOC emissions from a personal care polymer-based item, an electric
heating bag, commonly used to relieve stress and reduce muscle and joint pain. The investigated
item must be electrically supplied, therefore emission characteristics may significantly change under
conditions of use. For this purpose, the present paper proposes a strategic methodological approach
for the estimation of the inhalation exposure to VOCs emitted by the investigated items on ‘heating
mode’ in a real setting, starting from emission data obtained through standardized methods and
under controlled conditions. The experimental activity involved test emission chamber and dynamic
head-space investigations on three different heating bags, commercially available at the moment of the
study and also responsible for odor annoyance at ambient temperature.

Data collected were useful for the estimation of VOC emission rates (ERs) under actual conditions
of use and, as a result, for the estimation of the indoor concentrations representative of short-term
exposure related to the item use during the first life-cycle period in a realistic setting (e.g., reference room
of EU standardized evaluation schemes), allowing the simulation of a near-to-real exposure scenario.

2. Materials and Methods

2.1. Chemicals

Authentic standards of the VOCs under consideration in the present study were included in a
customized VOC standard mix in ethanol (Ultra Scientific Analytical Solutions, Italia srl). Ethanol
of analytical grade was purchased by Sigma Aldrich and used as a solvent for the preparation of
calibration standards.

42



Sustainability 2020, 12, 2577

2.2. Polymer-Based Item Description

The polymeric item under investigation is a portable electric heating bag commonly used for
general comfort and/or for therapeutic purposes (i.e., warming during the winter season, reduction of
muscle pain and stress). This typology of personal care item has quickly became very popular on the
European (EU) market during recent years and received board consensus as it represents a low-cost and
easy-to-use version of the conventional warming bag that needed to be filled with hot water to work.
Electric heating bags generally appear as small bags made of polymeric material (i.e., polyvinylchloride,
polyester) covering the inner bag filled with the heating liquid, provided with a plug base cover and
electric cable for heating. They must be electrically supplied to provide their function and, after a few
minutes of electrical charge (e.g., 5–10 min), they can be used at high temperature for at least one hour.
In the present study, three different heating bags were investigated. They were all manufactured in
China, distributed on the EU market and labeled with three different brands (reported as brand A,
B and C). More specifically, the first one belonging to brand A was characterized by a printed and
colored external coverage made of polyester (labeled in the text and tables as ‘polyester-brand A’). The
other two bags, belonging to brands B and C, respectively, were instead characterized by an external
coverage made of polyvinylchloride (labeled in the text and tables as ‘PVC-brand B’ and ‘PVC-brand
C’). The former had an image printed onto the surface of one side, while the latter was only colored.
All the investigated bags had the same shape and dimensions with an upper surface area equal to
0.04 m2. They were part of a production lot blocked by competent authorities at port customs in a city
in the South of Italy (City of Monopoli) after reporting from consumer associations. Due to end user
complaints related to strong odor annoyance occurring at a greater extent during the first use events,
local competent authorities formally requested the necessary investigations. At the moment of the
study, the introduction on the EU market of electric heating bags manufactured in non-EU countries
(e.g., China) was allowed with only the CE label ensuring electric safety and conformity in compliance
with EU Directive requirements.

2.3. Experimental Design Description

The first investigation level involved 72-hour emission testing inside a small-scale emission
chamber under standardized environmental conditions, according to the relevant ISO standards. As
a result, emission rates (ERs) for the main detected VOCs were derived, useful for the estimation of
indoor concentrations potentially determined by the item in a real setting at ambient temperature (i.e.,
’not-heating’ mode) and representative of a short-term exposure. This investigation level, although
conventionally applied to materials and products for providing data on emission characteristics under
simulated indoor conditions, was not exhaustive for the estimation of VOC inhalation exposure
levels determined by the item in a real room under the actual conditions of use. In order to derive
ERs under heating, non-time-consuming and cost-effective dynamic head-space experiments were
performed, placing the investigated items inside customized Nalophan bags. The effect of temperature
on VOC emissions from the items was evaluated, and its extent was expressed in terms of the ratio of
chromatographic peak areas obtained by GC/MS analysis of the samples collected both at laboratory
ambient temperature (approximately 23 ◦C) and under heating. This second level of investigation
allowed us to estimate ERs under heating (starting from ERs derived from 72-hours data inside the
chamber) and, as a result, indoor concentrations inside the reference room representative of a realistic
short-term exposure scenario for end users.

2.3.1. Test Emission Chamber Experiments

Experiments were carried out inside a small-scale test emission chamber, a hermetically closed glass
chemical reactor with a cylindrical shape and with the following dimensions: diameter = 29 cm, height
= 61 cm and volume = 0.05 m3. Teflon fans were installed at the top of the chamber to ensure that the air
was adequately mixed. The test emission chamber was operated with controlled micro-environmental
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parameters, according to the relevant ISO standard. For each experiment, temperature and relative
humidity were 23 ± 2 ◦C and 50 ± 5%, respectively. Air exchange rate (AER) was 0.5 ± 0.1 h−1, which
agrees with many European building standards for ventilation in indoor environments [26]. The
chamber was supplied with ultrapure compressed air (VOC-free air). Before each experiment, the
chamber was cleaned with detergent and rinsed with distilled water, and background samples were
taken in order to verify VOC levels. The electric heating bag was introduced inside the chamber, and
the test started when the chamber was closed (t = 0). Each experiment lasted 72 h and was carried out
with the heating bag not electrically supplied (‘not-heating mode’) as the test chamber configuration
was not suitable to carry out the experiments allowing electrical connections between the warming bag
(inside the chamber) and outside. The test emission chamber was provided with two outlet ducts to
allow chamber air to be monitored by high temporal resolution instrumentation and/or collected onto
adsorbent cartridges. In the present study, Total Volatile Organic Compounds (TVOC) concentration
was monitored by means of a high temporal resolution photo-ionization detector (PhoCheck® Tiger,
Ion Science Ltd., UK), over the entire duration of the test, in order to verify the achievement of a steady
state concentration inside the test emission chamber. VOCs were sampled in duplicate on suitable
adsorbent cartridges by means of calibrated sampling pumps (Pocket pump). Adsorbent cartridges
consisted of a cylindrical stainless steel net (100 mesh) containing 350 mg Carbograph 4 (35–50 mesh).
Air samples were collected at 72 h after the start of the chamber experiment, with a sampling flow rate
of 50 mL/min and a sampling time of 100 min, resulting in a collected air volume of 5 L.

2.3.2. Dynamic Head-Space (DHS) Experiments

Temperature-related effect on VOC emissions from the investigated items under conditions of use
was evaluated by performing small-scale dynamic head-space (DHS) experiments inside customized
Nalophan bags. Once the item was introduced inside the Nalophan bag, each extremity was tightly
closed to avoid any kind of contamination from outside. A pressure-regulator stainless steel line,
connected to an ultrapure-grade and VOC-free air cylinder, was introduced through one Nalophan
bag extremity, allowing air to enter at constant air flow (50 mL/min). Through the same extremity, the
electric cable connected the power outlet to the plug base cover, allowing the item to be electrically
supplied. VOCs were sampled through a Teflon tube introduced at the opposite extremity of the
Nalophan bag by means of a flow-controlled pump (Pocket Pump) and collected onto Carbograph 4
adsorbent cartridges (35–50 mesh). Two separate experiments were carried out for each investigated
item: experiment 1 with the item at ambient temperature (i.e., ‘not-heating mode’); experiment 2 with
the item electrically supplied (i.e., ‘heating mode’), covering the entire heating phase, the achievement
of the temperature intended for use and the bag cooling. Experiment 2 involved each item at its first use.
The temperature reached by the items once the heating process was completed was on average 55 ◦C.
Air sampling for experiments 1 and 2 was performed with the same sampling flow rate (50 mL/min)
and sampling time (100 min). Two sorbent tubes were connected in series in case of VOC breakthrough.

2.3.3. GC/MS Instrumental Analysis Setup

Adsorbent cartridges were thermally desorbed and analyzed on a thermal desorber (UNITY 1™,
Markes International Ltd.) coupled to a gas chromatograph (Agilent GC-6890) and a mass selective
detector (Agilent MS-5973N). For quality assurance, adsorbent cartridges were conditioned before
each use at 310 ◦C for 30 min and analyzed to verify the blank level. The chamber air background
was also evaluated before each experiment. VOCs were thermally desorbed at 300 ◦C for 10 min and
refocused onto the cold trap at −10 ◦C. The cold trap was then flash-heated at 300 ◦C, and VOCs were
transferred via the heated transfer line (180 ◦C) to the GC column. The GC column was a 30 m ×
250 μm × 0.25 μm film thickness with (5%-phenyl)-methylpolysiloxane stationary phase (J&W HP5-MS,
Agilent Technologies). Carrier gas (helium) flow was controlled by constant pressure mode and equal
to 1.3 mL min−1. The GC oven program used for optimal VOC separation was: 40 ◦C for 1 min, ramp
1: 8 ◦C min−1 up to 80 ◦C, ramp 2: 20 ◦C min−1 up to 270 ◦C. A mass spectrometer was operated in
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electron impact (EI) ionization mode (70eV) in the mass range 25–250 m/z (SCAN acquisition mode,
TIC chromatogram). Valves, transfer lines and ion source were kept at 280 ◦C. Single-target ions were
extracted in selected ion monitoring (SIM) mode for compound identification and quantification. One
quantifier ion and one qualifier ion were selected for each compound on the basis of their selectivity
and abundance (Table 1). Six standard solutions with concentration levels 10, 20, 50, 100, 200 and
400 μg/mL were prepared by successive dilution in ethanol of a certified VOC standard mixture
(ULTRA Scientific Italia s.r.l, Bologna, Italy). Six-point calibration curves were constructed by syringe
injection of 1 μL of VOC standard solutions onto Carbograph 4 cartridges. Identification of VOCs was
based on comparison of the obtained mass spectra with those included in the National Institute of
Standards and Technology (NIST) library and considered positive by library search match > 800 for
both forward and reverse matching. Further criteria for compound identification were: (i) the matching
of relative retention times (tR) with those of the authentic standards within the allowed deviation
of ±0.05 min; (ii) the matching of ion ratios collected with those of the authentic standards within
a tolerance of ± 20%. Only VOCs of particular concern due to potential adverse effects on human
health and with a chamber air concentration approximately equal to or higher than 1 μg/m3 were taken
into account for further discussion. The list of VOCs (common for the three different investigated
items) and related information (molecular formula, CAS number, quantifier and qualifier ions), as
well as the performances of the analytical methodology in terms of Limit of Detection (LOD), Limit of
Quantification (LOQ) and correlation coefficients (R2), are reported in Table 1.

Table 1. Volatile Organic Compounds (VOCs) emitted by the heating bag: molecular formula, CAS
number, retention time (tR), quantifier and qualifier ions (m/z), Limit of Detection (LOD) (μg/m3), Limit
of Quantification (LOQ) (μg/m3) and correlation coefficient (R2).

Compound
Molecular
Formula

CAS
Number

tR (min)
Quantifier
Ion (m/z)

Qualifier
Ion (m/z)

LOD
(μg/m3)

LOQ
(μg/m3)

R2

1,2-dichloroethane C2H14Cl2 107-06-2 1.64 62 64 0.02 0.07 0.970
Benzene C6H6 71-43-2 1.72 78 52 0.03 0.09 0.994
Toluene C7H8 108-88-3 2.83 91 92 0.02 0.07 0.992

Tetrachloroethene C2Cl4 127-18-4 3.56 166 164/129 0.05 0.15 0.970
Chlorobenzene C6H5Cl 108-90-7 4.35 112 77 0.03 0.09 0.970
Ethylbenzene C8H10 100-41-4 4.72 91 106 0.03 0.09 0.997

m-xylene C8H10 108-38-3 4.93 91 106 0.04 0.11 0.996
p-xylene C8H10 106-42-3 4.93 91 106 0.04 0.11 0.996
Styrene C8H8 100-42-5 5.51 104 78 0.05 0.16 0.998
o-xylene C8H10 95-47-6 5.55 91 106 0.04 0.12 0.997

3-ethyltoluene C9H12 620-14-4 7.74 105 120 0.1 0.3 0.998
1,3,5-trimethylbenzene C9H12 108-67-8 7.97 105 120 0.1 0.29 0.997

2-ethyltoluene C9H12 611-14-3 8.35 105 120 0.1 0.3 0.998
1,2,4-trimethylbenzene C9H12 95-63-6 8.83 105 120 0.1 0.29 0.997
1,2,3-trimethylbenzene C9H12 526-73-8 9.85 105 120 0.1 0.29 0.997

4-isopropyltoluene C10H14 99-87-6 10.02 119 134 0.03 0.08 0.939
Acetophenone C8H8O 98-86-2 11.69 105 77 0.03 0.1 1.000
Naphthalene C10H8 91-20-3 15.92 128 127 0.03 0.09 0.999

2.3.4. Test Chamber Experiments: Emission Rates (ERs) and Estimation of Reference Room Indoor
Concentrations (Ci,ref)

The primary objective of emission testing is the determination of VOC specific emission rates
(SERs), enabling description of the emission behavior of the material/product regardless of air exchange
rate and loading factor. According to ISO standards and most of the existing health-related evaluation
schemes at EU level, VOC specific emission rates are calculated at fixed sampling times, e.g., 3 and 28
days after the introduction of the material inside the test emission chamber [27]. The determination of
specific emission rates for any individual VOC detected is addressed to model the exposure scenario
and to estimate indoor air concentrations that an occupant of a real-scale room could be exposed
to. More specifically, VOC specific emission rates derived at 3 days allow the estimation of indoor
concentrations representative of short-term exposure. In the present study, the emission rate for
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compound i (ERi) emitted by the electric heating bag at 72 h in the test chamber experiment was
calculated on the basis of the mass conservation Equation (1):

ERi = Ci×V × n (1)

where Ci is the chamber concentration of compound i in the air sampled at 72 h (expressed as μg/m3

or ng/m3); V is the chamber volume (m3); and n is the air exchange rate (h−1). Starting from ERi,
individual VOC indoor concentrations resulting from the presence or use of the investigated item
inside the 30 m3 reference room (Ci,ref ) may be estimated via the following formula:

Ci, re f =
ERi

n×V
(2)

with n and V representing the air exchange rate (0.5 h−1) and volume (30 m3) of the reference
room, respectively.

3. Results and Discussion

3.1. Test Chamber Experiments: Characterization of VOC Emissions and Determination of Emission
Rates (ERs)

VOCs reported in Table 2 represent the pattern of gaseous pollutants identified and quantified
by test chamber experiments performed under controlled conditions and with the electric bags on
‘not-heating mode’. VOC emission data are expressed as emission rates (ERs) (ng/h) and chamber
air concentrations (μg/m3), with the latter reported as an average value of duplicate measurements
corrected for chamber background. If a preliminary comparison among the investigated items is done,
emission testing of the heating bag ‘polyester-brand A’ resulted in the highest total VOC chamber
concentration at 72 h sampling time. More specifically, for ‘polyester-brand A’ the total emission
expressed as the sum of concentrations of VOCs (Σ VOCs, μg/m3) was equal to 437.0 μg/m3, one
order of magnitude higher than those obtained for ‘PVC-brand B’ (21.1 μg/m3) and ‘PVC-brand C’
(19.6 μg/m3). In detail, VOC chamber concentrations for ‘polyester-brand A’ ranged from 0.7 μg/m3

(benzene) to 360.5 μg/m3 (naphthalene), whilst 1,2-dichloroethane and tetrachloroethene were both
below the LOQ of the applied analytical technique. As a result, the emission rates (ERs, ng/h),
calculated by equation (1), ranged from 18 ng/h to 9013 ng/h. VOC chamber concentrations and ERs
for ‘PVC-brand B’ ranged from 0.6 μg/m3 (benzene) to 6.8 μg/m3 (toluene) and from 15 to 171 ng/h,
respectively. Finally, VOC chamber concentrations for ‘PVC-brand C’ were in the range from 0.7 μg/m3

(i.e., 1,2-dichloroethane and 1,2,3-trimethylbenzene) to 4.8 μg/m3 (toluene) and, as a result, ER values
ranged from a minimum value of 16 ng/h to a maximum value of 121 ng/h. For both ‘PVC-brand
B’ and ‘PVC-brand C’, 2-ethyltoluene, 3-ethyltoluene, 4-isopropyltoluene and acetophenone were
below the LOQ. Additionally, 1,2-dicloroethane and benzene were below the LOQ for ‘PVC-brand B’
and ‘PVC-brand C’, respectively. Therefore, taking into account all the collected data, it is possible to
observe that, whilst VOC emissions from PVC items resulted to be comparable in terms of concentration
levels (for both the heating bags, chamber concentrations were generally below 10 μg/m3), the most
remarkable result was regarding the naphthalene emission from ‘polyester-brand A’, which resulted
in a chamber concentration at 72 h equal to 360.5 μg/m3. Previously published studies have already
highlighted that materials and consumer products are responsible for naphthalene emissions and
may significantly contribute to naphthalene inhalation exposure inside indoor environments [28].
Screening investigations reported by Kang et al. (2012) aimed at the identification of sources revealed
that, disregarding specific sources intended to contain pure crystalline naphthalene (e.g., mothballs),
interior materials as well as several consumer products may unintentionally emit naphthalene. The
aforementioned study also highlighted that, across the interior materials investigated, mats consisting
of PVC-coated polyester material showed the highest naphthalene emission factor, confirming that
naphthalene is involved in the production and finishing of these polymeric materials. Naphthalene is,

46



Sustainability 2020, 12, 2577

indeed, primarily used as a chemical intermediate for phthalic anhydride and naphthalene sulphonate
production, both involved in the industry manufacture of plasticizers, dyes and rubber formulations.
Moreover, according to the existing literature, aromatic hydrocarbon release from polymeric materials
(PVC, polyester) used as covering for interior materials such as wallpapers and flooring materials as
well as polymeric items such as children toys may be mainly explained by taking into account the use
of specific solvents in the manufacturing process such as toluene, ethylbenzene, isopropylbenzene and
potential related impurities [4,19,29].

Table 2. Test chamber concentrations (μg/m3) at 72 h and related emission rates (ERs, ng/h) for VOCs
emitted by the investigated bags on ‘not-heating mode’.

Compounds

POLYESTER-Brand A PVC-Brand B PVC-Brand C

Chamber
Conc.

(μg/m3)

ER
(ng/h)

Chamber
Conc.

(μg/m3)

ER
(ng/h)

Chamber
Conc.

(μg/m3)

ER
(ng/h)

1,2-dichloroethane <LOQ / <LOQ / 0.7 16
Benzene 0.7 18 0.6 15 <LOQ /
Toluene 19.4 485 6.8 171 4.8 121

Tetrachloroethene <LOQ / / / 1.3 33
Chlorobenzene 4.5 113 0.9 24 2.7 67
Ethylbenzene 1.5 38 1.2 29 1.5 38

m/p-xylene 1.9 48 1.3 32 1.9 47
Styrene 2.8 70 1.5 38 2.3 57
o-xylene 5.3 133 1.0 24 1.2 29

3-ethyltoluene 4.8 120 <LOQ / <LOQ /
1,3,5-trimethylbenzene 3.3 83 0.8 19 0.8 19

2-ethyltoluene 2.6 65 <LOQ / <LOQ /
1,2,4-trimethylbenzene 15.2 380 0.9 24 0.8 20
1,2,3-trimethylbenzene 8.4 210 0.8 20 0.7 18

4-isopropyltoluene 2.5 63 <LOQ / <LOQ /
Acetophenone 3.6 90 <LOQ / <LOQ /
Naphthalene 360.5 9013 5.3 133 1.0 10

ΣVOCs 437.0 21.1 19.6

3.2. Estimation of Emission Rates (ERs) on ‘Heating Mode’

Estimated VOC emission rates from the investigated items on ‘heating mode’ are listed in Table 3.
They were estimated starting from the emission rate values derived for ‘not-heating mode’ through
72-hour test chamber experiments and taking into account the GC-MS peak area ratios obtained
by dynamic head-space investigations, performed both for ‘not-heating mode’ and ‘heating mode’.
Overall, as expected, the high temperature acquired during the heating process affected VOC emissions
behavior from all the investigated bags. From a lesser to greater extent, the emission process of the
selected VOCs was promoted. With specific regard to the ‘polyester-brand A’ bag, the GC-MS peak
area ratios suggest that naphthalene was the most sensitive compound to the temperature change. The
estimated naphthalene emission rate when the bag was on ‘heating mode’, indeed, was revealed to be
70 times higher than the calculated emission rate on ‘not-heating mode’, with a variation from 9013
ng/h to 630.9 μg/h. For all the other VOCs, the estimated emission rates ranged from a minimum value
of 0.20 μg/h for benzene to a maximum value of 6.79 μg/h for toluene. From the comparison of HS
experimental data reported in Table 3, it is possible to observe that the estimated emission rates for the
VOCs of concern emitted by ‘PVC-brand B’ and ‘PVC-brand C’ were generally lower compared with
those estimated for ‘polyester-brand A’. This evidence is not related to temperature because the effect
of heating on the emission process is comparable for all the three investigated bags, with peak area
ratios of the same order of magnitude. It is, instead, attributable to the starting values of emission
rates for ‘PVC-brand B’ and ‘PVC-brand C’ calculated from test chamber experiments being generally
lower than those for ‘polyester-brand A’. More specifically, estimated emission rates for ‘PVC-brand B’
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and ‘PVC-brand C’ on ‘heating mode’ were in the range 0.11–11.2 μg/h and 0.03–2.9 μg/h, respectively.
Similarly to ‘polyester-brand A’, the increase in temperature significantly affected the naphthalene
emission from ‘PVC-brand B’, resulting in an estimated emission rate on ‘heating mode’ 109 times
higher with respect to ‘not-heating mode’ (with an increase from 113 ng/h to 11.2 μg/h). The remarkable
effect of the high temperature on the naphthalene emissions observed for both ‘polyester-brand A’
and ‘PVC-brand B’ but not for ‘PVC-brand C’ may be explained by taking into account the different
surface treatments. The ‘polyester-brand A’ and ‘PVC-brand B’ bags, indeed, had an external coverage
characterized by an image applied onto the surface. On the contrary, the coverage of ‘PVC-brand
C’ was only colored. The surface treatment for image application may be responsible for the higher
naphthalene emission rates both on ‘heating mode’ and ‘not-heating mode’ because it is known, as
highlighted above, that naphthalene is used for the production of plasticizers and dyes. Moreover, the
use of naphthalene in surface treatment to preserve the items from any kind of deterioration during
long-range transport cannot be excluded, i.e., naphthalene used as a repellent for undesired insects or
as anti-mold. As regards all the other VOCs, taking into account the peak area ratios representing the
effect of the heating process on emission behavior, it is reasonable to make the assumption that the high
temperature promoted the diffusion process of compounds through the polymeric bulk and, as a result,
the emission from the surface. The emitted VOCs indeed seem to be incorporated in the polymeric
structure as residues, and related contaminants of the solvents used in the polymer manufacturing
process, unlike naphthalene, seem to be more abundant on the surface layer.

Table 3. Estimation of VOC emission rates (ERs, μg/h) for the investigated bags on ‘heating mode’.

Compounds

POLYESTER-Brand A PVC-Brand B PVC-Brand C

ER
(ng/h)

Peak
Area
Ratio

ER (μg/h)
—Heating

ER
(ng/h)

Peak
Area
Ratio

ER (μg/h)
—Heating

ER
(ng/h)

Peak
Area
Ratio

ER (μg/h)
—Heating

1,2-dichloroethane / / / / / / 16 11 0.18
Benzene 18 11 0.20 15 7 0.11 / / /
Toluene 485 14 6.79 171 15 2.57 121 9 1.09

Tetrachloroethene / / / / / / 33 8 0.26
Chlorobenzene 113 37 4.18 24 9 0.22 67 43 2.9
Ethylbenzene 38 11 0.42 29 10 0.29 38 25 0.95

m/p-xylene 48 9 0.43 32 9 0.29 47 15 0.71
Styrene 70 10 0.70 38 9 0.34 57 38 2.2
o-xylene 133 12 1.60 24 10 0.24 29 17 0.49

3-ethyltoluene 120 12 1.44 / / / / / /
1,3,5-trimethylbenzene 83 18 1.5 19 11 0.21 19 17 0.32

2-ethyltoluene 65 21 1.4 / / / / / /
1,2,4-trimethylbenzene 380 19 7.22 24 18 0.43 20 15 0.30
1,2,3-trimethylbenzene 210 30 6.30 20 20 0.40 18 14 0.25

4-isopropyltoluene 63 9 0.57 / / / / / /
Acetophenone 90 28 2.5 / / / / / /
Naphthalene 9013 70 630.9 133 109 11.2 10 3 0.03

3.3. Simulation of a Short-Term Exposure Scenario: Estimation of Room Reference Concentrations (Ci,ref) and
Health-Related Evaluation

Once the emission rates for ‘heating mode’ were estimated, indoor concentrations potentially
determined by each single bag under actual conditions of use were derived (Table 4). The exposure
scenario taken into account is representative of a short-term inhalation exposure related to the use of the
heating bag during the first period of its life-cycle. Moreover, the exposure scenario considers only one
bag under heating in a 30 m3 room resulting in VOC emissions, promoted by high temperature, diluted
in the entire volume of the room. For this reason, in the present work, the estimated room reference
concentration values that room occupants could be exposed to are low for all the three investigated bags,
ranging overall, with the only exception of naphthalene, from 0.01 μg/m3 (benzene for ‘polyester-brand
A’; benzene, chlorobenzene, and 1,3,5-trimethylbenzene for ‘PVC-brand B’; 1,2-dichloroethane for
‘PVC-brand C’) to 0.48 μg/m3 (1,2,4,-trimethylbenzene for ‘polyester-brand A’). Attention has to be
paid, instead, to the potential inhalation exposure to naphthalene occurring when the polyester bag
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is used, according to the selected scenario. On the basis of the obtained results, it may be predicted
that, as a consequence of the heating process, the naphthalene indoor concentration determined by the
polyester bag in a real setting would be equal to about 42 μg/m3. This evidence is worthy of further
discussion as human exposure to naphthalene has been recognized as a public health concern due to
demonstrated harmful effects [30]. Naphthalene is indeed classified as a possible human carcinogen
(group 2B) by the International Agency for Research on Cancer (IARC) and is included in EU category
Carc.2 on the basis of experimental evidence in animals regarding an increased risk of contracting
respiratory tract cancer [31,32]. Health-based evaluation of VOC emissions from materials is generally
based on the comparison of room reference concentrations for individual compounds with guideline
values. In order to assess the potential risks to health arising from inhalation exposure to individual
VOCs, most of the existing health-related evaluation schemes at European level are based on the LCI
(Lowest Concentration of Interest) approach. The proposed EU-LCI values are health-based reference
concentrations for inhalation exposure intended as ‘safe’ levels where no health impairment is expected,
even with a life-long exposure. EU-LCI levels, however, are usually compared to indoor concentrations
representative of long-term exposure and based on emission rates derived after 28 days of chamber
testing. This basic assumption would apparently limit our discussion, not allowing us to highlight if
potential health risks for inhalation exposure could occur in the case of ‘polyester-brand A’ heating bag
use. Therefore, in this regard, clarification is needed. Taking into account the most comprehensive
evaluation scheme at EU level, the German AgBB scheme ‘Evaluation procedure for VOC emissions
from building products’, chemicals with potential carcinogenic effects belonging to EU category Carc.2
are also eligible to be checked within the LCI concept at the first step of the evaluation scheme, related
to 3-day chamber testing [27]. The room reference concentration estimated for naphthalene (42 μg/m3),
therefore, is eligible to be compared with the LCI value equal to 10 μg/m3. From the comparison, it
is possible to state that the actual use of the ‘polyester-brand A’ heating bag in the first period of its
life-cycle could determine a naphthalene concentration inside a 30 m3 room eight times higher than the
reference LCI value. The inhalation exposure to naphthalene emission could represent, therefore, a risk
for end users and room occupants. It is also important to point out that the item under investigation
is intended to be used very close to the human upper airways, and the resulting exposure may be
exacerbated. Moreover, the ventilation inside a real setting may be reduced with respect to the ‘ideal’
conditions (e.g., 0.5 h−1 air exchange rate), leading to higher VOC concentrations in the air volume
in proximity with the item, and therefore close to the breathing zone, compared with the rest of the
room [33]. Finally, although the most remarkable result has to be attributed to the naphthalene emission
from the ‘polyester-brand A’ bag, it should be noted that both ‘polyester-brand A’ and ‘PVC-brand B’
released benzene, recognized as a carcinogen in humans for which no safe level of inhalation exposure
can be recommended. In this regard, the World Health Organization pronounced a suggestion to
reduce or eliminate the use of materials that are able to release benzene [30].
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Table 4. Simulation of a short-term exposure scenario: estimation of room reference concentrations
(Ci,ref, μg/m3) determined by bags on ‘heating mode’.

Compounds

POLYESTER-Brand A PVC-Brand B PVC-Brand C

ER Heating
(μg/h)

Ci,ref
(μg/m3)

ER Heating
(μg/h)

Ci,ref
(μg/m3)

ER Heating
(μg/h)

Ci,ref
(μg/m3)

1,2-dichloroethane / / / / 0.18 0.01
Benzene 0.20 0.01 0.11 0.01 / /
Toluene 6.79 0.45 2.57 0.17 1.09 0.07

Tetrachloroethene / / / / 0.26 0.02
Chlorobenzene 4.18 0.28 0.22 0.01 2.9 0.19
Ethylbenzene 0.42 0.03 0.29 0.02 0.95 0.06

m/p-xylene 0.43 0.03 0.29 0.02 0.71 0.05
Styrene 0.70 0.05 0.34 0.02 2.2 0.14
o-xylene 1.60 0.11 0.24 0.02 0.49 0.03

3-ethyltoluene 1.44 0.10 / / / /
1,3,5-trimethylbenzene 1.5 0.10 0.21 0.01 0.32 0.02

2-ethyltoluene 1.4 0.09 / / / /
1,2,4-trimethylbenzene 7.22 0.48 0.43 0.03 0.30 0.02
1,2,3-trimethylbenzene 6.30 0.42 0.40 0.03 0.25 0.02

4-isopropyltoluene 0.57 0.04 / / / /
Acetophenone 2.5 0.17 / / / /
Naphthalene 630.9 42.06 11.2 0.75 0.03 /

ΣVOCs 44.41 1.09 0.64

3.4. Limitations of the Study

In the present study, replicated test chamber experiments under controlled conditions for each
investigated bag on ‘not-heating mode’ were not carried out. In addition, investigations after 3 days in
order to define VOC emission rate profiles were not performed. The aforementioned lack of data could
represent a limitation of the study. However, the authors specified that the main purpose of the study
was to evaluate the short-term exposure to VOC emissions resulting from the use of the heating bags
during the first life-cycle time, therefore during the first use events. For this purpose, emission data
from 3-day test chamber experiments were considered adequate.

4. Conclusions

The present study proposes a methodological approach for the evaluation of short-term inhalation
exposure for end users handling three different personal care polymeric items, i.e., electric heating
bags. A near-to-real exposure scenario was simulated for each investigated item, taking into account
the actual conditions of use (‘heating mode’) during the first period of life-cycle (first use events). Test
emission chamber experiments were performed according to the relevant ISO standards, allowing
us to derive 72-hour chamber concentrations and emission rates (ERs) for the main identified VOCs.
Collected chamber emission data revealed that, under controlled environmental conditions, the item
‘polyester-brand A’ was characterized by the highest VOC emission (expressed as the sum of VOC
concentrations) equal to 437 μg/m3, one order of magnitude higher than those of the other two bags,
labeled as ‘PVC-brand B’ and ‘PVC-brand C’ (21.1 and 19.6 μg/m3, respectively). A remarkable
result was the naphthalene emission from ‘polyester-brand A’, with a chamber concentration equal to
360.5 μg/m3 and an emission rate of about 9 μg/h. This investigation level, although conventionally
applied for the evaluation of short-term exposure for materials and products, was not exhaustive for
the estimation of VOC inhalation exposure levels determined by each investigated item on ‘heating
mode’ in a real setting. For this purpose, the effect of the temperature on emission characteristics
was evaluated through dynamic head-space experiments and, as a result, VOC emission rates for the
‘heating mode’ were estimated. Indoor concentrations inside a 30 m3 reference room, representative of
short-term exposure related to the item use in a realistic setting, were estimated as well. The simulation
of the exposure scenario allowed us to highlight that the use of the ‘polyester-brand A’ heating bag in
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the first period of its life-cycle could determine a concentration inside a 30 m3 room equal to 42 μg/m3,
eight times higher than the reference value for health effects (LCI value equal to 10 μg/m3) reported in
EU evaluation schemes. The inhalation exposure to naphthalene emission from ‘polyester-brand A’
could represent, therefore, a risk for end users and room occupants. Also of concern is the release of
benzene, recognized as a carcinogen in humans, for which no safe level of inhalation exposure can
be recommended.

Author Contributions: Conceptualization: J.P., G.d.G., M.T.; methodology: J.P., G.d.G., M.T.; investigation: J.P.,
E.C.; data curation: J.P., E.C., A.D.G.; supervision: G.d.G.; writing—original draft preparation: J.P., A.D.G. All
authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The authors acknowledge the Operational Section ‘Pronto Impiego’ of Italian Finance Police
placed in the City of Monopoli (Italy) and coordinated by the Company Commander, Luigi Mario Paone. The
established collaboration was fruitful and fundamental for the development of the present study.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Salthammer, T. Release of organic compounds and particulate matter from products, materials and
electrical devices in the indoor environments. Indoor air Pollution 1–35. In Indoor Air Pollution; Springer:
Berlin/Heidelberg, Germany, 2014; Volume 64, pp. 1–35. [CrossRef]

2. De Gennaro, G.; Demarinis Loiotile, A.; Fracchiolla, R.; Palmisani, J.; Saracino, M.R.; Tutino, M. Temporal
variation of VOC emission from solvent and water based wood stains. Atmos. Environ. 2015, 115, 53–61.
[CrossRef]

3. Katsoyiannis, A.; Leva, P.; Barrero-Moreno, J.; Kotzias, D. Building materials. VOC emissions, diffusion
behavior and implications from their use. Environ. Pollut. 2012, 169, 230–234. [CrossRef]

4. Wilke, O.; Jann, O.; Brödner, D. VOC- and SVOC-emissions from adhesives, floor coverings and complete
floor structures. Indoor Air 2004, 14, 98–107. [CrossRef] [PubMed]

5. Peng, Z.; Deng, W.; Tenorio, R. Investigation of Indoor Air Quality and the Identification of Influential
Factors at Primary Schools in the North of China. Sustainability 2017, 9, 1180. [CrossRef]
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Abstract: In-vehicle air pollution has become a public health priority worldwide, especially for
volatile organic compounds (VOCs) emitted from the vehicle interiors. Although existing literature
shows VOCs emission is temperature-dependent, the impact of solar radiation on VOCs distribution
in enclosed cabin space is not well understood. Here we made an early effort to investigate the VOCs
levels in vehicle microenvironments using numerical modeling. We evaluated the model performance
using a number of turbulence and radiation model combinations to predict heat transfer coupled
with natural convection, heat conduction and radiation with a laboratory airship. The Shear–Stress
Transport (SST) k-ω model, Surface-to-surface (S2S) model and solar load model were employed
to investigate the thermal environment of a closed automobile cabin under solar radiation in the
summer. A VOCs emission model was employed to simulate the spatial distribution of VOCs. Our
finding shows that solar radiation plays a critical role in determining the temperature distribution
in the cabin, which can increase by 30 ◦C for directly exposed cabin surfaces and 10 ◦C for shaded
ones, respectively. Ignoring the thermal radiation reduced the accuracy of temperature and airflow
prediction. Due to the strong temperature dependence, the hotter interiors such as the dashboard
and rear board released more VOCs per unit time and area. A VOC plume rose from the interior
sources as a result of the thermal buoyancy flow. A total of 19 mg of VOCs was released from the
interiors within two simulated hours from 10:00 am to noon. The findings, such as modeled spatial
distributions of VOCs, provide a key reference to automakers, who are paying increasing attention to
cabin environment and the health of drivers and passengers.

Keywords: in-vehicle air quality; pollution model; thermal environment; solar radiation; VOCs
exposure; CFD; environmental health

1. Introduction

Over the past decades, China has been experiencing the world’s fastest growth in vehicle
population. As a result, commuters inevitably spend a substantial amount of time in vehicle cabins due
to increased traffic congestions and vehicle population especially in major cities [1]. Epidemiological
studies show that long-time exposure to air pollutants is associated with increased risks of morbidity
and mortality [2–4], especially high volatile organic compounds (VOCs) concentrations emitted from
cabin interiors [5–7] that could lead to respiratory irritation and cancer [8]. Developing advanced
methods to identify in-cabin emission sources [9] has become a public health priority for consumers,
car producers and government. Some attempts have been made to provide indoor air quality (IAQ)
guidelines for passenger cars. For example, the Ministry of Environmental Protection of the People’s
Republic of China has promulgated national standard the HJ/T 400 “Determination of Volatile Organic
Compounds and Carbonyl Compounds in Cabin of Vehicles” and GB/T 27,630 “Guideline for air
quality assessment of passenger car”. The Japan Automobile Manufacturers Association (JAMA) has
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introduced a voluntary approach for reducing the concentration levels of VOCs in the vehicle cabins.
The World Health Organization (WHO) provides a guideline of 0.1 mg/m3 for the protection of public
health from risks due to a number of chemicals commonly found in indoor air [10,11].

The factors controlling in-vehicle VOCs levels have been identified as a combined impact of
interior materials, vehicle age [12,13], microenvironment in the cabin such as temperature, relative
humidity and ventilation mode [14,15], and pollutants outside the vehicle like exhaust gases [16] and
fuel leakage [9]. However, for a certain parked vehicle with the engine and ventilation off, the cabin
becomes a completely closed space ignoring the air leakage, and it can be reasonably inferred that
temperature becomes the main factor. Some researchers have addressed that VOCs diffusing from
building materials are strongly associated with temperature [17–19]. Similar studies also were carried
out in vehicle with an increased focus on cabin air quality. Many evidences have proved that the
VOCs concentrations significantly increased with the increase in surface and ambient temperature.
Yoshida et al. [20] indicated that the total volatile organic compounds (TVOC) concentrations in
summer exceeded the indoor guideline value of 300 μg/m3; the interior temperature was the main
factor affecting the interior concentrations of most compounds. Geiss et al. [21] found the VOC
concentrations in the hot cabin with 70 ◦C were 40% higher through measuring in 23 old private cars in
both summer and winter. Faber et al. [22] presented that chemical composition in vehicle air strongly
depends on temperature. Chen et al. [23] investigated the VOCs in taxi cabins and found vehicle age is
the most important factor, followed by interior temperature. Xiong et al. [24] derived a theoretical
correlation between the steady state concentration and temperature for VOC emission from materials
performing on three cars at different temperatures. Xu et al. [13] found toluene, styrene, ethylbenzene,
and xylene were the most sensitive VOCs to temperature, which increased by 513.6%, 544.8%, 767.0%,
and 597.7%, respectively, as the temperature increased from 11 ◦C to 25 ◦C. Huang et al. [25] found
that the TVOC emission rate exponentially increased with the increase in in-cabin temperature.

As mentioned above, the VOCs emission is significantly associated with the in-cabin thermal
environment, which is currently a hot topic. To evaluate the thermal comfort in cabin and further
optimize the heating, ventilation, and air conditioning (HVAC) system [26–28], both experimental
and numerical simulation studies have investigated the unsteady temperature and airflow profiles
in buildings and passenger compartments [29–36]. Some studies have documented the dangerously
high temperature in passenger compartments during exposure to the sun when parked outdoors [37].
Solar radiation is identified as the main heat source for a static vehicle in summer. More than 40%
of solar heat flux enters the vehicle via the windshield. The vehicle exposed to direct solar radiation
performs comparably to a greenhouse with severe thermal accumulation [38]. The cabin tends to be
overheated quickly during the thermal soak period, the terminal temperature of the air and interior
can reach about 60 ◦C and 80 ◦C, respectively [39,40].

This brief review shows that VOCs released from cabin interiors are proven to be
temperature-dependent, and thermal simulation of the cabin environment has been conducted before.
However, they were not linked together to discuss the in-cabin air quality. How VOC concentrations
in the cabin vary with temperature under parked conditions is still a problem that has not been
investigated quantitatively before. Gas sensing in real conditions with the use of cost-acceptable
sensors is not trivial task [41], therefore, the numerical approximation of VOC distribution modeling in
the car will be better justified. This research was aimed at bridging this knowledge gap and providing
an effort to quantify the impact of the solar radiation on the cabin temperature and VOCs emission.
This paper is organized as follows. We first evaluate the model performance by comparing it to
the experiment in Section 2. Then, in-vehicle VOCs distribution from interior surfaces under solar
radiation is modelled in Section 3. Section 4 presents the results and discussions. Concluding remarks
are provided in Section 5.
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2. Numerical Development and Verification

Computational fluid dynamics (CFD) has proved itself to be a powerful numerical tool in modeling
the in-cabin environment. Figure 1 describes our analytical procedure based on the CFD approach.
The solar calculator was imposed to compute the solar irradiation. The solar load model was used to
calculate radiation effects from the sun’s rays that enter the cabin domain. Turbulence and radiation
models were applied to capture the airflow and temperature. The pollutant emission model linked
the temperature and emission rate (ER) of the cabin interiors. Then, the data of hot-soak temperature,
airflow distribution and pollutant concentration were obtained.

 
Figure 1. The framework of our methodology.

2.1. The Turbulence Models

Turbulence modeling is a critical process for the numerical investigation of thermal environments.
There have been some available studies to evaluate the performance of various turbulence models.
Zhai et al. [42] compared eight turbulence models for predicting airflow and turbulence in enclosed
environments and found that the Re-Normalization Group (RNG) k-ε model performed best among
the Reynolds-averaged Navier–Stokes (RANS) models. Hussain et al. [43] used six RANS turbulence
models to simulate the thermal environment in an atrium, and found the Shear–Stress Transport (SST)
k-ω model provided comparatively better results. Li et al. [44] presented a numerical evaluation of
the eddy viscosity turbulence models in terms of CFD modeling of convection-radiation coupled heat
transfer in the indoor environment, and demonstrated a great performance of k-ω group models.
In this study, five RANS turbulence models (including the standard k-ε model, the RNG k-ε model, the
realizable k-ε model, the standard k-ω model, the SST k-ω model) and the Large Eddy Simulation
(LES) model were selected to evaluate the prediction of the airflow and temperature distributions in
the vehicle cabin.

2.2. The Radiation Models

Thermal radiation makes the temperature distribution more uniform in an enclosed space by
transferring thermal energy from a hot surface to a cold one. Generally, thermal radiation accounts
for 30–70% of the total heat transfer rate [45]. In this study, radiation heat transfer was taken into
consideration for modeling the cabin thermal environment.

The P-1 radiation model is the simplest case of the P-N model, which is based on the expansion
of the radiation intensity into an orthogonal series of spherical harmonics functions. The directional

57



Sustainability 2020, 12, 5526

dependence in radiative transfer equation (RTE) is integrated out, resulting in a diffusion equation for
incident radiation. Equation (1) is obtained for the radiation flux qr, only considering scattering and
absorption when modeling gray radiation.

qr = − 1
3(a + σs) −Cσs

∇G (1)

An advection-diffusion equation is solved to determine the local radiation intensity G in the
P-1 model.

−∇·qr = aG− 4σT4 (2)

where qr is the radiation heat flux, a is the absorption coefficient, σs is the scattering coefficient, G is
the incident radiation, C is the linear-anisotropic phase function coefficient, σ is the Stefan-Boltzmann
constant.

The Surface to Surface (S2S) radiation model is applicable for modeling radiation in situations
where there are no participating media. All surfaces involved in radiation are assumed to be gray
and diffuse, ignoring absorption, emission and scattering and preserving only “surface-to-surface”
radiation. The energy flux leaving a given surface is composed of directly emitted and reflected energy.
The reflected energy flux is dependent on the incident energy flux from the surroundings, which then
can be expressed in terms of the energy flux leaving all other surfaces. The energy leaving from the kth
adiabatic surface can be expressed as Equation (3).

qout,k = εkσT4
k + ρkqin,k (3)

where qout,k is the energy flux leaving the surface, εk is the emissivity, ρk is the reflectivity of surface k,
qin,k is the energy flux incident on the surface from the surroundings.

The Discrete Ordinates (DO) radiation model is regarded as the most comprehensive radiation
model, which solves the RTE for a discrete number of finite solid angles, as shown in Equation (4).
Each associated with a vector direction

→
s is fixed in the global Cartesian system (x, y, z). Accuracy can

be increased by using a better discretization, while it may be CPU-intensive with many ordinates.
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where
→
r is the position vector,

→
s is the direction vector,

→
s′ is the scattering direction vector, α is the

absorption coefficient, n is the refractive index, I is the radiation intensity, which depends on the
position

(→
r
)

and direction
(→

s
)
, T is the local temperature, Φ is the phase function, Ω′ is the solid angle.

For the Discrete Transfer Radiation Model (DTRM), the main assumption is that radiation leaving a
surface element within a specified range of solid angles can be approximated by a single ray. The energy
source in the fluid due to radiation is computed by summing the change in intensity dI along the path
of each ray ds that is traced through the fluid control volume.

dI
ds

+ aI =
aσT4

π
(5)

2.3. The Solar Load Model (SLM)

Thermal energy due to incident solar rays is a very common but important phenomenon. In the
SLM, the solar beam direction and irradiation were calculated according to the provided geographical
place and the given time based on the solar load model’s ray tracing algorithm. A two-band spectral
model was used for direct solar illumination and accounted for separate material properties in the
visible and infrared bands. A single-band hemispherical-averaged spectral model was used for diffuse
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radiation. The ground was considered to be dry bare land with a reflectivity of 0.2 [40]. Solar scattering
was set to the default value of 1.

2.4. Contaminants Emission Model

For the VOCs emission of building materials, the quasi-steady-state ER can be described by the
following equation [46]:

E(t) = 2.1
DmC0

δ
exp
(
−2.36

Dmt
δ2

)
(6)

where E is the emission rate factor, t is the emission time, δ is the material thickness, C0 is the initial
emittable concentration inside the material, Dm is the diffusion coefficient. The correlation between
C0 and T can be described by the following equation [47]. The correlation between Dm and T can be
described by the following equation [48]. Equation (9) is obtained by substituting Equations (7) and (8)
into Equation (6) and then taking the logarithm on both sides.

C0 =
C1

T0.5 exp
(
−C2

T

)
(7)

Dm = D1T1.25exp
(
−D2

T

)
(8)

In
E(t)
T0.75 = A− B

T
− 2.36F0m (9)

where T is the temperature in K. C1, C2, D1 and D2 are all constants determined only by the physical
and chemical properties of pollutants

A = In
2.1C1D1

δ
, B = C2 + D2, F0m =

Dmt
δ2 .

To quantify the pollutants released by materials in a certain period of time, Equation (10)
is included.

M =

∫ te

ts

AE(t)dt (10)

where M is the total quality of the released contaminants, ts is the start time, te is the end time, E(t) is
the emission rate, A is the surface area.

2.5. Model Validation and Discussion

The temperature and flow field in the airship is a result of the interplay among multiple factors
including solar radiation, earth reflection, infrared radiation, external forced convection and internal
natural convection, which is similar to the thermal environment of a parked car. Therefore, the
experimental results of Li et al. [49] were selected for model validation. In their study, the transient
thermal behaviors of an airship under different solar radiation were revealed. An airship model with a
spherical tank type was built in a closed laboratory. The body was covered with 0.1 mm polyimide
film, and shaped by thin metal sheets. Solar irradiation was supplied by a TRM-PD solar simulator
and measured by a XLP12-1S-H2 heat flow meter. Eighteen T-type thermocouples were arranged in
18 different locations to obtain the hull and inner gas temperatures. Eight points are located on plane
1 including from point 1 to point 6 and point 8. For plane 2, there are also eight points, from point 9
to point 14 and point 16. Point 18 and point 19 are distributed on plane 3. Plane 1 and plane 2 are
symmetrical about plane 3 with 150 mm axial distance. In Figure 2, a full-size computational domain
was modeled with the same physical dimensions as the experimental airship. The computational
domain was discretized using the structured mesh with five refined inflation layers applied close to
the solid surfaces. The grid independence was achieved at 0.2 million mesh elements, as shown in
Table 1. To evaluate the CFD approach to model convection-radiation coupled heat transfer in the
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airship, the hull and inner gas temperatures were compared with experimental data in terms of the
accuracy and computational cost. Six turbulence models and four radiation models were included.
In each configuration, one turbulence model was combined with or without a radiation model. Finally,
thirty CFD cases were obtained totally.

 

Figure 2. The airship computational domain according to [49].

Table 1. The grid independence test of the temperature profile at point 18.

Type Cell Number The Temperature of Point 18 (K)

Grid 1 5640 378.39
Grid 2 9728 378.62
Grid 3 35685 381.75
Grid 4 108547 382.31
Grid 5 207100 382.34

The hull material is polyimide film with thermal conductivity λ = 0.32w/(m·K). The total solar
absorptivity of the external surface is 0.45 with a 0.81 absorptivity in the infrared spectrum. The coupled
solver with pseudo-transient relaxation was applied for the solution of the momentum, energy, and
turbulence equations. The total calculation adopted 600 s according to the experimental sampling time.

The results of 30 designed test trips with different combinations of radiation and turbulence
models are obtained. Except for the air temperature measured at point 17 and 18, the rest are measured
at the airship surface. Since the solar simulator is installed above the airship and keeps both axes
parallel, the temperature distributions on plane 1 and 2 are basically the same. The temperature of six
locations including point 1, point 3, point 6, point 17 and point 18 are shown in Figure 3. The measured
data at each point is selected as the benchmark. The temperature of the measuring point closer to the
light source is higher. Among them, the temperature at point 6 is the highest, reaching more than 90 ◦C,
from where the temperature drops along with the body surface. Due to the shelter of the airship, point
1 is not directly exposed to the sunlight, resulting in a similar temperature as that of the surroundings
with 16.7 ◦C.
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Figure 3. Comparisons of the experimental and numerical temperature T(K) in the closed airship.
Simulation data floats up and down based on experimental data from [49].

To evaluate the performance of model combinations, a method called the total temperature error
is proposed to assess the accuracy of numerical simulations. The total temperature error is calculated
according to Equation (11). In addition, the computational cost is obtained according to the CPU
calculation time when using a computer with an AMD Ryzen 7 1700X, 3.40 GHz CPU, 32 GB of RAM
and 8 compute nodes.

TError(%) =
18∑

i=1

|Tisimulated − Timeasured|
Timeasured

× 100% (11)

where Tisimulated is the simulated temperature of the ith point, Timeasured is the measured temperature of
the ith point. In the experiment, 18 points were measured totally.

In Figure 4, comparing the temperature errors with and without radiation, the predicted air
and solid surface temperature profiles agree better with the experimental results when the effects of
thermal radiation are accounted for in the numerical investigation. On the contrary, the total error
when ignoring the surface radiation may be twice that when including the surface radiation. When
the turbulence model is fixed and combined with different radiation models, it is found that the S2S
and DO models perform best, while the DTRM model has the lowest accuracy. Among all turbulence
models, the standard k-ω and SST k-ω models have very close accuracies to predict the temperature
profiles. The SST k-ω model has a clear advantage in predicting accuracy compared to the LES model;
it works the best for the high Rayleigh number buoyancy-driven flow [50]. Figure 4 reveals an M-shape
trend of the calculation time according to the order of the combined model. The radiation model has a
more significant impact on computation time than the turbulence model. The S2S and P1 radiation
models require much less computation time than the DO model, although some small disparities exist
but still are comparable. The DTRM is not compatible with parallel processing, so it will consume

61



Sustainability 2020, 12, 5526

more time to model radiative heat transfer. The above model validation and comparison suggest that
the SST k-ω and S2S model are the best choices to predict the in-vehicle thermal environment under
solar radiation. Some existing studies [51] also show that the SST k-ω model performs slightly better
than the RNG k-ε model when simulating convection-radiation coupled heat transfer.

Figure 4. The total temperature error and computation time of 30 cases.

To validate the theoretical correlation between the ER and surface temperature, some experimental
results in the previous literature were used. Table 2 displays the measured emission rates of five
pollutants from the car mat under three varied temperatures and total volatile organic compounds
(TVOC) from PBS-C at five different temperatures. The detailed experimental description can be found
in references [52,53].

Table 2. The emission rate (ER) of pollutants from in-vehicle materials under varied
temperature conditions.

Type ER at 25 ◦C ER at 35 ◦C ER at 50 ◦C

VOCs

Benzene 1.049 1.517 2.472
Toluene 2.472 0.595 1.376
P-xylene 0.423 0.517 0.659

Ethylbenzene 0.235 0.315 0.459
Styrene 0.447 0.517 0.635

TVOC
ER at 35◦C ER at 50 ◦C ER at 70 ◦C ER at 80 ◦C ER at 90 ◦C

0.393 1.836 4.459 6.033 9.311

The unit of ER for the volatile organic compounds (VOCs) and total volatile organic compounds
(TVOC) is μg·m−2·h−1 and mg·m−2·h−1, respectively.

The linear curve fittings are illustrated in Figure 5. All R2 are greater than 0.95, indicating a
satisfactory correlation between the VOCs emission rate and temperature proposed in Equation (9).
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In the follow-up study, the little impact of existing in-air VOCs on the emission rate is ignored during
the emission period [54]. Moreover, the materials maintain their original appearance and properties
without any bake out treatment, which indicates abundant VOCs to be volatilized in a quasi-steady
state. Besides, the effect of relative humidity on the emission factor is ignored because of the constant
relative humidity in that environment [35].

Figure 5. (a) The relationship between five VOCs emissions and temperature according to the
experimental data [52]; (b) The relationship between TVOC emission and temperature according to the
experimental data [53].

3. In-Vehicle VOCs Distribution Considering Solar Radiation

3.1. Vehicle Computational Model

Figure 6 presents the vehicle model established referring to the original data of a hatchback,
in which the engine and luggage compartment were ignored. In addition, some interior components
including safety belts, electrical equipment and console details were neglected due to the fewer effects
on airflow. The details of the dimension are shown in Table 3. The passenger compartment was
designed with eight air conditioning inlets and two outlets. Four inlets are located on the center
console. Among them, No.1 and No.2 are, respectively, located on the middle, facing the gap between
the two bucket seats. No.3 and No.4 are located on the sides. No.5 and No.6 are, respectively, arranged
in the feet space of the driver and passenger. No.7 and No.8 are located on the armrest box, facing
the bench seat. The air outlets No.1 and No.2 are located on the rear board. No additional airflow
inlet and outlet are included anymore under the well-sealed assumption. The vehicle computational
domain was discretized using unstructured tetrahedron grids [55]. Inflation layers were used at the
interfaces between the air volume and the solids. The case study adopted 3.8 million elements after
converting the domain to the polyhedral meshes.

Table 3. The dimensions of the vehicle model.

Parts Dimension Unit

body 3100*1600*1230 (L*W*H)(mm)
windshield 0.864 m2

rear window 0.787 m2

side window 1 and 3 0.224 m2

side window 2 and 4 0.266 m2

cabin volume 2.716 m3
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Figure 6. The computational model of the passenger compartment.

3.2. Boundary Conditions

3.2.1. The Thermal Environment Analysis

Figure 7 shows the thermal energy transfer for the cabin. External heat enters the cabin through
three ways including heat conduction, heat convection and thermal radiation. When the vehicle is
parked under the sunlight for a soaking period, some solar radiation enters the passenger compartment
passing through the windows, some is reflected by the solid envelope, the rest is absorbed. Solar
radiation leads to a considerable thermal load through heating the envelope and interiors. In addition,
the cabin exchanges the heat with the external environment through the coupled convection and
radiation. Due to the uniform temperature distribution, the airflow cycles are driven by buoyant force,
creating the natural convection in the cabin. The scorching air is trapped inside the cabin due to the
lack of openings, resulting in the greenhouse effect [56]. In this study, the simulation was based on
the city of Hangzhou (118◦21′–120◦30′ E, 29◦11′–30◦33′ N), the capital of Zhejiang Province located
along Southeast coast of China, characterized by long and hot summers. The ambient conditions were
chosen on June 21 (summer solstice). The windshield orientation was to the south.

Figure 7. Heat transfer between the surface and its surroundings in the cabin.
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3.2.2. The Thermal Setup

The cabin enclosure is composed of body structure, door, floor and glass, exposed to outdoor
climatic conditions with sun and wind directly; the mixed wall thermal boundary was uniformly
applied to the shell. According to the local summer weather condition, the ambient temperature of 38
◦C was set as free steam and external radiation temperature for the whole cabin body, except for the
driver’s foot space adjacent to the engine cooling water. The appropriate thermal resistance across
the wall thickness was imposed according to the wall thickness and material properties. The details
are presented in Table 4. Besides, the shell conduction approach was utilized to model conduction in
the planar direction of steel body with good thermal conductivity. All solid surfaces were considered
stationary walls with No-slip conditions. The convective heat transfer coefficient was calculated based
on the empirical formula in Equation (12) [29]. The inlets and outlets of the HVAC system were treated
as the wall when the vehicle kept ventilation off.

h = 1.163
(
4 + 12v0.5

)
(12)

where v is the wind speed relative to the parked vehicle with 0.2 m/s, h = 10.89 W/m2K.

Table 4. The material parameters and optical properties of the main parts.

Parts Material
Density

ρ/(kg·m−3)

Thermal
Conductivity
λ/(W·m−1·K−1)

Specific Heat

cp/(J·kg−1·K−1)
Thickness

δ/mm

vehicle body steel 8030.00 100.04 448.83 5.00

Dashboard
rear board

PBS 1260.00 2.70 1480.60

5.00

center console 1.50

seats 15.00

floor carpet 1601.85 0.29 1485.38 5.00

windows glass 2529.58 1.17 754.04 5.00

3.2.3. The Radiation Setup

The windshield, side window, and rear window were treated optically as semi-transparent
walls; all other surfaces were considered opaque. All surfaces participated in radiation heat transfer.
The emissivity of interior surfaces was assumed to be 0.95 [30], and 0.88 for the windows [57].
The optical properties of the cabin surfaces are listed in Table 5.

Table 5. The optical properties of the surface.

Surfaces
Absorptivity Transmissivity Diffuse hemispherical

Visible Infra-red Visible Infra-red Absorptivity Transmissivity

vehicle body 0.7 0.1 — — — —
dashboard 0.7 0.1 — — — —
rear board 0.7 0.1 — — — —

center console 0.7 0.1 — — — —
door 0.7 0.1 — — — —
roof 0.7 0.1 — — — —
seats 0.8 0.1 — — — —
floor 0.8 0.2 — — — —

windows 0.14 0.65 0.76 0.25 0.1 0.5
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3.2.4. The Emission Model Setup

Due to the common HVAC operation during driving and brief natural ventilation when getting
off, it is reasonable to expect a very low concentration of contaminants left in the cabin. Moreover, the
existence of contaminants has no impact on the airflow and concentration dispersion. Under such
reasonable assumptions, defining the user-defined source (UDS) equation is computationally less
expensive compared to the multi-component Eulerian approach when modeling the gas transport [51].
Therefore, the unsteady variation, convection, diffusion, and generation in the domain were calculated
using a UDS coupled with the user-defined functions (UDFs) based on the existing flow parameters.

∂
∂t
(ρS) + ∇·(ρSU − Γ∇S) = 0 (13)

where ρ is the density of air, S is a scalar representing the contaminant concentration, Γ is the molecular
diffusivity of S.

4. Results and Discussion

Chemical mass balance results demonstrated that carpet and seats are the most important VOCs
source inside a new vehicle [58], so the bucket, bench seats and floor were chosen as the conventional
VOCs sources in the cabin. Besides, the contaminant emission behavior of the dashboard and rear
board were additionally investigated due to their prominent representation of high solar exposure.

Solar flux and average temperature variations and distributions with respect to soaking process
are shown in Figures 8 and 9, respectively. The transmitted solar flux shows a decrease tendency
on window No.3 and No.4, whereas with a sustained growth for the other envelope throughout the
soaking period. Most direct solar irradiation (over 350 W) enters the cabin through the windshield and
rear glass, falling on the dashboard and rear board. Only a small portion of the sun’s rays (below 40
W) passes through the side windows. At noon, the sun moves directly above the vehicle with about
180◦ solar incidence angle, causing a similar solar load on both side body. In Figure 8b, the surface
temperature rises steadily with the increase of solar intensity. The highest average temperature with
more than 60 ◦C occurs at the dashboard and rear board, while the floor has the lowest temperature
with about 44 ◦C. The average temperature of bucket seat No.1 is slightly higher than that of No.2.
This is due to the reason that the former receives more solar load from both the windshield and left
glass (Figure 9a). The temperature on the two bucket seats tends to be the same at noon because
of the comparable sun exposure (Figure 9b). The heat is difficult to transfer around the interior
surface by conduction due to low thermal conductivity, exacerbating the thermal imbalance and local
overheating [59].

 

Figure 8. The solar flux (a) and temperature (b) variations from 10:00 am to noon.
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Figure 9. The solar heat distributions at 10:00 am (a) and noon (b); The temperature distributions at
10:00 am (c) and noon (d).

Figure 10 displays the temperature distributions of airflows in the driver plane. The air temperature
near the hot interior surface is substantially higher than that which is far away from it; this is because
of where the thermal boundary layers exist. In addition, the upper air owns a higher temperature
because of the hot air rising and more heat sources. The hotter air gradually develops towards the
floor, forming obvious temperature stratification phenomenon. The temperature in the driver’s head
position reaches 59 ◦C. At 10:00 am, the airflow crosses the bucket to the rear compartment, while it
turns into a flow recirculation in the located temperature layer at 11:00 am and noon. Our analysis
shows that the temperature distribution is primarily affected by solar radiation and airflow itself. Due
to the heat exchange and direct solar heating, the temperature rises as much as 30 ◦C for direct exposed
cabin surfaces and 10 ◦C for shaded ones, respectively, which supports the claim that solar radiation is
a necessity in the thermal environment simulation.

Figure 10. Temperature distributions of airflows with respect to the three time cases at driver plane.

67



Sustainability 2020, 12, 5526

Figure 11 shows the VOCs distributions in the whole cabin at 10:00 am and noon, respectively.
And the driver plane was selected in the compartment to analyze the VOCs distributions under solar
radiation in Figure 12. It is clearly noticed that the VOCs concentration at the hotter contaminant
source is remarkably larger due to the strong dependence between the VOCs emission and the surface
temperature. The dashboard and rear board are exposed to the strongest sunlight uniformly, therefore
releasing more TVOC at the per unit area. The VOCs emission from the higher temperature area at the
carpet increases approximately five-fold compared to the unexposed region. From the view of time,
the concentration is about 3–4 times higher at noon than 10:00 am. Besides, the paths of concentration
distribution and dispersion are significantly different in the four cases. A remarkable pollutant plume
above the hotter surfaces is observed in Figure 12, which confirms that the near-wall thermal buoyancy
flows are captured by the adopted turbulence and radiation models. The higher VOCs concentration
distributes below the driver’s knees, which is difficult to diffuse above the dashboard and rear board
by natural convection (Figure 11a,b). Most TVOC is concentrated on the driver’s head and above. As
the concentration increases, a small amount of TVOC moves towards the floor under the driving of
concentration difference. On the roof, the pollutants released from the dashboard and rear board tend
to form a bridge of high concentration contaminants (Figure 11c,d). All pollutants gather near the
surface sources and diffuse throughout the surroundings without ventilation. It demonstrates that
thermal buoyancy and natural convection play an important role in dissipating pollutants from the
contaminant source to the adjacent air in the enclosed environment.

 

Figure 11. VOCs concentration emitted from carpet at 10:00 am (a) and noon (b); TVOC released from
dashboard, rear board and seats at 10:00 am (c) and noon (d).

Table 6 lists the amount of pollutants released by materials from 10:00 am to noon, which was
calculated based on the Equation (10). There is a total of 35.08 μg VOCs emitted from carpet and
19 mg TVOC released from other interiors, which far exceeds the national standards of many countries.
The seats become the largest source of pollutants due to the larger surface area. Moreover, as illustrated
in Figure 10, above the seats are the places where pollutants are most likely to accumulate. It will pose
a great threat to health if the level of pollutant exposure cannot be mitigated effectively by natural
ventilation or HVAC systems when drivers and passengers re-enter the car.
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Figure 12. The pollutant distributions on the driver plane from 10:00 am to noon.

Table 6. The total pollutants mass (VOCs and TVOC) released from interior surfaces.

Parts Area (m2) Pollutants Mass

floor 1.23 35.08 μg
dashboard 0.39 1.94 mg
rear board 0.68 3.40 mg

bucket seat 1 1.69 3.98 mg
bucket seat 2 1.69 3.80 mg

bench seat 2.50 5.86 mg

5. Conclusions

The in-vehicle VOCs exposure is a public health concern worldwide. This study explored the
thermal environment of an in-vehicle cabin under solar radiation and provided an early effort to
quantify the spatial distribution of VOCs released from interior surfaces. In this study, the in-cabin
thermal environment was simulated by considering in-cabin natural convection-conduction coupled
with solar radiation. The performance of different combinations of turbulence and radiation models
was validated with measured temperature data in a reduced-scale airplane cabin. Combining the
SST k-ω turbulence model with a surface-to-surface radiation model (S2S) performed best in terms of
computational accuracy among 30 different combinations, including turbulence models such as the
standard k-ε, RNG k-ε, realizable k-ε, standard k-ω, SST k-ω and LES model and radiation models
such as the P-1, S2S, DO, DTRM model. Our findings suggest that solar radiation plays a critical role
in determining the temperature distribution in the cabin, which can increase as much as 30 ◦C for
direct exposed cabin surfaces and 10 ◦C for shaded ones. The maximum average temperature was
observed over 60 ◦C on the dashboard and rear board that were exposed the direct sunlight. The lowest
temperature was found on the cabin floor at 44 ◦C. Such a high cabin temperature profile considerably
lowers the thermal comfort and promotes VOCs emissions due to a strong temperature dependence.
The dispersion of VOCs strongly depended on the local emission rate and airflows. The dashboard
and rear board were shown to have a larger emission rate than that of the seats and floor because of the
higher surface temperature. The VOC plume from the seats rose upward towards the ceiling, whereas
the VOCs from the floor stayed below the seats. From the 2-h simulation period from 10:00 am to
noon, there was a total of 35.08 μg VOCs and 19.02 mg TVOC accumulated throughout the cabin. With
increasing attention to the cabin environment and the health of drivers and passengers, the findings,
such as modeled spatial distributions of VOCs, provide automakers with an important design guide
that could improve the current ventilation design for the summer time.
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Nomenclature

qr Radiation heat flux
a Absorption coefficient
σs Scattering coefficient
C Linear-anisotropic phase function coefficient
G Incident radiation
σ Stefan–Boltzmann constant, 5.672× 10−8W/m2K4

qout,k Energy flux leaving the surface
qin,k Incoming energy flux on the surface
εk Surface emissivity
ρk Surface reflectivity
T Gas local temperature, K
Tk Surface temperature, K
I Radiation intensity
→
r Position vector
→
s Direction vector
→
s′ Scattering direction vector
n Refractive index
Φ Phase function
Ω′ Solid angle
E(t) Emission rate
Dm Diffusion coefficient
C0 Initial emittable concentration
δ Material thickness, mm
t Emission time, s
M Contaminant quality
A Surface area, m2

ts Release start time
te Release end time
TError Temperature error
Tisimulated Simulated temperature of the ith point, K
Timeasured Measured temperature of the ith point, K
λ Thermal conductivity,W·m−1·K−1

cp Specific heat, J·kg−1·K−1

ρ Material Density, kg·m−3

h Convective heat transfer coefficient, W/m2K
v Wind speed, m/s
ρair Air density, kg·m−3

S Scalar
Γ Molecular diffusivity, m2/s
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Abstract: The extensive use of glass in modern architecture has increased the heating and cooling
loads in buildings. Recent studies have presented water flow glazing (WFG) envelopes as an
alternative building energy management system to reduce energy consumption and improve thermal
comfort in buildings. Currently, commercial software for thermal simulation does not include WFG
as a façade material. This article aims to validate a new building simulation tool developed by the
authors. Simulation results were compared with real data from a scale prototype composed of two
twin cabins with different glazing envelopes: a Reference double glazing with solar-control coating
and a triple water flow glazing. The results showed a good agreement between the simulation and the
real data from the prototype. The mean percentage error of the indoor temperature cabin was lower
than 5.5% and 3.2% in the WFG cabin and in the Reference glazing one, respectively. The indoor air
temperature of the WFG cabin was 5 ◦C lower than the Reference one in a free-floating temperature
regime when the outdoor air temperature was 35 ◦C and the maximum value of solar radiation
was above 700 W/m2. WFG has energy-saving potential and is worthy of further research into the
standardization of its manufacturing process and its ability to increase building occupants’ comfort.

Keywords: building energy simulation; water flow glazing; experimental validation

1. Introduction

Energy consumption in buildings shows a growing trend worldwide and is of primary concern
for the world population [1]. Over the last decade, nearly 60% of total net electricity consumption in
Organization for Economic Co-operation and Development (OECD) economies, was in the building
sector, both residential and commercial [2]. The residential building sector is responsible for more than
half of the electricity consumption in developing countries [3].

In the frame of the Paris agreement in 2015, 195 countries adopted 17 sustainable development
goals (SDGs) as the outcome of the UN’s inclusive and comprehensive negotiations in the frame of
the 2030 agenda [4]. The seventh goal states that using clean and sustainable energy sources is an
opportunity to transform economies and lives, especially in developing countries.

Annual power consumption depends on the use of the building, construction year, number of
floors, building structure, and building location [5]. When it comes to heating and cooling consumption,
the heating, ventilation, and air conditioning (HVAC) system, exterior walls, and glazing are the
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essential elements [6,7]. Building energy management systems (BEMS) and energy-saving measures
are aimed at reducing buildings’ energy requirements for heating and cooling [8–10].

In countries with a hot, humid climate, the excessive use of inefficient cooling systems leads to an
increase in electricity consumption and causes pollution [11–13]. The energy performance of a building
also depends on the solar radiation and the correlation between cooling/heating loads and the colors of
surfaces [14].

In hot climate areas, the glazing solar heat gain coefficient (SHGC) must be low, and it is more
relevant than the U-value because solar radiation causes the most significant part of the cooling
load [15]. In cold climate areas, the goal is to reduce the need for heating energy, making the most of
solar radiation [16,17]. Heating, ventilation, and air conditioning (HVAC) systems have to be efficient
in providing users with a healthy environment. When fossil fuels and oil resources run out, solar energy
and other renewable sources are alternatives to overcome the clean-energy demand growth [18,19].
The annual solar irradiation ranges between 100–200 W/m2 as an average in Mediterranean countries,
so the potential of solar energy is more than enough to provide as much energy as the building
consumes [20].

Solar energy is aligned with the concept of “Regenerative Design.” It implies a proactive attitude
of the building beyond the traditional sustainable design practice. Regenerative buildings reduce
their energy consumption to zero, and can recollect, generate, and distribute renewable resources [21].
Glass is a fundamental element in the design of regenerative buildings. Still, its extensive use has
increased the heating and cooling loads. Using transparent materials requires understanding their
spectral properties and developing systems to solve some of the issues regarding heat gain, heat
loss, and daylight [22,23]. Accurate prediction of the performance of glazing facades has to include
a thorough analysis of thermal and spectral properties that depend on the glass, spacers, coatings,
and gas fillings. Solar control layers reflect and filter solar radiation, and low emissivity coatings
reduce the emissivity of the glass and retain the heat charge inside [24]. Acting in the chamber can
improve the insulation capacity of the double-glazed windows [25]. The chamber can also be filled
with inert gas, or vacuumed, to reduce the transmittance in large glazed surfaces [26]. Thermochromic
and electrochromic glazing vary in color and transparency as a reaction to light and heat excess [27].
Double-pane windows, in which the exterior photovoltaic pane produces electricity, can be designed
and manufactured today [28,29]. Double-pane windows can also be developed with circulating water
through the chamber, instead of inert gas, allowing the water to absorb the heat of direct and diffused
solar radiation [30].

The use of the building, the orientation of the facade, and the location of the project are relevant
inputs to determine the glazing composition [31]. The Fourier model does not predict variations
in thermal properties as a function of time [32]. Water flow glazing (WFG) facades are considered
dynamic envelopes able to react or adapt to the building’s external and internal conditions. Most of
the simulation engines do not include dynamic properties, so developing new tools to calculate the
impact of WFG has become a goal of researchers [33,34]. Water is opaque to the near-infrared (NIR)
spectrum of light, while its visible transmittance is very high [35].

Complicated simulation engines provide the designer with multiple options, and sometimes they
are not useful at an early design stage because decisions have not been made yet. Architects might find
better support in simple energy simulation tools than in complicated ones [35,36]. Building information
modeling (BIM) has the potential to achieve performance improvements and high-quality construction,
and architecture, engineering, and construction (AEC) industries have applied BIM in construction
projects over the last few decades [37]. One of the features of BIM is the energy analysis of buildings.
It makes the most of a friendly interface that has been tested over decades of experience by many
users. However, users have identified gaps between the expected building energy consumption and
the actual measured performance [38–40]. The causes of these gaps are diverse, including behavioral
habits of occupants and construction flaws [41]. The evaluation of the actual thermal properties of the
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building stock from monitored data is widely considered advantageous compared to tabulated data to
improve the overall quality of the building process by feeding back the measured data [42].

The steady-state model is not a reliable means to analyze dynamic forms of heat transfer.
Temperature, solar radiation, occupancy, and HVAC systems affect the transient state of the building
envelopes. Those parameters are time-dependent and non-linear. Remote sensing systems have
become indispensable in comparing the actual energy performance with simulation models and
understanding the dynamic heating and cooling loads [43–45]. Cooling has represented a small
share of the final energy use in buildings, but demand has been rising over the last decade [46,47].
This article considers the best available technologies (BAT) for cooling, which are innovative and
economically viable [48]. The energy efficiency ratio (EER) is the parameter that measures the efficiency
of cooling systems. Hydronic technologies, such as water-to-water heat pumps, are compatible with
WFG and radiant floors and walls. WFG can improve the performance coefficient of cooling systems
by increasing the indoor comfort temperature and the inlet temperature of the fluid through the
glazing [49]. The technology of WFG has been studied in previous scientific articles. Some papers
have studied the physical structure and energy performance of WFG in cooling-demand climates
through numerical computation [50,51]. Recent research studied the performance of WFG compared
with conventional double glazing with low-emissivity coatings. Dynamic simulation has been used to
evaluate different options of glazing, and the presented simulation results concluded that improving
SHGC is more efficient for thermal performance than improving the U-value [52]. Other papers have
validated the numerical simulations using test prototypes. The dimensions of the tested devices varied
depending on the goals of the research. Cubic boxes measuring 60 × 60 × 60 cm, with one side open,
have been used to place different glass panes [53]. If the goal was to validate the performance of WFG,
the prototype was designed as an adiabatic box, with high thermal insulation in the opaque walls
with U values below 0.1. Other tests focused on analyzing the influence of coatings applied to the
indoor surface and the heat gains by measuring the water flow rate and the inlet/outlet temperatures of
WFG. These test facilities were slightly bigger (the length was 1.55 m, the width, 0.9 m, and the height,
0.9 m). In this case, the insulation of opaque walls was not relevant, and the indoor air temperature
was set to 24 ◦C by a direct expansion cooling coil with an electrical heater [54]. The authors of the
present paper have developed a set of equations to take into account the influence of multiple diffuse
reflections, direct reflections between glazing and parallel surfaces, indirect reflections between the
glazing, parallel surfaces, and perpendicular surfaces. These equations have been included in the
simulation tool tested in the present article [55]. The simulation of the indoor air temperature and
the water absorption in a transient state affected by changes in temperature and solar radiation was
relevant when the test facility was bigger. In these cases, validating simulation tools with real data
was essential in predicting thermal behavior and the fluctuations of indoor air temperature [56,57].
This paper aims to investigate the dynamic thermal parameters of WFG. The influence of WFG as a
means of energy management was tested by comparing the indoor temperatures of two prototypes.
The empirical tests under variable weather conditions and have been carried out over two years. There
are three objectives in the analysis of the prototype. First, it allows for the comparison of the indoor
temperatures of the WFG cabin and the Reference cabin. Second, the simulation tool based on the
mathematical model to predict the performance of WFG was validated using real data. Finally, it aims
to study the improvement of a water-to-water heat pump’s performance by reducing the temperature
gap between the water and the indoor air. Two cases have been tested. In the first case, the water
was flowing without controlling its temperature. In the second case, there was a source of energy
that provided the desired boundary conditions. The thermal performances of the WFG cabin and the
Reference cabin have been recorded using a proper monitoring system. Different boundary conditions
based on real data are given to the mathematical models to carry out the simulation.
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2. Materials and Methods

This section aims to provide a simplified model that helps designers to analyze the energy strategy
of a dynamic envelope. Commercial BES tools do not include WFG as an option, so it is necessary to
validate the hypothesis with data from real prototypes. The first subsection set the criteria to select
the spectral and thermal parameters of the WFG. The second subsection described geometry, energy
management, and the materials used in the prototype.

2.1. Simplified Model of Triple WFG

Water flow glazing (WFG) allows the flow of water between two glass panes. Water captures
the solar NIR and increases its temperature through the window. The flow of the water enables the
homogenization of the building envelope temperature so that designers can apply energy-saving
strategies, such as energy storage or solar energy rejection. Table 1 shows the list of symbols that have
been used in equations.

Table 1. List of symbols.

Symbol Meaning

Aj Absorptance of glass layers.
Aw Absorptance of water.
Av Total absorptance of water flow glazing.
hi Interior heat transfer coefficient (W/m2K)
hw Water heat transfer coefficient (W/m2K)
hg Air chamber heat transfer coefficient (W/m2K)
he Exterior heat transfer coefficient (W/m2K)
qj Heat fluxes through the different layers of the glazing
i0 Normal incident solar irradiance (W/m2)

gOFF Solar heat gain coefficient without flow rate.
gON Solar heat gain coefficient with high flow rate.
θi Interior temperature (K)
θe Exterior temperature (K)
θj Temperature of the glass layer (K)
θIN Inlet temperature of the water chamber (K)
θOUT Outlet temperature of the water chamber (K)
θw Temperature of the water (K)

θSTAGNATION Temperature of the water when ṁ = 0 (K)
U Thermal transmittance (W/m2K)
Ui Interior thermal transmittance (W/m2K)
Ue Exterior thermal transmittance (W/m2K)
Uw Thermal transmittance (water chamber–interior) (K)
T Transmittance of the glazing
R Reflectance of the glazing
ṁ Mass flow rate (kg/s m2)
c Specific heat of the water (J/Kg K)
P Heat gain in the water chamber (W)

Figure 1 shows the heat flux and the temperature distribution when the outdoor temperature (θe)
is higher than the indoor (θi) through a triple WFG. The thermal transmittance, U, is the parameter that
explains the heat transfer. The European Standard determines its value and a calculation method [58,59].
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Figure 1. (a) Heat fluxes through a triple water flow glazing (WFG). Solar radiation and absorptance of
layers, A1, A2, Aw, and A3. (b) Temperature distribution in a triple WFG at a specific height, with heat
transfer coefficients, hi, hw, hg, and he.

Previous studies explained the thermal and spectral properties of WFG and its behavior [60,61].
This research used a simplified set of equations from those studies, along with data from commercial
software, to assess the performance of the prototype defined in Section 2.2. Equations (1) to (10) show
the heat fluxes through the different layers of the glazing. They consider the energy balance at each
layer and the Newton’s definition of heat flux.

q1 = he(θe − θ1), (1)

q2 = q1 + A1i0, (2)

q2 = hg(θ1 − θ2), (3)

q3 = q2, (4)

q4 = hw(θ2 − θw), (5)

q4 = q3 + A2i0, (6)

q5 = hw(θw − θ3), (7)

q5 = q4 + Awi0 +
.

mc(θIN − θw), (8)

q6 = hi(θ3 − θi), (9)

q6 = q5 + A3i0. (10)

The U values depend on the interior heat transfer coefficient, hi, the exterior heat transfer coefficient,
he, the air chamber heat transfer coefficient, hg, and the water heat transfer coefficient.

1
Ue

=
1
he

+
1
hg

+
1

hw
, (11)
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1
Ui

=
1
hi

+
1

hw
. (12)

A1 is the absorptance of the exterior glass pane, A2, is the absorptance of the middle glass pane, and
A3 is the absorptance of the interior one. Aw is the absorptance of the water chamber. The absorptance,
Av, depends on the energy absorbed by the glass panes and by the water:

Av = A1

(Ue

he

)
+ A2

(
1
hg

+
1
he

)
Ue + A3

(
Ue

hi

)
+ Aw. (13)

Solving the Equations (1) to (10) and using the values of Equations (11) to (13):

θOUT =
i0Av + Uiθi + Ueθe +

.
mcθIN

.
mc + Ue + Ui

. (14)

Water heat gain is a power magnitude, and it is measured in watts (W). Equation (2) shows the
analytical expression.

P =
.

mc(θOUT − θIN), (15)

where P is the power absorbed by the water, θOUT and θIN the temperature of water leaving and
entering the glazing, respectively, ṁ is the mass flow rate, and c is the specific heat of the water.
The mass flow rate is a measurement of the amount of mass passing by a point over time. The goal
of absorbing the same power, P, can be achieved with a high ṁ, which results in a low-temperature
increase or a low ṁ, which results in a high-temperature difference between the inlet and outlet.
Equation (16) results by combining Equations (14) and (15).

P =

.
mc

.
mc + Ue + Ui

(i0Av + Ui(θi − θIN) + Ue(θe − θIN)), (16)

where θe and θi are, respectively, the temperature outdoors and indoors of the room. Analyzing the
Equation (16), the power absorbed by the water varies with θIN. Considering the rest of the equation
as a constant, P0, P linearly decreases with slope (Ui + Ue). Figure 2 shows that at a specific value of ṁ,
there is a maximum absorbed power, P, depending on θIN.

P = P0 − θIN(Ue + Ui). (17)

If boundary conditions do not change with time, the solution becomes constant when the system
reaches a steady state. In this set of test cases, sunrays are perpendicular to the glazing. This assumption
eliminates uncertainties associated with the dependence of each layer’s absorptance with the angle
of incidence. Two case studies are considered: (a) and (b). Table 2 defines the outdoor and indoor
boundary conditions. Case (a) studies the influence of θIN with a fixed absorptance, and case (b)
considers the impact of the absorptance when θIN is fixed.

Table 2. Outdoor and indoor boundary conditions for WFG steady thermal performance.

Glazing
i0

(W/m2)
Ue

(W/m2K)
Ui

(W/m2K)
c

(J/Kg ◦C)
θi

(◦C)
θe

(◦C)
θIN
(◦C)

Av

Case (a)

800 1.08 6.89 3600 25 30 15 0.5
800 1.08 6.89 3600 25 30 20 0.5
800 1.08 6.89 3600 25 30 25 0.5

Case (b)

800 1.08 6.89 3600 25 30 20 0.4
800 1.08 6.89 3600 25 30 20 0.5
800 1.08 6.89 3600 25 30 20 0.6

Figure 2 illustrates the power variations with water flow rate, ṁ. There is a maximum water heat
gain when ṁc >> Ue + Ui. The maximum power absorption occurs when Av is high and θIN is low.
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If the goal is to reject the solar energy, Av must be as low as possible, with solar control coatings in
the outermost glass panes. In this case (ṁc >> Ue + Ui), the absorbed power (P) is the maximum
power (Pmax)

Pmax = i0Av + Ui(θi − θIN) + Ue(θe − θIN), (18)

Pmax = i0Av + Uiθi + Ueθe − θIN(Ui + Ue). (19)

 

Figure 2. Power absorbed by the water chamber of the WFG: (a) constant Av at different inlet
temperatures (θIN); (b) constant inlet temperature (θIN) with different Av.

Combining Equations (14) and (19), the value of θOUT is:

θOUT = θIN +
Pmax

.
mc + Ue + Ui

. (20)

θSTAGNATION is the temperature of the water when the mass flow rate is stopped. Figure 3 illustrates
the relationship between θOUT and ṁ in two cases: (a) and (b). Case (a) shows that θSTAGNATION is
the same if the water absorption Av does not change; case (b) shows the variations of θSTAGNATION
with different conditions of Av. When ṁ is close to zero, then θOUT gets the maximum value, which is
θSTAGNATION. When ṁ is very high, then θOUT = θIN.

 

Figure 3. Outlet temperature (θOUT) of the WFG: (a) constant Av at different inlet temperatures;
(b) constant inlet temperature (θIN) with different Av.

Equation (21) shows the total heat flux, q:

q = gi0 + U(θe − θi) −Uw(θi − θIN), (21)
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where g describes the proportion of solar energy transmitted indoors, U(θe−θi) expresses the heat
exchange between the room and outdoors, and Uw (θi−θIN) represents the heat exchange between the
water chamber and indoors. As per Equations (34) and (35) in [50]:

Uw =
Ui

.
mc

.
mc + Ue + Ui

′ , (22)

U =
UeUi

.
mc + Ue + Ui

. (23)

Since the WFG is a dynamic envelope, the g factor depends on the flow rate. When the water
flows, the g factor decreases, and when the water flow stops, the solar energy enters the building, and
the g factor increases. The thermal transmittance, U, is almost zero when the flow rate is the design
flow rate because the water chamber isolates the building from outdoor conditions. When the water
flow stops, the thermal transmittance depends mainly on the components that make up an insulated
glass unit: the glass panes, coatings, spacer, sealing, and the gas filling the sealed space.

2.2. Description of the Prototype

A prototype has been built to compare the thermal performance of WFG with a double-glazing
solution. It is located near Madrid, Spain (latitude 41◦22′6” N, longitude 3◦29′57” W, altitude
1037 MAMSL). Conceptually, this mock-up is a mobile and autonomous prototype consisting of two
cabins named WFG and Reference. The prototype design allows both the primary and secondary
circuits to be housed within the demonstrator structure, although in independent sectors. Besides, the
mock-up has four wheels at the bottom of the structure for easy transport and orientation.

The prototype has two levels: the lower level of 500 mm high and the upper level of 1000 mm high.
The lower level holds the primary circuit, which is composed of a “Peltier” unit, and a lithium battery
that feeds it. The upper level includes the two cabins. Finally, a photovoltaic panel has been installed
on the top roof allowing to store electric energy in the battery for the operation of the cooling device.
A circulating device is made up of a 10 W solar pump. The primary circuit connects the circulating
system with a “Peltier” device. The secondary circuit goes from the circulating system to the WFG,
with a design flow rate of 0.5 L/min. Figure 4 illustrates a schematic of the prototype with its main
components, and Figure 5 shows the layout of the prototype. It consists of two semi-detached insulated
cabins, one with WFG facing South and the other with a Reference glazing in the same orientation.
The dimensions of the windows are 1 m × 0.5 m.

Figure 4. Schematics of the prototype. 1. Solar Pump 10 W, 2. “Peltier” Thermo-Electric Liquid Cooler
184 W, 24 V, 3. Battery 12 V (2 units serial connection), 4. PV Panel Polycrystalline cells. 236 W 24 V,
5. Flow meter, 6. Control unit, 7. Temperature sensors, 8. Pyranometer.
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Figure 5. Construction plans of the prototype: Plan, cross, and long sections.

Regarding the construction materials, the prototype is made up of a steel structure formed
by welded tubular profiles. Furthermore, for the cladding of the opaque parts, a white aluminum
sandwich panel with 100 mm of XPS has been selected. Hence, for the glazed facade, a high selective
double glazing has been chosen for the Reference cabin and a highly selective triple glazing with
a water chamber towards the inside, for the WFG cabin. Figure 6 shows the configuration of both
glazing facades.

The prototype has undergone an exhaustive commissioning process from the design stage to the
manufacturing, factory assembly, on-site assembly, and commissioning of all the systems involved.
Hence, high reflective WFG is chosen to reject sun energy and use the water chamber of the glazing
facing indoors to eliminate heat loads when required. Since the energy absorption should be minimized,
a high reflective coating (Xtreme 60.28) is positioned close to the outer glass pane (face 2). This coating
allows for the reduction of the U-value because it can be considered a low emissivity coating at the
same time (Planitherm XN). The maximum g value (gOFF) and the minimum g value (gON) are almost
the same and around 0.2. Table 3 shows the spectral and thermal properties of the glazing defined in
Figure 6. WFG presents different values of U and g, depending on the mass flow rate. UON and UOFF

have been calculated with the equation (23) using ṁ = 1 L/min m2 and ṁ = 0 L/min m2, respectively.
The steady values of the reference glazing have been placed on the columns UOFF and gOFF.
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(a) (b) 

Figure 6. Glass configuration for the Spanish mock-up. (a) Water Flow Glazing (WFG),
(b) Reference glazing.

Table 3. Thermal and spectral properties of the reference glazing and the WFG.

R T
UON

(W/m2K)
UOFF

(W/m2K)
gON gOFF

Reference 0.433 0.252 - 1.017 - 0.27
WFG 0.433 0.215 0.061 1 0.977 2 0.22 0.26

1 Equation (23) with ṁ = 1 L/min m2; 2 Equation (23) with ṁ = 0 L/min m2.

The WFG was selected to eliminate internal heat loads by circulating cool water through the water
chamber facing indoors. This cool isothermal envelope allows insulating the building from external
boundary conditions. Furthermore, the “Peltier” device connected to a buffer tank produces cool water
for the glazing. To minimize the electrical consumption of the “Peltier” device, the temperature of
the buffer tank should be close to the cool water of the glazing. When the outdoor conditions made
it possible, evaporative cooling and cooling by night were considered to cool down the buffer tank.
Besides, the prototype allows the understanding of the real issues of glass facades, analyzing deep
concepts such as overheating and thermal mass.

Figure 7 shows the prototype and the position of sensors. A short description of the monitoring
devices is listed below:

• Pyranometer: The Delta Ohm LP PYRA 03 Pyranometer measures the irradiance on a horizontal
surface (W/m2). The measured irradiance is the sum of the direct irradiance of the sun and the
diffuse irradiance.

• One wire temperature probe: The DS18B20-PAR uses Dallas’ exclusive 1-Wire bus protocol that
implements bus communication using one control signal.

• Flow meter: TacoSetter Inline 100 Potermic: Balancing valve made of brass with female thread
3/4” × 1/2”. Measuring range 0.3–1.5 L/min), Kvs 0.25 (m3/h).
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Figure 7. Set up of the Spanish mock-up and schematic of sensors distribution of the cabins. Sensors
nomenclature and position for the WFG cabin and the Reference cabin.

3. Results

The empirical tests, conducted by the experimental setup, were run over the years 2018 and 2019
to collect data in all the possible weather conditions. Some logged parameters were used as input data
to the simulation tool, and other measurements compared the performance of the selected glazing and
its importance on the indoor temperature. Continuous experimental data were taken to reflect the
influence of variable weather conditions. The experimental data logging time step was set at 1 min.

3.1. Analysis of the Prototype. Free-Floating Temperature Regime

In 2019, the “Peltier” device was switched off, in a free-floating temperature regime. Figure 8
presents the interior temperature of both cabins and the exterior temperature over the last week of
April, May, June, July, September, and October of 2019. In all the cases, the interior temperature
of the WFG cabin (Tw_air) was 5 ◦C below the internal temperature of the Reference cabin (Tr_air)
and reached similar or slightly lower values compared to the outside temperature (T_ext1). When
analyzing 27/04/2019, Tw_air almost reached 20 ◦C, while Tr_air was 25 ◦C. Likewise, during the night
on that day, the minimum Tw_air remained at 7 ◦C, while Tr_air dropped to 3 ◦C when the outdoor
temperature reached 0 ◦C. Furthermore, in July, the maximum values for Tw_air were below Tr_air
and T_ext1. The minimum temperature inside the WFG cabin did not drop as much as that inside the
Reference cabin. On 24/07/2019 the graph shows that the maximum Tw_air was 34 ◦C, while the Tr_air
reached 40 ◦C, and T_ext1 remained at 38 ◦C. During the night, Tw_air reached 25 ◦C, while Tr_air was
21 ◦C, when T_ext1 dropped to 18 ◦C.

Besides, Figure 8 shows the curve of the indoor temperature of the WFG cabin as a damped wave
shape compared to the interior temperature curve of the Reference cabin or the outside temperature.
The temperature difference between day and night inside the WFG cabin did not exceed 10 ◦C in most
cases. However, the temperature difference between day and night inside the Reference cabin was
around 20 ◦C. Analyzing the same parameters on 24 July 2019, it can be observed that the difference
between the maximum (34 ◦C) and the minimum (25 ◦C) temperature inside the WFG cabin was 9 ◦C,
while the difference between the maximum (40 ◦C) and the minimum (21 ◦C) temperature inside the
Reference cabin was 19 ◦C. However, the difference between the maximum (38 ◦C) and the minimum
(18 ◦C) outside temperature was 20 ◦C. The interior temperature curve of the WFG cabin is flatter than
the reference glazing one.
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Figure 8. Comparison between indoor temperature of WFG cabin (Tw_air), indoor temperature of
Reference cabin (Tr_air), and outdoor temperature (T_ext1). Free floating temperature regime.

Figure 9 presents the indoor temperature of both cabins (Tr_air, Tw_air), the outdoor temperature
(T_ext1), and solar radiation from 24 July 2019 to 30 July 2019. The maximum value of solar radiation
was above 720 W/m2, almost every day. Despite these high values of solar radiation, the interior
temperature of the WFG cabin remained under 35 ◦C on 24 July 2019, while the Reference cabin
temperature was above 40 ◦C.
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Figure 9. Indoor temperature of both cabins (Tr_air, Tw_air), the outdoor temperature (T_ext1), and solar
radiation from 24 July 2019 to 30 July 2019.

The next step was to analyze a typical summer day in both cabins. Figures 10 and 11 show the
glazing temperatures, measured in different points. There is a little difference between the surface
temperatures of the outer glass pane in the WFG cabin (Tw_extU and Tw_extD) with the Reference cabin
(Tr_extD). The effect of the water flowing through the glazing affected the indoor surface temperatures in
both cabins. Figure 10 illustrates that the measured indoor glass surface temperatures in the Reference
cabin (Tr_up, Tr_down) are remarkably variable during the daily hours, according to the relevant variations
of the outdoor thermal conditions and the low thermal inertia of the glazing. However, there is no
difference between Tr_up and Tr_down. The indoor surface temperatures in the WFG was measured at
the bottom and the top of the indoor glass pane. The water heats up as it moves through the glazing,
and the figure explains the influence of the water flow in the temperature distribution.

 

Figure 10. Temperatures of the Reference glazing, both on the outside (Tr_extD) and the inside face of
the glazing (Tr_up, Tr_down). Sample day 25 July 2019.

Figure 11 shows the surface temperatures of the WFG facade, both on the outside and the inside
face of the glazing. The external pane reached temperatures above 41 ◦C, while the maximum surface
temperature on the inner pane was 34 ◦C. There was no significant difference between Tw_ext_U and
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Tw_ext_D. When it comes to the interior pane, the water absorbed part of the solar radiation as it
flowed. There were two sensors in the upper part (Tw_up_L, Tw_up_R), and two sensors in the lower
part (Tw_down_L, Tw_down_R). A 2 ◦C difference was observed between the lower and upper probe of the
inside surface of the glazing. The lower part of the inner glass reaches a maximum temperature of
32 ◦C, while the upper part reaches 34 ◦C.

 

Figure 11. Temperatures of the WFG facade, both on the outside (Tw_ext_U, Tw_ext_D) and the inside face
of the glazing (Tw_up_L, Tw_up_R for the upper probes, Tw_down_L, Tw_down_R for the lower ones). Sample
day 25 July 2019.

3.2. Analysis of the Prototype. “Peltier” Device ON

Figure 12 shows the interior temperature of both cabins and the exterior temperature from 22 July
2018 to 27 July 2018. The “Peltier” cell was in operation according to a simple control logic based
on the interior temperature programmed in the monitoring control unit. It was set to operate every
summer day from 12:30 to 20:00. The goal was to keep the inlet temperature between 15 and 17 ◦C to
test the indoor air conditions inside the WFG cabin. The mean maximum temperature reached inside
the WFG cabin (Tw_air) was 26.5 ◦C, with a mean maximum solar radiation of 720 W/m2. However, the
mean maximum temperature of the Reference cabin (Tr_air) exceeds 37 ◦C, when the mean maximum
outdoor temperature (T_ext1) is 34.5 ◦C. Therefore, there were more than 10 ◦C of difference inside
both cabins. The Reference glazing replicated the thermal oscillations of the outside temperature,
generating discomfort inside the building and contributing to overheating. The same behavior was
observed when analyzing the minimum temperatures. The minimum value of T_ext1 was 10 ◦C, while
the Reference cabin remained at 12 ◦C, and the WFG cabin reached 15 ◦C. Therefore, the thermal inertia
that characterizes the WFG facade managed to dampen the oscillation of the interior temperature.
The temperature oscillations of the Reference cabin were similar to the outside temperature. Hence,
the WFG cabin allowed for the bringing of the maximum and minimum values close to the comfort
temperature. Specifically, analyzing 23 July 2018, the mean value between the maximum Tw_air daytime
temperature (26.5 ◦C) and the mean minimum value of night time temperature (16.5 ◦C) was 21.5 ◦C,
which was very close to the comfort temperature.
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Figure 12. Indoor temperature of both cabins (Tr_air, Tw_air), the outdoor temperature (T_ext1), and solar
radiation from 22 July 2018 to 27 July 2018.

4. Discussion

When the glazing is part of an insulated room, the thermal problem of the glazing is coupled
with the thermal problem of the room, and the indoor temperature should be determined. The indoor
boundary condition disappears to be part of the solution to the thermal problem. The prototype was a
rectangular room with glazing facing south. The dimensions of the room, the near and far-infrared
absorption (αNIR, αFIR), and the thermal transmittance of the opaque envelope are defined in Table 4.

Table 4. Dimensions of the cabins with thermal and spectral properties of opaque walls.

Height
(m)

Length
(m)

Width
(m)

Uwall
(W/m2 K)

αNIR αFIR

Reference cabin 1 0.6 0.5 0.3 0.4 0.9
WFG cabin 1 0.6 0.5 0.3 0.4 0.9

In these following test cases, outdoor temperature and solar irradiance varied during the day, and
thermal performances depended on time. The indoor temperature was unknown, and it should have
been obtained at the same time as the glazing temperature profile. Regarding the water flow glazing,
the flow rate and the inlet temperature were constant values given by Table 5.

Table 5. Parameters of WFG.

Glazing
ṁ

(l/min m2)
θIN
(◦C)

hg

(W/m2K)

hw
(W/m2K)

c
(J/Kg K)

WFG 1 18–22 1.16 50 3600

Transient behavior occurred when the outdoor temperature and solar irradiance varied during
the day. Besides, each wall had a different temperature due to the luminance of the direct beam solar
radiation. Since the WFG was facing south, the north indoor wall absorbed solar radiation. The rest of
this energy was diffusely reflected and created the indoor diffuse irradiance. Later, this irradiance was
absorbed in each indoor surface. Hence, in this test case, the water flow glazing absorbed extra energy
from the indoor irradiance. Figure 13 shows the validation of the Software Tool using real data from
both cabins. The figure illustrates six days, from 22 July 2018 to 27 July 2018, in which we can see how
the measured curves replicate the simulation curves in all the cases.
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Figure 13. Indoor air temperature. Real results and simulation of the Reference cabin and the WFG
cabin. Sample summer days 22 July 2018 to 24 July 2018.

The software tool tested in this article is an open software code written in modern Fortran, with a
graphic user interface. The functionalities are grouped visually and logically into thematic units. There
are libraries of spectral and absorption properties with different glasses and coatings. These libraries
can allow developers to integrate WFG in existing building energy simulators. A thermal simulator of
zones with glass and opaque envelopes includes properties such as thermal mass and reflections inside
the zone. Some papers on the functionality of this tool have been published to present the design
approach [62].

4.1. Analysis of the Reference Cabin

The reference glazing is considered a high-performance transparent envelope. It is made up
of glass panes with coatings and gas cavities. Figure 14 illustrates real data and simulated indoor
temperatures of the Reference cabin. In both measured and simulated curves, the interior peak
temperature is slightly above 40 ◦C between 03:00 and 10:00 on 23 July 2018. Equation (24) represents
the mean error (ME), which is the difference between the measured value and simulation results.
Equation (25) represents the mean percentage error (MPE), with a total number of measurements of
n = 1440.

ME =
1
n

n∑
i=1

|TSi − TRi|, (24)

MPE =
1
n

n∑
i=1

∣∣∣∣∣TSi − TRi
TRi

∣∣∣∣∣100. (25)

where TSi is the simulated value, and TRi is the measured value. By computing ME and MPE, the
sample summer day, 23 July 2018, MEs and MPEs of the indoor temperature of the Reference cabin,
Tr_air, were lower than 0.6 ◦C and 3.2%, respectively. Predictions of Tr_air were more accurate because
the boundary conditions were more suitable to predict.
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Figure 14. Indoor air temperature. Real results and simulation of the Reference cabin. Sample summer
day 23 July 2018.

4.2. Analysis of the WFG Cabin

Two different mechanisms appeared to modify the thermal performances of the WFG. The first
one was the value of the indoor temperature, which can be very high, depending on the wall insulation.
The second one was the absorbed back irradiance. Depending on the insulation of the walls and the
near-infrared absorptances, the water heat gain can differ when compared to the water heat gain of
isolated glazing. Figure 15 shows the comparison between real data and simulation over the same day,
23 July 2018. MEs and MPEs of the indoor temperature of the WFG cabin were lower than 1.2 ◦C and
5.5%, respectively.

 

Figure 15. Indoor air temperature. Real results and simulation of the WFG cabin. Sample summer day
23 July 2018.

91



Sustainability 2020, 12, 5734

Figure 16 illustrates the time histories of indoor and outdoor air temperatures and the solar
irradiance in W/m2 on the outdoor horizontal roof surface on a sample summer day (23 July 2018).
The indoor air temperature of the Reference cabin (Tr_air) varied according to the solar irradiance and
the outdoor temperature (T_ext1). The measured inlet temperature (T_inletI) was input in the simulation
tool as boundary conditions. By considering the activation of a solar fed “Peltier” device, the inlet
temperature was set between 18 and 22 ◦C. The operation schedule for the cooling system activation
was from 12:30 to 20:00. Figure 16 reports the results of the daily analysis. The thermal effect of the
“Peltier” device kept the indoor temperature below 27 ◦C over the hottest hours of the day.

 

Figure 16. WFG cabin with the “Peltier” cell on from 12:30 to 20:00, 23 July 2018.

The daily cooling demands are shown in Figure 17. The daily energy that the flow of water
can absorb was calculated using Equation (15). WFG prevented this energy from entering the cabin.
The “Peltier” device provided the cooling power that explains the difference in temperatures between
the WFG cabin and the Reference cabin. The energy absorbed by the WFG was 117.5 Wh in 0.5 m2,
so the ratio of energy per area was 0.235 kWh/m2.

 

Figure 17. WFG cabin with the “Peltier” cell on from 12:30 to 20:00, 23 July 2018. Absorbed power
ṁc(θIN−θOUT) in W/m2.
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4.3. Final Energy and Cost Considerations

This section has considered best available technologies (BAT), which are innovative and
economically viable [48]. Hydronic technologies are compatible with radiant systems, such as
WFG and radiant floors and walls. Air-to-air heat pumps are used to compare the final energy
consumption and cost of different cooling systems. WFG can be a part of hydronic HVAC systems, and
it is compatible with water-to-water heat pumps. Tables 6 and 7 illustrate the final energy consumption
with different energy generators. It takes into account the effect of the operative temperature of the
system [63]. The performance of water-to-water heat pumps (WWHP) depends on the inlet temperature
of the WFG (θIN), and the source inlet temperature (Ts,i) in the heat pump. A typical value of Ts,i
ranges from 20 ◦C in ground source heat pumps (GSHP) to 35 ◦C in other WWHPs. The source and
load sides are relevant when it comes to calculating the performance of the cooling device. Air-to-air
heat pumps (AAHP) for heat recovery on ventilation are also analyzed. The parameters that influence
air-to-air heat pumps’ performance are the dry bulb exterior air temperature (Te_db) and the dry bulb
interior return air temperature (Tri_db).

Table 6. Final energy analysis. Water-to-water heat pump.

Water-to-Water Heat Pump

θIN(◦C) 7 ◦C 18 ◦C
Ts,I (◦C) 20 35 20 35

Energy consumption (kWh/m2) 0.235 0.235 0.235 0.235
EER 1 5.93 3.27 7.11 4.22

FE consumption (kWh/m2) 0.040 0.072 0.033 0.056
NRFE consumption (kWh/m2) 0.077 0.140 0.065 0.109

CO2 emissions (KgCO2) 0.013 0.024 0.011 0.018
1 Energy efficiency ratio (ERR) values are taken from Appendix A in [63].

Table 7. Final energy analysis. Air-to-air heat pump.

Air-to-Air Heat Pump

Tri_db (◦C) 22 ◦C 26 ◦C
Te_db (◦C) 35 40 35 40

Energy consumption (kWh/m2) 0.235 0.235 0.235 0.235
EER 1 3.22 2.94 2.60 2.90

FE consumption (kWh/m2) 0.073 0.080 0.090 0.081
NRFE consumption (kWh/m2) 0.143 0.156 0.177 0.158

CO2 emissions (KgCO2) 0.024 0.026 0.030 0.027
1 ERR values are taken from Appendix A in [63].

PEF stands for the primary energy factor from final energy (FE) to non-renewable final energy
(NRFE). The Spanish code for thermal systems in buildings (RITE) recommends a value of 1.954.
The factor of CO2 emissions for electricity was 0.331 [64]. The RITE aims to establish primary energy
factors and CO2 emission factors, for each final energy consumed by buildings in Spain and for each
geographic area with a different electricity generation source.

Table 6 shows that the best performance belongs to WWHP when the inlet temperature (θIN) is
close to 18 ◦C, and the source inlet temperature (Ts,i) in the heat pump is 20 ◦C. Figure 16 shows that it
is possible to keep the cabin’s indoor temperature within the comfort range by setting θIN between
18 ◦C and 22 ◦C. Other systems, such as fan-coils, need lower operating temperatures. The lower the
difference between Ts,i and θIN the higher the EER coefficient. The NRFE consumption of GSHP is
0.065 kWh per m2 of WFG, and the average NRFE use of air-to-air heat pumps is 0.155 kWh per m2 of
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WFG. When it comes to CO2 emissions, air-to-air heat pumps generate an average of 0.027 KgCO2,
twice as much as the CO2 emitted by GSHP.

5. Conclusions

This paper has studied a model to assess innovative building envelopes’ energy performance,
such as water flow glazing (WFG), the system equations for load calculation, and the relationships with
steady and transient parameters. Some of the magnitudes can be measured accurately in the prototype.
The presented tool has been developed and tested by the authors. Details of the prototype and the
on-site measures have been used to validate the tool. The analysis included a free-floating temperature
regime and a cooling system with simple logic to keep the prototype within a comfort range. Results
included simulated indoor air and glazing temperatures along with the potential final energy savings.

1. When the WFG cabin’s interior temperature was below the exterior temperature, the WFG
facade cooled down the room. As the “Peltier” device was not in operation over 2019, it can be
concluded that WFG working on a free-floating temperature regime, without auxiliary energy systems,
results in smaller indoor temperature fluctuations.

2. Circulating water increased the temperature gap between external and internal glass panes.
The outer pane reached temperatures above 41 ◦C, while the maximum surface temperature on
the inner pane was 34 ◦C. The reference glazing showed a smaller gap between outer pane (41 ◦C)
and inner pane (38 ◦C). The reduction of radiant temperature of indoor envelopes can improve the
occupant’s comfort.

3. The damping effect on the WFG cabin’s temperature is shown in Figure 12. The WFG system
provided the facade with thermal inertia, and the cabin did not suffer large thermal oscillations
between day and night. This effect can increase the thermal comfort inside the building and reduce
energy consumption.

4. The WFG increased the thermal inertia of the facade. Once the maximum temperature was
reached, the interior of the WFG cabin cooled down more slowly than the Reference cabin did.

There was a good agreement between the simulation and the real data from the prototype. MEs
and MPEs of the indoor temperature in the WFG cabin, were lower than 1.2 ◦C and 5.5%, respectively.
The simulation results of the Reference cabin were more accurate because the boundary conditions
were more suitable to predict.

The weather and indoor conditions impact the efficiency coefficients of heat pumps. The EER values
of the cooling systems were evaluated for different combinations of indoor and outdoor conditions.

Ground source heat pumps (GCHP) coupled with borehole heat exchangers in a closed loop are
very effective and make the most of the near-constant ground temperature over the year.

Finally, if the electricity is supplied from solar cells, it is possible to use a renewable and CO2 free
energy source to provide thermal comfort.
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Abstract: Climate change is raising the length and intensity of the warm season in the academic year,
with a very significant impact on indoor classroom conditions. Increasingly frequent episodes of
extreme heat are having an adverse effect on school activities, whose duration may have to be shortened
or pace slackened. Fitting facilities with air conditioning does not always solve the problem and may
even contribute to discomfort or worsen health conditions, often as a result of insufficient ventilation.
Users have traditionally adopted measures to adapt to these situations, particularly in warm climates
where mechanical refrigeration is absent or unavailable. Implementation of such measures or of
natural ventilation is not always possible or their efficacy is limited in school environments, however.
Such constraints, especially in a context where reasonable energy use and operating costs are a
primary concern, inform the need to identify the factors that contribute to users’ perceptions of
comfort. This study deploys a post-occupancy strategy combined with participatory action to
empower occupants as agents actively engaging in their own comfort. It addresses user-identified
classroom comfort parameters potentially applicable in the design and layout of thermally suitable
spaces meriting occupant acceptance.

Keywords: schools; heat perception; user’s perception; thermal comfort; qualitative technique; POE

1. Introduction

Human beings depend on energy for almost all of their daily activities. Energy is not only required
to cover basal needs, but also those which allow them to remain comfortable to face climate dynamic
variations outdoors [1], even more for vulnerable populations, as children. These variations have been
altered by anthropogenic activity, boosting extreme weather conditions related to climate change, or
more complex effects, such as urban heat islands [2].

This effect also impacts on indoor air quality, resulting in discomfort and even affecting health [3–5],
especially in risk groups, such as the elderly [6,7], children [8] and births [9], but also with a significant
incidence in the active population [10,11].

Among the most studied buildings in the field of indoor comfort, schools represent a relevant
group. One of the main reasons is the exposure of children to spending a long time under indoor
environmental conditions. These children are considered a risk population, and there are also other
considerations, such as social or vulnerability aspects, which can influence, so investigating in this
regard has become a global priority, as a development objective sustainable by 2030 [12].

Sustainability 2020, 12, 5772; doi:10.3390/su12145772 www.mdpi.com/journal/sustainability99



Sustainability 2020, 12, 5772

Comfort studies in schools have progressed in the last fifty years [13–16] and recently on indoor
environments [17]. Recently, many of the studies in educational buildings include more innovative
methods: student performance, cognitive processes or disruptive and engaging techniques, such as
storytelling [18], gamification [19] or adaptation, and comparison among more traditional ones, as
Post-Occupancy Evaluation (POE) [20–22]. Qualitative techniques are sometimes included as part
of mixed methods, such as open-ended interviews [23]. Techniques to evaluate subjective aspects of
users’ perception on comfort have been developed [24], as well as on emotional state [25,26], but often
are misnamed as “qualitative” [27–29].

According to the ASHRAE 55 standard [30] and the subsequent ISO 7730 [31], the thermal
sensation experienced by human beings is mainly related to the global thermal balance in their body.
It depends on physical activity, clothing and on environmental parameters, such as air temperature,
average radiant temperature, air velocity and air relative humidity, whose values can be measured
or estimated, to calculate the Predicted Mean Vote (PMV) comfort index. However, “nonthermal
environmental parameters are not considered, such as air quality, acoustics and illumination or
other physical, chemical or biological space contaminants that may affect comfort and health” [30].
Since thermal comfort is considered only a part of environmental comfort, and other environmental
factors affect the thermal sensation, productivity, concentration and health of occupants indoors, this
research proposes an overall comfort perception study, by a mixed method that allows to deepen the
global satisfaction related to environmental comfort of users at class.

Questionnaires are a common practice either in internal environmental comfort research [32], or
just in thermal comfort. These surveys are commonly based on ISO 7730 thermal comfort parameters
and may include those related to potential local thermal discomfort (by unwanted air flows, temperature
asymmetries, etc.). However, in recent years, research shows an increasing trend to complete the
perception analysis also including nonthermal environmental factors that affect overall satisfaction
and comfort perception, such as illumination, noises, odors, ventilation frequencies, spatial design
elements of finishing and so on [33].

The inclusion of physiological indexes was not an objective of this study, due to several reasons: as
considered in [32], physiological measurement (skin temperature, blood flow, core temperature, heart
rate, etc.) can be correlated with thermal comfort/discomfort, but it consists of an invasive (contact)
method that implies to have certain devices and a deep knowledge of the correct measuring method,
for avoiding potential measuring mistakes, adding uncertainties to results. Since users’ surveys are
considered a traditional (contact) measure, the author did not want to interrupt the daily tasks at the
classroom. Otherwise, the proposed technique, with its limitations, is understood as more effective
and user-friendly, since it is not as invasive as physiological measures and is easier to carry out, with
results more engaging and fun for kids, and it deals with behavior-change by debate sessions.

In the Mediterranean climate, thermal comfort studies in schools are scarce compared with tropical
climates, however [34], there are many comfort studies in schools that develop research focused on the
cold season, since it occupies most of the school period, sometimes also including midseason [15,35].
However, climate change is effectively lengthening the warm season, especially in areas of Southern
Europe, where episodes of overheating affect the performance of daily tasks and health inside these
buildings [36]. With the slow but constant rise in temperatures, the hot season extends over months that
until a few years ago were months that were considered merely warm. This has forced the coincidence
of the hot season with the start of classes in schools. In Seville, where “heat” implies exceeding 35 ◦C,
the classrooms become spaces with an increasing lack of thermal comfort.

Despite some research, the literature has not taken into account children to express how they
feel or perceive emotions when they interact with their built environment [37], or they are considered
passive agents subject to the teacher’s preferences [38]; recent studies have been demonstrated that
the non-adult population is able to offer interesting insights to researchers, and they are in a position
to express their thermal sensation and make adjustments to improve the thermal acceptability in the
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classroom [34]. Jindal’s study carried out in India reported that students demonstrated adaptability to
indoor temperature variations if they were able to adjust windows and switch off/on fans [39].

Fostering participative research with engaging techniques allows children motivation and
broad-mindedness. The power of these techniques in sustainability, indoor environmental quality and
users’ global comfort in schools may not only make students aware, but also move their knowledge to
homes and share it with their families [40].

These new approaches recently discussed in schools in the Netherlands [41–44] demonstrate that
internal comfort in schools results in a wide-spread research topic. However, there are still some gaps
that could be studied in greater depth and solved.

The main objective in this study consists of knowing the perception of overall satisfaction and
environmental comfort perception in classrooms by secondary school children (12–16 years), using
participatory techniques. It had been established a participatory, mixed method, where subjective
and objective aspects can contribute to build a coherent discourse on the perception of comfort in the
classroom, taking into account the active participation of the users.

We consider occupant perception to be a fundamental aspect of the process of architectural creation
and engineering of environmental control. The purpose is therefore to provide mechanisms which can
improve the response to the specific requirements of individuals. An improved adjustment to these
needs can contribute to the design of more suitable (mechanical and constructive) systems, as well as
to better energy use, improving both the practical energy efficiency of buildings and user experience.

2. Materials and Methods

This study presents a participative research on the overall environmental satisfaction and comfort
perception at class, using the emotional design as a driver through a mixed approach to classroom users
(students). The multifactorial character makes it necessary to collate and identify the (conscious or
subconscious) information which users can provide as active “sensors” of their ambient environment
to be able to feed predictive models for management of the indoor thermal environment.

The qualitative-exploratory and participatory part of the study is carried out using two techniques:
emotional drawings, and group debate around them. Through the drawings, students visually express
their understanding of indoor comfort in the school [43]. This technique also allows them to graphically
communicate which elements provide comfort, and which contribute to a lack thereof.

Then, they develop their group discourse at the level of global environmental comfort perception
inside the classroom. The drawings previously selected can act as triggers to elicit deliberation.
Students build a consensus on what they understand by thermal and environmental comfort in the
classroom, which aspects affect it positively and negatively and which solutions will be needed to
achieve it. Finally, two questionnaires complete the whole students’ evaluation, one based on the user
perception of how they feel indoors (aligned with ISO 7730 [31]), and the second one about classroom
features that may affect comfort and health in the classroom, under their point of view [44].

In parallel, indoor environment parameters (air temperature and relative humidity) were
monitored with portable sensors during working sessions with children. Measurements of relative
humidity and outdoor temperature conditions were continuously monitored during measurements.
However, the humidity and the indoor temperature of the classrooms were only punctual measures
during the development of the different sessions, to know the average temperature values during the
different sessions for each class. During the research, the environmental conditions were obtained for
both indoor and outdoor spaces to ensure similar boundary conditions for all users, and to be able to
evaluate the different responses and contributions in these conditions.

Data monitoring allows assessing the adaptation degree of the method to the specific characteristics
of the proposed study case.
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2.1. Location and Climate

The city of Seville, in the south of Spain, has a typical Mediterranean climate with mild winters
between December and March, very hot summers between June and September and short periods of
variable temperatures between seasons in April–May and October–November, although each time with
higher temperatures. Relative average humidity ranges from 44% to 80%, with variations inversely
proportional to the daytime temperature due to air heating. The predominant wind direction is
southwest with low speeds. There is a differentiation between the prevailing winds in winter, coming
from the northeast, and those in summer, coming from the southwest. Seville also presents a large
number of sunny days, with little cloudy or clear skies [45].

Figure 1 shows the school building, the study rooms are oriented south-southwest. Figure 2
shows the classroom typology.

 
Figure 1. Location and orientation of the case studies.

Figure 2. Classroom typology.
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2.2. Case Study

The evaluation of this methodology was carried out in a secondary school in Seville (Spain).
A total of 99 students were part of this study, aged between 12 and 14. According to the literature, this
range of age is more appropriate to express descriptions and relationships between students and the
built environment [37].

The study period was between 2 and 11 October 2019. The monitoring of indoor environmental
parameters (temperature, relative humidity) was carried out simultaneously with the reflection-by-drawing
exercise and the completion of questionnaires by the students. For the field measurements, a portable
device was arranged in each class during the whole class time for every session and classroom. Despite
the date, and as an evidence of the climate change ravages, the range of outdoor temperatures
corresponds to the studied period, the temperature variation exceeds 15 ◦C, recording outdoor
maximum temperature of 34.3 ◦C and minimum temperature of 19.4 ◦C. This difference has a great
influence on the variation in the thermal sensation of the students throughout the day. The stablished
schedule for students’ evaluations was set between 08:00 and 14:30 hours, since children complete
their activities during the class time. The indoor environmental conditions in classrooms in terms of
support for heating, ventilation and air conditioning (HVAC) equipment were freely evolving.

To carry out the exercise in each classroom, four sessions were needed, taking three consecutive
classes in the same week and lasting as much as 1 hour per session. The facilitator-researcher led these
sessions. During this time, the tasks to complete were the following:

1. Shallow presentation of the activity, emotional drawing by the students, coding of the drawings;
2. First group debate after drawing selection by the facilitator;
3. Keywords categorization, jotted down by the facilitator from the students’ consensus

and questionnaires;
4. Thinking about possible solutions to settle what they considered negative for comfort.

2.3. Qualitative Technique: Drawings

Currently, drawing is a tool with unquestionable scientific rigor. It is used in medical tests, in
pediatrics and psychology for instance, and its validation is based on evidence, recognized as an
emotional driver to know and evaluate children behavior, even for the detection and monitoring
of emotional, cognitive or behavioral disorders [46]. Despite that images in general are considered
qualitative data [27], there are quantitative tests able to assess children drawings [47].

Drawings are also used as part of mixed methods, as well as triangulated with other evaluation
techniques that support or refute the results, often applied in the child population. Well-known
and validated drawing tests are Draw-a-man Test (DAMT), Family Drawing, linked to Attachment
Theory [48], or Kinetic Family Drawing [49], validated with others, such as problem behavior tests,
to predict and mediate internal childhood behavior problems [49]. Researchers often compare with
questionnaires and objective visual indicators and given insights on familiar relationships, following
the art-based phenomenological analytic approach [50]. Other research applies creative techniques as
writing and storytelling to work out psychological disorders [51].

2.4. Questionnaires

Two questionnaires were given to students, with scaled answers for a better understanding and
evaluation on their part, as well as to collect aggregated data.

Firstly, they were asked to fill in the questionnaire on user comfort perception, aligned with ISO
7730, with questions about comfort perception, which included environmental issues such as classroom
location, lighting perception [52], indoor air quality and possible inconveniences linked to the pupil’s
position in the classroom. The survey was used to establish the boundary conditions of the classrooms,
but its results are not discussed in this article in depth. However, the results of those surveys and the
internal measurements of humidity and temperature and the quantitative indices such as PMV and
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Predicted Percentage of Dissatisfied (PPD) in classrooms for the same typology have been discussed
in [14]. The CO2 concentration and symptomatology of the students in [15] have also been analyzed
for the same climate and typology. A version of this questionnaire adapted to schools has been adapted
in [53].

Secondly, the facilitator distributed to the students the questionnaire on what conditions influence
their comfort in the classroom. It also contained scaled-answers and included a wide variety of issues
that potentially could affect to the environmental conditions of the classroom, as well as to their
hypothetical improvement according to the students’ own perspectives. In this questionnaire, the main
questions use language aimed at obtaining an impulsive response, without prior reflection or necessary
observation. The objective of this method is to extract the unconscious information that influences the
state of thermal comfort. The surveys distributed to the students in their original version in Spanish
are found in Appendix A.

2.5. Group Debate

The facilitator selected among all the drawings collected those that could represent most of the
pupils, or which provoked more interesting questions, so that the debate flowed easily and effectively.
The facilitator asked the creators to explain what they have drawn in order to better understand what
they want to reflect, after a discussion started. The following questions were asked:

• What do you see here?
• What is really happening here?
• How does this relate to our lives?
• Why does this concern, situation or strength exist?
• How can we become empowered through our new understanding?
• What can we do?

One of the questions that was most affected during the debate was “empowerment”, and it was
interesting to obtain a group feedback through their answers, to know the perspective of how they
understood it and what solutions could be put to such problems.

3. Results

In Seville, temperatures are highly variable between 8:00 and 14:30 hours. This implies that
the adaptability of people must be able to assimilate all the conditions included in that hour range.
When the temperature of a space deviates towards warmer or colder, it is altering the thermal comfort
of individuals. In the short time of a morning, that adaptability is very difficult. Therefore, it is very
likely that there will be situations in which one easily moves away from the comfort zone. To avoid
extreme discomfort, people turn to conscious and unconscious systems of adaptability. The immediate
system is the readjustment of clothing, putting on and taking off clothes throughout the morning.

Other factors of special interest are:

• The overcrowding of classrooms (there are 34 students in each class);
• The distribution of the students in the classrooms;
• The students’ activity, it is not the same when coming from physical education or technology

classes as coming from theoretical classes;
• Classrooms’ orientation, three case studies have a south orientation.

3.1. Boundary Conditions

The school year begins in mid-September. This study was developed one month after the
beginning of classes, with the autumn just begun. Autumn 2019 presented itself as a time of slightly
higher temperatures than usual. The average temperature of this season tends to be around 20 ◦C, but
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in this case, it has been recorded at an average of 1 ◦C more. No rainfall was recorded in the days
leading up to the survey.

On the day of the survey, the outdoor temperature variation exceeded 15 ◦C. In the morning at the
beginning of classes, 18 ◦C was measured and at the exit, 34 ◦C was reached. This difference has a great
influence on the variation in the thermal sensation of the students throughout the morning (Figure 3).

Figure 3. Outdoor temperature evolution in Seville during the study period.

Figure 4 shows a slight deviation from the CS1 and CS2 class towards heat sensations with respect
to the CS3 class, who were more comfortable thermally because their class schedule was 10 to 11 hours
and the average temperature measured was 26.2 ◦C. Meanwhile, for the CS1 and CS2 groups, the
time frame in which they did the questionnaires and the discussion was 11:30–12:30 and 12:30–13:30,
respectively, and the average temperature measured was 27.4 ◦C.

Figure 4. Thermal sensation reported by students.

Despite this, when assessing overall comfort (Figure 4), CS1 gets a rating somewhat worse than
CS3. This is indicative that there are factors that are affecting comfort beyond temperature.
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Figure 5 shows the comfort sensation reported by students. The valuations were affected by
several overall comfort parameters, as well as the schedules and time-frames for the assessments,
resulting in different distribution of rating among CS1, CS2 and CS3.

Figure 5. Comfort sensation reported by students.

Another value that can influence the results is the clothing of the occupants, as it has been
evaluated and established that the conditions in this aspect are very similar, since the variation is
minimal (Figure 6).

Figure 6. Clothing index (clo) in the classrooms.

3.2. Drawings

In the first session, students had to make a drawing that showed elements or factors that
represented the discomfort in the classrooms (Figure 7). This explanation was just indicative, trying
not to skew their own perceptions about the existing problems and their way of showing them with
images. A code instead of the name was provided to each survey, in order so that they could be
expressed more freely. For this study, spontaneous or freely expressed answers could give much more
valuable data than pre-defined answers, even if it is harder to quantify.

106



Sustainability 2020, 12, 5772

 
Figure 7. Emotional drawings performed by students.

In this case study, 20% of the students did not know what to draw about the classroom, and 5%
wrote a small opinion instead of drawing. A total of 50% of the drawings included an air conditioner
and the student’s position in the classroom. A total of 45% of the students drew windows, being one of
the most significant elements because the sun’s rays enter through them, and some even drew the
views in front of the windows. Many of the drawings included the blackboard, although in the debate
it was said that it was a component to be placed in the classroom. Other drawings included water,
doors, airflow, clothes and hairstyles.

3.3. Questionnaires

The surveys distributed included three fundamental questions. Scale/rank questions (from 0 to 5)
were used to ask respondents to rate items in order of importance or preference, where 0 meant that
the element had no influence and 5 that it was very influential.

Figure 8 shows the mean values of factors that influence comfort in the classroom. A total of 50%
of students voted that the most relevant elements influencing classroom comfort were noise, heat,
smell and the number of students in the classroom. The elements voted as less important were wall
color, roof color, floor material and table distribution. Regarding the trend in the different classes, there
is a small divergence of less than 1 point in almost all the factors.
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Figure 8. Response rates for factors that influence comfort in the classroom.

Figure 9 shows the mean values of factors that influence the temperature in the classroom. The most
voted elements were to have air conditioning and that the air conditioning was on. Other factors
voted as important were the number of students and the movement of the air in the classroom. Other
elements were considered of medium importance, including elements that were of little importance
in comfort such as wall color, roof color and the activity. Regarding the trend in the different classes,
there is a small divergence in the importance of air conditioning, air movement and classroom size.

Figure 9. Response rates for factors that influence the temperature in the classroom.

Figure 10 shows the mean values for factors that should be changed to improve the temperature
in the classroom. The answers were similar to question 2, given that the most important elements were
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related to air conditioning. Other additional factors were the distance to the window and the existence
of air flow/breeze.

Figure 10. Response rates for factors that should be changed to improve the temperature in the classroom.

3.4. Group Debate

In session 2, the facilitator asked the creators to explain what they had drawn in order to better
understand what they wanted to show, after other students expressed their opinions about those
drawings. We conducted a thorough content analysis of conversation transcripts and other meaningful
information collected, encompassing the researchers’ notes, interviews and children’s drawings. Table 1
describes the main themes identified.

Question “What do you see here?”. The most repeated response was the entry of sun through the
window. They also said that people, lights, walls and digital equipment were hot.

Question “What is really happening here?”. It is very hot in the class, there are many students
inside the class, the air does not move inside the class, the windows are broken and some reported bad
odor and humidity.

Question “How does it relates to our lives?”. It is mandatory to study until the age of 16 in person,
though in spring and summer, the temperatures are very high so it is more difficult to study, with some
even saying that their parents force them to go to school when they do not want to.

Question “Why does this concern exist?”. They believe the problem is that they do not put air
conditioning on when the temperatures are very high in Seville in summer. Therefore, each year
they pass, there is more heat and the heat is more durable, with some suggesting that this is due to
climate change.

Question “How can we become empowered through our new understanding?”. They think that
to become empowered you have to put air conditioning on in all classrooms, allow them to drink
water in class and adapt their clothes. They also think that if they create problems, do not go to class
on hotter days and complain to the authorities, someone will listen to them and solve the problem.
Further, they think that if someone measures the temperatures throughout the day it will be seen that
they are not suitable for teaching.

In session 4, it was proposed to think about possible solutions to improve thermal comfort.
The windows were proposed to be changed, using improvements such as corbels, sunshades or
curtains. Larger trees could be planted in the playground to provide shade and a cooler environment.
It was also necessary to include some element that moved the air, or open the windows when there
were windy conditions outside to obtain ventilation.
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Table 1. Frequency of Words in the Group Debate.

Letter Question Concept More Repeated Number

S

What do you See here? Sun 60
Window 56

Wall 38
People 29
Light 25

Digital Blackboard 16

H

What is really Happening here? Classroom 40
Heat 40

Students 35
Air 28

Window 26
Enter 24

Humidity 8
Odour 7

Movement 6

O

How does it relate to Our lives? Temperature 52
Study 30

Mandatory 25
School 25

Summer 18
Spring 17
Parents 12

W

Why does this concern exist? No Cooling 35
Temperature 30

Sevilla 20
Spain 10

Summer 10
Climate change 8

Long 7

E

How can we become Empowered
through our new understanding?

Air conditioning 28
Trouble 25
Water 20

Clothes 20
White 15

Hairstyle 14
Shutters 12

Blind 10
No assist 8

Report authority 3
Monitoring 2

D

What can we Do?

Air conditioning 38
Clothes 25

Fan 25
Drink 17
White 16

Ventilation 16
Short 12

Hand fan 10
Improve 8

Open Windows 7
Water 8

Hairstyle 7
Timetable 5

Trees 5
Paint 5
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Many students said that it was important the kind of clothes they wore, although sometimes this
measure was insufficient to achieve well-being conditions indoors. Other measures were to turn off
the lights, install fans or hand-fans, drink water or even change the hairstyle.

In addition, students performed claims such as “overheating due to excessive solar radiation
through the windows” or that “with such heat cannot think”, even that “they get very distracted
during the day to try to find solutions to have less heat”.

Having to engineer "homemade" mechanisms to acclimatize or seek comfort often resulted in
wasted time, according to the testimonies of the participants, such as using the notebooks as fans, or
they got wet in the playground so as not to pass heat when they entered the classroom.

Some of them even thought that small actions such as painting the classrooms white or better
thinking about the hours in which the different subjects are carried out can help to improve comfort in
the classroom.

4. Discussion

The students proposed diagnoses and possible solutions to the problems of the indoor environment
of the classroom. The teaching–learning indoor environment must have a global environmental comfort
assessment (including aspects of thermal comfort [54], but not exclusively), and students should
be considered as a fundamental part in this assessment, as well as the costs for its operation and
adequacy [55].

The factors that in this study were considered the most influential with 50% of the students’ votes
were noise, heat and odor. In the study carried out by Zhang et al., where students were divided into
different and independent clusters, noise was considered the most annoying followed by odor [43],
while in the Sense Lab’s experience room, students reported that the problems that affected them most
were noise (58%) followed by temperature (53%) [43].

In the content analysis of the debate group a clear tendency towards student discomfort was
found caused by overheating. Zhang et al.’s study in the Netherlands coincides, due to more than 70%
of teachers from different types of schools indicating that the most requested students’ modification
was the adjustment of windows, with the argument of thermal discomfort [41].

The modifications proposed by the students in this studio range from modifications to clothing,
window adjustments, equipping the classroom with air conditioners and fans to planting trees around
the classrooms. In the study carried out by Bluyssen et al., students proposed similar solutions [43].
The students of both studies agreed on the need to implement a device that regulates ventilation in the
indoor environment, adapting to changes in the outdoor environment automatically.

The differences in the perception of aspects that cause discomfort in the classroom between this
study and the contrasted studies [41–44] may be due to the fact that the variation in the thermal
environment not only affects thermal comfort but also has an impact on the perception of other factors
related to the indoor environment [56].

5. Conclusions

Currently, the perceptions of overall comfort in general, and at schools in particular, are incomplete
or biased, often leading to failure when carrying out HVAC interventions, or in prior installed
air-conditioned classrooms, where students still declare that they are not comfortable. In educational
buildings, the approach that engages students in POE provides researchers with highly contextualized
information about which elements are most influential in global (thermal and environmental) comfort,
helping the analysis to be done more accurately and thinking about the factors that maximize the
performance solutions.

The adapted POE methods motivated the students: feeling involved, they seemed excited to share
their opinion and propose improvements. When feeling empowered, they create real opportunities for
change, even discussing it with their families and close friends to explore new possibilities. Leveraging
this motivation offers a real opportunity for change.
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On the other hand, the application of techniques or methods that promote the active participation
of users (belonging to the Participatory Action Research (PAR)) implies reflection on a certain topic or
issue, common for a collective (pupils in class or school). This reflection leads to deepen the problems’
roots, so environmental comfort misinformation, ignorance or lack of autonomy in comfort-related
device control could be detected. Group debates contributed to build a common and aware discourse
that tried to fix those gaps, that also may be communicated to decision-makers (teachers, school
managers and directors, etc.) as part of a potential intervention strategy.

On the other hand, using the qualitative participatory technique based on drawings and group
debates, insights independent of this kind of research are unveiled, not before considered from
researchers, that could result in solutions that not only conduct possibly energy-saving but also cheaper
and faster environmental comfort-related interventions, since real needs and lacks are soon-detected,
revealed and analyzed from the users’ experiences, to the researchers and intervenors.

The solutions that students gave, which covered a wide range of issues, also served to address the
heat adaptation concern and even to raise awareness about energy savings.

Taking into account starting points that do not cost money, such as the position of the tables in the
classroom or the study of the hours in which the different subjects must be taught, including access to
the operation of the windows, blinds and lights can contribute to improving comfort in spaces. In
addition, there are other adaptive solutions like changing your hairstyle or clothes. There are even
improvement proposals that cost less and can greatly influence the microclimate, such as planting
trees. Classroom ventilation was determined as an important element of indoor air quality and
thermal comfort.

This research has provided information to the design community that is not generally obtained
through Post-Occupational Evaluation (POE) but is essential in addressing design quality, since the
approach gives importance to the people who really use the school buildings.
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Appendix A

Figure A1. Original Questionnaire.
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Figure A2. Original Questionnaire.
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Figure A3. Original Questionnaire.
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Abstract: The use of building energy models (BEMs) is becoming increasingly widespread for
assessing the suitability of energy strategies in building environments. The accuracy of the results
depends not only on the fit of the energy model used, but also on the required external files, and the
weather file is one of the most important. One of the sources for obtaining meteorological data for a
certain period of time is through an on-site weather station; however, this is not always available
due to the high costs and maintenance. This paper shows a methodology to analyze the impact on
the simulation results when using an on-site weather station and the weather data calculated by a
third-party provider with the purpose of studying if the data provided by the third-party can be
used instead of the measured weather data. The methodology consists of three comparison analyses:
weather data, energy demand, and indoor temperature. It is applied to four actual test sites located
in three different locations. The energy study is analyzed at six different temporal resolutions in
order to quantify how the variation in the energy demand increases as the time resolution decreases.
The results showed differences up to 38% between annual and hourly time resolutions. Thanks to
a sensitivity analysis, the influence of each weather parameter on the energy demand is studied,
and which sensors are worth installing in an on-site weather station are determined. In these test
sites, the wind speed and outdoor temperature were the most influential weather parameters.

Keywords: weather file management; weather datasets; weather stations; building energy simulation;
sensitivity analysis of weather parameters; thermal zone temperature

1. Introduction

The sustainable development goals report of 2019 highlighted the concern of the United Nations
toward a more sustainable world where people can live peacefully on a healthy planet. One of the
most important areas for the protection of our planet is the actions to mitigate climate change. “If we
do not cut record-high greenhouse gas emissions now, global warming is projected to reach 1.5 ◦C in the
coming decades” [1]. This concern was also endorsed by 186 parties in the Paris agreement on climate
change in 2015 [2]. One of the strategies for tackling climate change is to reduce energy consumption
(by increasing the system efficiency) and increase the use of clean energy so that greenhouse gas
emissions are reduced. In this process of decarbonization, the buildings and the construction sector
are critical elements, since as the Global Status Report for Buildings and Construction highlighted,
they are responsible “for 36% of final energy use and 39% of energy and process-related carbon dioxide (CO2)
emissions in 2018, 11% of which resulted from manufacturing building materials and products such as steel,
cement and glass.” [3].
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For this reason, building energy models (BEMs) play an important role in the understanding
of how to reduce the energy consumed by buildings (lighting, equipment, heating, ventilation, and
air-conditioning (HVAC) systems, etc.) and how to optimize their use. As Nguyen et al. highlighted,
there is a huge variety of building performance simulation tools [4], and EnergyPlus is one of the most
used [5]. In any simulation program, to obtain reliable results, the model must not only be adjusted
to the behavior of the building, but all the files on which it depends must be reliable and suitable for
the use that will be given to the model. Of all these files, the weather file is, perhaps, one of the most
important [6].

Bhandari et al. highlighted that there are three kinds of weather data files, typical, actual, and future,
which should be selected according to the use of the energy model [6]. The first corresponds to a
representation of the weather pattern of a specific place taking into account a set of years (commonly
20–30 years). For each month, the data are selected from the year that was considered most “typical” for
that month so that it represents the most moderate weather conditions, excludes weather extremities,
and reflects long-term average conditions for a location. In general, they are used to design and study
the behavior of the building under standard conditions, to obtain Energy Performance Certificates,
to study the feasibility of a building’s refurbishment, etc. The typical files are not recommended in
extreme conditions, such as designing HVAC systems for the worst case scenario.

There are two main sources of typical weather files: those developed by the National Renewable
Energy Laboratory (NREL), which come from stations in the United States and its territories, where the
different versions (typical meteorological year (TMY), TMY2, and TMY3) take into account different
numbers of stations, time periods, solar radiation considerations, etc. [7,8]; and those developed by the
American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) as a result of
the ASHRAE Research Project 1015 [9,10]: the International Weather for Energy Calculations (IWEC),
which takes into account weather stations outside the United States and Canada. The latest version
(IWEC2) covers 3012 worldwide locations [11] taking into account a 25 year period (1984–2008) from
the Integrated Surface Hourly (ISH) weather database.

The second kind of weather data file, actual, corresponds to a specific location and time period.
It could be obtained from an on-site weather station or by processing data from several nearby stations.
The latter option is commonly used by external data providers. This type of file is usually used to
carry out building energy model calibrations, calculate energy bills and utility costs, study the specific
behavior of HVAC systems, etc. As can be seen, these files take into account extraordinary situations,
such as heat waves, adverse or extraordinary atmospheric phenomena, etc. [12].

Finally, the last kind of weather data file, future, is mainly used to simulate how it is possible to
adapt the building energy demand to an external energy requirement (demand response [13]) or to
obtain better use strategies of HVAC systems in certain situations (model predictive control [14,15]).
As Lazos et al. highlighted, there are three common groups of forecasting techniques: statistical,
machine learning, and physical and numerical methods [16].

Therefore, each kind of weather data file has a certain purpose; therefore, the reliability of the
results will largely depend on the accuracy and suitability of the file selected [17,18].

Many studies highlighted the importance of the weather file when performing building energy
analysis, as its accuracy is generally assumed, although it is out of the control of the person in charge
of the simulation, its difference being significant. The following are some examples of studies that use
typical weather files for different applications where the weather data are relevant. It is meaningful
in retrofitting scenarios [19], or when quantifying renewable energy as in the cases when sizing
photovoltaic solar panels [20], or when used to obtain ground temperatures [21], even when studying
climate change; the accuracy of the weather files is also very important, as they are the baseline files in
the process of morphing the data [22–24]. Therefore, when using such files, it is important to try to use
the most recent [25].

There are other studies that analyze the building energy performance using actual weather
files, either from commercial vendors [26], or developed using nearby weather stations, not located
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in the building [6,27–29], or the lesser ones, from weather stations placed in the building or in
its surroundings [30]. Finally, regarding the future weather files, the uncertainty of the forecast
files is closely related to the accuracy of the files on which they are based [31–33]. There are many
studies that highlight the importance of the weather files, measuring, for example, their impact on
passive buildings [34], on micro-grids [35,36], etc., calculating the loads of district energy systems [37],
the electricity consumption with demand response strategies [13], or evaluating the effect on comfort
conditions [38]. Some analyzed the effect that certain parameters of the weather file have, emphasizing
the temperature as the most sensitive value for load forecasting [39,40].

In terms of temporal resolutions, most research focused on annual results when comparing
different sets of weather data. Wang et al. analyzed the uncertainties in annual energy consumption
due to weather variations and operation parameters for a reference office prototype, concluding that
uncertainties caused by operation parameters were much more significant than weather variations [26].
Crawley et al. analyzed the energy results using measured weather data for 30 years and several
weather datasets for a set of five locations in the USA, and the variation in annual energy consumption
was on average ±5% [17]. Seo et al. conducted a similar study, also analyzing the peak electrical
demand with similar results: a maximum difference of 5% [41].

In terms of research that focused on monthly criteria, Bhandari et al. found that, when using
different weather datasets, the annual energy consumption could vary around ±7%, but up to ±40%
when monthly analysis was performed [6]. Radhi compared the building’s energy performance of
using past and recent (up-to-date) weather data with annual and monthly criteria. This showed a
difference of 14.5% between the annual electricity consumption simulated with past data and actual
consumption, while this difference grew up to 21% for one month when monthly criteria were used [42].
Finally, there were a few studies where the temporal resolution was less than one month. With weekly
criteria, Silvero et al. compared five different weather data sources with the observed meteorological
data, showing that, for the annual criteria, the results were similar, but for the hottest and coldest
weeks of the year, the inaccuracies increased [28].

The aim of this work is to show how to evaluate the impact of using two different actual weather
datasets on the building energy model simulations, measuring both their effect on energy demand
and indoor temperature. The purpose is to analyze if the data provided by the on-site weather stations
(with a high economic cost and maintenance) could be replaced by the actual data provided by a
third-party. For this study, four test sites based on real buildings were used to compare the existing
variations when weather files with data obtained from real stations and external provider were used
in the simulations. These test sites are part of an EU funded H2020 research and innovation project
SABINA (SmArt BI-directional multi eNergy gAteway) [43], which aims to develop new technology
and financial models to connect, control, and actively manage the generation and storage of assets to
exploit synergies between electrical flexibility and the thermal inertia of buildings. The energy demand
variation analysis was measured by grouping it into different periods (annual, seasonal, monthly,
weekly, daily, and hourly) since as explained by ASHRAE [44], “. . . the aggregated data will have a reduced
scatter and associated CV(RMSE), favoring a model with less granular data.” The objective of the paper is to
highlight these differences in the results when using different granular criteria since, depending on
the use of the building energy model, their influence can be significant, for example for calibration
purposes, where the monthly or hourly criteria are required. A sensitivity analysis was also performed
to evaluate the influence of each weather parameter on the energy demand variation when using the
two different actual weather datasets.

The main contributions of this research are: (1) four real test sites, with different uses and
architectural characteristics, located in three different climates were employed in the study; (2) while
most of studies that analyze weather data influence in building energy simulation use the typical
meteorological year (TMY) [19–24], this study performed a comparison of two actual datasets: on-site
and third-party weather data; (3) when the studies used actual weather data, they usually lacked a
local weather station due to its expensive installation [6,27–29]; instead, the observed weather data
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from this study were provided by three weather stations installed on the building roofs or in their
surroundings, providing on-site measurements; and (4) the energy results are shown with different
temporal resolutions (from annual to hourly) in order to highlight the differences in the variations
when the data are accumulated.

The paper is structured as follows. In Section 2, we describe the methodology used to analyze
both the differences between the on-site and third-party weather datasets and the variation produced
by these weather files in the results of the simulations in terms of the energy demand and in terms
of the indoor temperature. In Section 3, we show the results obtained from the different approaches:
the weather datasets comparison (Section 3.1), energy demand (Section 3.2), and indoor temperature
(Section 3.3). Finally, in Section 4, we discuss the results obtained in the study, and in Section 5,
the conclusions are presented.

2. Methodology

Figure 1 shows the diagram of the methodology used in this study and the three analyses that
were performed: (1) the weather data comparison between the data provided by the on-site weather
stations and the third-party data; and through energy model simulations using these two weather
datasets; (2) the energy demand comparison; and (3) the indoor temperature comparison.

Building Energy Model

On-site 
weather file

Third-party 
weather file

Simulations at fixed setpoint temperature

Third-party 
Energy demand

On-site 
Energy demand

Energy analysis

Third-party 
Thermal zone temp.

On-site 
Thermal zone temp.

Temperature analysis

Building Energy Model

On-site 
weather file

Third-party 
weather file

21 Simulations at fixed energy

Energy comparison
Temperature comparison

Weather comparison

R
es

ul
ts

Figure 1. Diagram of the methodology used to check the effect of the use of different actual weather
data in the building energy simulations. Three analyses are performed in the study: weather data
comparison (methodology explained on Section 2.1), energy comparison (Section 2.2), and indoor
temperature comparison (Section 2.3).

2.1. Weather Data Comparison Methodology

Once the weather data from the on-site weather station and the third-party are gathered, the first
analysis is the comparison using a Taylor Diagram [45,46]. This provides a simple way of visually
showing how closely a pattern matches an observation, and it is a useful tool to easily compare different
parameters at a glance using the same plot. This type of comparison is widely used when weather
parameters are analyzed [28,47–51]. Developed by Taylor in 2001, this diagram shows the correspondence
between two patterns (in this case, third-party weather data as the test field (f ) and on-site weather data
as the reference field (r)) using three statistical metrics: the correlation R, the centered root-mean-squared
difference RMSdi f f , and the standard deviation σ of the test and reference field.

The correlation R (3) is used to show how strongly the two fields are related, and it ranges from
−1 to 1. The centered root-mean-squared difference RMSdi f f (4) measures the degree of adjustment in
amplitude. The closer to 0, the more similar the patterns are. Both indexes provide complementary
information quantifying the correspondence between the two fields, but to have a more complete
characterization, their variances are also necessary, which are represented by their standard deviations
σf (1) and σr (2) [46]. To allow the comparison between different weather parameters and to show them
in the same plot, RMSdi f f and σf are normalized by dividing both by the standard deviation of the
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observations (σr). Thus, the normalized reference data have the following values: σr = 1, RMSdi f f = 0,
and R = 1.

Figure 2 shows the Taylor diagram baseline plot and how it is constructed. The reference point
appears in the x-axis as a grey point. The azimuthal positions show the correlation coefficient R
between the two fields. The standard deviation for the test field σf is proportional to the radial distance
from the origin, with the solid dashed arc as the reference standard deviation σr. Finally, the centered
root-mean-squared difference RMSdi f f between the test and reference patterns is proportional to the
distance to the reference point, and the arcs indicate its value. The diagram allows us to determine the
ranking of the test fields by comparing the distance to the reference point.

In Figure 2, two test fields are represented as an example: Example 2 has a correlation ±0.99,
a RMSdi f f ±0.24, and a σf ±1.15. Example 1 has a correlation ±0.48, a RMSdi f f ±1.40, and a σf ±1.55.
Example 2 performs better than Example 1 since all the metrics are better. The diagram shows this in a
visual way as Example 2 is closer to the reference point.

σ2
f =

1
N

N

∑
n=1

( fn − f̄ )2 (1)

σ2
r =

1
N

N

∑
n=1

(rn − r̄)2 (2)

R =
1
N ∑N

n=1( fn − f̄ )(rn − r̄)
σf σr

(3)

RMSdi f f =
[ 1

N

N

∑
n=1

[( fn − f̄ )− (rn − r̄)]2
]1/2

(4)

Example 1

Example 2

Standard deviation - Normalized

REF

RMSdifference

Correlation

Figure 2. A Taylor diagram example.

2.2. Energy Analysis Methodology

The study of the impact on the energy demand due to the use of two different actual weather
datasets is based on the energy simulation, and therefore, building energy models (BEM) are needed.
For this study, detailed BEMs are employed using the EnergyPlus engine [52,53]. BEMs require
weather files in the EPW format, which are created using the weather data from both sources (on-site
and third-party weather data) and employing the Weather Converter tool [54] provided as an auxiliary
program by EnergyPlus.

As shown in Figure 1, the energy analysis studies the impact on the energy demand when using
both on-site and third-party weather files. BEM provides the energy demand that it requires each
weather file to accomplish with the defined requirements (the temperature setpoint of each space).
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The energy results using the on-site weather file are established as the reference as they corresponded
with the weather data measured in the building’s surroundings. Comparing the variation between the
energy demand results using both weather files allows us to analyze the impact of using weather data
from third-party sources with respect to the reference.

In order to perform a deeper study, a sensitivity analysis is performed to analyze the effects on
the energy demand generated by each weather parameter. The methodology consists of replacing
variables (one variable at a time) from the on-site weather file with data from the third-party weather
file and generating specific weather files for each parameter. For example, when the dry bulb
temperature is analyzed, a weather file is prepared that has the dry bulb temperature data from
the third-party, but the rest of the weather parameters are maintained the same as in the on-site weather
file. This way, the impact on energy demand when using only dry bulb temperature data from a
third-party can be studied. This procedure is done for the weather parameters analyzed in the weather
comparison: the dry bulb temperature (Temp), relative humidity (RH), direct normal irradiation (DNI),
diffuse horizontal irradiation (DHI), wind speed (WS), and wind direction (WD). These weather
parameters are selected for the study as they are all used by EnergyPlus in the simulations, unlike
other parameters, such as the global horizontal irradiation [54].

In the case of the other weather parameters provided by the weather stations, such as the
atmospheric pressure and precipitation, they are not presented in this study as their impact in the
BEMs is low. The process to perform the energy analysis is the same as before: BEM is simulated with
the generated weather file with one parameter changed, obtaining an energy demand that is compared
to the reference (the energy demand obtained using the on-site weather data).

As was explained in the Introduction, most of the studies that analyzed the effect of using
different weather datasets in the building energy simulations used only the annual energy results,
and only some of them used smaller temporal resolutions (monthly or weekly). This study presents
the analysis according to different temporal resolutions and discusses the differences in the results.
The time granularity levels proposed are annual, seasonal, monthly, weekly, daily, and hourly. Thus,
the uncertainty metrics calculated for the energy results are related to the accumulated energy demand
provided by the model in year, season, month, week, day, and hour periods.

For the statistical analysis of the results, three metrics are used in the study: the mean
absolute deviation percent (MADP) (5), the coefficient of variation of the root-mean-squared error
(CV(RMSE)) (6), and the coefficient of determination (R2) (7). The equations of these statistical indexes
are shown as:

MADP =
∑n

i=1 |yi − ŷi|
∑n

i=1 |yi| (5)

CV(RMSE) =
1
ȳi

√
∑n

i=1(yi − ŷ)2

n − p
(6)

R2 =

⎛
⎝ n · ∑n

i=1 yi · ŷ − ∑n
i=1 yi · ∑n

i=1 ŷ√
(n · ∑n

i=1 y2
i − (∑n

i=1 yi)2) · (n · ∑n
i=1 ŷ2 − (∑n

i=1 ŷ)2)

⎞
⎠

2

. (7)

In the equations, n is the number of observations, yi the on-site measured data at moment i, and ŷi
the third-party value at that moment.

MADP and CV(RMSE) are both quantitative indexes that show the results in percentage terms.
They allow the comparison between different test sites, weather parameters, and time resolutions.
MADP, which is also called the MAD/mean in some studies [55], has advantages that overcome
some shortcomings of other metrics. It is not infinite when the actual values are zero, is very
large when actual values are close to zero, and does not take extreme values when managing
low-volume data [55–57]. CV(RMSE), which gives a relatively high weight to large variations,
is the other percentage metric selected for this study because it is a common metric in energy analysis.
Indeed, the ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engineers)
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Guidelines [44], FEMP (Federal Energy Management Program) [58], and IPMVP (International
Performance Measurement and Verification Protocol) [59] use it to verify the accuracy of the models.

The coefficient of determination (R2) allows us to measure the linear relationship of the two
patterns [60]. It ranges between 0.00 and 1.00, and higher values are better. It should be noted that
uncertainty cannot be assessed using only this metric as the linear relationship may be strong, but with
a substantial bias.

In the study, the MADP and CV(RMSE) metrics are shown for all the temporal resolutions,
from annual to hour. However, R2 is only analyzed for the hourly time grain as the study of the linear
relationship of larger time grains variations, which has few points, is meaningless.

2.3. Indoor Temperature Analysis Methodology

The third comparison analysis studies the impact of using the two weather datasets (on-site and
third-party weather files) for the building’s indoor temperature. In order to allow the temperature
comparison, the energy used by each model is fixed. In other words, both simulations with on-site and
third-party weather data use the exact same energy; however, due to the differences in the weather
parameters, the indoor temperature is different. The methodology consists of performing the first
simulation with the on-site weather file to obtain the baseline energy demand for each thermal zone of
the model. This baseline energy demand is then injected into the model using an EnergyPlus script for
an HVAC machine that distributes that energy in each thermal zone. Then, the model is simulated
for both the on-site and third-party weather files. The results of the building temperature—unifying
thermal zone temperature, weighing it with respect to its volume—of these two last simulations are
compared to analyze the impact on the indoor temperature conditions.

In this case, two quantitative indexes (mean absolute error MAE (8) and root-mean-squared
error RMSE (9)) and a qualitative index (R2 (7)) are used to quantify the variation in the shape of the
temperature curves.

MAE =
1
n

n

∑
i=1

|yi − ŷi| (8)

RMSE = [
1
n

n

∑
i=1

(yi − ŷi)
2]

1
2 . (9)

The MAE and RMSE indexes are used to determine the average variation of the indoor temperature
when using the different weather files in the simulations [61]. Both measure the average magnitude
of the variation in the units of the variable of interest and are indifferent to the direction of the
differences, overcoming cancellation errors. However, RMSE gives a relatively high weight to large
deviations [62–64]. RMSE will always be greater than or equal to MAE (due to its quadratic nature);
thus, the greater the difference between MAE and RMSE, the greater the variance between the individual
dispersions on the sample. In this case, the three metrics are calculated for the hourly criteria.

3. Results

The methodology described in the previous section was applied to four buildings located in
three different real test sites for a period of one year (2019). The test sites were an office building
at the University of Navarre in Pamplona (Spain), a public school in Gedved (Denmark), and two
buildings in the Lavrion Technological and Cultural Park (LTCP) in Lavrion, Greece: H2SusBuild and
an administrative building. As shown in Figure 1, three different analyses were performed in the study:
weather dataset comparison, energy comparison, and indoor temperature comparison. The following
three subsections develop the three analyses.

3.1. Weather Data Comparison

For the analysis and comparison of the weather data, the first step was the data gathering
from the on-site and third-party sources for the three locations for the period of study, which is the
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whole year 2019. On-site weather data were provided by weather stations installed in the buildings’
surroundings. In Pamplona and Gedved, the weather station was installed on the buildings’ roofs.
In the case of Lavrion, the weather station was placed in the Technological and Cultural Park where
the two test sites were located, near H2SusBuild. Table 1 shows the range, resolution, and accuracy of
the sensors that formed part of each weather station. In general, the sensors of Pamplona’s weather
station had the best accuracy. In the case of Lavrion, the diffuse solar radiation had a manual shadow
bar that required readjustment every two days.

The time period of the measured data gathered from the three weather stations is the whole
year 2019. Despite the good quality of the measured weather data, the raw data contained small gaps,
usually a few hours, so interpolation was performed in order to fill in the missing data. On the other
hand, the Weather Converter tool, which is used to generate the weather files, allows undertaking a
complementary validation of the data since it produces a warning if data out of the range are used in
the weather files’ generation process.

The third-party actual weather data for the year 2019 and for three locations were provided by
meteoblue [65]. They are simulated historic data for a specific place and time calculated with models
based on the NMM (nonhydrostatic meso-scale modeling) or NEMS (NOAA Environment Monitoring
System) technology, which enables the inclusion of the detailed topography, ground cover, and surface
cover. Further information about the computation of the weather data provided by meteoblue is
available in [66].

The results of the weather parameter comparison between data from on-site weather stations
and third-party (meteoblue) are shown using the Taylor diagram described in Section 2.1. Figure 3
summarizes all the results: showing the three statistics (R, RMSdi f f erence, and σ) for the whole period
of study (2019) calculated on an hourly basis, for the six weather parameters analyzed (Temp, RH,
DNI, DHI, WD, and WS), and for the three locations (each one represented in a different color).

For Pamplona weather (represented in blue), the diagram shows that Temp provided the weather
parameter for this location that better agreed with the on-site observations as it had the highest
correlation R of around 0.95, the smallest RMSdi f f (±0.3), and a very close σf (standard deviation) to
the reference (±0.95). RH, DNI, and DHI provided similar results with a correlation around 0.7–0.8,
an RMSdi f f between 0.5–0.6, and a good standard deviation. The parameters that correlated worse
with the observed values were the wind parameters, especially WD (R = 0.09).

For Gedved weather (red color), the Taylor diagram shows that Temp was the third-party weather
parameter that agreed best with the on-site observations, with an R of around 0.97. As in Pamplona,
the wind parameters delivered the results furthest from the reference point. WS had an acceptable
correlation, but a very high standard deviation, and WD performed better for σf , but had a low
correlation (less than 0.5). For the third location, Lavrion (green color), Temp also had a good correlation
R (higher than 0.95). RH, DHI, and WS had a medium R for the observed data (around 0.8), but they
presented differences in the other metrics. RH had a better standard deviation than the other two,
and RH and DHI had a lower RMSdi f f than WS. In this location, the parameter that provided the
worst results was WD, which had the worst R (−0.22) and the highest RMSdi f f (1.5).

126



Sustainability 2020, 12, 6788

T
a

b
le

1
.

Te
ch

ni
ca

ls
pe

ci
fic

at
io

ns
of

th
e

se
ns

or
s

of
th

e
w

ea
th

er
st

at
io

ns
in

st
al

le
d

in
th

e
of

fic
e

bu
ild

in
g

in
Pa

m
pl

on
a

(S
pa

in
),

in
G

ed
ve

d
Sc

ho
ol

(D
en

m
ar

k)
,a

nd
in

th
e

Te
ch

no
lo

gi
ca

la
nd

C
ul

tu
ra

lP
ar

k
in

La
vr

io
n

(G
re

ec
e)

.

S
e

n
so

r
P

a
m

p
lo

n
a

(S
p

a
in

)
G

e
d

v
e

d
(D

e
n

m
a

rk
)

L
a

v
ri

o
n

(G
re

e
ce

)

R
a

n
g

e
R

e
so

lu
ti

o
n

A
cc

u
ra

cy
R

a
n

g
e

R
e

so
lu

ti
o

n
A

cc
u

ra
cy

R
a

n
g

e
R

e
so

lu
ti

o
n

A
cc

u
ra

cy

Te
m

pe
ra

tu
re

(◦
C

)
−5

0
to

+6
0

0.
1

±0
.2

−4
0

to
+6

0
0.

1
±0

.3
−4

0
to

+6
5

0.
1

±0
.5

R
el

at
iv

e
H

um
id

it
y

(%
)

0
to

10
0

0.
1

±2
0

to
10

0
1

±2
.5

0
to

10
0

1
±3

(0
–9

0%
)

±4
(9

0–
10

0%
)

A
tm

os
ph

er
ic

Pr
es

su
re

(m
ba

r)
30

0
to

12
00

0.
1

±0
.5

15
0

to
11

50
0.

1
±1

.5
88

0
to

10
80

±0
.1

±1

Pr
ec

ip
it

at
io

n
(m

m
)

0.
3

to
5.

0
0.

01
-

-
0.

2
±2

%
-

0.
2

±4
%

/0
.2

5
(<

50
m

m
/h

)
±5

%
/0

.2
5

(>
50

m
m

/h
)

W
in

d
D

ir
ec

ti
on

(°
)

0
to

35
9.

9
0.

1
<3

1
to

36
0

1
1%

1
to

36
0

1
±4

%

W
in

d
Sp

ee
d

(m
/s

)
0

to
75

0.
1

±3
%

(0
–3

5)
±5

%
(>

35
)

1
to

96
1

0.
1

(5
–2

5)
1

to
67

0.
44

±1
/
±5

%

G
lo

ba
lS

ol
ar

R
ad

ia
ti

on
(W

/m
2 )

0
to

±1
30

0
1

<
±1

0%
0

to
±1

30
0

1
<
±1

0%
0

to
15

00
1

<1
0

D
iff

us
e

So
la

r
R

ad
ia

ti
on

(W
/m

2 )
0

to
±1

30
0

1
<
±1

0%
0

to
±1

30
0

1
<
±1

0%
0

to
15

00
1

<2
0

127



Sustainability 2020, 12, 6788

Pamplona (Spain)
Gedved (Denmark)
Lavrio (Greece)

REF

RMSdifference

Figure 3. The normalized Taylor diagram for the three weather locations (Pamplona (Spain), Gedved
(Denmark), and Lavrio (Greece)) compared on an hourly basis for on-site and third-party weather data
for the year 2019. This shows the dry bulb temperature, relative humidity, direct normal irradiation,
diffuse horizontal irradiation, wind speed, and wind direction.

Comparing the statistical results for the three locations, the performance of data provided by
the third-party varied for each location. Gedved provided the best results for four of the six weather
parameters (Temp, RH, DHI, and WD). In the three cases, Temp was the parameter that best matched
the reference (R around 0.95, RMSdi f f lower than 0.4, and σf near one), and WD was the worst
(correlations lower than 0.5 and RMSdi f f higher than 0.9). WS also provided poor correspondence
with the observations, especially for the Gedved location. The rest of the parameters were scattered in
the medium part of the diagram.

In Appendix A, a deeper analysis is shown where the statistical indexes for the monthly and
seasonal data are represented in order to analyze their homogeneity. Figures A1–A3 show that the
Temp, RH, DNI, DHI, and WD parameters for the three weathers were quite homogeneous, with the
seasonal and monthly indexes quite concentrated, providing similar R, RMSdi f f , and σf . There are
some exceptions, such as DNI for November in Pamplona and January in Gedved, which agreed worse
with the observations than for the rest of the months. On the other hand, WS had more heterogeneous
monthly and seasonal results since more scattered points were seen in the diagrams. In general,
the winter and autumn months correlated the worst with the observed data.

Since the wind parameters produced higher variations when comparing on-site and third-party
weather datasets, a deeper comparison analysis was performed using wind rose diagrams (see Figure 4).
This diagram shows the distribution of the wind speed and wind direction. The rays point to the
direction the wind is coming from, and their length indicates the frequency in percentage. The color
depends on the wind speed, growing from blue to red colors. Pamplona’s wind rose shows that
WS from the third-party data was much higher than observed, and although the prevailing direction
was north in both cases, there were important differences in the frequency percentages. For Gedved,
the third-party data provided much higher wind speed (yellow to red colors in the wind rose) than
the observed data (blue colors) and a different prevailing wind direction. Finally, the wind roses for
Lavrion show differences in the prevailing wind direction and very different wind speeds, being higher
in the third-party wind rose.
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Figure 4. Wind rose comparison between the weather station and third-party data of the Pamplona
(Spain), Gedved (Denmark), and Lavrion (Greece) locations.

3.2. Energy Analysis Results

After analyzing the variations in the different weather parameters between the on-site and third-party
weather data for the three weathers, the following analysis consisted of the study of the impact produced
by these variations in the test sites’ building energy demands using detailed BEMs. Figure 5 shows
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the four test sites analyzed in this study showing a real image from the building and an image of the
performed model in EnergyPlus (in colors for the different thermal zones of each building).

Figure 5. The test sites analyzed. From left to right: office building (University of Navarre, Spain);
Gedved school (Denmark); H2SusBuildand administration building in Lavrio (Greece). On top, the real
buildings and, on the bottom, the building energy models (SketchUp thermal zone representation,
OpenStudio plugin [67]).

The first test site was the office building attached to the Architecture School at the University
of Navarre in Pamplona (Spain). It hosts administration uses and classrooms for the postgraduate
students. This building is a 755 square meter single-story building built in 1974. It has a concrete
structure; the outdoor walls are built of red brick fabric (U value = 0.3 W/m2K); the flat roof has the
insulation above the deck (U value = 0.2 W/m2K); and aluminum window frames were installed
in situ with an air chamber. The Gedved public school (Denmark) consists of six buildings and was
built in 1979 and then renewed in 2007. The library of one of the school buildings was selected as the
test site. It is a one-story building with a total surface area of 1138 m2, with a big central space—the
library—and nine classrooms and serving spaces around it. The building walls consist of two brick
layers with 150 mm insulation in between (U value = 0.27 W/m2K). The windows are two-layer
double-glazed windows with cold frames. The ceiling is insulated with 200–250 mm mineral wool
for the sloping and flat ceiling, respectively (U value = 0.07 W/m2K and 0.16 W/m2K, respectively),
and the floor is made of concrete and contains 150 mm insulation under it (U value = 0.21 W/m2K).

In Lavrion (Greece), two buildings from the Lavrion Technological and Cultural Park (LTCP) were
used as test sites: H2SusBuild and the administration building. H2SusBuild has a ground floor and an
attic floor with a total surface area of approximately 505 m2 . The ground floor hosts a small kitchen,
toilets, the control room, and the main area. The attic also hosts two offices and a meeting room.
Its envelope consists of a concrete structure with double concrete block walls and single-glazed windows
with aluminum frames. It also has external masonry consisting of double brick walls with 10 cm expanded
polystyrene (EPS) insulation (U value = 0.25 W/m2K). The roof consists of metallic panels with a 2.5 cm
polyurethane insulation layer in the middle (U value = 0.75 W/m2K). The administration building hosts
the LTCP managing authority and administrative services. It is a two-story renovated neoclassic building
with a surface area of about 644 m2. The building envelope is made of stone approximately 70 cm thick
(U value = 1.85 W/m2K) with wooden-framed double-glazed large windows. The roof consists of a
wooden frame with gutter tiles placed on top (U value = 0.49 W/m2K).

For each building, an individual pattern of use corresponding to the actual use of the building
was implemented in the simulation model. Each building had its own calendar of use, occupancy,
and internal loads of electric equipment and lighting. Regarding the HVAC systems, setpoints
and usage hours were defined for each. The office building in Pamplona and H2SusBuild and
administration building in Lavrion implemented both heating and cooling systems in the models, and
the Gedved school had only a heating system. Table 2 shows the input data of the four models.
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Table 2. Input data of the four models.

Office Building Public School H2SusBuild Administration Building
Pamplona (Spain) Gedved (Denmark) Lavrion (Greece) Lavrion (Greece)

Lighting (W/m2) 10 10 8.5 8.5
Equipment (W/m2) 8 15 8 8

Occupation schedule Wd 9–21 h/Sat 9–14 h Wd 8–16 h/Sat 8–13 h Wd 9–20 h/Sat 9–14 h Wd 9–20 h/Sat 9–14 h
Heating setpoint (◦C) 20 Day 21/Night 15.6 21 21
Cooling setpoint (◦C) 26 No cooling 24 24

Wd: weekdays. Sat: Saturdays.

The results of the statistical analysis for the energy study are presented in Table 3. The table is
divided into four sub-tables, one for each test site. They show the three uncertainty metrics calculated
for the energy demand obtained from simulations using the on-site and third-party weather files (TPW),
with on-site as the reference. The first column of each test site’s table, designated as TPW, shows the
difference in percentage (MADP) of the energy demand when the third-party weather file is used in
the simulation with respect the the reference simulated with on-site weather data. With the inputs
shown in Table 2, the models provide the following annual energy demand: 21.9 kWh/m2 for the office
building, 91.5 kWh/m2 for the Gedved school, 142.2 kWh/m2 for H2SusBuild, and 91.6 kWh/m2 for
the administration building.

The table allows performing two different analyses depending on how it is read. The vertical
interpretation of the table shows the percentage results as a function of the time resolutions (from
annual to hourly criteria) employed for the analysis. On the other hand, horizontally, the variations
in the energy demand for the sensitivity analysis changing only one weather parameter at a time are
presented (DHI, DNI, RH, Temp, WD, and WS).

Table 3. Uncertainty metrics (MADP, CV(RMSE), and R2) were used in the energy analysis for the
four test sites. TPW: the results using the weather file with all the parameters from the third-party
weather data source. The rest changed only one parameter at a time: DHI (diffuse horizontal
irradiation), DNI (direct normal irradiation), RH (relative humidity), Temp (temperature), WD (wind
direction), and WS (wind speed).

Office Building, Pamplona (Spain) School, Gedved (Denmark)

Statistic Index Time TPW DHI DNI RH Temp WD WS TPW DHI DNI RH Temp WD WS

MADP (%)

Year 1.42 0.79 4.33 0.50 4.07 0.03 7.95 43.82 0.82 6.24 1.16 0.68 0.01 46.91
Season 9.61 3.93 9.01 3.17 4.07 0.03 11.74 43.82 0.82 6.24 1.16 1.71 0.01 46.91
Month 18.14 4.65 10.29 2.97 12.07 0.03 13.60 43.82 0.82 6.24 1.16 3.59 0.01 46.91
Week 17.88 5.24 11.17 3.40 14.39 0.04 13.99 43.82 0.90 6.24 1.19 5.16 0.02 46.91
Day 26.03 6.25 11.80 4.02 22.53 0.05 14.08 44.41 0.98 6.25 1.37 8.78 0.02 46.91

Hour 29.96 6.64 12.27 4.71 25.58 0.08 14.31 45.17 1.03 6.27 1.50 10.10 0.02 46.91

CV(RMSE) (%)

Year 1.42 0.79 4.33 0.50 4.07 0.03 7.95 43.82 0.82 6.24 1.16 0.68 0.01 46.91
Season 10.78 4.72 10.11 4.00 4.54 0.03 15.48 58.42 0.95 7.61 1.49 2.25 0.02 60.25
Month 26.12 5.55 13.15 4.02 14.61 0.04 17.96 52.44 0.99 7.05 1.41 4.39 0.02 54.62
Week 26.72 7.12 15.04 5.17 19.68 0.06 20.01 54.15 1.19 7.10 1.45 7.55 0.02 55.29
Day 42.90 9.29 18.18 7.60 34.96 0.08 22.07 60.39 1.44 7.74 1.86 13.11 0.03 59.33

Hour 61.42 13.14 22.37 12.56 50.71 0.20 30.55 91.79 2.75 14.04 3.54 24.99 0.05 88.81

R2 (%) Hour 90.86 99.48 98.64 99.53 92.54 100.00 98.43 95.18 99.99 99.82 99.98 98.55 100.00 96.84

H2SusBuild, Lavrion (Greece) Administration Building, Lavrion (Greece)

TPW DHI DNI RH Temp WD WS TPW DHI DNI RH Temp WD WS

MADP (%)

Year 32.86 5.95 5.22 1.97 5.21 1.05 39.40 1.29 11.40 7.27 3.45 9.62 1.93 12.19
Season 44.58 8.14 9.49 3.21 7.25 2.16 39.40 27.75 13.83 13.40 4.20 9.62 2.73 21.63
Month 45.83 10.32 11.20 3.95 11.82 2.94 41.66 38.70 15.56 15.80 4.41 14.73 2.99 29.97
Week 47.80 10.50 11.15 4.05 13.02 2.93 42.14 38.70 15.69 15.80 4.52 14.78 2.99 29.97
Day 49.46 10.75 11.40 4.46 17.17 2.94 42.49 38.91 15.72 15.80 4.91 16.60 3.00 29.97

Hour 51.58 10.93 11.85 5.12 19.97 2.95 43.95 39.45 15.79 15.83 5.49 17.88 3.01 30.22

CV(RMSE) (%)

Year 32.86 5.95 5.22 1.97 5.21 1.05 39.40 1.29 11.40 7.27 3.45 9.62 1.93 12.19
Season 61.65 9.69 10.71 3.91 12.40 2.58 63.61 36.21 15.57 14.26 4.78 15.61 2.93 34.39
Month 65.24 13.41 13.37 5.04 15.66 3.44 65.89 43.53 20.89 18.63 6.20 20.23 3.83 38.06
Week 72.40 14.11 13.97 5.46 19.34 3.52 73.29 46.18 21.35 19.09 6.62 21.59 3.85 40.61
Day 82.65 14.77 14.74 6.37 24.90 3.68 81.45 49.81 21.93 19.63 7.76 24.17 3.97 43.01

Hour 90.37 18.35 17.92 8.83 34.68 4.85 85.67 90.81 37.52 33.69 15.03 47.91 6.67 72.69

R2 (%) Hour 85.58 98.41 98.43 99.61 93.76 99.88 92.43 81.85 97.30 97.80 99.51 94.91 99.92 91.18
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The first analysis obtained from Table 3 was the influence of the time resolution used in the study of
the energy demand variation. In this case, the analysis was done in the vertical from the annual to hourly
criteria. The percentage metrics MADP and CV(RMSE) allowed us to compare the results for each time
grain and study its influence in the results. Both indexes were closely related; however, CV(RMSE) gave
a relatively high weight to large variations. It is remarkable that the differences between CV(RMSE)
and MADP decreased as the time grain increased (from hourly to annual criteria) as, when the energy
demand was accumulated, the outliers were minimized. The results for the hourly basis showed that the
CV(RMSE) values were around twice the MADP values for the four sites and all the weather parameters.
This indicates that significant outliers were present in the energy demand results when both simulations
based on the on-site and third-party weather datasets were compared.

On the other hand, both the MADP and CV(RMSE) metrics showed how, in the four test sites,
the variations in the energy demand grew as the time grain decreased, which matches with ASHRAE’s
statement about the energy data granularity [44]. If the results were analyzed with the accumulated
energy demand for a period of time (i.e., monthly, annual, etc.), the energy variation was minimized
with respect to the hourly analysis. For example, differences of MADP up to ±38% between the annual
and hourly criteria are seen in the results for the administration building. In this case, the MADP for
the accumulated data for the year was only 1.29%; thus, the annual building energy demand simulated
for the third-party weather file was very similar to the reference, simulated with the on-site weather file.

However, for the hourly basis, this variation grew up to 39.45%, which is a significant deviation.
The reason is because, alternately, in some cases, the model simulation overestimated the energy
demand needed by the building (the model demanded more energy than the reference), and in other
cases, the model underestimated it. When the data were accumulated from the hourly basis to longer
periods of time (daily, weekly, monthly, seasonal, and annual), a compensation effect occurred by
canceling each other out, which resulted in the minimization of the energy demand variation. As the
length of the periods increased, so did the compensation effect and, therefore, also the minimization of
the variations.

It is also remarkable that for all the test sites, the CV(RMSE) results showed high values for the
monthly and hourly resolutions, which are the time criteria commonly used by the energy analysis standards.

The second analysis was the study of the influence of each weather parameter in the energy demand
variation. In this case, the interpretation of the tables from 3 was done horizontally: the first column
presents the results for the simulation with the third-party weather file (TPW), which had all the weather
parameters changed, and the following columns show the results for the different weather parameters.

Comparing the results of the four test sites using the MADP and CV(RMSE) indexes, some common
observations can be made. In all of them, the weather parameter that generated less impact in the simulated
energy demand was WD, even though it was the weather parameter that worst fit the on-site weather
data, as was shown in the Taylor diagram (Figure 3). The reason is because the mechanical ventilation and
infiltration EnergyPlus objects used in these models did not account for WD in the simulations [68].

On the other hand, in the four test sites, when WS was analyzed, it showed an important impact
in the energy demand simulations’ outputs. This was mainly due to two causes: The first was the use
of dynamic infiltrations introduced by using the EnergyPlus object ZoneInfiltration:EffectiveLeakageArea,
which took into account the WS parameter in the calculations [68]. The leakage area in cm2 was
calculated by the calibration process previously developed by the authors [69–71]. The second was
because the differences between the third-party WS data and on-site data (see the Taylor diagram in
Figure 3 and the wind roses from Figure 4) were significant.
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In both the Gedved school and H2SusBuild, the third-party wind speed provided faster values,
which generated a significant increase in the energy demand during almost all the year, but there were
a few moments with a decrease in the energy demand. Therefore, the compensation effect between the
overestimated and underestimated energy demand was reduced. This explains why the variation due
to WS was high for all the time grains for these test sites. This effect was especially clear in the Gedved
school, which did not have a cooling system. In this case, all the time grains for WS provided the same
MADP because the higher WS of the third-party data always meant a higher heating energy demand
and no energy demand compensation existed.

Regarding the Temp parameter, in the weather data analysis (Section 3.1), based on an hourly
time grain, it was the parameter with less variation between on-site and third-party data for the three
sites. However, the MADP and CV(RMSE) results, especially for the hourly criteria, showed that it
had a significant impact on the energy demand in the four test sites. It was the second parameter of
influence for the Gedved school, H2SusBuild, and administration building after wind speed and the
first one in the office building with an MADP of ±26%. In relation to the solar irradiation, the Taylor
diagram (Figure 3) showed that DHI from the third-party weather data provided a better correlation
than DNI for the three locations, and this was reflected in the sensitivity energy analysis. For the
Gedved school, these two parameters had less impact on the energy demand than for the other three
models. The reason is because the school lacked a cooling system; therefore, in summer, when more
solar access was available, no energy demand was taken into account.

To conclude the explanation of Table 3, factor R2 was analyzed. It compared the shape of the
energy demand curves from the different simulations and showed that the energy demand simulated
with the third-party weather data fit quite well with the energy demand simulated from the on-site
data for the four test sites (with R2 between ±82% and ±95%). Regarding the different weather
parameters, the results for each parameter matched with the analysis of the hourly percentage indexes.
The parameters with lower hourly MADP and CV(RMSE) values had higher R2 values.

Finally, to show in a visual way the previous analysis of the influence of the time resolution
employed in the study and the sensitivity of each weather parameter, the MADP index results are
plotted in Figure 6. Each graph presents the MADP result for each test site. In the graphs, the six
time resolutions are shown on the x axis, and the dashed line presents the results for the simulation
with all the third-party weather parameters (TPW). Each color represents the results for each weather
parameter of the sensitivity analysis. The graphs show how the variations in the energy demand grew
as the time grain decreased, especially Temp. They also show that WS was the most sensitive weather
parameter for the Gedved school, H2SusBuild, and administration building. Only in the case of the
office building in Pamplona was WS the most sensitive weather parameter taking into account an
annual criterion; however, per hour, it changed to Temp.

Previous analyses showed the significant variations in the energy demand when using different
actual weather datasets. In order to study if these differences in the energy demand were mostly due
to the building architectures or to the weather, a complementary theoretical analysis was performed,
and this is presented in the following section.

3.2.1. Analysis of the Buildings’ Architecture Influence on the Energy Results

Since four test sites were available for this research, a complementary study was performed to
analyze the influence of the building’s architecture on the previous energy results. The four buildings,
which were completely different in terms of the materials, construction systems, thermal mass,
and window-to-wall ratio, were simulated with the same weather data (on-site and third-party weather
files). For this study, we selected the most homogeneous weather when comparing the third-party
to the on-site weather data: as shown in the previous analysis, energy demands are very sensitive
to WS, so the Gedved weather was discarded for this analysis because its WS was the one with the
worst fit to the reference (see Figure 3). Temp was also a sensitive parameter, and the three weathers
had similar statistical metrics. Finally, for the solar radiation parameters DHI and DNI, Pamplona’s
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weather better matched the reference compared to Lavrion. Therefore, the Pamplona weather file was
chosen to develop this theoretical study, and for this reason, the four models were configured to have
the same internal loads, HVAC systems, and schedules as the Pamplona office building.

Figure 7 shows the MADP results for this study. The two graphs on the top present the results
using the third-party weather file, which had all the weather parameters provided by the weather
service. They show how when the test sites were simulated with their own weather files (graph on
the left), the MADP results and the trend of the curve were very different for the four test sites (each
colored line represents one test site). However, when the test sites were simulated with Pamplona’s
weather file (graph on the right with dashed lines), the curves became very similar, reducing the
differences in the MADP values and in the trend of the curve.

Thus, the main value responsible for the variation in the energy demand was the weather dataset
employed in the simulations and not the building’s characteristics. This effect was also reflected in
the results from the sensitivity analysis, which are also presented in Figure 7 for the Temp, DNI, DHI,
and WS parameters. The curves from the graphs on the right, which are the simulations of all the test
sites with Pamplona’s weather file, were very similar compared to the curves from the graphs on the
left, especially in the case of wind speed. This study demonstrated the great influence of the weather
parameters on the variation of the building’s energy demand, almost independently of the model,
and this showed the importance of the selection of the weather dataset used in the BEM simulations.
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Figure 6. Representation of the MADP (%) of the energy demand analysis for the four test sites and
for the different time grains. The dashed black line represents the results using the weather file with all
the third-party weather parameters. Each colored line represents each one of the weather parameter
results from the sensitivity analysis.
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Figure 7. The comparison between the simulation results when each test site was simulated with its
weather (on the left with continuous lines) and when all the test sites were simulated with Pamplona’s
weather (on the right with dashed lines). Each color represents a test site. The graphs show the MADP
for the energy demand for the different temporal resolutions. From above to below are shown: results
when the third-party weather file was used (all the parameters were changed in the weather file) and
the sensitivity analysis results for temperature, direct normal irradiation, diffuse horizontal irradiation,
and wind speed.
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3.3. Indoor Temperature Analysis Results

In the indoor temperature study, MAE and RMSE for the hourly criteria were used in the analysis
in order to measure the quantitative variation in the temperature curve, and R2 was used to study
the deviation in the temperature curve form. The results are shown in Table 4. In this case, the same
energy was injected into the model for the two simulations, using the on-site and third-party weather
datasets. The comparison of the thermal zones’ temperature provided by the simulations provided
the influence of the weather dataset employed in the indoor temperature conditions. In the table,
the results are shown using three criteria: (1) for all the thermal zones (All), where the statistical metrics
are calculated using the indoor temperature of all the thermal zones of the building; and (2, 3) for the
maximum (Max) and minimum (Min) temperature, where the metrics are calculated using only the
temperature of the thermal zone that provides the maximum/minimum temperature in each time
step in order to compare the effect in the internal healthy conditions when using the two weather data
sources. For this study, the statistical metrics were calculated only for the hourly criteria. The rest of
the time grains were not considered since, for the temperature analysis, the data were not accumulated
when longer periods were analyzed.

This study provided similar results to the previous energy results. Regarding the results for the
temperature of all the thermal zones (All), the high results in the R2 for the four test sites (from ±87 to
±95%) showed that the shape of the indoor temperature curve was very similar when the two weather
datasets were used in the simulation. However, the quantitative statistical metrics showed a significant
impact on the indoor temperature. The Gedved school was the test site with the highest MAE (1.72 ◦C),
in line with the energy analysis where this test site reached deviations in the energy demand of ±45%.
The main reasons why the Gedved school had a higher impact on the indoor temperature were the
influence of the lack of correlation of the wind speed between the on-site and third-party weather
datasets and the way infiltrations were simulated based on the leakage area. The office building
in Pamplona was the site with a minor impact on the indoor temperature (MAE of 0.55 ◦C) when
the weather dataset was changed. When the maximum and minimum temperatures reached in the
building were employed in the analysis (Max and Min in the table, respectively), it can be seen that the
statistical metrics were similar to All. This means that the variation in the indoor temperature when
using third-party weather data was stable and produced similar variations when the indoor conditions
were minimum or maximum.

Table 4. The statistical metrics (MAE, RMSE, and R2) used in the indoor temperature analysis for the
four test sites. All: metrics calculated with the temperature of all thermal zones; Max/Min: metrics
calculated with the temperature of the thermal zone with the maximum/minimum temperature in
each time step.

Statistic Index Office Building—Pamplona School—Gedved H2SusBuild—Lavrion Administration Building—Lavrion

MAE (◦C)—Min/All/Max 1.03/0.55/0.62 2.00/1.72/1.38 1.32/1.52/1.36 1.07/1.21/1.53
RMSE (◦C)—Min/All/Max 0.76/0.73/0.81 2.23/1.92/1.50 1.65/1.93/1.70 1.38/1.50/2.00

R2 (%)—Min/All/Max 91.86/92.20/89.53 85.41/89.39/95.51 90.21/86.89/85.58 95.90/94.74/86.81

There was no high differences between the MAE and RMSE results for the four cases,
which indicated that the variations in the indoor temperature were quite homogeneous with no
significant outliers. Figure 8 shows, in a visual way, the results with a scatter plot for each test
site where the temperature was weighted by a thermal zone volume of air. The office building in
Pamplona (above left) had fewer scattered temperature points since they were closer to the black line
than the rest of the cases, and most of the points had a difference of 1 ◦C or less. On the other hand,
the Gedved school (above right) provided the worst correlation for almost all the temperature points
with a difference bigger than 1 ◦C due to the difference between both weather files.
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Figure 8. Scatter plots for each test site of the indoor temperature simulated using the on-site and
third-party weather files.

4. Discussion

This paper shows how to study the impact of using two different actual weather datasets on
building energy model simulations (weather data for the year 2019): one weather dataset with data
measured in the building’s surroundings (on-site), which was considered the reference weather data;
and the other supplied by a weather service provider (third-party). Four test sites with different uses
and architecture characteristics, located in three different locations, were employed in the studMor
diagram, (2) an energy demand comparison, and (3) an indoor temperature comparison. In the case
of the energy approach, a sensitivity analysis of the main weather parameters was also performed to
study the influence of each parameter in the energy simulation. The energy results were provided with
a different temporal resolution from the annual to hourly criteria in order to highlight the differences
in the results.

The results for the energy analysis showed that as the time grain decreased, the impact of using
different weather datasets grew, which agrees with ASHRAE [44]. The differences between the annual
and hourly MADP until 38% are shown in the results. This was because when the energy demand was
accumulated in periods of time longer than an hour, the variation in the results was minimized due to
the compensation effect of the underestimated and overestimated energy use. This must be taken into
account when a weather data source is chosen according to its purpose. For instance, if the weather
data will be used for model calibration purposes, it is important to take into consideration the monthly
or hourly criteria, as the most used standards (ASHRAE [44], FEMP [58], and IPMVP [59]) employ
these time grains for their recommendations, and as the study showed, the use of different weather
datasets had a significant impact on the CV(RMSE) results. Another application of BEM where the
time grain of the analysis is relevant is model predictive control, where the hourly criteria are required.

The sensitivity analysis of the main weather parameters showed the different influence that each
parameter had on the energy demand variation of each test site. In this regard, the relative humidity
and wind direction had little influence on the models. In the case of the wind direction, the low
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influence was due to these test sites using mechanical ventilation instead of natural. On the other hand,
the results also showed that the two parameters that produced a higher impact in the energy use
were the wind speed and temperature. The high influence in the energy demand due to wind speed
was explained by the third-party wind speed data having a low correspondence to the on-site data
and because the models employed in the study used dynamic infiltrations that took into account the
wind speed, instead of other models with constant values in the infiltration parameters. Therefore,
the energy results for the wind speed showed that particular attention should be paid to this parameter
when BEMs use dynamic infiltrations, as it has a great influence on the model’s energy performance.

With the available data, the results obtained in this study suggested that for this models, some
of the weather parameter data could be obtained from third-party weather sources, avoiding the
installation of on-site sensors, as they had a low influence on the simulation results. This is the
case of the relative humidity, wind direction, and even diffuse horizontal irradiation, the sensor
being very expensive. On the other hand, to obtain the wind speed and outdoor temperature data,
which are the weather parameters that were shown to be the most influential in the models’ energy
performance, we recommend the installation of an anemometer and a temperature sensor near the
building. Having both on-site and third-party weather data sources would allow the verification of
the data. An on-site sensor would also provide information regarding the micro-climate generated
due to the surrounding characteristics of the building, which could be difficult to see reflected in the
calculated weather data from a third-party.

The energy study showed that the weather dataset selected for the dynamic energy simulations
had a great impact on the buildings energy performance, especially for short temporal resolutions.
To emphasize the impact of the weather datasets in the building energy models, a theoretical study
was performed, simulating all the test sites with the Pamplona weather file. The results showed that all
the weather parameters produced similar variations in the energy demand and also a similar trend of
the curve for the different time grains, independently of the model. This demonstrated the significant
role played by the weather data and the importance of their correct selection when performing the
building energy simulations.

In the case of the indoor temperature study, the significant impact of using different weather
datasets was also shown. Although the high R2 results for the four test sites showed that the shape of
the indoor temperature curves was similar when both the on-site and third-party weather files were
used, the quantitative metrics demonstrated a significant influence on the indoor temperature of the
test sites with a MAE higher than 1.5 ◦C in some cases.

This paper showed the variation in the simulation results when two different actual weather
datasets (on-site and third-party) were employed. In future research, it would be interesting to collect
the empirical energy and temperature data from the test sites to study which of the weather datasets is
closer to reality when comparing the simulation results using both weather datasets and the actual
energy and temperature measurements.

5. Conclusions

The aim of this research is to show how to study the variations in energy demand and indoor
temperature when using two different actual weather data sources with the purpose of analyzing if
the data from the sensors of an on-site weather station (with high economic cost and maintenance)
could be replaced by the data provided by a third-party. In this regard, it can be concluded that
this research is not enough to make a general evaluation of the impact of using third-party actual
weather data, but it has shown relevant variations in the energy demand and indoor temperature in
the four test sites when both weather datasets are used in the simulations, especially for hourly criteria
(used in calibration processes and in other applications such as model predictive control). The study
also showed that for these types of building energy models, which employ dynamic infiltrations,
wind speed’s influence on the energy demand is relevant. The significant variations in the results
lead us to make the recommendation for researchers to analyze in detail the impact on the building
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energy models using third-party actual weather data before employing it. For example, this analysis
methodology could be performed before making an investment into a weather station by installing a
rented provisional one for a period of time. This way, the most influential weather parameters for a
specific building energy model and a third-party weather provider could be determined, and with this
information, an informed choice about which sensors are worth being purchased and installed can
be made.

Author Contributions: E.L.S. supervised the methodology used in the article, performed the simulations and the
analysis, and wrote the manuscript. G.R.R. and C.F.B. developed the methodology and participated in the data
analysis. V.G.G. and G.R.R. developed the EnergyPlus models. A.P. provided resources for the study. All the
authors revised and verified the manuscript before sending it to the journal. All authors read and agreed to the
published version of the manuscript.

Funding: This project received funding from the European Union’s Horizon 2020 research and innovation
program under Grant Agreement No. 731211, project SABINA.

Acknowledgments: We would like to thank the National Technical University of Athens for providing the data of
the H2SusBuild and administration building test sites located in Lavrion (Greece) and also Insero in the case of
the Gedved school test site in Denmark.

Conflicts of Interest: The authors declare no conflicts of interest.

Abbreviations

The following abbreviations are used in this manuscript:

ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers
BEM Building energy model
CV(RMSE) Coefficient of variance RMSE
DHI Diffuse horizontal irradiation
DNI Direct normal irradiation
EU European Union
FEMP Federal Energy Management Program
HVAC Heating, ventilation, and air-conditioning
IPMVP International Performance Measurement and Verification Protocol
LTCP Lavrion Technological and Cultural Park
MAE Mean absolute error
MADP Mean absolute deviation percentage
R2 Coefficient of determination
RH Relative humidity
RMSdi f f Centered root-mean-squared difference
RMSE Root-mean-squared error
Temp Temperature
TPW Third-party weather data
WD Wind direction
WS Wind speed

Appendix A

The following figures show detailed Taylor diagrams for each one of the weathers analyzed in the
study to complement Figure 3. Figure A1 shows Pamplona’s weather, Figure A2 Gedved’s weather,
and Figure A3 Lavrion’s weather. For each location, six diagrams are shown, one for each weather
parameter (Temp, RH, DNI, DHI, WS, and WD). The diagrams show the statistical indexes (correlation
R, centered root-mean-squared difference RMSdi f f , and standard deviation σf ) calculated on an hourly
basis for annual, season, and monthly data.
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Figure A1. Normalized Taylor diagrams of Pamplona (Spain) comparing on-site and third-party weather
data, showing temperature, relative humidity, direct normal irradiation, diffuse horizontal irradiation,
wind speed, and wind direction.
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Figure A2. Normalized Taylor diagrams of Gedved (Denmark) comparing on-site and third-party
weather data, showing temperature, relative humidity, direct normal irradiation, diffuse horizontal
irradiation, wind speed, and wind direction.
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Abstract: New light envelopes for buildings need a holistic vision based on the integration of
architectural design, building simulation, energy management, and the curtain wall industry.
Water flow glazing (WFG)-unitized facades work as transparent and translucent facades with
new features, such as heat absorption and renewable energy production. The main objective of
this paper was to assess the performance of a new WFG-unitized facade as a high-performance
envelope with dynamic thermal properties. Outdoor temperature, variable mass flow rate, and solar
radiation were considered as transient boundary conditions at the simulation stage. The thermal
performance of different WFGs was carried out using simulation tools and real data. The test facility
included temperature sensors and pyranometers to validate simulation results. The dynamic thermal
transmittance ranged from 1 W/m2K when the mass flow rate is stopped to 0.06 W/m2K when the
mass flow rate is above 2 L/min m2. Selecting the right glazing in each orientation had an impact on
energy savings, renewable energy production, and CO2 emissions. Energy savings ranged from 5.43
to 6.46 KWh/m2 day in non-renewable energy consumption, whereas the renewable primary energy
production ranged from 3 to 3.42 KWh/m2 day. The CO2 emissions were reduced at a rate of 1 Kg/m2

day. The disadvantages of WFG are the high up-front cost and more demanding assembly process.

Keywords: building energy management; water flow glazing; unitized facade

1. Introduction

The residential and commercial building sector accounts for almost 40% of the European Union
final energy consumption [1]. Thus, the goal of achieving a highly energy-efficient building stock by
2050 was set by The Energy Performance of Buildings Directive (EPBD 2018) [2]. In the United States,
recent studies have shown that heating and cooling account for more than 30% of energy consumption
in buildings [3]. Other non-OECD countries, including China and India, will be responsible for half
of the global increase in energy consumption until 2040 [4]. The development of new materials,
new heating and ventilation technologies, and energy-saving measures have improved the thermal
performance of buildings in winter conditions [5]. However, in summer conditions, the increasing
standards of life and the affordability of air-conditioning technologies have contributed to increasing
the energy needs for cooling over the last decade [6]. Nowadays, air conditioning in office and
commercial facilities accounts for 15% of the total electricity consumption in the world [7–9]. Occupants
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Sustainability 2020, 12, 7564

and equipment are responsible for internal heat gains, and large glass areas increase solar radiation
gains, especially in warm climates, thus leading to the increased total electricity consumption for the
purposes of cooling [10,11].

The design of advanced glazed facades is the most promising component in building design with the
highest impact on building performance [12]. In this paper, advanced facades refer to a broad spectrum of
constructive solutions that allow for the dynamic response of the building envelope. They can actively
manage the heat flow and energy transfer between the building and its external environment, leading to
a potentially significant reduction in heating and cooling loads [13]. Advanced glazed facades include
passive solutions, such as Low-E coatings, which reflect the indoor heat when the outdoor temperature
is low [14], and highly selective coatings that reflect direct and diffuse solar heat radiation in summer.
Scientific literature has confirmed this potential energy reduction [15,16]. However, the most promising
results can be accomplished with dynamic technologies that can adapt to different outdoor conditions.
Polymer dispersed liquid crystal (PDLC), Suspended Particle Devices (SPDs), and electrochromic (EC)
glass switch from transparent to colored or vary transmission and reflection parameters [17,18]. The system
is limited by its high initial cost and the need for an energy management system integrated with the
rest of the equipment, especially the ventilation system. Controlling the relative humidity is essential
in radiant panels to prevent condensation issues, especially in summer. The integrated piping does not
allow movable panels, so its use is limited to buildings with mechanical ventilation [19]. Nevertheless,
the measures to improve the energy performance of buildings do not focus only on the building envelope.
Building designers must consider all technical and mechanical systems in a building, such as passive
elements; heating, ventilation, air conditioning (HVAC); the energy use for lighting and ventilation;
and other measures to improve thermal and visual comfort [20].

Water flow glazing (WFG), as an advanced facade technology, combines passive (coatings and
polyvinyl butyral (PVB) layers) and active solutions (variable water mass flow rate) to absorb or reject
infrared radiation and reduce the temperature of the interior glass pane [21,22]. Flowing water captures
most of the solar infrared radiation, while a significant part of the visible component goes through the
glazing [23,24]. WFG radiant panels can be used as components of a heating or cooling hydronic system
with little difference between the water and the indoor temperature [25]. Finally, WFG can work as an
integrated solar collector to provide water heating in warm seasons, and the excess of hot water can be
stored in buffer tanks [26]. The use of the facade and interior partitions as radiant heating and cooling
devices have advantages compared with convective cooling systems. Using radiant ceilings or walls
can reduce energy consumption between 10% to 70% compared with all-air systems [27]. This article
showed some of the accomplishments of the research project: “Industrialized Development of Water
Flow Glazing Systems” (InDeWag), supported by program Horizon 2020–the EU.3.3.1: Reducing
energy consumption and carbon footprint by smart and sustainable use. The water flow glazing
unitized facade is made of three components: glazing, circulating device, and aluminum frame [28].
The glazing comprises different layers and interfaces according to determined spectral and thermal
properties. The circulating device includes a water pump moving the fluid in a closed circuit, a heat
exchanger, and temperature and flow sensors to monitor and control the heat. Finally, the aluminum
frame provides the unitized module with structural stability.

Despite the fast pace of product innovation, a gap has been created between the new
advanced facades and the available building simulation tools to model and assess building energy
performance [29]. Monitoring activities are essential to support simulation models, especially in
transient state [30], when changing the boundary conditions can affect the results of dynamic simulations
by more than 30% [31]. Although there are commercial building energy simulation tools that include
dynamic simulations [32], very few include WFG [33,34]. The authors of this paper developed a set of
equations that take into account multiple direct and diffuse reflections between the glazing surfaces,
the absorptance of glass and water layers, the spectral properties of coatings, and the convective heat
transfer coefficient [35,36]. Then, a simulation tool was developed to allow building designers to make
decisions on the glazing type. Finally, the equations and the simulation tool were validated through the
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real results taken from a demonstrator placed in Sofia, Bulgaria. In addition to an accurate simulation
tool, the actual challenge was to develop a monitoring system to reveal characteristic patterns of
users, and to finally discover relevant design criteria that might be applicable to different orientations
throughout the year. The monitoring system applied in this case study has been tested in other facilities
over the last few years, and results were shown in previous articles [37,38].

This paper focused on a methodology to select and assess the performance of different WFG
configurations in a test facility in Sofia, Bulgaria. Hence, to achieve this goal, it was essential to
(i) simulate the steady state to select the optimum WFG in each orientation at the first stage of the
design process, (ii) validate the first results by including transient boundary conditions, (iii) analyze
the performance of the selected glazing in a real facility, and (iv) estimate the final energy savings,
the potential renewable energy production, and CO2 emissions in summer and winter conditions.

2. Materials and Methods

Commercial building energy simulation (BES) software does not consider WFG as a component
of the heating and cooling systems. It is essential to provide building designers with a simple method
to select the correct glazing and evaluate its performance at the beginning of the design stage. The first
subsection defines three tested WFGs in terms of spectral properties. The second subsection shows the
mathematical model that defined the dynamic thermal properties of the glazing. The third subsection
describes the components and industrialization process of the unitized WFG.

2.1. Determination of Spectral Properties

The International Glazing DataBase (IGDB) is a collection of optical data for glazing products.
Spectral transmittance and reflectance are measured in a spectrophotometer and contributed to the
IGDB by the manufacturer of the glazing product, subject to a careful review. The IGDB currently only
allows the inclusion of specular glazing materials without patterns, such as monolithic glass, plastic,
laminates, applied films on glass, or thin-film coated glass. The products included in the WFG catalog
are low-emissivity (Low-E) glass, high selective glass, and solar polyvinyl butyral (PVB) interlayers
to increase sun energy absorbance. The solar energy spectrum can be divided into the ultraviolet
(UV) light, visible light, and infrared (IR) light, depending on the wavelength. The wavelengths of the
ultraviolet light range from 310 to 380 nanometers. The visible light ranges from 380 to 780 nanometers.
The infrared light spectrum is transmitted as heat into a building and begins at wavelengths of
780 nanometers. Solar heat radiation has shortwave energy, and it is known as near-infrared (NIR),
whereas the heat radiating offwarm objects has higher wavelengths and is known as far-infrared (FIR).
Three different WFGs were tested:

• Case 1 was made of the following layers: Planiclear (8 mm), 2 Saflex R solar (SG41), Planiclear
(8 mm), water chamber (24 mm), Planiclear (8 mm), Planiclear (8 mm), 4 Saflex R standard clear
(RB11), Planiclear (8 mm), a low-emissivity coating Planitherm XN, an argon chamber (16 mm),
Planiclear (6 mm), 4 Saflex R standard clear (RB11), Planiclear (6 mm).

• Case 2 was made of the following layers: diamant glass (10 mm), an argon chamber (16 mm),
a low-emissivity coating Planitherm XN, Planiclear (8 mm), 2 Saflex R solar (SG41), Planiclear (8 mm),
water chamber (24 mm), Planiclear (8 mm), 4 Saflex R standard clear (RB11), Planiclear (8 mm).

• Case 3 was made of the following layers: diamant glass (10 mm), a highly reflective coating
Xtreme 60.28, an argon chamber (16 mm), Planiclear (8 mm), 4 Saflex R standard clear (RB11),
Planiclear (8 mm), water chamber (24 mm), Planiclear (8 mm), 4 Saflex R standard clear (RB11),
Planiclear (8 mm).

Figure 1 shows the front and back reflectance (R), transmittance (T), and absorptance (A), as a
function of the angle of incidence. It illustrates the glass panes, coatings, and the position of the air and
water chambers. Case 1 showed the highest infrared absorptance (A), the lowest front reflectance (R),
and the lowest infrared transmittance (T). It seemed the best option to heat up water. Case 2 showed a
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high near-infrared (NIR) absorptance, low far-infrared (FIR) absorptance, and high front far-infrared
(FIR) reflectance. The absorptance was not as high as in Case 1, but its ability to reflect heat made it the
right solution for large glass areas in warm climates. Case 3 showed very low infrared absorptance and
very high infrared front reflectance. This case would have been the best option to reject energy and
prevent heat from entering the indoor space, but it would not have been appropriate to heat up water.

(a) (b) (c) 

Figure 1. Spectral properties as a function of the solar wavelength. Description of the layers and
coatings. (a) Case 1: 8 + 8/24 w /8 + 8/16 a /6 + 6. (b) Case 2: 10/16 a/Low-E8 + 8/24 w/8 + 8. (c) Case 3:
10XNII/16 a/8 + 8/24 w/8 + 8.

2.2. Determination of Heat Transfer Coefficients (h) and Dynamic Thermal Transmittance (U)

Water absorbs the solar near-infrared radiation and increases the temperature as it flows through
the window. The mass flow rate and the thermal properties of glass panes must be studied to allow
designers to apply energy-management strategies. Sometimes it might be interesting to increase the
water temperature and store that energy for heating purposes. Other times it might be appropriate to
reject as much solar radiation as possible without heating the water. The thermal transmittance (U)
measures the heat transfer through the glazing and the European Standard determines its value [39,40].
Figure 2 illustrates the heat transfer coefficients (hi, hw, hg, and he), the temperature distribution in the
WFG layers (θi, θ1, θ2, θ3, θw, θe), and the absorptance of layers (A1, A2, Aw, A3).
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Figure 2. Temperature distribution in a triple water flow glazing (WFG) at a specific height, with heat
transfer coefficients (hi, hw, hg, he), heat fluxes through a triple WFG (q1, q2, q3, q4, q5, q6), solar radiation
and absorptance of layers (A1, A2, Aw, A3). (a) Triple WFG with water chamber outdoors. (b) Triple
WFG with water chamber indoors.

The Equation (1) gives the outdoor heat flux:

qe = he(θe − θ1), (1)

where he is the outdoor convective coefficient, θ1 is the superficial temperature of the outermost glass
pane, and θe is the outdoor temperature. The beam solar irradiance, diffuse irradiance, and the angle
of incidence should be given. Regarding indoor boundary conditions, the indoor heat flux is given by
the Equation (2):

qi = hi(θ3 − θi), (2)

where hi is the indoor convective coefficient, θ3 is the superficial temperature of the inner glass pane,
and θi is the indoor temperature that can be a constant value or calculated solving the indoor thermal
problem. Newton’s law also models the heat transfer inside gas chambers. The heat flux in a gas
chamber between two parallel surfaces is expressed by Equation (3):

qi = hg(θi − θi+1), (3)

where hg is the heat transfer coefficient of gas chambers, this coefficient considers the radiative heat
transfer between the parallel glass panes and the natural convective transport. This value can be
constant or calculated, knowing the emissivity of the two glass planes and an experimental correlation
for the natural convective transport. In the water chamber, the situation is different. Heat flux is
proportional to the temperature difference between the water temperature θw and the glass pane
temperatures. This coefficient takes into account the heat transport mechanism forced by the water flow
inside the chamber. Since the water is opaque to far-infrared, the radiative heat transfer mechanism is
not present in the water chamber. Hence, the heat flux through glass panes in contact with the water
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chamber is expressed in Equation (4) for glass panes outside the water chamber, and Equation (5) when
the glass pane is after the water chamber:

qi = hw(θi−1 − θw), (4)

qi+1 = hw(θw − θi), (5)

where hw is the heat transfer coefficient for the water chamber. By default hw = 50.
When it comes to considering the absorptance of layers (Ai), the heat flux can be expressed as

in Equation (6).
qi+1 = qi + Ai i0 . (6)

Spectral and thermal properties of WFG have been explained in previous articles [35]. The authors
used data from commercial software and developed equations to evaluate the influence of water
flowing through glass panes. Equation (7) considers the energy balance at each layer and Newton’s
definition of heat flux.

qi = qi−1 + Aw i0 +
.

mc(θIN − θOUT). (7)

Equations (8)–(17) show the heat flux of WFG with water chamber indoors.

q1 = he (θe − θ1), (8)

q2 = q1 + A1 i0 , (9)

q2 = hg (θ1 − θ2), (10)

q3 = q2 , (11)

q4 = hw (θ2 − θw), (12)

q4 = q3 + A2 i0 , (13)

q5 = hw (θw − θ3), (14)

q5 = q4 + Aw i0 +
.

mc(θIN − θw), (15)

q6 = hi (θ3 − θi), (16)

q6 = q5 + A3 i0 , (17)

where hi is the interior heat transfer coefficient; he, the exterior heat transfer coefficient; hg, the air-cavity
heat transfer coefficient; and hw, the water heat transfer coefficient. The thermal transmittances (Ue, Ui)
depend on the heat transfer coefficients. Equations (18) and (19) refer to WFG with the water chamber
outdoors (Case 1), and Equations (20) and (21) show the expressions for WFG with a water chamber
indoors (Cases 2, 3).

1
Ue

=
1
he

+
1

hw
, (18)

1
Ui

=
1
hi

+
1
hg

+
1

hw
, (19)

1
Ue

=
1
he

+
1
hg

+
1

hw
, (20)

1
Ui

=
1
hi

+
1

hw
. (21)

U represents the thermal transmittance between the room and outdoors, and Uw represents the
thermal transmittance between the water chamber and indoors. The thermal transmittance (U) is
almost zero when the flow rate is the design flow rate because the water chamber isolates the building
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from outdoor conditions. When the water flow stops, the thermal transmittance depends mainly on
the air chamber. Equations (22) and (23) show the expressions for U and Uw, respectively:

Uw =
Ui

.
mc

.
mc + Ue + Ui

, (22)

U =
UeUi

.
mc + Ue + Ui

, (23)

where ṁ is the mass flow rate and c is the specific heat of water.
Table 1 shows a complete description of the different layers and the selected glazing average values.

Visual transmittance (Tv) is the measurement of visible light (380 to 780 nm) passing through the glazing.
The thermal parameters depended on the mass flow rate. If the water was flowing, the g-factor became
lower. When the water chamber was stopped, the amount of energy entering the building increased.
The thermal transmittance (U) was almost zero at the design flow rate (2 L/min m2). When ṁ = 0,
U depended on the air chamber. The thermal transmittance (Uw) as defined in Equation (22) measures
the heat losses or gains between the water chamber and the indoor air. Uw = 0 when ṁ = 0. At the
working flow rate, its value was high (6.4 W/m2K) when the water chamber was close to indoors,
and it was low (0.9 W/m2K) when the water chamber was outdoors. The first case had the water
chamber outdoors and a low-emissivity coating in face 4. When ṁ = 0, the U value was 1.041 W/m2K,
and the g-factor was 0.25. At the operating ṁ, the g-factor became 0.22 and the U value, 0.128 W/m2K.
The visual transmittance (Tv = 0.51) was the lowest of the selected cases. The second case had a water
chamber facing indoors. A low-emissivity coating was placed in face 3 and a solar PVB layer in the
central pane. The U value ranged from 0.066 to 1.041 W/m2K and a variable g-factor was 0.24 when the
flow was ON, and 0.59 when the flow was OFF, adapting to the outdoor environment in both summer
and winter conditions. The visual transmittance was 0.53. The third case had a highly selective coating
in face 2. It yielded a U value of 0.995 W/m2K when the flow was OFF, and 0.063 W/m2K when the
flow was ON. The g-value varied between 0.22 and 0.27. The visual transmittance (Tv = 0.55) was the
highest of the selected cases. The energy transmittance (T), did not show significant variations, and it
ranged from 0.20 in Case 1 to 0.21 in Cases 2 and 3.

Table 1. Spectral and thermal properties of the studied WFGs.

Spectral
Properties 1 Thermal Properties 2

ṁ = 0 L/min m2 ṁ = 2 L/min m2

Glazing Tv T U
(W/m2K)

Uw
(W/m2K)

g U
(W/m2K)

Uw
(W/m2K)

g

Case 1:
P8 (2SG41) P8/24water
/P8 (4RB11)P8 (plaXNII)
/16argon/P8 (4RB11) P8

0.51 0.20 1.041 0.0 0.25 0.128 0.977 0.22

Case 2:
D10/16argon

/(plaXNII) P8(2RB11) P8
/24water/P8 (4RB11) P8

0.53 0.21 1.041 0.0 0.59 0.066 6.459 0.24

Case 3:
D10 Xtreme /16argon
/(plaXNII) P8(2SG41) P8
/24water/P6 (4RB11) P6

0.55 0.21 0.995 0.0 0.27 0.063 6.462 0.22

1 Visual transmittance (Tv), energy transmittance (T). 2 Thermal transmittance from water chamber to interior (Uw),
Thermal transmittance of triple glazing (U), g-factor (g).

2.3. Description of the WFG Unitized Module

All the test cases were triple glazing with a 16 mm argon cavity and a 24 mm water cavity.
The water cavity spacer was designed to lead the design flow rate. The circulating device was made of
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a plate heat exchanger and a solar water pump. The WFG units were manufactured and assembled
in the glass factory and prepared for deployment on-site with an aluminum frame that enclosed the
circulating device. The maximum dimension of the panel was 3000 mm high by 1300 mm width.
The circulating device main components were a plate heat exchanger and a solar water pump. Its design
allowed hydraulic and electrical independence of the modules with a reduced size. The operating flow
rate was set to 8 l/min for a 4 m2 module. The circulating device was made of a water pump, selected
according to the desired flow rate, and a plate heat exchanger based on the glazing heat capacity.
Figure 3 shows a drawing of the circulator with its materials and primary components. Inlet and outlet
temperatures were measured using one-wire temperature probes, and a flow meter was placed just
before the glazing inlet.

Figure 3. Description and general dimensions of the circulating device.

The modular unit hid the complexity of the hydraulic installation, so it became a plug and play
product with essential advantages from the product marketing point of view. Depending on the
glass selection, the WFG modules offered a broad spectrum of capabilities depending on the location,
facade orientation, and use of the building.

3. Results

The objective of this section is to compare the thermal performances of different glazings using
simulation tools and real data. The heat transfer coefficients (hg, hw) define convective heat transfer
mechanisms of the air and water chambers. Optics and Window software tools were used to validate
the absorptance and transmittance of commercial glass panes [41]. Optics allows analyzing the spectral
properties at normal incidence, whereas Window considers spectral properties of glazing using different
angles of incidence. In order to validate the simulation of the complete thermal problem, isolated
glazing was considered. The assumption that indoor air temperature was constant and diffuse indoor
irradiance was zero simplified the problem. Two different cases were tested: steady and transient
boundary conditions.

3.1. Steady Boundary Conditions

If boundary conditions do not vary with time, the steady state does not depend on thermal
mass and specific heat of components. Hence, a benchmark test case based on constant boundary
conditions was the easiest way to start with validation. The study comprised three different cases
of WFG. When the system was circulating, the design flow rate was 2 L/min m2, and the inlet
temperature was set at a constant value θIN. When the flow rate was stopped, the outlet temperature
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of the water chamber θOUT was called the stagnation temperature. The outputs of these test cases
were the thermal power transported by the flow rate and the water heat gain. Figure 4 shows the
dynamic U and Uw values defined in Equations (22) and (23). The red line represents the design flow
rate (2 L/min m2 = 0.029 Kg/s m2). If the flow rate were above the design value, it would not affect
the transmittances.

 
(a) (b)

Figure 4. Thermal transmittances of three WFG case studies depending on the mass flow rate, ṁ.
(a) Thermal transmittance of the WFG modular units (U). (b) Thermal transmittance between the water
chamber and indoors (Uw).

Equation (24) shows the absorptance, Av, that depends on the energy absorbed by the glass panes
and by the water:

Av = A1

(Ue

he

)
+ A2

(
1
hg

+
1
he

)
Ue + A3

(
Ue

hi

)
+ Aw. (24)

Equation (25) shows that the g-factor for WFG also depends on the mass flow rate:

g =

(
Ui

.
mc + Ue + Ui

)
Av + Ai + T, (25)

where Ai is the secondary internal heat transfer factor. The direct solar energy transmittance (T) is
related to the visible and NIR wavelengths. Ai is negligible when the water chamber is facing indoors,
but if it is facing outdoors and with high values of hw, Ai can be calculated With Equation (26).

Ai = A3

(
1− Ui

hi

)
. (26)

Table 2 shows the thermal transmittance of WFG at the design flow rate. The interior or exterior
convective heat transfer mechanism can be modeled by constant values or by more elaborate models
given by the norm ISO 15099:2003. By default, constant values of hi = 8 and he = 23 were used. However,
by selecting the ISO model, hi and he could be determined precisely using the European Standard [40].
A typical value for the heat transfer coefficient of the water chamber, hw, was 50 W/m2K. The heat
transfer coefficient of an argon chamber was hc = 1.16 W/m2K. The air chamber emissivity was very
low, so the heat transfer coefficient due to radiation, hr, could be neglected. Therefore, the heat transfer
coefficient of the argon chamber, hg = hc+ hr, was 1.16 W/m2K. The specific heat capacity of the fluid
was c = 3600 J/kg K. A1 is the absorptance of the exterior glass pane, A2, is the absorptance of the
middle glass pane, and A3 is the absorptance of the interior one. Aw is the absorptance of the water
chamber. The highest Ai (0.01) is shown in Case 1, when the water chamber was placed outdoors.
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Table 2. Absorptances and thermal transmittances of WFG (ṁ = 2 L/min m2).

Glazing A1 A2 A3 Aw Av Ai
Ui

(W/m2K)
Ue

(W/m2K)
U

(W/m2K)
Uw

(W/m2K)

Case 1 0.685 0.033 0.012 0.004 0.51 0.01 0.99 15.75 0.128 0.977
Case 2 0.069 0.432 0.019 0.002 0.44 0.001 6.89 1.08 0.066 6.459
Case 3 0.291 0.028 0.019 0.001 0.06 0.001 6.89 1.08 0.063 6.462

Absorptances of glass panes (Aj), Absorptances of water layer (Aw), Total absorptance of water flow glazing (Av),
Interior thermal transmittance (Ui), Exterior thermal transmittance (Ue), Thermal transmittance of triple glazing (U),
Thermal transmittance from water chamber to interior (Uw).

Equation (27) results from solving the Equations (9)–(28):

θOUT =
i0Av + Uiθi + Ueθe +

.
mcθIN

.
mc + Ue + Ui

. (27)

Equation (28) shows the analytical expression of water heat gain (P).

P =
.

mc(θOUT − θIN), (28)

where θOUT and θIN are the temperatures of water leaving and entering the glazing, respectively;
ṁ is the mass flow rate, and c is the specific heat of the water. By combining Equations (27) and (28),
Equation (29) shows the power as a function of absorptance (Av) and thermal transmittances (Ui, Ue).

P =

.
mc

.
mc + Ue + Ui

(i0Av + Ui(θi − θIN) + Ue(θe − θIN)), (29)

where Av comes from Equation (24). When the system reaches a steady state, the boundary conditions
do not change with time. The assumption that solar radiation is perpendicular to the interfaces makes
the absorptance of each layer non-dependent of the angle of incidence. When the mass flow rate is high
enough (ṁc >> Ue + Ui), the absorbed power (P) reaches its peak value (Pmax). Table 3 shows constant
input values in winter and summer conditions. Indoor air temperature (θi), outdoor air temperature
(θe), interior and exterior heat transfer coefficients (hi, he), and solar irradiance (I). Equations (29)–(32)
were used to calculate Ue and Ui.

Table 3. Constant input parameters in winter and summer.

Season
θe

(◦C)
θi

(◦C)
he

(W/m2K)
hi

(W/m2K)
I

(W/m2)
ṁ

(L/min m2)
θIN
(◦C)

hg

(W/m2K)

hw
(W/m2K)

Winter 0 21 23 8 600 2 21 1.16 50
Summer 35 28 23 8 800 2 17 1.16 50

Once the glazing reaches the steady state in winter and in summer, thermal performances are
determined. Using Equations (27) and (29), and considering the inputs in Table 3, Table 4 shows the
following outputs in winter and summer, respectively. P is the water heat gain, T is the transmittance
of the glazing, θOUT is the outlet temperature when the flow rate is ṁ = 2 L/min m2, and θs is the
stagnation temperature when ṁ = 0.

Table 4. Simulation outputs. Steady state in winter and summer conditions.

Glazing
Pwinter
(W/m2)

θOUT
(◦C)

θs
(◦C)

Twinter
(W/m2)

Psummer
(W/m2)

θOUT
(◦C)

θs
(◦C)

Tsummer
(W/m2)

Case 1 22.9 20.78 19.41 123.7 603.3 22.77 58.8 164.9
Case 2 226.6 23.17 51.57 128.4 418.7 21.01 73.5 171.2
Case 3 11.5 19.81 4.69 129.2 131.9 18.26 34.81 172.3
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If energy management in winter is based on energy harvesting, Case 2 showed the best performance.
Its water heat gain in winter was ten times as high as in Case 1. On the other hand, if energy management
in summer is based on energy rejection, Case 3 was the best choice. In summer, the water heat gain of
Case 1 was 1.5 times as much as Case 2. When it came to cooling capacity, Case 3 showed the best
performance. It had to dissipate around 131.9 W/m2, whereas Case 2 had to dissipate 418.7 W/m2.
Case 3 showed excellent properties for energy rejection strategies in warm climates because it showed
the least absorbed power in summer, whereas the transmittance (T) was not much higher than in
other cases.

Considering the simulation results in a steady state, Case 2 showed the best performance for water
heat absorption throughout the year. It was selected for the south elevation. Case 3 showed the best
performance for energy rejection, and it was selected for east and west facades. The next subsection
studies the simulation results of the selected cases in transient conditions.

3.2. Transient Boundary Conditions

Transient behavior is expected when boundary conditions such as outdoor temperature and
solar irradiance vary during the day. In these following test cases, the indoor temperature was a
given indoor boundary condition, and transport coefficients remained constant to avoid uncertainties
in the validation process. These test cases were simulated in Sofia, and the weather file was the
standard EPW file (EnergyPlus Weather). Regarding the water flow glazing, the flow rate and the inlet
temperature were constant values given by Table 3. Two simulations in winter and summer were
accomplished. The simulation period ran from 7 January to 11 January in winter and from 14 July to 18
July in summer. Figure 5 illustrates the thermal behavior of Case 2 and Case 3. In summer, the solar
irradiance peak value was 500 W/m2, and the maximum outdoor temperature was slightly above
26 ◦C on 14 July 2020. The goal of rejecting energy was met, and the water heat gain, measured by the
difference between inlet and outlet temperatures, was not above 1 ◦C on five sample summer days.
The peak solar radiation in winter on the eastern facade was 180 W/m2 on 10 January 2020. Due to
the high infrared reflectance (above 70%) of the selected glazing and the low outdoor temperature
(below 5.5 ◦C), the water heat gains were negligible. According to the steady-state analysis, Case 2
showed the best performance to heat water, as measured by the solar irradiance on the southern facade,
the outdoor temperature, and the difference between inlet and outlet temperatures in southern WFG
modules. In summer, the peak solar radiation was 400 W/m2, and the maximum temperature was
above 26.5 ◦C on 15 July 2020. On that day, the maximum outlet water temperature was 22 ◦C when
the inlet temperature was 20 ◦C, and there were water heat gains during the central hours of the day.
In winter, the peak solar radiation was above 250 W/m2, and that made the water absorb heat, although
the outdoor temperature was low.

(a) (b)

Figure 5. Simulation results of WFG Case 2 on the southern facade and Case 3 on the eastern facade
with transient boundary conditions. (a) Summer. (b) Winter.
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Figure 6 shows a summary of the water heat gains on two sample days in summer and winter.
Case 3 was selected for eastern and western facades because it showed the least heat absorption in
summer (17 KWh), whereas Case 2 showed the highest absorption in summer (34 KWh). To reject
energy, the best choice for eastern and western facades was Case 3. Case 2 had the highest heat
absorption on a winter day (21 KWh) and a good value in summer (30.5 KWh). Case 2 confirmed its
excellent performance on southern facades.

(a) (b)

Figure 6. Accumulated energy of WFG case studies with transient boundary conditions. (a) Summer
sample day 14 July 2020. (b) Winter sample day 8 January 2020.

3.3. Real Results in Sofia, Bulgaria

An experimental setup was placed in Sofia, Bulgaria (42◦39′1′′ North, 23◦23′26′′ East, Elevation:
590 m a.s.l.), to test the performance of isolated WFG modules throughout a year. Figure 7 shows
the outdoor temperature. On the coldest winter days, the minimum temperature was below −10 ◦C,
and the average daily temperature was 0 ◦C. During the hottest months, the maximum temperature
reached 32 ◦C and the average temperature was 25 ◦C. The southern solar radiation reached a peak
value of 400 W/m2 on 21 December 2019, whereas the eastern and western were 160 W/m2 and
270 W/m2, respectively, on 21 June 2019. On summer days, the highest values were on the east and west
facades (500 W/m2) because the sun angle was almost perpendicular to the vertical walls. The south
facade received little radiation (200 W/m2).

Figure 7. (a) Outdoor dry bulb temperature in Sofia, Bulgaria (EnergyPlus Weather file). (b) Eastern,
western, and southern solar radiation on facades. Sample winter day 21 December 2019 and sample
summer day 21 June 2019.
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Based on the outdoor simulation data, and the thermal and spectral properties of the studied
WFG in Table 4, the best option for the southern facade was Case 2. It showed the highest potential
for heat absorption in winter (226.6 W/m2) with the highest outlet temperature (23.17 ◦C). In summer,
the maximum southern solar radiation was 200 W/m2, whereas the absorption potential was 418 W/m2,
so the fluid could absorb the heat without heating the interior face of the glazing. Due to the high solar
radiation in summer, the best option for eastern and western facades was Case 3. It showed the lowest
absorption in summer (131.9 W/m2) with the lowest outlet temperature (18.26 ◦C). Figure 8 shows the
prototype plan, with five modules facing east, five modules facing west, and five more modules on
the southern facade. Unitized WFG modules were placed in three different orientations (east, south,
and west) with a pyranometer measuring solar radiation on each facade. Each heat plate exchanger of
the circulating device was connected to inlet and outlet water distribution systems.

Figure 8. (a) Prototype plan. Position of WFG and electronic control unit. (b) Pictures of the unitized
module in the actual facility with the pyranometer.

The output signals were collected by one-wire probes and sent to an electronic control unit
(ECU), where the developed software processed the calculations and elaborated the energy outputs.
The temperature sensor network was installed in both the inlet and outlet of the plate heat exchanger.
Flux meters were added to the monitoring equipment to keep a steady mass flow rate through all the
modules. The temperature difference in the external WFG elements could reach 10 ◦C, depending
on the exterior conditions. Glass selection for renewable production on the southern facade (Case 2)
absorbed the maximum incident solar radiation and at the same time reduced indoor solar heat
gains. A heat pump was used to control the inlet temperature. Figure 9 illustrates the outdoor air
temperature (T_out), inlet (T_Ei5) and outlet (T_Eo5) temperatures in two eastern WFG modules in
summer conditions. The maximum temperature difference occurred from 7:00 a.m. to 10:00 a.m.,
when the solar radiation reached its peak value on the east facade. The southern modules’ inlet and
outlet temperatures (T_Si5, T_So5) reflected the solar radiation and outdoor temperature, and there
were two peak values at 11:00 a.m. and 4:00 p.m. The maximum temperature difference between T_So5
and T_Si5 was 2 ◦C. The maximum temperature difference between the inlet (T_Wi3) and outlet (T_Wo3)
temperatures in two western WFG modules occurred at 4:30 p.m., when the solar radiation reached
its peak value on the west facade. The real measurements confirmed the simulation results because,
despite the high solar radiation values on the eastern and western facades (700 W/m2), the temperature
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difference between inlet and outlet was 1 ◦C. However, in the southern modules, the temperature
difference was 2 ◦C when the maximum solar radiation was 470 W/m2.

Figure 9. Inlet and outlet temperatures of eastern WFG. Sample summer day 14 July 2020. (a) Module
E5. (b) Module E1.

In winter, heat absorption does not depend directly on solar radiation due to the severity
of climatic conditions. The difference between indoor and outdoor temperatures affected energy
performance more than the solar radiation on the eastern and western facades. Figure 10 illustrates the
outdoor air temperature (T_out), the inlet (T_Ei5) and outlet (T_Eo5) temperatures in two eastern WFG
modules. The southern WFG performance showed heat losses in the morning and in the afternoon.
From 10:00 a.m. to 5:00 p.m., the outlet temperature (T_So5) was higher than the inlet (T_Si5), and the
maximum difference reached 2.5 ◦C at 1:30 p.m. In western modules, the inlet (T_Wi3) and outlet
(T_Wo3) temperatures showed that there were heat losses in the morning with no solar radiation and
low outdoor temperature. The simulation results were validated with little energy absorption on
eastern and western facades, and heat gains in the southern modules.

Figure 10. Inlet and outlet temperatures of eastern WFG. Sample winter day 8 January 2020.
(a) Module E4. (b) Module E3.
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4. Discussion

The next step was to analyze the results in terms of potential energy savings. Firstly, the results
of the simulation tool were validated. Secondly, the heat absorbed by water in summer can be both
subtracted from the cooling loads and considered as renewable energy production. According to the
Energy Performance of Buildings Directive (EPDB 2018) recommendations [2], primary energy factors
(PEFs) were used to assess the energy performance.

4.1. Validation of Energy Performance

To validate the selection of WFG, the daily absorbed energy per unit of area was calculated using
Equation (29). Figure 11 shows the performance of two WFG panels in winter in three orientations.
As expected, the eastern and western panels’ energy absorption was not relevant. Most of the time there
were heat losses due to the little radiation and the low outdoor temperature. A different performance
was shown in the southern panels, where the daily absorbed energy was 21.3 kWh in 7.8 m2, so the
ratio of energy per area was 2.73 kWh/m2.

Figure 11. Energy absorption on eastern, southern, and western WFG facades. Sample winter day
8 January 2020.

Figure 12 shows the energy performance on a sample summer day (14 July 2020). The total
absorbed energy was 30 KWh in two southern WFGs, 18.6 KWh in two western WFGs, and 15.9 KWh
in two eastern WFGs. The energy-to-area ratio was 3.85 kWh/m2 in the south, 2.38 kWh/m2 in the west,
and 2.04 kWh/m2 in the east.

Figure 12. Energy absorption on eastern, southern, and western WFG facades. Sample summer day
14 July 2020.
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The goal of rejecting energy in the east and west was met. Despite the high solar radiation,
the water heated up by 2 ◦C, and most of the infrared energy was rejected. On the south facade,
the energy absorption was similar in winter and summer, and the water heated up around 3 ◦C.
The reliability of the simulation tool was tested by developing real prototypes. Figure 13 illustrates the
comparison between the results of the real data and the simulation data. The daily energy absorption
on southern facades in winter and summer were taken from Figures 11 and 12 and compared with the
simulated results from Figure 6.

Figure 13. Accumulated energy absorption on southern WFG facades. Sample days 14 July 2020 and
8 January 2020. Comparison between simulated and real data.

The Mean Error (ME), shown in Equation (24), is the difference between the measured value and
simulation results. The total number of measurements was n = 2872.

ME =
1
n

n∑
i=1

|ESi − ERi|, (30)

where ESi is the simulated energy absorption, and ERi is the measured energy absorption. By computing
ME on 14 July 2020 the value was 0.78. When it came to the energy absorption on 8 January 2020,
the ME was 0.67. The reason for this might be the uncertainties about the inlet and indoor temperatures.
Although the accumulated energy values were quite similar in the simulation and the real conditions,
the intermediate values differed at some times of the day. The simulation tool could not work with
variable inlet and indoor temperatures, which is the main goal for further research.

4.2. Primary Energy Consumption

Figure 14 shows the outdoor air temperature and the accumulated energy throughout five days in
summer. WFG absorbed solar energy and prevented it from entering the building. The amount of
energy absorbed by the water could be connected to the district heating network, geothermal boreholes,
or to domestic hot water devices. In the final energy balance, the accumulated energy was subtracted
from the cooling loads and added to the renewable energy production.
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Figure 14. Energy absorption on eastern, southern, and western WFG facades. Sample summer days
from 14 July 2020 to 18 July 2020.

Article 41 of the Energy Performance of Buildings Directive (EPDB 2018) recommended the use of
primary energy factors to calculate the energy parameters of building envelopes [2]. Table 5 shows
these energy factors, such as cooling energy demand (CED in kWh/m2), final energy consumption
(FEC in kWh/m2), non-renewable primary energy consumption (NRPEC in kWh/m2). The energy
absorbed by the water was considered as renewable primary energy production (RPE in kWh/m2)
and CO2 emissions (kg CO2/m2). The electricity consumption of the circulation water pumps was not
considered because they were connected to photovoltaic panels. The circulation pump was working
24 h per day. The primary energy factor (PEF) is the inverse of electricity production efficiency from
fuel source to electricity at the building, taken from official European Union documents [42,43], if the
energy was produced using heat pumps, considering a Coefficient of Performance (COP) of 2.5 and a
conversion factor between final energy and non-renewable primary energy (KWh NRPE/KWh FE) of
1.954. The factor of emitted CO2 for electricity was 0.331.

Table 5. Primary energy balance of WFG in summer.

Cooling Energy
Demand (CED)

kWh/m2 day

Final Energy
Consumption (FEC)

kWh/m2 day

Non-Renewable
Primary Energy

Consumption (NRPEC)
kWh/m2 day

Renewable Primary
Energy (RPE)
kWh/m2 day

CO2

Emissions
kgCO2/m

2 day

Day 1 8.27 3.31 6.46 3.42 1.09
Day 2 7.60 3.04 5.94 3.15 1.01
Day 3 8.24 3.29 6.44 3.41 1.09
Day 4 6.95 2.78 5.43 2.88 0.92
Day 5 7.25 2.9 5.67 3.00 0.96
Total 38.31 15.32 29.94 15.86 5.07

Table 6 shows the estimated winter heating loads over the working hours. Indoor (T_int) and
outdoor (T_ext) temperatures were taken from Figure 10 with a surface area of 3.9 m2. The same
procedure was repeated to calculate the values on five sample days. A high-performance triple glass
made of three glass panes with an argon chamber and Low-E coating was compared with the selected
WFG cases. The triple-glass U value was taken from a glazing catalog [41], whereas the U value of the
WFG was defined in Table 1. The total heat losses through the passive triple glazing and the WFG
were 288.38 Wh/m2 and 15.31 Wh/m2. The energy savings per day was 273.07 Wh/m2. In addition, the
WFG was able to produce renewable energy.
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Table 6. Winter heating loads on 14 January 2020.

Triple Glass WFG

T_int
(C) 1

T_ext
(C) 1

U
(triple glazing)

(W/m2K) 2

∑
UA(T_int-T_ext)

(Wh/m2)

U
(WFG)

(W/m2K)

∑
UA(T_int-T_ext)

(Wh/m2)

7–8 h 18 −3 1.3 23.73 0.06 1.26
8–9 h 18 −3 1.3 23.73 0.06 1.26

9–10 h 21.5 −3 1.3 27.69 0.06 1.47
10–11 h 21.8 0 1.3 24.63 0.06 1.31
11–12 h 18.8 1.5 1.3 19.55 0.06 1.04
12–13 h 20 3.1 1.3 19.10 0.06 1.01
13–14 h 22.7 4.5 1.3 20.57 0.06 1.09
14–15 h 23 5.1 1.3 20.23 0.06 1.07
15–16 h 23.1 6 1.3 19.32 0.06 1.03
16–17 h 23.5 5.6 1.3 20.23 0.06 1.07
17–18 h 22.2 3.6 1.3 21.02 0.06 1.12
18–19 h 22 2 1.3 22.60 0.06 1.20
19–20 h 22 −1 1.3 25.99 0.06 1.38
TOTAL 288.38 15.31

1 Values are taken from Figure 10; 2 values are taken from [41].

Table 7 illustrates the primary energy savings, the reduction of CO2 emissions, and renewable
energy production of WFG in five winter days.

Table 7. Primary energy balance of WFG in winter.

CED
kWh/m2

FEC
kWh/m2

NRPEC
kWh/m2

RPE
kWh/m2

EM
kgCO2/m

2

Day 1 0.226 0.090 0.177 2.40 0.030
Day 2 0.225 0.090 0.176 2.55 0.030
Day 3 0.222 0.089 0.174 2.46 0.029
Day 4 0.222 0.089 0.174 2.46 0.029
Day 5 0.227 0.091 0.177 2.57 0.030
Total 0.116 0.449 0.877 12.44 0.149

4.3. Cost Considerations

The ideal project for these advanced facades would be a large tower-type office building with
limited site access. The facade should consist of repetitive geometry that can be divided easily into
panels. The system would not be fit to have movable windows, so special modules for openings and
mechanical ventilation systems are required. A literature review was carried out to assess the cost
and the performance of advanced facades [44–46]. The unit costs of the components included the
material, production, and assembly costs. These values are the average of the unit costs taken from two
different passive curtain wall systems [47]. The cost analysis for the WFG-unitized facade considered a
triple glass described in Case 2, the total estimated costs for aluminum production, module fabrication,
on-site transportation, and facade assembly. The energy values were calculated with the indoor and
outdoor temperatures shown in Figures 9 and 10 for sample summer and winter days, respectively.
The energy parameters and construction costs calculated for all the alternatives are shown in Table 8.

Table 8. Energy and cost parameters.

System
Description

Glazing
U

W/m2K
FEC

kWh/m2
RPE

kWh/m2
EM

kgCO2/m
2

Cost
EUR/m2

S W S W

Aluminum frame
fixed to slab Triple glazed 1.3 1 2.42 0.64 - - 1.01 620 1

Unitized facade
Aluminum frame WFG (Case 2) 0.066 0.94 0.30 3.42 2.73 0.41 1375

1 Values taken from [47].
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The initial costs of the WFG made up of the triple glazing, the circulating device, and the
unitized aluminum frames were high, compared to passive glazing systems. However, a holistic
approach should include energy savings, energy production, and CO2 emissions. The total final energy
consumption was 3.06 kWh/m2 for the standard triple-glazed lightweight enclosure and 1.24 kWh/m2

for the WFG. When it came to CO2 emissions, the standard curtain wall solution would account for
2.5 times as much CO2 as the studied WFG.

5. Conclusions

The design of new light envelopes for zero-energy buildings must integrate different disciplines
such as architectural design, building simulation, HVAC systems, and the curtain wall industry.
This article developed a methodology for selecting WFG solutions for different facades and tested its
performance using real data. Case 1 was a triple glazing with the water chamber facing outdoors.
Case 2 was made of triple glazing with water chamber indoors and Low-E coating. Case 3 had a high
reflective coating on face 2 and a water chamber indoors.

1. Dynamic properties of WFG allowed considering options for different orientations and the
internal loads, which depend on the building use. The thermal transmittance (U) ranged from
1 W/m2K (ṁ = 0) to 0.06 W/m2K (ṁ = 2 L/min m2). A mass flow rate (ṁ) above 2 L/min m2

(0.029 Kg/s m2) did not impact the water–energy absorption.
2. The position of the gas and water cavities and the spectral properties of glass panes and coatings

affected the performance of the WFG. Simulation results at steady conditions showed that Case
2 had the best performance for energy absorption in winter (226.6 W/m2). Case 1 showed the
highest energy absorption in summer (603.3 W/m2). Case 3 showed the lowest energy absorption,
both in summer (131.9 W/m2) and winter (11.5 W/m2).

3. The primary energy factor (PEF) was used to assess building energy performance. Energy savings
ranged from 5.43 to 6.46 KWh/m2 day in non-renewable energy consumption, whereas the
renewable primary energy production ranged from 3 to 3.42 KWh/m2 day. The CO2 emissions
were reduced at a rate of 1 Kg/m2 day.

4. In the cold winter season, the absorbing south facade heated water (2.73 kWh/m2), whereas eastern
and western facades received very little solar radiation.

5. In summer, eastern and western facades rejected most of the solar radiation, and the flowing
water was heated without surpassing the comfort temperature. The maximum outlet temperature
was 24 ◦C on 14 July 2020. The daily absorbed energy was 3.84 KWh/m2 in the southern WFG,
2.38 KWh/m2 in WFG, and 2.04 KWh/m2 in WFG.

This article showed an industrialized water flow glazing unitized facade ready to be used in
the architecture, engineering, and construction industries. The authors developed a simulation tool
to be used at the first stage of the design process. The outputs were validated with an actual test
facility placed in Sofia, Bulgaria. The difficulties identified were related to the limitations of the
software for simulating the dynamic properties of WFG. The high initial cost and the need for an
energy management system integrated with the rest of the equipment conditioned the WFG system.
After the first year of monitoring, there are uncertainties and system issues that must be addressed.
Firstly, the control unit must integrate the ventilation system to reduce condensation risks. Secondly,
the presented simulation tool must be integrated into commercial building performance simulation
software. Finally, further research on the deployment is needed to bring down payback periods.

With economies of scale a price comparable to triple-pane glazing systems equipped with
automated exterior shading can be achieved.
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Nomenclature

Symbol Meaning

Aj Absorptance of glass layers
Aw Absorptance of water
Av Total absorptance of water flow glazing
hi Interior heat transfer coefficient (W/m2K)
hw Water heat transfer coefficient (W/m2K)
hg Air chamber heat transfer coefficient (W/m2K)
he Exterior heat transfer coefficient (W/m2K)
qj Heat fluxes through the different layers of the glazing
i0 Normal incident solar irradiance (W/m2)
θi Interior temperature (K)
θe Exterior temperature (K)
θj Temperature of the glass layer (K)
θIN Inlet temperature of the water chamber (K)
θOUT Outlet temperature of the water chamber (K)
θw Temperature of the water (K)
θS Stagnation temperature of the water when ṁ = 0 (K)
U Thermal transmittance (W/m2K)
Ui Interior thermal transmittance (W/m2K)
Ue Exterior thermal transmittance (W/m2K)
Uw Thermal transmittance (water chamber–interior) (W/m2K)
T Transmittance of the glazing
R Reflectance of the glazing
ṁ Mass flow rate (kg/s m2)
c Specific heat of the water (J/Kg K)
P Heat gain in the water chamber (W)
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Abstract: Large glass areas, even high-performance glazing with Low-E coating, could lead to
discomfort if exposed to solar radiation due to radiant asymmetry. In addition, air-to-air cooling
systems affect the thermal environment indoors. Water-Flow Glazing (WFG) is a disruptive technology
that enables architects and engineers to design transparent and translucent facades with new features,
such as energy management. Water modifies the thermal behavior of glass envelopes, the spectral
distribution of solar radiation, the non-uniform nature of radiation absorption, and the diffusion
of heat by conduction across the glass pane. The main goal of this article was to assess energy
consumption and comfort conditions in office spaces with a large glass area by using WFG as a
radiant heating and cooling system. This article evaluates the design and operation of an energy
management system coupled with WFG throughout a year in an actual office space. Temperature,
relative humidity, and solar radiation sensors were connected to a control unit that actuated the
different devices to keep comfortable conditions with minimum energy consumption. The results in
summer conditions revealed that if the mean radiant temperature ranged from 19.3 to 23 ◦C, it helped
reduce the operative temperature to comfortable levels when the indoor air temperature was between
25 and 27.5 ◦C. The Predicted Mean Vote in summer conditions was between 0 and −0.5 in working
hours, within the recommended values of ASHRAE-55 standard.

Keywords: building energy management; Water Flow Glazing; mean radiant temperature; final
energy consumption

1. Introduction

Obsolete equipment, design flaws, and inappropriate use can account for up to 20% of the
energy that buildings use over the operation period [1]. Dwellings, offices, educational facilities,
and commercial buildings show different consumption patterns. For example, commercial buildings
exhibit high energy consumption associated with heating, ventilation, and air conditioning (HVAC)
systems and lighting [2]. Office buildings have a high amount of energy use by computers and
monitors, while educational buildings have significantly more energy consumption for lighting [3].
Office buildings are likely to have higher cooling demands due to the impact of internal gains from
occupants and IT equipment [4]. The European air conditioning (AC) market is essential in raising
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awareness about primary energy utilization. Over the last two decades, all members of the European
Union (EU) have been committed to increasing the production of renewable energy, decreasing
greenhouse gas (GHG) emissions, and reducing the final energy consumption by 20% from 1990 levels
by 2020. The goal of reducing the emissions of GHG by 40% by 2030 has been set. Furthermore, the EU
members have committed to reducing GHG emissions by 80–95% by 2050, and the fulfillment of the
Paris Conference of the Parties 21 agreement will require a further reduction of GHG emissions [5].
In this regard, some studies show that electricity demand for cooling is increasing, especially in colder
European countries [6]. If the electricity demand exceeds the projected renewable capacity, the goal of
reducing GHG emissions will not be met.

An energy management system (EMS) assures that the building’s energy demand is accomplished
without compromising the air quality and comfort levels of its occupants [7]. The EMS can collect
measurements at a specified time interval at designated measurement points. The accurate and diverse
data, deployment without affecting the building operation, communication protocol, and cost influence
the selection of the EMS [8]. Engineers tend to overestimate the internal heat gains in office buildings,
which results in the specification of cooling systems that exceed the needed capacity. As a result,
there is an energy waste over long periods of inefficient operation [9,10]. The Energy Consumption
Guide (ECG) shows patterns and benchmarks for electricity consumption in office buildings [11].
Energy consumption schedules, occupants’ habits, and the diversity of electric loads have a significant
impact on office building energy behavior [12,13]. An energy management system allows owners to
understand building performance, improve energy efficiency, and take appropriate actions [14,15].

Power load density is used to assess expected peak power demand, taking into account internal
heat gains [16,17]. The building envelope materials contribute decisively to reducing the heating and
cooling loads. Windows and curtain walls play a crucial role in the energy efficiency of office buildings
due to solar heat gains. Although solar radiation may help reduce heating loads in the cold season,
summer heat gains have to be avoided [18,19]. In this regard, the extensive use of glass in facades in
office buildings has led to an 8.7% increase in the AC market in Europe over the last decade, especially
in Mediterranean countries [20,21]. Despite the growth of the market, other factors like the increasing
price of electricity in the European Union (17% from 2008 to 2019) [22] and new government regulations
have forced manufactures to develop energy-efficient products, such as inverter technologies and
new refrigerants [23]. The energy performance of heating and AC systems is measured by the energy
efficiency ratio (EER) in the cooling mode and the coefficient of performance (COP) in the heating mode.
The seasonal energy efficiency ratio and the seasonal coefficient of performance (SEER, SCOP) designate
the total heat supplied or removed from areas (Qheat/cold, season) divided by the total work input over the
same period (Welectricity, season) [24]. By product type, split systems, coupled with air-to-air heat pumps,
account for the majority of AC units per type [25]. Air-to-water and water-to-water heat pumps can be
coupled with fan coil units (FCUs) and radiant panels in walls, floors, and ceilings. The EER and COP
of heat pumps depend on the source and load side temperatures, so assessing the energy performance
of each type requires analyzing the outdoor and indoor operating temperatures [26].

When it comes to defining thermal comfort conditions, six main factors must be taken into account:
metabolic rate, clothing insulation, air temperature, radiant temperature, airspeed, and humidity [27].
Fanger’s Predicted Mean Vote (PMV) method was developed to consider the different variables that
influence the comfort assessment in a working environment [28,29]. The international organization for
standardization document ISO 7726 defined local thermal discomfort as the thermal dissatisfaction
caused by unwanted cooling or heating of one particular part of the body. It mainly affects people
developing light sedentary activities [30]. The mean radiant temperature (MRT) has a strong influence
on human thermal comfort because occupant bodies transfers heat to hot or cold surfaces [31]. In office
buildings with convective heating and cooling systems, such as split units, and facades with extensive
glazing, users experience a lack of comfort caused by the inhomogeneity in indoor surfaces and
air temperatures [32]. For example, windows with high thermal transmittance and without Low-E
coatings can lead to high radiant temperature asymmetry and the local dissatisfaction of some body
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parts [33]. An effective way to improve the comfort conditions in these buildings would be to use
temperature-controlled surfaces or radiant panels as the principal source of sensible cooling and
heating in the conditioned space. Radiant panels provide a comfortable indoor environment without
lowering the room air’s moisture content. Occupants in an area heated or cooled by radiant panels
are comfortable at lower air temperatures in winter and higher air temperatures in summer. Indoor
partitions and facades with Water-Flow Glazing (WFG) are considered active radiant panels that
control their temperature by circulating water, and can be used to control the surface temperatures and
provide an acceptable thermal environment [34]. In facades exposed to solar radiation, the water flows
between two glass panes and captures most of the solar infrared radiation, and the visible component
enters the building [35]. Since the WFG is a dynamic envelope, the solar heat transmitted through the
material depends on the flow rate. When the water flows, the transmitted solar heat is low, and when
the water flow stops, the solar radiation enters the building [36]. In interior partitions, WFG panels can
supply the needed power at a rate of 120 W/m2 if the difference between the circulating water and the
indoor air temperature is 10 ◦C [37].

This paper focused on assessing the performance of WFG envelopes in commercial buildings by
analyzing power demand patterns through measured data obtained from a testing facility. Hence,
to achieve this goal, it was essential to: (i) validate the energy management system to enhance the
thermal performance of the building, (ii) estimate the final energy consumption of the office space in
summer and winter conditions, and (iii) evaluate the comfort conditions and the influence of the mean
radiant temperature in the Predicted Mean Vote over the office space working hours.

2. Materials and Methods

Commercial building energy simulation (BES) tools do not include Water-Flow Glazing as an
option, so it is necessary to validate its behavior in real facilities. This section described the office space
layout, the description of the envelope and the Water-Flow Glazing, the energy management system
components, and the electronic control unit logic operation.

2.1. Description of the Facility

The testing facility was an office space of the Department of Applied Mathematics in the School
of Aeronautics and Space Engineering in Madrid, Spain (40,44389◦ N, −3,7261972◦ E). Two faculty
members occupy the room from 8:00 a.m. to 8:00 p.m., and there are meetings with students during
office hours. The occupancy is limited to six people at a time. The facility validated the WFG behavior
as a component of the heating and cooling system. Figure 1 illustrates the floor plan. Four transparent
WFG panels (WFG1, WFG2, WFG3, and WFG4) separated the corridor from the office. The thermal
and spectral properties of these transparent panels were carefully selected to absorb the maximum
heat from the beam solar radiation, which entered through the main glazed facade, impinging into the
WFG in the afternoon for four to five hours, depending on the season. The northeast facade was an
insulated opaque wall, and the rest of the interior partitions were translucent WFG (WFG_TP01 to
WFG_TP09). In all, there were thirteen WFG panels of 1500 mm height by 1300 mm width. The energy
management system is placed outdoors, in the north-east facade. The electronic control unit (ECU)
monitored the temperatures of the WFG and the indoor, corridor, and outdoor temperatures.

Table 1 shows the thermal transmittance and areas of the office envelope. The opaque internal
partitions were modular walls with melamine panel finish (0.5 cm) and rock–wool acoustic insulation
(3 cm). The northeast facade was an insulated opaque wall made up of a zinc plate external finish
(1 mm), ventilated air chamber (3 cm), a brick wall (11 cm), rock–wool thermal insulation (6 cm),
air chamber (5 cm), and a plaster board (12 mm). The roof was composed of a zinc plate external
finish (1 mm), ventilated air chamber (3 cm), metal deck with concrete (10 cm), air chamber (10 cm),
rock–wool thermal insulation (6 cm), and a plaster board (12 mm). The thermal transmittances met the
requirements of the Spanish Building Code [38].
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Figure 1. Plan view of the office spaces. The transparent Water-Flow Glazing (WFG) was connected
directly to the primary circuit. The translucent interior partitions were connected in parallel to the
circulating device.

Table 1. Parameters of the office envelope.

Thermal and
Geometric Parameters

Roof N-E Wall N-E Window Int Wall Int Glass Floor

U (W/m2K) 1 0.3 0.3 2.9 0.7 5.2 0.6
A (m2) 40 22.5 2.2 19.6 7.8 40∑

UA (W/K) 12 6.75 6.38 13.72 40.56 24
1 Values meet the Spanish Building Code (CTE DB HE1) requirements [38].

Figure 2 shows the space with transparent WFG (a) facing south-west and translucent interior
partitions (b). The former was double glazed; each glass pane was composed of 8 mm planiclear,
1.54 mm saflex Rsolar SG41, 8 mm planiclear, and a 20 mm water chamber. The latter was double glazed;
each glass pane was formed of 10 mm planiclear, 1 mm translucent Polyvinyl butyral (PVB) 000A
CoolWhite, 3 mm planiclear, and a 16 mm water chamber. The mass flow rate through the transparent
WFG was set to be 2 L/min, and through the translucent glazing, it was 1 L/min. The transparent
panes were exposed to western solar radiation and had to absorb a large amount of heat. In contrast,
the translucent panes were designed to deliver heat or cold in winter or summer.
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Figure 2. Top: View from the access corridor during the construction process. Bottom: Glass
configuration of the office space. (a) Transparent Water-Flow Glazing (corridor), (b) translucent
Water-Flow Glazing (interior partitions).

Table 2 shows the estimated heating and cooling loads in the office space. Ventilation loads
(Vent) and internal loads (IL) were calculated for an occupancy of six people and average office
equipment [38,39]. The total glazed surface was 7.8 m2 of transparent WFG and 17.55 m2 of translucent
interior partitions. The wall-to-window ratio of the wall exposed to solar radiation was 40%. The total
area of WFG radiant panels was 25.35 m2, with a floor area of 40 m2. The expected power delivered by
WFG was 130 W/m2 when the difference between the circulating water and the indoor air temperature
was 13 ◦C. The dew point temperature for the indoor air temperature was at 27 ◦C and relative
humidity at 40% was 12 ◦C. Therefore, keeping the WFG inlet temperature above 12 ◦C, the indoor
air temperature at 27 ◦C, and the average water temperature at 14 ◦C, the delivered cooling power
would be 130 W/m2. The total WFG surface area was 25.35 m2 and the total cooling power was 3295 W,
which was above the predicted cooling loads shown in Table 2. The cost of the system depends on
a few different factors, including the dimensions of the glass, thickness, and distance between the
energy management system and the panels. A typical 2 m2 double glass panel costs 900 USD (around
450 USD/m2), including the piping and individual circulating devices. Installation of WFG requires a
professional team, which could run 50 to 70 USD per hour.

Table 2. Estimation of heating and cooling loads in the offices.

Operating
Condition

T_int

(◦C)
T_ext

(◦C) 1
T_ext_C

(◦C)
n

∑
UA(T_int-T_ext)

(W)

∑
UA(T_int-T_ext_C)

(W)
Vent
(W)

IL
(W)

SR
(W)

Total
(W)

Heating 22 4 22 2 452.34 - 1620 - - 2018.16
Cooling 23 35 30 6 301.56 379.26 1080 1400 82.5 3243.42

1 Values are taken from CTE DB HE1 [38].
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Figure 3 shows the schematics of both circuits. The energy management circuit consisted of a
370 L buffer tank, an expansion tank, an air-to-water heat pump, and an air heat exchanger. The heat
pump’s (Saunier Duval Genia Air 8/1 Power A7/W35 = Power A35/W18) nominal power was 7.60 kW
in winter (at an outdoor air temperature of 7 ◦C and inlet water temperature of 35 ◦C) and summer
(at an outdoor air temperature of 35 ◦C and inlet water temperature of 18 ◦C). The heat pump was
selected for commercial reasons, regarding availability and budget constraints. Some malfunctions
and operating issues related to the oversized cooling and heating power are addressed in the following
sections. The air heat exchanger works when the outdoor air temperature is low enough to cool down
water. This cooling mode can only be used when outdoor ambient air temperatures are below 12 ◦C.
When the air heat exchanger is used for free cooling, the control system uses valves to isolate the heat
pump from the rest of the loop, and the heat exchanger is used like a chiller. Once the buffer tank
is heated or cooled down, the water flows to transfer heat or cold to the circulating device. Then,
the secondary circuit transports the heated or cooled water to thirteen radiant WFG units. A control
system with a thermostat based on the indoor temperature turned the heat pump and the flow rate
ON and OFF. The secondary circuit was made up of two branches—one that transferred heat or cold
to translucent partitions and another one for the transparent WFG modules. Each transparent WFG
module had a circulating device (CDi). The mass flow rate through the transparent modules was set
to ṁ = 2 L/min m2 when the system was ON. All the translucent WFG panels were connected to the
same circulating device (CD TP), and the flow rate was ṁ = 1 L/min m2. The influence of the mass
flow rate on the ability to deliver or absorb heat and the recommended values have been studied
in previous articles [37]. Transparent WFG panels are exposed to solar radiation, so the mass flow
rate had to be higher to absorb heat in summer and keep the water temperature within acceptable
values. The electronic control unit actuated the WFG circulating devices, the heat pump, and the
air heat exchanger using the basic commands of ON and OFF, with the control logic explained in
Table 3. There was a mechanical ventilation system that met the requirements of the Spanish Regulation
of Thermal Installations in Buildings (RITE) for ventilation of office spaces (12.5 L per second per
person) [40]. The mechanical ventilation provided conditioned air and operated over the working
hours (8:00 a.m. to 8:00 p.m.) at a constant air volume. However, it was not a component of the
controlled energy management system. The lack of control of the ventilation device was one of the
system’s uncertainties because high relative humidity can cause condensation in radiant panels when
operating in cooling mode, and can affect the latent loads.

Figure 3. Schematics of the testing facility. The primary circuit connects the energy management
devices (heat pump, air heat exchanger, and buffer tank). The secondary circuit goes from the buffer
tank to the WFG.
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Table 3. Energy management system in cooling mode.

Device HP AHX WFG WFG_HP

Condition 1 T_int > 25 ◦C - T_int > 25 ◦C

Condition 2 (T_tank_top − T_ext)
< 10 ◦C

(T_tank_top − T_ext)
> 10 ◦C (T_int − T_tank_bottom) > 10 ◦C

8:00 p.m.–7:00 a.m. - ON ON ON
7:00 a.m.–8:00 p.m. ON - ON ON

Tables 3 and 4 show the proposed energy management strategy in the heating and cooling modes.
The heat pump (HP) was set to operate during working hours, whereas the air heat exchanger (AHX)
operated only in cooling mode during non-working hours. The first condition was related to the indoor
air temperature (T_int) and the second condition depended on the difference between the outdoor air
temperature (T_ext) and the tank temperatures (T_tank_top, T_tank_bottom).

Table 4. Energy management system in heating mode.

Device HP AHX WFG WFG_HP

Condition 1 T_int < 20 ◦C T_int < 20 ◦C
Condition 2 - (T_tank_bottom − T_int) > 10 ◦C

8:00 p.m.–7:00 a.m. - - ON ON
7:00 a.m.–8:00 p.m. ON - ON ON

2.2. Description of the Sensors

To measure the water heat gain of the WFG panels, flow meters and inlet and outlet digital
thermometers were installed in the primary and secondary circuits. The DS18B20-PAR digital
thermometer communicated over a one-wire bus with the energy control unit (ECU). They had an
operating temperature range of −55 to +100 ◦C and an accuracy of ±0.5 ◦C. A pyranometer Delta Ohm
LP PYRA 03, placed on the vertical south-western facade, allowed measurement of the solar irradiance.
It is a second-class pyranometer according to ISO 9060 standards and the World Meteorological
Organization (WMO); it had to be placed outdoors because obstacles and reflections can affect the
measurements. The same monitoring equipment has been described in other articles [37]. Figure 4
shows the position of the temperature sensors in the WFG and the circulating device. The flow meter
(s) measures the flow rate at the inlet of the WFG panels. The flow meter (p) measures the flow rate of
the primary circuit. The temperature sensors, Ti2 and To2, measure the inlet and outlet temperatures in
the WFG 2, respectively, and Tp2 and Tp2 measure the temperatures at the primary circuit.

Every WFG module had a circulator that comprised a water pump, a plate heat exchanger, and
two one-wire sensors inserted into two pocket wells to measure the inlet and outlet temperatures of the
glazing. In addition, one module was monitored with a digital flow meter for the primary circuit and
another digital flow meter for the secondary circuit. Together with the inlet and outlet temperatures,
these flow meters allowed validation of the design flow rate of the glazing as well as having precise
actual values for the water heat gain of each WFG panel. The one-wire digital thermometers were
inserted into the pocket wells. Each sensor had a unique 64-bit serial number etched into it, and
allowed the housing of a considerable number of sensors to be used on one data bus. There were four
transparent WFG modules and two thermometers per module, plus the inlet and outlet temperatures
for the primary circuit, measured with the same data bus. Thermostats and timers controlled the
heating and cooling system. All indoor temperatures were measured 150 cm above the floor level. The
main objective of this strategy was to maintain a comfortable indoor temperature and to minimize
energy consumption using solar energy harvesting and free cooling. Table 5 presents a description of
the sensors and parameters that have been measured. The WFG transparent panels were located in a
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corridor with south-west orientation. When the solar radiation impinged on the glazing, the water
absorbed the energy. After analyzing the indoor temperature, the EMS decided whether to store the
heat or to distribute it through the rest of the translucent interior partitions. The energy surplus could
be stored in the buffer tank. If there was no solar energy to harvest or there was not enough energy
harvested in the buffer tank, the heat pump would work to satisfy the demand. Generally, an office
building demands cold throughout the year due to its high internal heat load. In winter, the outdoor
temperature is low enough to dissipate the internal heat load utilizing an air heat exchanger. The heat
pump electricity consumption was not measured. The electricity consumption was estimated with the
heat pump thermal power, the coefficient of performance, and the energy efficiency ratio provided by
the manufacturer.

 

Figure 4. Front view of the transparent WFG in the corridor facing south-west. Location of the
circulating device underneath the technical floor. Location of inlet and outlet temperature probes and
flow meters for the primary and secondary circuits of the WFG.
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Table 5. Nomenclature and description of sensors.

Sensor Description

Tik Inlet temperature of the transparent WFG 1 (◦C)
Tok Outlet temperature of the transparent WFG 1 (◦C)
Ts_IN Inlet temperature of the translucent WFG partitions (◦C)
Ts_OUT Outlet temperature of the translucent WFG partitions (◦C)
T_ext Outside temperature (◦C)
T_int Indoor air temperature (◦C)
T_tank_bottom Temperature at the bottom of the buffer tank (◦C)
T_tank_middle Temperature in the middle of the buffer tank (◦C)
T_tank_top Temperature at the top of the buffer tank (◦C)
T _ext_C Temperature of the corridor right outside the door (◦C)
Tfloor Surface temperature of the floor (◦C)
Twall Surface temperature of opaque walls (◦C)
Tceiling Surface temperature of the ceiling (◦C)
TWFG Surface temperature of transparent WFG (◦C)
TWFG_TP Surface temperature of WFG translucent partitions (◦C)
Sun_rad Solar irradiance on vertical surface (W/m2)
kWh_HP Thermal heating/cooling energy by the heat pump (kWh)
kWh_AXH Thermal cooling energy by the air heat exchanger (kWh)
kWh_WFG Heating/cooling energy delivered by transparent WFG (kWh)
kWh_WFG_TP Heating/cooling energy delivered by WFG translucent partitions (kWh)
RH Indoor Relative Humidity (%)

1 k is the module number from 1 to 4.

3. Results

This section presents monitoring temperatures and the power efficiency of WFG modules.
The implementation of different energy strategies was validated. By analyzing the system’s performance,
the energy strategy is improved, achieving significant energy savings. Finally, the power performance
of the WFG module is obtained by measuring the inlet and outlet temperatures and flow rate of each
WFG panel.

3.1. Analysis in Summer Conditions

Figure 5 shows the system temperatures and the irradiance curve of a sample summer week
from 10 July 2019 to 16 July 2019. Ti2 and To2 illustrate the inlet and outlet temperatures of the
WFG. T_int is the indoor temperature, and T_ext is the exterior temperature. T_ext_C corresponds to the
temperature in the corridor between the office and the exterior. The first day, 10 July 2019, was clear,
with some evolution clouds between 16:30 and 18:00. On clear days, direct beam radiation prevailed
over diffuse radiation. The typical irradiance curve (Sun_rad) reached maximum levels above 700 W/m2.
From 9:00 a.m. to 1:00 p.m., the south-west facade was shaded due to geometrical obstructions, and the
irradiance was mainly diffuse, reaching values around 200 W/m2. However, in the afternoon, the facade
was exposed to direct solar radiation, and the corridor temperature rose to 35 ◦C. On 11 July 2019,
the indoor and outdoor temperatures showed a similar performance, although the oscillations of the
inlet and outlet temperatures were different from those of the previous day. On 12 July 2019, the solar
irradiance showed irregular values because of clouds, and it affected the temperature of the corridor,
which was slightly above 30 ◦C. Over the weekend, on 13 July 2019 and 14 July 2019, the mass flow
rate was 0 and the heat pump did not operate. Inlet and outlet temperatures of the WFG (Ti2 and To2)
did not show any difference and reached peak values of 32 ◦C. The indoor air temperature reached a
maximum of 34 ◦C, whereas the temperature in the corridor (T_ext_C) was 39 ◦C. A WFG circuit is a
closed loop and there are two cases, mass flow rate ṁ = 0 or ṁ = design flow rate. Over the weekend,
the mass flow rate was 0 and the heat pump was not in operation. After two weekend days, the indoor
temperature rose to 32 ◦C, making it necessary to cool down the office temperature. Figure 5 shows
that the inlet and outlet temperatures dropped on Sunday 14/07/2019 before 7:00 a.m., although the
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heating pump did not operate that day. The same behavior was shown on Monday, 15/07/2019, before
7:00 a.m. The reason was that the air heat exchanger operated both days for two hours when the
difference between the top tank water temperature (T_tank_top) and the outdoor air temperature (T_ext)
was above 10 ◦C.

 

Figure 5. Solar irradiance and indoor and outdoor temperatures—sample summer week of 10 July
2019 to 16 July 2019.

Figure 6 shows the detailed evolution of temperatures on two consecutive days. Figure 6a shows
that the irradiance curve on 10 July 2019 had some oscillations in the afternoon, and the outdoor
temperature declined, which indicated the existence of clouds. The inlet and outlet temperatures (T_i2,
T_o2) showed that the heat pump worked at three cycles per hour. The heat pump parameters were
fixed to meet the manufacturer’s requirement for minimum cycle times. Figure 6b showed that the
minimum time between starts was, at least, forty minutes. On 10 July 2019 at 7:00 p.m., there was a
peak in the corridor temperature (T_ext_C), and this peak did not occur on 11 July 2019. The corridor
had a cooling system that was not monitored or controlled by the studied energy management system,
and its temperature was a boundary condition of the studied space. The indoor air temperature rose to
27 ◦C on 10 July 2019 and to 29.5 ◦C on 11 July 2019. Although the temperatures might seem too high,
due to the effect of radiating panels and a low mean radiant temperature, there is thermal comfort in
the space, as shown in the discussion section.

3.2. Analysis in Winter Conditions

Figure 7 shows the temperatures and the irradiance curve of a sample winter week from
08 January 2020 to 14 January 2020. On sunny working days (from 08 January 2020 to 10 January 2020),
the outdoor temperature showed typical values of winter in Madrid, with a minimum temperature
slightly below 0 ◦C and a maximum temperature between 10 and 15 ◦C. The solar radiation impinged on
the south-west facade as of 11:00 a.m. with a peak value of 300 W/m2. The indoor air temperature (T_int)
was below comfort until 7:00 p.m. because the heating system was off. In the morning, the heat pump
started working, and the radiant WFG panels were delivering heat. In the afternoon, the temperature
in the corridor (T_ext_C) rose to 30 ◦C, which helped to heat the office space air temperature (T_int) to
22 ◦C. The solar radiation in the afternoon made the heat delivered by the WFG unnecessary. Over the
weekend (11 January 2020 and 12 January 2020), the heat pump was not operating, and the indoor air
temperature declined and reached its lowest value (14 ◦C) on Monday 13 July 2020 at 7:00 a.m. Due to
the solar radiation, the temperature in the corridor rose to 28 ◦C. On weekend days, the heat pump did
not operate in the morning, so the indoor temperature continued to drop until the afternoon, when the
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solar radiation and the corridor overheating contributed to raising the indoor air temperature from
17 to 19 ◦C on 11 January 2020 and from 15 to 17 ◦C on 12 January 2020. Nevertheless, the indoor
temperature on 11 January 2020 at 7:00 a.m. was 18 ◦C, and on 13 January 2020, it was 14 ◦C after two
days without operating the heat pump. On working days, the indoor air temperature was above 18 ◦C
at the beginning of the working hours. On 13 July 2020 and 14 July 2020, the solar irradiance was low,
and the outdoor temperature variation over the day was only 5 ◦C. The heat pump operated most of
the working hours, unlike on sunny days, when it operated only in the morning.

 

(a) (b) 

Figure 6. Solar irradiance and indoor and outdoor temperatures—summer sample days (a) 10 July 2019
and (b) 11 July 2019.

 

Figure 7. Solar irradiance and indoor and outdoor temperatures—sample winter week of 08 January
2020 to 14 January 2020.

Figure 8 details the parameters on two winter days with different outdoor conditions. Figure 8a
illustrates a sunny winter day when the solar irradiance reached a peak value of 300 W/m2, and the
outdoor temperature ranged from−1 to 11 ◦C. The WFG started working in heating mode from 7:00 a.m.,
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when the indoor air temperature was 18 ◦C, to 9:30 a.m., when the indoor air temperature reached
20 ◦C. The indoor air temperature continued to rise to 22 ◦C because the corridor air temperature
reached a peak of 30 ◦C. Figure 8b shows a winter day with little solar radiation and an outdoor
temperature that ranged from 4 to 10 ◦C. The WFG started working in heating mode at 7:00 a.m.,
when the indoor air temperature was 16 ◦C. It took the system four hours to increase the indoor air
temperature to 20 ◦C. The heat pump was connected to the buffer tank, so the heating time seemed too
long due to the thermal inertia. Starting the heat pump four hours before the working hours would be
an excellent strategy to improve comfort conditions on winter days after the holidays.

 

(a) (b) 

Figure 8. Solar irradiance and indoor and outdoor temperatures—sample winter days (a) 09 January 2020
and (b) 14 January 2020.

Figure 9 presents a sample week of February, from 19 February 2020 to 25 February 2020.
The minimum outdoor air temperature was 0 ◦C on 20 February 2020, and the maximum temperature
was 21 ◦C on 24 February 2020. The indoor air temperature (T_int) in the office space maintained
comfortable conditions operating in a free-floating temperature regime with zero energy consumption.
The WFG circuit was never empty. During the free-floating regime, the mass flow rate was 0 and the
heat pump was not in operation. Temperature in the corridor (T_ext_C) showed peak values above
32 ◦C in the afternoon. The solar irradiance on the west facade (Sun_rad) reached a peak of 480 W/m2.

Figure 10 illustrates the performance on two consecutive February days. Although the minimum
outdoor air temperature was 0 ◦C on 19 February 2020 and 20 February 2020, the peak solar radiation
(440 W/m2) increased the temperature inside the studied office in the afternoon. When the indoor
air temperature reached 25 ◦C, the water inlet temperature dropped, and the outlet temperature was
above the inlet. As stated in Table 3, the heat pump was set to operate in cooling mode when indoor
temperature was above 25 ◦C. The heat pump cooled down water three times between 5:00 p.m. and
7:00 p.m. on 19 February 2020, and only once at 6:30 p.m. on 20 February 2020.
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Figure 9. Solar irradiance and indoor and outdoor temperatures—sample week in February from 19
February 2020 to 25 February 2020.

 

(a) (b) 

Figure 10. Solar irradiance and indoor and outdoor temperatures—sample February days
(a) 19 February 2020 and (b) 20 February 2020.

Table 6 shows a summary of the energy performance on four days in different seasons.
On 10 July 2019, the system was working in cooling mode. The heat removed from the office
space by the transparent WFG (kWh_WFG) and by the translucent partitions (kWh_WFG_TP) was
4.9 KWh. The transparent WFG absorbed the most significant amount of heat during the working
hours because of the high mass flow rate (ṁ = 2 L/min m2), whereas the translucent interior partitions
performed better during the night. The contribution of the air heat exchanger (kWh_AXH) during the
night was negligible compared with the heat pump, which operated from 7:00 a.m. to 8:00 p.m.
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Table 6. Thermal energy summary on four sample days.

Date 10 July 2019 09 January 2020 14 January 2020 20 February 2020

hour 0–7 7–20 20–24 0–7 7–20 20–24 0–7 7–20 20–24 0–7 7–20 20–24

kWh_WFG 1 −0.3 −4.3 −0.3 3.4 - - - 8.6 - - −2.3 -
kWhWFGTP 1 −1.6 −2.0 −1.3 3.2 11.3 4.1 1.7 17.4 5.6 −2.5 −1.1 −1.2

kWh_HP 1 - −21 - - 7.12 - - 15.0 - - −0.6 -
kWh_AXH 1 −0.7 - - - - - - - - −0.1 - −0.3

1 Energy values in kWh.

On 09 January 2020, the heat delivered by the translucent WFG (KWh_WFG_TP) was 18.7 kWh,
whereas the total amount of energy delivered by the transparent WFG (KWh_WFG) was 3.4 kWh.
In the afternoon, the transparent WFG circuit was stopped to allow solar radiation to enter the office
space. The translucent WFG supplied most of the heat during the working hours. The thermal energy
delivered by the heat pump (kWh_HP) was 7.12 kWh from 7:00 a.m. to 11:00 a.m. In the afternoon,
the thermal inertia of the tank and the solar radiation made it unnecessary to operate the heat pump
again. On 14 January 2020, the contribution of the transparent WFG was higher because there was
little solar radiation in the afternoon. The heat pump operated over the working hours and released
twice as much thermal energy as on 09 January 2020.

On 20 February 2020, the system was working in cooling mode. The air heat exchanger (kW_AXH)
was cooling down the buffer tank during the night, and the heat pump operated during the working
hours. The heat removed by the translucent WFG (kWh_WFG_TP) was 4.8 kWh. The energy delivered
by the heat pump was 0.6 kWh, and the thermal inertia of the buffer tank was enough to keep indoor
temperature between 20 and 26 ◦C. In Section 4.4, these conditions are assessed to evaluate the
occupants’ comfort.

4. Discussion

Radiant WFG panels were part of the heating and cooling system. They impact the indoor air
temperature and help reduce the mean radiant temperature and, therefore, the operative temperature.
The thermal problem of the glazing is coupled with the thermal problem of the room, and the indoor
temperatures should be measured.

4.1. Validation of Energy Management System

The power released or absorbed by the water (P) is measured in watts per square meter (W/m2),
and is shown in Equation (1).

P =
.

mc(TO − Ti), (1)

where ṁ is the mass flow rate (Kg/s m2), c (J/Kg ◦C)is the specific heat of the water, and To and Ti are
the temperatures of water leaving and entering the glazing, respectively (◦C). The mass flow rate is
the mass of a fluid passing by a point over time. In summer conditions, the transparent WFG was
set to operate during working hours. It had to absorb most of the solar radiation impinging on the
glazing. Figure 11 illustrates the buffer tank temperatures and the thermal energy provided by the heat
pump in a sample summer week. The top tank temperature (T_tank_top) showed that the heat pump was
set to work when T_tank_top was between 15 and 18 ◦C. On 10 July 2019, it worked at three cycles per
hour. The following days, it was fixed to operate at a minimum time between starts of forty minutes.
Over the weekend, the heat pump did not operate, and the buffer tank temperature reached 35 ◦C.
The maximum power delivered by the heat pump (31.13 kWh) took place on 11 July 2019, when the
solar irradiance reached its maximum value without any obstructions, according to Figure 5.
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Figure 11. Tank temperatures and heat pump thermal power—sample summer week from 1 July 2019
to 16 July 2019.

When the heat pump was working in the heating mode in winter conditions, the transparent
WFG was set to operate in the morning. It did not operate in the afternoon because the solar radiation
on the south-west partition helped reduce the heating load. Figure 12 shows the tank temperatures
(T_tank_top, T_tank_middle, T_tank_bottom) and the thermal consumption of the heat pump (kWh_heatpump)
measured with the water flow rate and the difference of water temperature between the inlet and
outlet in the heat pump. On sunny days, the heat pump operated mainly in the morning because the
solar radiation heated up the office space in the afternoon. On 09 January 2020, when the outdoor air
temperature ranged from −1 to 11 ◦C and a peak solar radiation of 300 W/m2, the heat pump heated
the buffer tank from 7:00 a.m. to 9:00 a.m. The thermal inertia of the tank and the solar radiation in the
afternoon made it unnecessary to operate the heat pump again. The total energy consumption per day
was 7.12 kWh. The average heat pump thermal energy was 7 kWh on 08 January 2020, 09 January 2020,
and 10 January 2020, whereas on Monday 13 January 2020, a cloudy winter day after non-working
days, the total energy consumption was 20.05 kWh. The warm-up response was too low, and it took
four hours to raise the temperature to comfort conditions. Over the weekend, the tank temperature
dropped, and this made it necessary to increase the energy supplied by the heat pump. The lack of solar
radiation in the afternoon was the reason to operate the heat pump until the end of the working hours.

Figure 13 shows the tank temperatures (T_tank_top, T_tank_middle, T_tank_bottom) and the thermal
consumption of the heat pump (kWh_heatpump) on six February days. The heat pump operated in
cooling mode and cooled down the top tank temperature in the afternoon. On 21 February 2020 and
22 February 2020, the heat pump did not operate, and the buffer tank was in a free-floating regime.
The average energy consumption per day was 1 kWh on working days. The difference between the
heat pump consumption on 14 January 2020 (15 kWh) and on 20 February 2020 (1.1 kWh) can be
explained because the peak solar radiation on 09 January 2020 was below 300 W/m2, and the outdoor
temperature was above 10 ◦C for four hours. On 20 February 2020, the peak solar radiation was
450 W/m2, and the outdoor temperature was close to 18 ◦C for 7 h.
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Figure 12. Tank temperatures and heat pump thermal power—sample winter week from 08 January 2020
to 14 January 2020.

 

Figure 13. Tank temperatures and heat pump thermal power—ample February week from
19 February 2020 to 25 February 2020.

4.2. Estimation of Final Energy Consumption

Tables 7 and 8 show the estimated heating (positive) and cooling (negative) loads. Ventilation
loads (Vent) were calculated with the number of occupants (n) at each hour. Internal loads (IH) are
calculated with the number of occupants, the metabolic rate of typical office activity, and 20 W/m2 for
lighting and equipment. Solar radiation (SR) was taken from Figure 6a with a surface area of 7.8 m2

and a solar heat gain coefficient of 0.5. The same procedure was repeated to calculate the values on
five sample days.

Tables 9 and 10 compare the thermal energy consumption of the air-to-water heat pump with the
calculated cooling and heating loads. The values are taken from Figures 11 and 12 (kWh_heatpump) and
Tables 7 and 8 by adding the heating and cooling loads over the working hours.
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Table 7. Summer cooling loads on 10 July 2019.

Hour
T_int

(C)
T_ext

(C) 1
T_ext_C

(C) 1 n

∑
UA(T_int-T_ext)

(Wh)

∑
UA(T_int-T_ext_C)

(Wh)
Vent
(Wh)

IL
(Wh)

SR
(Wh)

Total
(Wh)

7–8 23 18 24 0 −125.65 54.18 0 800 0 728.53
8–9 23 20 23.8 2 −75.39 43.34 −90 1000 0 877.95

9–10 23 21.5 23.7 2 −37.69 37.92 −45 1000 0 955.23
10–11 23 28 23.9 2 125.65 48.76 150 1000 0 1324.41
11–12 23 36 24 6 326.69 54.18 1170 1400 0 2950.87
12–13 23 38 24.2 6 376.95 65.01 1350 1400 0 3191.96
13–14 23 38.5 26 2 389.51 162.54 465 1000 510 2527.05
14–15 23 39.7 28 2 419.67 270.9 501 1000 521.2 2712.82
15–16 23 39.8 30 2 422.18 379.26 504 1000 510 2815.44
16–17 23 35 34 6 301.56 595.98 1080 1400 390 3767.54
17–18 23 32 33 6 226.17 541.8 810 1400 281.2 3259.22
18–19 23 31 34 2 201.04 595.98 240 1000 202.5 2239.52
19–20 23 29.5 32 2 163.34 487.62 195 1000 82.5 1928.45

1 Values are taken from Figure 6.

Table 8. Winter heating loads on 14 January 2020.

Hour
T_int

(C)
T_ext

(C) 1
T_ext_C

(C) 1 n

∑
UA(T_int-T_ext)

(Wh)

∑
UA(T_int-T_ext_C)

(Wh)
Vent
(Wh)

Total
(Wh)

7–8 h 22 4 14 0 452.34 433.44 0 885.78
8–9 h 22 5 20 2 427.21 108.36 510 1045.57

9–10 h 22 6 22 2 402.08 0 480 882.08
10–11 h 22 7 23 2 376.95 −54.18 450 772.77
11–12 h 22 7 23 6 376.95 −54.18 1350 1672.77
12–13 h 22 8 24 6 351.82 −54.18 1260 1557.64
13–14 h 22 9 24 2 326.69 −54.18 390 662.51
14–15 h 22 10 24 2 301.56 −54.18 360 607.38
15–16 h 22 8 24 2 351.82 −54.18 420 717.64
16–17 h 22 4 24 6 452.34 −54.18 1620 2018.16
17–18 h 22 4 23 6 452.34 −54.18 1620 2018.16
18–19 h 22 5 21 2 427.21 54.18 510 991.39
19–20 h 22 5 18 2 427.21 216.72 510 1153.93

1 Values are taken from Figure 8.

Table 9. Sample summer week energy consumption (kWh).

Date
10 July
(kWh)

11 July
(kWh)

12 July
(kWh)

15 July
(kWh)

16 July
(kWh)

Total
(kWh)

Cooling loads
(WFG) 1 21.60 31.13 23.90 29.40 27.6 133.63

Cooling loads
(Aid-to-Air) 27.20 35.75 28.38 32.72 31.56 155.61

1 Values are taken from Figure 11.

Table 10. Sample winter week energy consumption (kWh).

Date
08 January

(kWh)
09 January

(kWh)
10 January

(kWh)
13 January

(kWh)
14 January

(kWh)
Total (kWh)

Heating loads
(WFG) 1 6.93 7.15 6.79 20.05 15.01 55.93

Heating loads
(Ait-to-Air) 8.72 9.11 8.39 18.27 16.53 61.02

1 Values are taken from Figure 12.

Final energy (FE) consumption, non-renewable final energy (NRFE) consumption, and the CO2

emissions in kg are primary energy factors in calculating the energy performance of buildings, according
to the Energy Performance of Buildings Directive (EPDB 2018) [39]. The Spanish regulation of building
thermal systems (RITE) recommends a conversion factor between final energy (FE) and non-renewable
final energy (NRFE) of 1.954 [40]. The factor of emitted CO2 for electricity is 0.331. The final energy
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consumption and CO2 emissions were calculated with two different heat pumps. Table 11 illustrates
the performance of the air-to-water heat pump in cooling and heating mode. The performance depends
on the outlet temperature of the WFG (To = 15 ◦C in summer, To = 30 ◦C in winter) and the source
inlet temperature in the heat pump (Ts,i = 20–35 ◦C in summer, Ts,i = 15–20 ◦C in winter). The outdoor
temperature, T_ext, is shown in Figures 5 and 7, respectively. Ts,i values were taken from the top tank
temperatures (T_tank_top) shown in Figures 11 and 12. The air-to-water heat pump shows a better
coefficient of performance (COP) when the water temperature is close to 35 ◦C and a better energy
efficiency ratio (EER) when the water temperature is close to 18 ◦C. The top tank temperatures (T_tank_top)
in Figures 11 and 12 confirmed the range of optimal operating temperatures. Although the actual heat
pump electrical energy consumption has not been measured, the estimated COP and EER have been
taken from [41].

Table 11. Final energy analysis. Air-to-water heat pump.

Air-to-Water Heat Pump

T_ext_db (◦C) Cooling 35 ◦C Heating 7 ◦C
Ts,i (◦C) 7 ◦C 18 ◦C 35 ◦C 45 ◦C

Energy consumption (kWh) 133.63 133.63 55.93 55.93
EER 1/COP 2 2.90 1 3.62 1 4.50 2 3.50 2

FE consumption (kWh) 46.08 36.91 12.43 15.98
NRFE consumption (kWh) 90.04 72.13 24.29 31.22

CO2 emissions (KgCO2) 15.25 12.22 4.11 5.29
1 Energy efficiency ratio (EER)/2 coefficient of performance (COP) values are taken from [41].

Air-to-air heat pumps were also analyzed using the cooling and heating loads from Tables 9 and 10.
The parameters that influence air-to-air heat pump performance are the dry bulb exterior air temperature
(T_ext_db) and the dry bulb interior return air temperature (Tri_db). Table 12 shows the final energy (FE),
non-renewable final energy (NRFE), and the emitted CO2 for electricity of the air-to-air heat pump.

Table 12. Final energy analysis—air-to-air heat pump.

Air-to-Air Heat Pump

Tri_db (◦C) Cooling 23 ◦C Heating 22 ◦C
T_ext_db (◦C) 35 ◦C 7 ◦C

Energy consumption (kWh) 155.61 61.02
EER 1/COP 2 3.25 1 3.72 2

FE consumption (kWh) 47.88 16.40
NRFE consumption (kWh) 93.56 32.05

CO2 emissions (KgCO2) 15.85 5.43
1, 2 EER/COP values are taken from [41].

The radiant WFG panel system coupled with a buffer tank and air-to-water heat pump showed
non-renewable final energy (NRFE) consumption of 72.13 kWh in cooling mode and 24.29 kWh in
heating mode, whereas the expected values of an air-to-air system were 93.56 kWh and 32.05 kWh in
the studied summer and winter weeks. This resulted in a final energy savings of 23% in summer and
24% in winter. The reductions of CO2 emissions were 3.63 kg/week in summer and 1.32 kg/week in
winter. As stated in Section 2.1, the ventilation device was not a component of the energy management
system, and its performance was not controlled. The ventilation load was estimated by multiplying the
air flow by the specific enthalpy (kJ/kg) difference between indoor and outdoor conditions. In summer,
the specific enthalpy of outdoor air at 31.3 ◦C with 35% relative humidity was 58.8 kJ/kg. At 26 ◦C and
36% relative humidity, the indoor air specific enthalpy was 46.7 kJ/kg. At a ventilation air flow rate of
75 L per second, the total ventilation cooling load over 12 h was 10.8 kWh. In winter, the indoor and
outdoor specific enthalpy were 37.11 kJ/kg and 16.36 kJ/kg, respectively, and the ventilation load over
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the working hours was 13.24 kWh. The electrical consumption of the ventilation device, including the
engine and the fan, was 3.24 kWh [42].

The non-renewable energy consumption was 72 kWh in a summer week and 24 kWh in a winter
week. The expected energy consumption projection throughout the year was 1700 kWh with a floor
area of 40 m2. Therefore, the yearly heating and cooling energy consumption per m2 was 42.5 kWh/m2

per year. If the average energy savings compared to an air-to-air heat pump with multi-split were 23%,
the total non renewable energy consumption (NREC) savings accounted for 391 kWh/year. The average
price of electricity in Spain is 0.12 EUR/kWh [22], and the system overcosts compared to traditional
indoor wall partitions plus the split system can be 50 EUR/m2. For 24 m2 of radiant WFG panels,
the expected payback period would be 20 years. WFG technology is not competitive nowadays,
so future research is needed in industrialization and standardization to bring down the initial costs.

4.3. Mean Radiant and Operative Temperatures

Mean radiant temperature (MRT) expresses the influence of surface temperatures in the room
on occupant comfort. The area-weighted method shown in Equation (2) is a simple way to calculate
MRT, but it does not reflect the geometric position, posture, and orientation of the occupant, ceiling
height, or radiant asymmetry [29]. In Equation (3), the calculation of mean radiant temperature from
surrounding surfaces considers the surface temperatures of the surrounding elements and the angle
factor. The angle factor is a function of shape, size, and the position concerning the occupant standing
or being seated. The surfaces of the room are assumed as black, with high emissivity and no reflection.
In this case, the angle factors weight the enclosing surface temperatures to the fourth power [28].

Tmr =
T1A1 + T2A2 + . . .+ TNAN

A1 + A2 + . . .+ AN
, (2)

T
4
mr = T4

1Fp−1 + T4
2Fp−2 + . . .+ T4

NFp−N , (3)

where

Tmr =mean radiant temperature, ◦C,
TN = surface temperature of surface N, ◦C (calculated or measured),
AN = area of surface,
Fp-N = is the angle factor between the person and surface N.

The angle factors quantify the amount of radiation energy that leaves the human body and reaches
each surface. They were calculated according to Figures B.2 to B.5 in [28]. If the difference between the
indoor surface temperatures is relatively small (<10 ◦C), Equation (4) can be used.

Tmr = T1Fp−1 + T2Fp−2 + . . .+ TNFp−N (4)

The MRT is calculated as the average value of the surrounding temperatures weighted according
to the angle factors. If the temperature difference between indoor surfaces is below 10 ◦C, then the
MRT error calculated with Equation (4) will be less than 0.2 ◦C [28]. Equation (5) shows the formula to
calculate the angle factor [43].

Fp−N = Fmax
(
1− e−(a/c)τ

)(
1− e−(b/c)γ

)
, (5)

where

γ = A+B(a/c),
τ = C+D(b/c) + E(a/c).
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Parameters a, b, and c, defined in Figure 14, are related to dimensions and distances between the
occupant and the envelope. Table 13 shows the parameters A, B, C, and D to calculate angle factors for
seated persons and walls, floors, and ceilings.

Figure 14. Geometry of the office space and occupant’s position and dimensions to calculate the
angle factor.

Table 13. Parameters for calculating angle factors 1.

Fmax A B C D E

Seated person
(Wall/window facing person) 0.118 1.216 0.169 0.717 0.087 0.052

Seated person
(Floor/ceiling facing person) 0.116 1.396 0.130 0.951 0.080 0.055

1 Values are taken from [28].

Figure 14 illustrates the dimensions and geometry of the office space and the different surfaces
considered to calculate the MRT for a seated person. The facing direction was ignored for simplification.
The temperature of each rectangle (1 to 21) was measured to calculate the MRT. Due to small differences,
only five temperatures have been taken into account. T1 = T6 = T1′ = T14 = T15 = T16 = T17 = Tceiling;
T3 = T3′ = T4 = T4′ = T9 = T11 = T12 = T18 = T19 = T20 = T21 = Tfloor; T7 = T5 = T5′ = Twall; T8 = TWFG;
T2 = T2′ = TWFG_TP.

A rough approximation to obtain the operative temperature may be to use the arithmetic average
of the mean radiant temperature (MRT) of the heated space and dry-bulb air temperature if air velocity
is less than 0.2 m/s and MRT is less than 50 ◦C. In cases where the air velocity is between 0.2 and 1
m/s, or where the difference between mean radiant and air temperature is above 4 ◦C, the ASHRAE
55 provides a formula, shown in Equation (6), to calculate operative temperature [27].

Top = A Ta + (1−A) Tmr , (6)

where

Top = operative temperature (◦C),
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Ta = indoor air temperature (◦C), and
Tmr =mean radiant temperature (◦C).

The value of A can be found in Table 14 as a function of the relative air speed, vr.

Table 14. Parameters of WFG.

vr <0.2 m/s 0.2 to 0.6 m/s >0.6 m/s

A 0.5 0.6 0.7

Figure 15 illustrates the indoor relative humidity (RH), the surface temperature of indoor surfaces,
and the MRT calculated according to Equation (4). The WFG panel temperatures (TWFG, TWFG-TP)
contribute to cooling the mean radiant temperature down to 20 ◦C when the energy management system
is in operation. TWFG was lower than TWFG-TP because the mass flow rate through the transparent
panels was set to ṁ = 2 L/min m2, and through the translucent interior partitions, it was ṁ = 1 L/min m2.
Another reason to explain the temperature difference was that each transparent WFG has its circulating
device, whereas the translucent panels share the same circulating device. The former has proven to
be more effective in delivering the cold from the heat pump than the latter. Floor, opaque walls, and
ceiling temperatures (Tfloor, Twall, Tceiling) are taken into account with their angle factors, which are
calculated according to Equation (5).

 

Figure 15. Surface temperatures of indoor surfaces, mean radiant temperature (MRT), and indoor
relative humidity (RH)—sample days 10 July 2019 to 11 July 2019 and 15 July 2019 to 16 July 2019.

4.4. Predicted Mean Vote (PMV)

The Predicted Mean Vote (PMV) model uses six key factors to address thermal comfort: metabolic
rate, clothing insulation, air temperature, radiant temperature, airspeed, and humidity. These factors
may vary with time; however, in this article, the airspeed, metabolic rate, and clothing insulation
are considered steady. Compliance with the ASHRAE-55 standard is tested using the CBE Thermal
Comfort Tool. This tool, developed at the University of California at Berkeley, allows designers to
calculate thermal comfort according to ASHRAE Standard 55-2017. The indoor air temperature and
the MRT were taken from Figure 15 during operating hours. Clothing was set as 0.8 Clo (typical office
indoor clothing); the metabolic rate was set as 1 Met (sedentary activity), the relative humidity was
taken from Figure 14, and air velocity was set as 0.10 m/s (mean air velocity of the day). The ASHRAE-55
Comfort Zone, shaded in gray in Figure 16, represents the recommended predicted mean vote, between
−0.5 and +0.5, for buildings where the occupants have metabolic rates of between 1.0 met and 1.3
met, and clothing provides between 0.5 clo and 1.0 clo of thermal insulation. Figure 16 illustrates the
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variations of the predicted mean vote (PMV), mean radiant temperature (MRT), indoor air temperature
(T_int), and operative temperature (Top) on four summer days. The PMV over the working hours
ranged from −0.04 to −0.42 on 10/07/2019, while the MRT ranged from 23.0 to 19.3 ◦C, and the indoor
air temperature ranged from 25.2 to 27.4 ◦C. During the working hours, the highest indoor temperature
was on 11 July 2019 at 8:00 p.m., when the MRT was 20.1 ◦C and the predicted mean vote was 0.1,
very close to the optimum value. Similar values are shown over the four days.

 

Figure 16. Operative temperature (Top) and Predicted Mean Vote (PMV) in summer—sample days
10 July 2019 to 11 July 2019 and 15 July 2019 to 16 July 2019.

The comfort zone is defined by the combinations of the six key factors for thermal comfort.
The PMV model is calculated with the air temperature and mean radiant temperature in question
along with the applicable metabolic rate, clothing insulation, airspeed, and humidity. If the resulting
PMV value generated by the model is within the recommended range, the conditions are within the
comfort zone. Table 15 defines the PMV range for the thermal sensation scale. For 1.1% of the working
hours, the PMV was above +0.4; for 6.7%, the PMV was from 0 to +0.2; for 32.3%, the PMV was from 0
to −0.2; for 54.3%, the PMV was from −0.2 to −0.4; and for 5.6% of the time, the PMV was below −0.4.
Despite the high indoor air temperature, the PMV showed that occupants would describe their comfort
conditions as “Slightly Cool” and always within the recommended limits specified by ASHRAE-55
(−0.5 < PMV < +0.5). The transparent WFG provided the partition exposed to solar radiation with a
temperature that prevented thermal asymmetry and a lack of comfort. Hence, the results in Figure 15
indicated that the system gave consistent performance and provided comfortable conditions.

Table 15. ASHRAE thermal comfort scale 1.

Cold Cool Slightly Cool Neutral Slightly Warm Warm Hot

−3 −2 −1 0 +1 +2 +3
1 Values are taken from [27].

The same comfort analysis was carried out in February. Figure 17 illustrates the variations of
the predicted mean vote (PMV), mean radiant temperature (MRT), indoor air temperature (T_int) and
operative temperature (Top), and relative humidity (RH) on four February days. As shown in Figure 9,
the conditions on sunny winter days are required to operate the heat pump in cooling mode in the
afternoon. The indoor air temperature dropped to 20.5 ◦C on 19 February 2020 at 8:00 a.m., and reached
27 ◦C on 24 February 2020 at 7:00 p.m. The relative humidity ranged from 35% to 40%. The PMV over
the working hours ranged from −1 on 19 February 2020 to 0.8 on 24 February 2020. Both values are out
of the comfort range. In the morning, the PMV on the four days was below −0.5, so the occupants
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would describe their comfort conditions as “Slightly Cool” or “Cool”. The heat pump was set to
operate in heating mode when the indoor temperature was below 20 ◦C, and that condition was not
met. On 24 February 2020, the PMV was above 0.5 from 5:00 p.m. to 8:00 p.m. Even though the
heat pump was operating in cooling mode, the occupants would describe their comfort conditions as
“Slightly Warm” or “Warm”. For 45% of the working hours, the predicted mean vote was below −0.5,
out of the shaded area representing the recommended comfort range. For 8% of the working hours,
the predicted mean vote was above the comfort range when the indoor temperature surpassed 25.5 ◦C,
and the WFG temperature was not low enough to bring down the mean radiant temperature.

Figure 17. Operative temperature (Top), Predicted Mean Vote (PMV), and indoor relative humidity (RH)
in winter—sample days 19 February 2020 to 20 February 2020 and 24 February 2020 to 25 February 2020.

5. Conclusions

This paper has studied the energy performance of innovative building envelopes (facade and
internal partitions), such as water flow glazing (WFG), coupled with an energy management system,
as well as the relationships with steady and transient parameters. The energy strategies varied from
a free-floating temperature regime on sunny winter days to the air-to-water heat pump, air heat
exchanger, and buffer tank in summer conditions. A simple logic energy management system received
inputs from temperature and relative humidity sensors. It controlled the heat pump and the air heat
exchanger to deliver heat or cold to the buffer tank. The results included actual indoor air and glazing
temperatures, heating and cooling energy consumption, and the influence of WFG in the mean radiant
temperature and comfort.

Water-Flow Glazing was evaluated as a component of a hydronic radiant heating and cooling
system. It showed final energy-saving potential, provided thermal comfort, and may be considered
a valid option for office retrofitting. On the hottest day of the year, when the temperature ranged
from 18 to 40 ◦C and the peak solar radiation was above 700 W/m2, the energy system consumed
32 kWh (0.8 kWh/m2) and the WFG managed to keep the indoor air temperature between 25 and 27 ◦C.
The contribution of the air heat exchanger was negligible over the year because it was set to work for
cooling only when the difference between the tank top temperature and outdoor temperature (T_tank_top
− T_ext) was above 10 ◦C. It complicated the piping and the control logic and did not improve the
energy performance.

Radiant panels improve the performance of air-to-water heat pumps. The energy efficiency ratio
(EER) reached 3.62 when the water temperature was 18 ◦C, and the coefficient of performance (COP)
was 4.5 when the water temperature was 35 ◦C in heating mode. Using WFG as a radiant cooling
facade and indoor partitions effectively reduced the operative temperature to comfortable levels when
the indoor air temperature was between 25 and 27.5 ◦C.
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The Predicted Mean Vote (PMV) in summer conditions was between 0 and −0.5 in working hours,
within the recommended values of ASHRAE-55 standard. The MRT ranged from 19.3 to 23 ◦C, and the
indoor air temperature ranged from 25.2 to 29.1 ◦C. In winter conditions, the electronic control unit
was set to operate in heating mode if the indoor air temperature was below 20 ◦C. Then, for 45% of the
working hours, the predicted mean vote was below −0.5, out of the comfort range, so the occupants
would describe their comfort conditions as “Slightly Cool” or “Cool”. The control unit logic should be
fixed to start operating the heating mode if the indoor temperature drops below 21 ◦C. On mild sunny
winter days, when the outdoor temperature reached 17 ◦C in the afternoon, the heat pump cooled
down the buffer tank, but the WFG failed to deliver enough cooling power. The predicted mean vote
was above 0.5, and the conditions could be described as “Warm” and out of the comfort range for more
than three hours. There were two conditions to activate WFG in the cooling mode; first, indoor air
temperature should be above 25 ◦C, and second, the difference between indoor air temperature and
the bottom tank temperature should be more than 10 ◦C.

Water-Flow Glazing was evaluated as a component of a hydronic radiant heating and cooling
system. It showed final energy-saving potential, provided thermal comfort, and may be considered
a valid option for office retrofitting. The system is limited by its high initial cost and the need for
an energy management system integrated with the rest of the equipment, especially the ventilation
system and the heat pump. The ventilation system is an essential aspect of comfort. Controlling the
relative humidity is indispensable in radiant systems to avoid condensation issues. Therefore, a more
advanced ventilation device could help optimize the whole system’s performance. Including a heat
recovery and variable airflow would reduce the sensible and latent thermal loads and control the dew
point temperature. There were uncertainties with the air-to-water heat pump operation. Although the
radiant WFG panels could improve the heat pump COP and EER, there were issues with the operating
cycles that could affect its performance. The selected heat pump was oversized, and frequently started
and stopped because it prematurely detected that it had reached the target temperature.

After the first year of monitoring, there are uncertainties, misfunctions, and system issues that must
be addressed. Firstly, due to the complexity of the elements involved in human comfort, the control
unit must integrate the ventilation device. The operation logic should be able to modify the water
mass flow rate and ventilation air heat flow. Secondly, the devices must be adequately dimensioned to
avoid misfunctions, especially the air-to-water heat pump. Further research must include heat pump
electricity monitoring to compare the actual thermal and electricity consumption and assess energy
performance more accurately. Finally, further research on the standardization of its manufacturing
process and deployment is needed to bring down initial costs and payback periods. Another research
line would be to integrate WFG into commercial building performance simulations.
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Abstract: The monitoring of power generation installations is key for modelling and predicting their
future behaviour. Many renewable energy generation systems, such as photovoltaic panels and wind
turbines, strongly depend on weather conditions. However, in situ measurements of relevant weather
variables are not always taken into account when designing monitoring systems, and only power
output is available. This paper aims to combine data from a Numerical Weather Prediction model
with machine learning tools in order to accurately predict the power generation from a photovoltaic
system. An Artificial Neural Network (ANN) model is used to predict power outputs from a real
installation located in Puglia (southern Italy) using temperature and solar irradiation data taken
from the Global Data Assimilation System (GDAS) sflux model outputs. Power outputs and weather
monitoring data from the PV installation are used as a reference dataset. Three training and testing
scenarios are designed. In the first one, weather data monitoring is used to both train the ANN model
and predict power outputs. In the second one, training is done with monitoring data, but GDAS data
is used to predict the results. In the last set, both training and result prediction are done by feeding
GDAS weather data into the ANN model. The results show that the tested numerical weather model
can be combined with machine learning tools to model the output of PV systems with less than 10%
error, even when in situ weather measurements are not available.

Keywords: Artificial Neural Network (ANN); Global Data Assimilation System (GDAS); Numerical
Weather Prediction (NWP); photovoltaic power; weather data

1. Introduction

Anthropogenic climate change and increasing levels of pollution are critical issues that continue to
motivate the transition from the use of fossil fuels to renewable energy sources. The Paris Agreement,
signed by 196 countries during the 2015 United Nations Climate Change Conference, still drives most
United Nations’ members to reduce their dependency on non-renewable energy sources. After stalling
in 2018, installed renewable power is expected to increase to 1200 GW between 2019 and 2024. Solar PV
energy sources are expected to account for more than half of this increase, followed by onshore wind
systems [1]. Despite the disruptions caused in global energy markets by the Covid-19 pandemic,
the total generation of renewable energy is expected to increase by up to 5% in 2020 [2].

Most renewable energy technologies rely on atmospheric conditions to generate electric power.
Wind speed and direction determine the performance of wind turbines. Solar irradiation is the key
factor that controls the power output of photovoltaic (PV) and thermal solar systems, with other
variables like air temperature and humidity also affecting their performance. Reliable weather data is
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required to either evaluate the best placement for a new renewable installation or predict the future
output of an existing system [3,4]. However, meteorological data is not always monitored at the
location of renewable energy production systems, so historical local datasets may not be available.
When in situ weather measurements are not available, physical or statistical models for computing the
required variables [5], spatial interpolations of data from regional networks of weather stations [6],
or Numerical Weather Prediction (NWP) models [7] can be used.

Several studies have attempted to forecast weather related variables using Artificial Neural
Network (ANN) models. In [8], nonlinear autoregressive (NAR) neural networks were used to predict
the fluid flow rate in shallow aquifers. In [9], changes in precipitable water vapour were estimated by
a nonlinear autoregressive approach with exogenous input (NARX). In [10], temperature and wind
speed were predicted using different upgraded versions of convolutional neural networks (CNN).
In [11], the performance of multilayer perceptron (MLP) and multigene genetic programming (MGGP)
neural networks for estimating the solar irradiance in PV systems are compared.

In many publications, different regression and machine learning algorithms have also been used
in combination with weather data from NWP to forecast future PV power. In [12], the GPV-MSM
mesoscale model (5 km of horizontal resolution) of the Japanese Meteorological Agency was combined
with a support vector regression algorithm. In [13], the Global Forecast System (GFS) 0.5 product
(0.5◦ horizontal resolution) of the National Oceanic and Atmospheric Administration of the United
States was used to feed a multivariate adaptive regression splines model. In [14], an ANN model
was trained with a numerical model from the European Centre for Medium-Range Weather Forecasts,
although the name of the particular numerical model was not specified. ANNs are a family of machine
learning techniques which are widely used to predict PV system output. An extensive review on
forecasting techniques applied to PV power is presented in [15]; in that publication, ANN models are
described as the most widely used option for PV forecasting among statistical, physical, and hybrid
techniques. Another review on this issue is presented in [16], where ANN forecasting models are again
the most widely represented algorithms.

The Global Forecast System is one of the most widely used global-scale NWP models [17–19],
providing public, freely-licenced, hourly weather forecasts over different grids of horizontal and vertical
points covering the entire planet. Four GFS products are currently operated: the 1.00◦, 0.50◦, and 0.25◦
horizontal grid resolution models, and the surface flux (sflux) model, with a horizontal resolution of
roughly 13 km. The Global Data Assimilation System (GDAS) is another NWP model. It is used to process
observational measurements (aircraft, surface, satellite, and radar) which are scattered and irregular in
nature, and place them into a gridded, regular space. Those gridded measurements are then used by other
models like GFS as a starting point to develop weather forecasts. Four GDAS products are currently active,
with each one feeding initialisation data to one of the four aforementioned GFS products. Both the GFS and
GDAS models are developed and maintained by the National Oceanic and Atmospheric Administration
(NOAA), a governmental agency belonging to the United States Department of Commerce. More details
about GFS and GDAS physics and subsystems can be found in [20].

One issue with GFS products is the lack of open, long-term data repositories offering access to their
data outputs. Although all GFS and GDAS products are publicly available at the NOAA Operational
Model Archive and Distribution System (NOMADS) near-real-time repository of NWP input and
output data, each individual file is only stored there for 10 days [21]. For long-term storage, the NOAA
maintains the Archive Information Request System (AIRS) [22], but only the coarser resolution GFS
products (1.00◦ and 0.50◦) are stored. However, this is not the case for GDAS products; outputs from
the 0.25◦ product have been stored at the AIRS repository since June 2015, while sflux files have been
stored since February 2012.

In this study, a real photovoltaic installation located in the South of Italy is modelled using ANN,
and its PV power production is predicted. Two data sources are used to feed the neural network
models. The first one includes experimental weather and power production data gathered in [23] from
the real PV system during 2012 and 2013. The second source uses weather data from the GDAS sflux
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model, one of the NWP models from the NOAA with the highest spatial resolution, and the one with
the highest resolution outputs that are publicly available for the temporal span of the experimental
data campaign. Three scenarios are designed with different combinations of monitoring and GDAS
weather data to train and test the neural network model. PV power output data from the monitoring
campaign are used in all scenarios.

The fundamental idea behind the present study (shared with previous works by the same authors)
is to evaluate the performance of global-scale data sources as either complements or replacements
of more local- or regional-scale data sources (either forecasts or measurements) for different uses.
This approach implies a lower quality of the available particular values. Performance differences
between global-scale models and local sources may be larger or smaller depending on the quality of
said models, but the former are not expected to be better except for outlier cases (e.g. using faulty
or non-representative measurements, or ill-tuned local models). However, local data sources have
relevant issues related to the lack of standardisation (requiring ad hoc retrieving and processing
solutions) and the lack of historic data (e.g., the unavailability or excessive cost of the required amounts
of data). If the differences in data accuracy and precision for global-scale models can be kept within
an acceptable threshold level, they may be outweighed by the benefits of said models regarding the
aforementioned issues.

Multiple studies have already combined different NWP models with statistical algorithms in order
to forecast PV generation outputs, including ANN algorithms. To the best of the authors’ knowledge,
however, very few studies have combined weather data from the GDAS products with ANN models,
and none has used GDAS products for photovoltaic power forecasting. Hence, the novelty and main
objective of this study is to evaluate the performance of the GDAS sflux model as a replacement for in
situ weather measurements with the aim of predicting photovoltaic power generation.

2. Materials and Methods

2.1. Modelled System and Study Conditions

The photovoltaic system analysed in this article is located in the campus of the University of
Salento in Monteroni di Lecce, Puglia, located in south Italy. The installation, fully described in [24],
is grid-connected and covers a net area of 4710 m2 on the roofs of the parking lots of the aforementioned
university. It is comprised of 3000 monocrystalline silicon modules connected in series, with a total
nominal power of 960 kWp. The azimuth of all modules is −10◦, since they are oriented to the south
east. However, two groups of modules can be differentiated according to their slope within the PV
system: 3◦ (PV1); and 15◦ (PV2). Table 1 includes the main specifications of both groups.

Table 1. Main features of the modelled PV system.

PV1 Module Group PV2 Module Group

Nominal power [kWp] 353.3 Nominal power [kWp] 606.7
Number of modules 1104 Number of modules 1896

Net Surface of the modules [m2] 1733.3 Net Surface of the modules [m2] 2976.7
Azimuth [◦] −10 Azimuth [◦] −10

Tilt [◦] 3 Tilt [◦] 15

The location of the present study matches the coordinates of the campus where the PV system
is placed, i.e., 40◦19′32”16 N, 18◦5′52”44 E. This study area is characterised by a Mediterranean
climate, with warm winters and dry summers. It is located 18 km from the nearest shore line,
with an average elevation of 35 m above sea level. The starting and ending dates of this study are
conditioned by the duration of the weather and PV power monitoring campaign done in [23] over said
installation, as explained on the next subsection. Hence, the chosen temporal span of the study starts
on 6th March 2012 at 00:00:00 UTC and ends on December 30th, 2013 at 23:59:59 UTC.
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2.2. Weather and Photovoltaic Data Variables

2.2.1. Monitored Data

The first data source used in this research is the measurement acquisition work carried out in [23]
regarding the same PV system that is modelled on the present study. Said installation is monitored by
means of two types of sensors for weather variables: an irradiance sensor LP-PYRA02 to measure the
hourly mean solar irradiance on the two inclined surfaces (3◦ and 15◦), and a PT100 temperature sensor
to gauge the hourly mean air temperature and the temperature of the PV modules. Hourly mean
photovoltaic power data for the entire installation is extracted from three inverters. The air temperature,
the two solar irradiations, and the output power compose the monitoring dataset, the first of two used
in the present study.

2.2.2. Numerical Weather Model Data

The second data source used in this study comes from one of the NWP models belonging to the
NOAA. The GDAS sflux model, which assimilates scattered observational measurements into a regular
grid of data used to initialise the GFS sflux forecast model, was chosen. The GDAS sflux, like its GFS
counterpart, has been regularly evolving since its creation, improving its resolution and its physics
and numerical components. The version used in this study applies a hybrid Eulerian grid (technical
identifier T574) with 23 km of horizontal resolution and 64 vertical levels. Like all GFS and GDAS
products, it is solved four times each day, with cycles starting at 00, 06, 12 and 18 h UTC. Each cycle,
it generates data outputs with three-hourly resolution up to 9 hours. Only the most recent forecast
hours (00 and 03) of each cycle are used, as weather conditions from the farther hours (06 and 09) can be
more accurately described by the first hours of the next cycle. The output of this product, starting from
13th February 2012, is available from the AIRS online repository. Thus, the same time span of the
monitoring dataset can be covered with GDAS data.

The nearest neighbour point of the GDAS sflux horizontal grid is located at coordinates
40◦22′29”21 N, 18◦0′1”56 E. The horizontal distance between said point and the location of the
modelled PV system is roughly 9.9 km. This distance is considered small enough to directly use the
data from the GDAS point, as in a nearest neighbour strategy, instead of applying more complex spatial
interpolation algorithms.

The output files generated by the different GDAS models contain results for multiple weather
variables for all the points of their horizontal grids and vertical levels. For temperature, different
variables are available for instantaneous, average, maximum, and minimum values at soil-, distance-,
and pressure-based vertical levels. For solar irradiation, two fluxes (short- and long-wave) are available
with two propagation directions (downwards and upwards) at the local surface level, along with other
levels. The instantaneous air temperature predicted at 2 m over the local surface and the instantaneous
downward short-wave radiation flux at local surface level are the chosen variables, as they are most
analogous to air temperature and global solar irradiation as measured by a weather station [25].
Those two variables compose the GDAS dataset, the second one used in this study.

2.2.3. Auxiliary Data

Temperature and solar irradiation values at each time step are the key components that decide
the power output of photovoltaic panels. However, there are other variables that may modulate the
effect of those weather variables. In particular, the position of the Sun affects the amount of solar
radiation flux that can be used by the solar panels. Said position follows a daily cycle between dawn
and dusk, but also a yearly cycle due to the relative positions of the Earth and the Sun, leading to
differences in solar flux incidence angles between winter and summer, and between early morning,
noon, and late afternoon.

To include the aforementioned differences in the prediction models, two additional input variables
are used: the hour of the day, ranging from 0 to 23, and the hour of the year, ranging from 0 to 8759.
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These two auxiliary variables are inspired by a previous study by one of the authors [26] where they
were both used (in addition to the hour of the week) to characterise the evolution of thermal demands
of a large building during different time periods. However, the nature of the system modelled in the
present study does not have a direct dependency on the day of the week, so the hour of the week
is not included as an input variable. The two selected variables are added to both monitoring and
GDAS datasets.

2.3. Data Preprocessing

Real data measured with automatic sensors are often incomplete or contain errors and
inconsistencies, so data preprocessing is crucial. Cleaning and organisation techniques prepare
the data and make them suitable for use with machine learning models. In particular, modifications
applied to the monitoring dataset are focused on fixing minor inconsistences and removing erroneous
or missing data. The dataset contains many empty records. In some of the night-time slots (between
10 p.m. and 3 a.m., both inclusive), no data is available since no measurements are collected. The solar
irradiation is known to be zero (by definition) during night, but that is not the case for air temperature.
However, the fact that no temperature data are available at night is not an issue; since there is no
photovoltaic power production at night, it is therefore an irrelevant period. Adding night-time data
would provide redundant information that would increase the complexity of the model and the
calculation time needed without producing relevant results.

To avoid empty records that could negatively affect learning models, rows containing null data
are removed. The same procedure is used when duplicated values or incomplete records are detected,
where at least one of the variables is missing. Some discrepancies are also corrected, i.e., some records
have a time shift of a few hours, probably due to an error in the data dumping. To correct this, the times
of sunrise and sunset are taken into account as a reference. The times of sunrise and sunset are
determined as indicated in [27], considering the dates, latitude, and longitude of the location of the
facility and calculating the declination by Spencer’s method and the sunset hour angle. Reference
dawn, noon, and dusk hours for 2013 at the study location are shown in Figure 1.

Figure 1. Dawn, noon and dusk for the study location.

The GDAS dataset is initially composed of discrete values for one in every three hours only
(i.e., hours in the [00:00, 03:00,..., 21:00] group, which will hereafter be called ‘GDAS-hours’), while the
monitoring dataset contains hourly measured values. A fast correction for ensuring compatible time
coordinates between datasets would be to filter the monitoring dataset to remove ‘non-GDAS-hours’
(i.e., any hour not belonging to the GDAS-hours group). However, this coarse time discretisation
would fail to capture relevant points for the solar irradiation and PV power variables. As shown in
Figure 1, neither noon (maximum irradiation in clear sky conditions) nor most dawn (irradiation start)
or dusk (irradiation end) times are close to any of the GDAS-hour instants.

To avoid losing information from the monitoring dataset, values from the GDAS dataset must
be interpolated over their temporal coordinates to an hourly resolution. Second order B-splines are
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used to generate continuous piecewise polynomial functions for both the global horizontal irradiation
and air temperature variables of the GDAS dataset. These piecewise curves are fitted to the available
GDAS-hours values of temperature and irradiation. For the latter, additional fitting points are included
for the dawn and dusk instants of each day (with a 0 W/m2 irradiation value). After generating the
fitted curves, values for the non-GDAS-hours instants are extracted and added into the dataset. As all
the original GDAS data correspond to either forecasts of 0 or 3 h, it can be stated that the interpolated
GDAS dataset only contains forecasts inside the 0–5 hourly range.

As mentioned, the monitoring dataset contains two solar irradiation variables, each measured at a
different tilt angle (3◦ and 15◦). The GDAS dataset, however, only contains values of irradiation on a
horizontal plane (same convention as most general-purpose automatic weather stations). As increasing
differences on tilt angle cause increasing divergences on irradiation values, care must be taken when
comparing irradiation variables from the two datasets. After some preliminary analyses, it was
found that the behaviour of irradiation variables with tilts of 3◦ (the first irradiation variable from
the monitoring dataset) and 0◦ (the one from the GDAS dataset) were sufficiently similar. Thus,
the irradiation measured at 15◦ is removed from the monitoring dataset, while that measured with a
tilt of 3◦ is used for comparisons against the global horizontal irradiation from GDAS directly.

Once both datasets are preprocessed, they are compared to find faulty time instants. If at least one
of the variables has a missing value at a given instant, that instant is entirely removed for all variables
of both datasets. This reduces the final available number of hours of data, but ensures that all hours fed
into the prediction models are complete. After this and previous filters have been applied, 11,132 valid
hours of data remain. This value corresponds to 69.6% of the total hours belonging to the temporal
span of the study, including all night hours that are not present in the monitoring data included in [23].

2.4. Estimation of Photovoltaic Power: Artificial Neural Network Model

The ANN models used in this study are multi-layer perceptrons, a class of neural networks
composed of multiple layers of interconnected artificial neurons. The first is the input layer,
which ingests the different input variables fed into the neural network model. The last is known as the
output layer, which yields the predicted values generated by the model. Between these two layers,
there is a variable number of hidden layers (zero or more) which connect the input and output layers.
The number of artificial neurons in the output layer is determined by the number of output variables.
However, the number of neurons for the input and hidden layers is not predetermined, but rather a
variable parameter to be optimised.

All the different MLP models built for this study share a common set of configuration parameters.
The neurons in both the input and hidden layers use the rectifier linear unit (ReLU) function as
the activation function [28]. Batch learning is used as the training methodology [29]. The chosen
optimisation algorithm is Adaptive Moment Estimation (Adam), a stochastic gradient descent
method [30]. The training stop criterion uses a separated fraction of the training data (a randomly
chosen 10% of the training hours) to evaluate the current stage of the trained model, using the mean
absolute error (MAE) metric shown below. An additional patience-based stop criterion is included,
where training stops if the performance of the model does not improve for 100 consecutive epochs.

MAE =
N∑

i=1

|Xi −Yi|
N

(1)

In the next subsections, the monitoring and GDAS datasets are combined into three different
scenarios to train and test the different MLP models. At the same time, the available days of data are
split into training and testing samples. These samples, applied over the different scenarios, are used to
select the best MLP model and to evaluate its performance when fed with monitoring and/or GDAS
meteorological data.
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2.4.1. Training and Testing Scenarios

Three different scenarios, with combinations of the two data sources, are used in this study. For the
first one, the ANN model is both trained and tested using weather input data from the monitoring
dataset. For the second scenario, the model uses the same training with measured data as the first
one, but the testing is done using weather inputs from the GDAS dataset. For the third scenario,
both training and testing are done using GDAS weather input data. PV power outputs from the
monitoring dataset are used in the training stages for all three scenarios. A schematic of the different
scenarios is presented in Figure 2.

Figure 2. Training and testing scenarios used on the study.

The differences between the first and second scenarios lie exclusively in the testing part of the
method. Their ANN models are trained using the same input data, following the same chain of
operations, and have virtually the same values on their weight matrices. The results from the first
scenario provide a way of evaluating the ability of the ANN to model the studied photovoltaic system.
The predictions done by the model of the second scenario are affected by both the nature of the GDAS
data and the modelling of the photovoltaic system done by the neural network. Hence, a comparison
between the predictions of the first and second scenarios enables an independent analysis of the effects
of the GDAS data. The third scenario assumes that no local measured weather data are available, and is
able to determine whether the GDAS dataset is adequate to entirely replace these local measurements
in the weather data.

2.4.2. Training and Testing Dates

The days comprising the temporal interval of the study are divided into a training sample and
three testing samples. The training sample is fed into the ANN algorithms to build the photovoltaic
power estimation models, while the testing samples are used to evaluate the performance of the
estimation models.

First, all complete available days are filtered. Here, a complete day is defined as any day containing
at least all its daytime hours (hours between dawn and dusk instants, computed as indicated in the
Data Preprocessing section) and with no missing data for all its available hours (in the monitoring
or the GDAS datasets). From this pool of complete days, two days are selected at random from each
month and added to the first and second test samples, respectively.

The random selection algorithm ensures that all complete days from each month have the same
probability of being included on either test sample. It also ensures that no day belongs to both random
test samples. The first and second testing samples each comprise 22 individual days. These samples
can be considered representative of the entire temporal span of the study, as all months are guaranteed
to be equally represented. This means that all seasonal weather conditions are taken into account when
testing the performance of the estimation models.
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Two complete weeks of data are handpicked to form the last testing sample from the remaining
complete days not belonging to any of the two random test samples. They span from 28th April to
5th May 2012, and 12th April to 19th April 2013. This sample is to be used to graphically represent
the performance of the weather and power output variables. The two complete weeks have enough
duration to capture the multidaily-resolution features of the studied variables, while still being able
to spot hourly-resolution patterns. However, days belonging to this testing sample are not to be
considered representative of the entire temporal span of the study, as they were manually chosen.

Finally, the training sample includes all days not belonging to any of the three testing samples,
and comprises the majority of the available data. This training sample is fed into the different ANN
architectures to build the estimating models.

2.4.3. Selection of Best Model

Once the training and testing temporal samples have been selected, the different ANN models are
built. The number of hidden layers (varying between zero and two) and the number of neurons inside
each of the input and hidden layers are the only configuration parameters that differ between models.
The number of neurons of the output layer is fixed by the number of output variables (only one,
i.e., PV power production), as already stated. All other configuration parameters are kept constant.

With the required parameters defined for all neural network models, the training dataset of the
second scenario is fed into each ANN model, using hours of data from the training sample. Then,
the testing dataset from the same scenario is fed into each trained model to generate PV power
estimations, using the first testing sample of random days. These estimations are compared against the
corresponding monitored values of PV outputs, and mean nRMSE values are obtained for each tested
ANN model. The same process is done again, training and testing each model from zero using data
from the third scenario.

The best neural network model is chosen considering the combination of the nRMSE mean
errors from the second and third scenarios. This best ANN model is comprised of an input layer of
five neurons and a single hidden layer of 30 neurons, in addition to the single-neuron output layer.
This selected architecture is shown in Figure 3. The second and third test samples are finally used to
evaluate the performance of the chosen model for all three scenarios, as explained on the Results and
Discussion section.

Figure 3. Layer architecture of the best ANN model.

2.5. Error Measurements

Three error metrics are used to evaluate the performance of the ANN model when predicting
photovoltaic power, and also to compare the two datasets used on each of its input variables: mean bias
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error (MBE), root mean square error (RMSE), and normalised root mean square error (nRMSE). They are
defined using the three following equations.

MBE =
N∑

i=1

Xi −Yi
N

(2)

RMSE =

√√√ N∑
i=1

(Xi −Yi)
2

N
(3)

nRMSE =

√∑N
i=1

(Xi−Yi)
2

N

Ymax
(4)

Where Xi is an individual value from one of the variables of the GDAS dataset (estimations), Yi is
the corresponding value from the monitoring dataset (observations), Ymax is the largest value of the
entire monitoring dataset (43.53 ◦C for temperature, 1045.48 W/m2 for solar irradiation and 848.66 kW
for PV production), and N is the number of data hours (sample size).

The MBE provides a measurement of the general bias of a given variable, while the RMSE provides
more information about individual discrepancies with reality for a large set of estimations. Both of
them compute error values in physical units. The nRMSE is a nondimensional version of the RMSE.
It is useful for evaluating the relative performance between unrelated magnitudes. In the case of power
generation systems, it can be used to directly compare the output errors from modelled systems with
different nominal capacities [16].

3. Results and Discussion

In order to properly evaluate the performance of GDAS numerical data when coupled with an
ANN model for predicting the power generation of a PV system, both the input weather and the output
power variables are analysed. First, input values from the GDAS dataset are compared with those of
the monitoring dataset, for both temperature and solar irradiation inputs. Then, PV power predictions
obtained from the ANN model under the three training and testing scenarios are compared with the
real PV measurements taken from the monitoring dataset.

3.1. Analysis of Weather Inputs

Figure 4 compares solar irradiation values from the monitoring and GDAS datasets, for each
of the two manually picked weeks included in the test samples. For each time period, both the real
(monitoring) and estimated (GDAS) signals, and the difference between those signals, are represented.
Temperature graphs for manual weeks, and both temperature and irradiation graphs for random days,
are omitted for the sake of brevity.

Table 2 shows the MBE, RMSE, and nRMSE metrics results for temperature and solar irradiation
in the GDAS dataset. Errors are computed using the corresponding values from the monitoring dataset
as a reference. The results are computed for three different periods: the entire temporal span of the
study, the 22 random chosen days from the second test sample, and the two manually picked weeks
from the third test sample. Individual error values are calculated for each day of each period, and then
the mean and standard deviation values of those errors are computed.

205



Sustainability 2020, 12, 10295

Figure 4. Comparison of solar irradiation inputs for manually chosen weeks.

Table 2. Error metrics of weather inputs.

Input Variable Sample
MBE RMSE nRMSE [%]

Mean St Dev Mean St Dev Mean St Dev

Temperature
[◦C]

All study span −3.30 6.04 7.04 3.65 16.17 8.39
Random days −3.03 5.49 6.63 3.16 15.23 7.26
Manual weeks −5.76 2.51 7.34 2.38 16.86 5.47

Solar Irradiation
[W/m2]

All study span −12.98 89.89 121.84 85.92 11.65 8.22
Random days −15.81 54.84 100.00 48.01 9.56 4.59
Manual weeks −14.46 17.44 47.72 28.53 4.56 2.73

It is clear that GDAS has a moderate tendency to underestimate both mean air temperature and
solar irradiation variables for the studied location and temporal interval. However, MBE values are
much closer to zero than their RMSE counterparts for the entire study span and the 22 randomly chosen
days, especially for solar irradiation. For the two manually chosen weeks, which cover similar dates
of 2012 and 2013, distances towards zero are not so divergent between both metrics. This behaviour
shows that underestimations and overestimations of weather variables for individual days tend to
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almost compensate one another for periods of time that comprise a larger variety of weather conditions.
Mean and standard deviation values of nondimensional errors for solar irradiation are lower than
their temperature equivalents on all temporal samples.

Key instants on the daily behaviour of irradiation curves, namely, dawn and dusk hours and
the hour of maximum value, match closely between the monitoring and GDAS variables, as can be
seen in Figure 4. The same behaviour is found for the randomly picked days; for almost all days,
the GDAS estimations and the monitoring data have their maximum value at the same hour or with a
one-hour difference, while dawn and dusk hours both match for most days with maximum differences
of one hour.

When comparing sample periods, errors for the randomly chosen days are more similar to those
of the entire study span when placed against errors for the manually chosen weeks. This indicates
that the former sample is more representative of the global behaviour of both weather variables for
the study span. Although the sample of two weeks provides an efficient way of visualising specific
features of the solar irradiation inputs, numerical error metric values for said sample should be treated
as examples, and should not be generalised.

The main objective of the present study is related to the prediction of PV power outputs, and not
to air temperature or solar irradiation. However, both of these weather variables are key inputs of the
ANN model used for predicting photovoltaic power, particularly solar irradiation. As the GDAS dataset
contains interpolated weather values for every two out of three hours, it is sensible to compare the
error values in this dataset with those of similar studies. For example, [31] uses an ANN model trained
with the LMA algorithm to forecast surface irradiation from extraterrestrial solar irradiation in the
South of China, among other inputs, using both historical data series and statistical feature parameters
to feed the models. Their RMSE results are ~43 W/m2 for sunny days, and ~85–255 W/m2 for cloudy
days (using statistical parameters or historic series as inputs). The RMSE irradiation errors from Table 2
are larger than the statistical-based-predictions from [31], but lower than historic-based-predictions,
which are more comparable.

It must be highlighted that GDAS is a NWP model, meaning that the derived meteorological
data are estimated (forecasted) values. For the particular case of GDAS, this estimation includes the
interpolation of scattered real observations into a regular grid of points, and also a very-short-term
forecasting of future weather conditions. These spatial interpolations and temporal extrapolations
imply a certain level of uncertainty. In addition, GDAS forecasts have a three-hour resolution.
Instantaneous air temperature and solar irradiation values at each three hours are taken from GDAS
outputs and interpolated to a one-hour temporal resolution using second order B-splines. This means
that short-term phenomena cannot be captured by the GDAS model (e.g. transient shadows due to
passing clouds). Even though these issues with GDAS data remain, the resulting weather values
(particularly solar irradiation) are shown to have a reasonably good match with the monitored data.
The nRMSE errors for temperature and irradiation are lower than a 17% and 12%. RMSE errors for solar
irradiation are in accordance to those found in related bibliography, and estimated key instants of the
daily behaviour of these variables (dawn, noon, and dusk) closely match those of the monitored data.

3.2. Analysis of PV Power Predictions

Figure 5 shows photovoltaic power outputs for the same two weeks used in Figure 4,
again including real (Monitoring) and estimated (Scenarios 1–3) signals, and the differences between
them. Output values for the three analysed scenarios are included, as well as values from the monitoring
dataset for reference. Again, temperature graphs are omitted.

A comparison between solar irradiation inputs and PV outputs for four of the randomly chosen
days is shown in Figure 6. They cover situations of good and bad matching between monitoring and
GDAS solar irradiation for both 2012 (first and second subplots, corresponding to days of March and
April 2012) and 2013 (third and fourth subplots, for days of August and October 2013).
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Figure 5. Comparison of PV power outputs for manually chosen weeks.

Table 3 shows the error results for photovoltaic power predictions for the three scenarios. The same
considerations from Table 2 apply here. In this new table, only the random days and manual weeks are
used. The entire temporal span of the study is not considered in order to avoid including data values
already used during the training of the ANN model.

The performance of the predicted PV output variable is reasonably good on all scenarios and
for both samples of random days and manual weeks. As with the input variables, MBE results for
power predictions are much closer to zero than their RMSE counterparts, meaning that power biases
for individual days and hours tend to be nullified for more complete periods of time. RMSE errors
on power production are lower than 25 kW (first scenario) and 85 kW (second and third scenarios).
The real magnitude of these errors is easier to evaluate when compared with the 960 kWp of peak
production installed for the monitored PV system, and the actual maximum value of PV production
from the monitoring dataset, i.e., 849 kW. In fact, nRMSE values are lower than 3% for the first scenario,
and lower than 10% for the other two, with maximum standard deviation values of 5%.

Graphs of power outputs and irradiation inputs for the 22 randomly chosen days tested (as well
as those of the two manually chosen weeks) show almost identical patterns. This can be seen in the
examples in Figure 6, in which power prediction curves from the second and third scenarios perfectly
match the solar irradiation curve predicted by GDAS, while the power prediction curve from the first
scenario replicates the solar irradiation curve provided by the monitoring dataset. This behaviour
is to be expected due to the high correlation between the solar irradiation and the power output of
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a PV system [16,32]. Key instants on the daily behaviour of PV production curves (starting, peak,
and ending production hours) for the monitoring data match closely with the predictions of the ANN
model in all three scenarios, in the same fashion as with solar irradiance.

Figure 6. Comparison of irradiation and power prediction. (a) Monitoring and GDAS solar irradiation
for four randomly chosen test days. (b) Monitoring and scenarios PV power prediction for the same
four days.
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Table 3. Error metrics of PV power outputs.

Output Variable Sample
MBE RMSE nRMSE [%]

Mean St Dev Mean St Dev Mean St Dev

PV power 1st
scenario [kW]

Random days 3.12 18.84 24.91 29.77 2.94 3.51
Manual weeks 2.03 3.17 17.59 3.74 2.07 0.44

PV power 2nd
scenario [kW]

Random days −8.61 45.01 83.66 42.71 9.86 5.03
Manual weeks −2.13 13.84 38.09 18.82 4.49 2.22

PV power 3rd
scenario [kW]

Random days −10.52 44.58 84.71 40.13 9.98 4.73
Manual weeks −13.21 13.64 40.97 20.43 4.83 2.41

Power outputs from the first scenario are most similar to measurements from the monitoring
dataset, with very low errors (mean RMSE lower than 25 kW) and almost identical curves for all
random days and manual weeks. These similarities are to be expected, as the neural network model
uses monitoring data for both training and testing on this first scenario. The performance of PV
predictions from the second and third scenarios are also quite similar, in terms of both error metrics
(except mean MBE values for manual weeks) and graphics. This is a remarkable result, as the ANN
models from these scenarios are trained using weather inputs from different datasets, even when
they both use the same weather data to test their performances. Although the performance of the
second and third scenarios is not as good as that of the first one, it is still quite significant, with mean
bias errors of less than 14 kW below the real outputs, and mean nRMSE errors lower than 10% of the
maximum power output measured for the entire study span.

As with solar irradiation, it is sensible to compare results for PV production with those available in
the literature. In [33], next-day forecasts of power outputs from a 264 kWp PV plant in the North of Italy
were generated using an ANN model, trained with the error back-propagation method, and coupled
with a clear sky solar radiation model. The error analysis took into account three different significant
days with sunny, partially cloudy, and cloudy weather conditions, obtaining nRMSE values of 12.5%,
24%, and 36.9% respectively. In [32], nRMSE values in the 10.91–23.99% range were achieved when
predicting power output forecasts in a horizon of 1–24 h for the same PV system as that modelled
in the present study (a 960 kWp installation located in the South of Italy), using an Elman ANN
model. In [34], a 1 MWp PV plant in California was modelled using a feed-forward ANNs model and
a genetic algorithms/ANN (GA/ANN) hybrid model, among others. The reported RMSE errors for
forecasts 1 and 2 h forward were 88.23–142.74 kW for the ANN model, and 72.86–104.28 kW for the
GA/ANN model. The reported nRMSE values were computed using a different definition, thus making
comparisons with the present study unreliable.

The nRMSE values from Table 3 for random days in the second and third scenarios are equivalent
to those of the best-performing cases in [33] (sunny days) and [32] (one-hour-horizon forecasts).
The corresponding RMSE values are slightly lower than those obtained in [34] using their ANN model
for a forecast horizon of one hour, and slightly worse than those from their GA/ANN model. It is worth
noting that no distinctions are made between prediction performance for sunny or cloudy days in the
present study. However, the selection of test days ensures that both high-irradiation days (typical of
the summer season and clear sky conditions) and low-irradiation days (typical of the winter season
and clouded sky conditions) are represented in the random test sample. Also, no distinctions between
forecast hourly-horizons are made here, but the nature of the GDAS dataset implies that all data belong
to a forecast horizon from 0 and up to 5 h, as explained in the Data Preprocessing section. The modelled
PV system presented in [34] is not identical to the one in the present study. However, the peak output
productions from both installations are similar enough, so at least a soft comparison of dimensional
metrics like the RMSE can be made.
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3.3. Comments on Training and Testing Scenarios

After presenting and commenting on the relevant results for photovoltaic power predictions in
the three different training and testing scenarios, a brief discussion about the implications of each
scenario is in order.

The first proposed scenario both trains and tests the performance of the chosen ANN model using
data from the monitoring dataset. No inaccuracies due to the forecast nature of GDAS data are fed
into the neural network model here. Hence, all differences between predictions and actual values are
due to the mathematical modelling of the PV system done by the ANN model. As all the tested error
metrics have great performance in this scenario, it can be concluded that the proposed neural network
model is indeed adequate to model the studied installation.

The second proposed scenario uses the same training as that of the first scenario, and thus,
the resulting trained model is virtually identical, and the same conclusion about its modelling
performance applies. The testing part here is done using GDAS data. As already stated, differences in
the prediction performance between the first and second scenarios can be attributed to uncertainties in
the GDAS data. The error values are indeed higher for this second dataset, but relative differences
are not drastic. They can still match (and even outmatch) the performance of other forecast strategies
reported in the literature, as stated in the previous subsection. For a generic monitored PV installation,
this scenario would be translated as having an ANN model trained with a historic dataset of in situ
measurements of weather variables. In this case, GDAS data could still be used to predict power
production for the next hours based on GDAS forecasts, or to fill missing days in historic datasets.

The third and last scenario completely replaces the weather data from the monitoring dataset
with those from the GDAS dataset, keeping only the measured PV power outputs from the former.
Here, the trained ANN model differs from that of the other two scenarios (although the same basic
configuration is used), so the prior conclusion about the performance of the ANN model does not
apply. However, error results for this scenario are most similar to those of the second one, with only
slightly worse bias errors and almost identical RMSE and nRMSE errors. This implies that a historical
dataset of in situ weather measurements may not be a crucial item when aiming to predict future power
outputs with GDAS. Further studies targeting different locations and facilities would be required to
confirm this. Nevertheless, it seems that even if the sensors for monitoring relevant weather variables
were never available at the location of the PV system, GDAS forecasts could still be used to train an
ANN model which is able to predict power production.

4. Conclusions

The main objective of this study was to evaluate the applicability of the GDAS sflux numerical
weather model as a replacement for in situ weather measurements to model the power outputs of a
photovoltaic system. Three training and testing scenarios, with different combinations of monitoring
and GDAS weather data, were used to feed and evaluate the performance of one prediction model
using a multilayer perceptron ANN algorithm. Solar irradiation and air temperature were the main
input variables, while PV power production was the only predicted output.

Bias errors on individual days tended to be compensated when considering more complete
temporal samples. This happened both on the weather inputs and the PV power outputs.

Mean nRMSE values of 2.9% and 9.9% on PV outputs were achieved for the most representative
testing sample in the first and second scenarios, respectively. A comparison between those values
led to the conclusion that most of the power prediction errors were due to the approximate nature
of the GDAS solar irradiation data. However, the 100.00 W/m2 mean RMSE error achieved for this
weather variable was in accordance with other solar irradiation forecast methodologies included in
the bibliography. The neural network model used was shown to model the real power system with
solid accuracy.

An analysis of the second scenario indicated that the GDAS sflux product is a reliable source
of weather data for forecasting future PV power outputs, when an ANN model built with past in
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situ weather measurements is already available. The analysis of the third scenario, on the other
hand, showed that even when said historic dataset of local weather measurements is not available,
GDAS data can be effectively used to train the ANN model, with a minimal loss in the accuracy of PV
power predictions.

Less than 10% mean nRMSE errors in PV power outputs were achieved for both the second and
third scenarios. A comparison with other relevant studies showed that the errors in the photovoltaic
power predictions for all scenarios in this study were analogous to those presented in the solar
forecasting literature. The use of GDAS weather data in combination with ANN algorithms makes
it possible to predict PV power with a performance that matches or even outmatches other PV
forecast methods.

Future research expanding this work could focus on tackling some aspects which were not fully
analysed in the present study. The influence of other weather variables could be studied (like wind
effects on the cooling of the solar modules, or rainfall removing possible depositions of fine dust
and dirt), if reference measured data were available for said variables. Second order B-splines were
used here to interpolate weather values for the hours when GDAS data were not generated, but other
temporal interpolation methods could be tested. Finally, the performance of the GDAS model could be
tested against other NWP models, like a high resolution version of the Global Forecast System.

In conclusion, the present study shows that the GDAS sflux numerical weather model is a reliable
source of weather data for photovoltaic power prediction when combined with Artificial Neural
Network algorithms. Estimative data from this numerical model can be fed into an existing ANN
model, already trained with local weather measurements, or can entirely replace said measurements
and be used to train the model when historical local weather data are not available.
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Abstract: One of the key objectives and challenges nowadays is to live in safe and healthy cities.
Accordingly, maintaining good air quality is one of the preconditions for achieving this goal, which
is not a simple task given the various negative impacts. This paper deals with a phase of the
construction process that is a cause of extreme indoor air pollution in the newly built facilities of the
Dr Ivan Ribar settlement in Belgrade, popularly known as “smelly buildings.” Indoor air pollution is
observed from the aspect of indoor air quality (IAQ) prevention and facilities management (FM) in
order to define recommendations for future prevention of these and similar situations. The research
indicates the existence of specific sources of indoor pollutants, as well as the need to pay special
attention to indoor air as an aspect that affects the health, comfort and well-being of individuals
who permanently or temporarily use a particular space, and to point out additional costs. The paper
will also consider the potential of the FM approach in preventing negative issues related to IAQ,
especially in the field of public construction and social and affordable housing.

Keywords: indoor air quality; facility management; construction materials; “smelly buildings”;
Belgrade; Serbia

1. Introduction

A safe, clean, healthy and sustainable environment is necessary for the full enjoyment
of a vast range of human rights, including the rights to life, health, food, water and
development. At the same time, the exercise of human rights, including the rights to
information, participation and remedy, is vital to the protection of the environment [1].
Based on these values, the United Nations (UN) Human Rights Council has developed a
framework of principles on human rights that addresses the right to a healthy environment
and looks forward to the next steps in the evolving relationship between human rights and
the environment.

Based on recent World Health Organization (WHO) estimates, 22% of the global
burden of disease is due to the environment [2]. Noncommunicable diseases (NCDs),
including heart disease, stroke, cancer, diabetes and chronic lung disease, are collectively
responsible for almost 70% of all deaths worldwide [3]. Within NCDs, air quality is a risk
factor for several of the world’s leading causes of death, including heart disease, pneumonia,
stroke, diabetes and lung cancer [4], as well as impaired mental health [5]. Indoor air risk
includes different kinds of gas pollutants, including volatile organic compound (VOC) and
the radioactive gas radon [6]. Several studies show that long-term exposure to road traffic
noise and ambient air pollution is associated with increased cardiovascular risk factors [7].
Air pollutant concentration is increased in urban built environments, making air pollution
from human activities the largest environmental health risk in Europe [8]. The exposure to
environmental factors plays an important role in the prevalence of NCDs and is even more
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problematic in the current pandemic period [9]. The review of the main epidemiological
studies that evaluate the respiratory effects of indoor air pollutants show the consistent
short-term and long-term effects on asthma, chronic bronchitis and chronic obstructive
pulmonary disease in indoor settings with poor air quality [10].

On the other side, Sustainable Development Goals (SDGs) 3 and 11 also emphasize
the importance of living in a safe and healthy environment [10]. SDG 3—Good health and
wellbeing—endeavors to ensure healthy lives and promote well-being at all ages as essential
to sustainable development, while SDG 11— Sustainable cities and communities—advocates
the future in which cities provide opportunities for all, with access to basic services, energy,
housing, transportation and more.

Safe Community movement (SC) and Healthy City program (HC) are two major
initiatives encouraged by the WHO to promote safety and health in communities [11].
After merging similar safety and health promotion topics, Tabrizia et al. [11] reviewed their
relevancy and determined perfect matches which are reflected in risk-groups’ health and
safety, child safety, disaster preparedness and response, home and buildings’ safety and
health, and healthy and safe urban planning and design. In addition, relative matches were
seen within traffic safety, violence prevention, work safety, safe public places, water safety,
school safety, tobacco-free environment, mental well-being, addiction and substance abuse
prevention, physical environmental quality and social support. Air quality is recognized
only within the Healthy City program.

Based on this study, Tabrizia et al. [11] developed the Safe and Health Promoting
Community (SHPC) model comprising seven values and 14 main dimensions to improve
safety and health in the community. Two of these deal with the outdoor and indoor
environment and air quality: healthy and safe environment (healthy waste, clean air,
healthy food, safe waste management and access to sewage system) [5] and healthy and
safe urban planning (safe urban furniture, safe public places, safe leisure places and safe
home) [10]. It is important to mention that public empowerment and participation are
concepts that are highly focused on new theories of safety and health promotion, where
health is seen as a political choice. It is about the kind of society we want to live in [12].

Even though the basic function of a building is to shelter occupants from outdoor
elements and provide a healthy, comfortable environment for productive activity, according
to Lozano Patino and Siegel [13], conditions in social housing units are usually substan-
dard. This generally associates with higher exposure to indoor pollutants and, ultimately,
negative health effects. The authors [13] acknowledge the significance of this problem
considering that social housing populations are generally more vulnerable due to age
and/or socioeconomic status. Therefore, it is important to research the indoor air quality
(IAQ) in these environments, especially because several studies found correlations between
poor housing conditions and negative health outcomes [14–17].

Considering that people in urban areas spend up to 90% of their time indoors [18]
and there are specific sources of pollutants indoors in relation to the environment [19,20],
there is a clear need to pay special attention to indoor air. Considering this, problems of
indoor air pollution are increasingly recognized as important risk factors for human health,
requiring different management approaches from those used for outdoor air pollution [21].

Accordingly, by presenting an extreme example of bad IAQ in “smelly buildings” in
Belgrade, Serbia, the purpose of this paper is to look at this specific and extreme case of
indoor air pollution from an aspect of IAQ and facilities management (FM) in order to
define recommendations for future prevention of these and similar situations. In accordance
with this objective, the paper is structured as follows. The first part of the paper deals
with the comparative analysis of the activities and services of FM and phases of critical
building design control in achieving IAQ, as observed from the aspect of the linear model
of the construction process. A brief overview of the context of public construction and the
social housing complex in Serbia is presented in the second part of the paper to clarify
the circumstances under which they were built. The third part of the paper includes a
case study of “smelly buildings” in the Dr Ivan Ribar settlement in Belgrade, using the
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chronological course of events to indicate critical phases of the process. The final discussion
part of the paper seeks to point out the need for the presence of FM during the entire
construction process, in order to prevent certain situations that result in deterioration
of IAQ.

2. Material and Method

The research presented in this paper includes the following methods:

• Critical analysis of sources and views of various authors dealing with the topics of the
FM approach and process of ensuring IAQ. This part of the research covers 23 sources
dealing with the FM approach and particular phases within the construction process
and eight sources dealing with the process of achieving IAQ.

• Comparative analysis of five frameworks that identify different activities and compe-
tencies of FM and the process of achieving the desired IAQ, observed from the aspect
of different phases of the construction course of the facility. Critical analysis of primary
and secondary sources related to the character of public construction and construction
of social housing in Serbia covers seven primary (laws, plans and decrees) and three
secondary sources concerning public housing construction.

• Case study of the “smelly buildings” in Dr Ivan Ribar social and affordable housing
settlement in Belgrade, Serbia. Using the chronological course of events, the aim
of this part of the research is to indicate critical phases of the process, as well as
to point out the various consequences that have arisen, which can be overcome by
improving certain stages of the process and the competencies of individual actors. For
the purposes of the case study, the reports and results of the research of the Vinca
Institute of Nuclear Sciences, Laboratory of Physical Chemistry and the Institute of
Public Health of Belgrade from August 2014 were used. In addition, the research
relied on articles from the daily press, as well as on the contents of the Beobuild blog
on the topic, “State Housing—Settlement in Block 72 (Dr Ivana Ribara),” in order to
reconstruct the course of events.

The research location, Dr Ivan Ribar’s settlement, is located in New Belgrade’s Block
72, about 7.5 km away from the city center at the location planned for social and affordable
housing. The land on which the complex was built is the public property of the Republic
of Serbia. The facilities were built from the state budget and the settlement was built in
two phases. In the period from 2010 to 2012, a part of the settlement was built according to
the project of the awarded competition work from 2006. The second part of the settlement,
where the disputed facilities are located, was built during 2013, according to the awarded
competition project from 2011. This settlement includes six buildings with 770 housing
units of different types. After moving in, disputed buildings No. 1 and 3 (see Figure 1)
were found to have been built by the same company, hired by the Construction Directorate
of Serbia.

 

Figure 1. Dr Ivan Ribar settlement in Belgrade, Serbia. Source: Authors and Geo Serbia Map portal.
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In addition, the situation with the social and affordable housing in Serbia is briefly
described with focus on the legal framework and regulations relating to this type of
construction, bearing in mind that social housing is still considered cheap. This type of
construction was done with minimal costs and at the cheapest price, i.e., following the
logic of “least cost” mentality [22].

3. Facility Management (FM), Sustainability Issues and Indoor Air Quality (IAQ)

Considering the general definition that facility management (FM) is a profession that
encompasses multiple disciplines to ensure functionality, comfort, safety and efficiency
of the built environment by integrating people, place, process and technology [23], its
possibilities in creating an environment that will meet the parameters of IAQ should be
reconsidered. More specific, ISO/FIDIS 41001:2018 standard gives an updated emphasis
on health: “FM integrates multiple disciplines to have an influence on the efficiency, pro-
ductivity and economies of societies, communities and organizations as well as the manner
in which individuals interact with the built environment. FM affects the health, well-being
and quality of life of the world’s societies and population through services, management
and deliveries” [24]. This is especially important when comparing the phases and subcate-
gories of critical building design control [25] in delivering IAQ and services [26–29] covered
by FM. In addition, according to Hodges [30], “the facility manager is in a unique position
to view the entire process and is often the leader of the only group that has influence over
the entire life cycle of a facility.” This also includes the responsibility to manage individual
and community health [31–33].

At present, the central issues of FM practice consist of place or facility, people or user
of the building, and process or activities in the facility [26,34,35]. On the other hand, FM
can involve several strategic issues such as property asset portfolio management, strategic
property decision, and facility planning and development, which are related to policy
and strategic planning of the organization [26,36–38]. Rondeau et al. [39] state that facility
managers’ “role is to ensure that the customer and the corporation have an on-time and on-
budget project with the best possible site, space, facilities, furnishings and support systems
to serve their needs today and tomorrow.” Accordingly, they are responsible for identifying,
securing and working with qualified and high-quality service and product providers. The
benefits of sustainability and green building practices in FM are well established [30],
however, some researchers [40–43] state that although awareness of sustainability is high,
the participants’ efforts in implementation are low, due to different barriers [44,45]. Looking
from the perspective of the sustainability ‘triple bottom line’, social and environmental
factors often take a back seat to the overall strategy of the organization, due to the need to
build at the lowest cost.

Keeping in mind the entire life cycle of the facility, facility managers are in the position
to view the entire process [30]. In this regard, different authors [30,46–48] indicate the
strategic role of FM in achieving sustainability. This implies an integrative role [48] of the
facility manager in understanding the needs of the end-users of the facility and acting as an
advisor to owners, designers, consultants and contractors about sustainability requirements
in a project. In line with the sustainability aspects of the facilities, one group of the FM
engagements includes activities related to the prevention and maintenance of IAQ.

In recent years, the more proactive approach of Urban FM has contributed to an in-
crease in health and well-being [49], which is important in helping the physical causes and
symptoms of poor health, as well as the social, economic and environmental components
of individual, community, and overall well-being. With community-based participation
and collaborative governance processes, the co-creation processes capitalize on a local
community’s assets, capital, inspiration and potential, resulting in both the enhancement of
housing quality and the creation of quality public spaces [50,51]. This in turn contributes to
people’s health, happiness and well-being, and the community’s resilience and sustainabil-
ity [50]. In addition, health-directed design interventions in cities and facilities are related
and create scope for crossovers among different professions on the urban level [33].
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The American Society of Heating, Refrigerating and Air-Conditioning Engineers
(ASHRAE) defines acceptable IAQ in its Standard 62-1989 as “air in which there are no
known contaminants at harmful concentrations as determined by cognizant authorities and
with which a substantial majority (90 percent or more) of the people exposed do not express
dissatisfaction.” In order to act effectively in this area, buildings need to be viewed as a
“habitat” in which the IAQ “ecosystem” model consists of the occupants, their activities,
the air pathway and the heating, ventilation and air conditioning (HVAC) system, the
building envelope, and its environmental setting [22]. All the aforementioned elements
comprise an interlinking model which cannot be dealt with individually.

Problems with the IAQ usually start with the building occupants’ complaints on
discomfort, headaches, nausea, dizziness, sore throats, dry or itchy skin, sinus congestion,
nose irritation or excessive fatigue [22]. Depending on the character of the complaints,
they can be divided into two groups, namely: sick building syndrome (SBS) and building
related illness (BRI). SBS is a building that has a condition that can make its occupants
uncomfortable, irritated or even ill, while BRI is deemed as a building associated with a
clinically verifiable and diagnosable disease. According to Bas [52], “buildings may have
as many as 900 contaminants indoors with thousands of sources—including new furniture,
cleaning agents, smoking, new building materials, pesticides and even perfume and other
cosmetics.” Many contaminants are microbiological or otherwise organic, triggering asthma
and allergies.

To prevent the indoor air pollution that could be related to the building construction
process, Levin [25] identified mayor phases and subcategories of critical building design
control that cover site planning and design, overall architectural design, ventilation and
climate control, materials selections and specifications and construction process and initial
occupancy.

Comparing selected frameworks in prevention of indoor air pollution [25] and FM
services and responsibilities developed by Chotipanich [26], Rondeau et al. [39], Barret
and Finch [37] and Jensen et al. [53], individual FM activities were identified which have a
decisive role in preventing the occurrence of indoor air pollution. These include:

• Identification of user needs and definition of air quality performance measures within
the briefing phase of the construction process;

• Architectural, engineering and construction management design, planning and per-
formance as well as users’ needs and preferences within the design phase;

• Purchasing, contact control and negotiations, delivering performance targets and
creation of trust in the contract phase; and

• New construction/reconstruction and construction management, applying the build-
ing codes/standards and FM’s role as “facilitator” within the construction phase (see
Figure 2).

In addition to pollutants from the external environment, construction materials and
materials used for interior design and furnishing, the so-called subsidiary means used
for construction, also have an impact. Dealing with the issues of the construction and
subsidiary materials, Burroughs and Hansen [22] identified building materials of particular
concern divided in accordance with the construction phase (see Figure 3).
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Figure 2. Services and categories of facilities management (FM) approach and delivering indoor air quality (IAQ) compared
and redistributed according to the phases of the linear model of the construction process.

Figure 3. Building materials of particular concern [22].

It is important to mention that the effects of many of chemicals emitted from the
products are still not fully understood, but many are known or suspected human irritants,
and some are suspected human carcinogens. Considering all those mentioned, the activities
of FM must cover the process of commissioning, which is emerging as a critical component
of successful completion of the construction process and involves the aggressive overview
of each stage of the construction project in order to assure the conformance of the project to
the design, resulting in a building that performs according to intent [22]. On the other side,
every case is specific and may indicate distinct situations and circumstances that lead to the
occurrence of indoor air pollution, the knowledge of which could improve the construction
process and prevent future cases and similar situations.
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4. Social and Affordable Housing Legislative in Serbia

In Serbia, social housing is defined in the Law on Social Housing [54] as “housing of
an appropriate standard that is provided with state support to households that for social,
economic and other reasons cannot provide housing under market conditions.” It has a
“housing of an appropriate standard that is provided with state support to households that
for social, economic and other reasons cannot provide housing under market conditions.”
It has a “residual” role [55] which means it is primarily intended for the most socially
vulnerable categories, unlike in some developed European countries. Master Plan of
Belgrade (MPB) 2021 from 2003 [56] played a key role in introducing and defining the
concept of social housing in Serbia, following the example of developed European countries.
This Plan identifies socially vulnerable categories of society that need assistance in finding
housing and provides certain guidelines for design and construction standards, as well as
criteria for determining locations. The Plan has defined a list of 58 locations with a total
area of 228.6 ha planned for social housing in Belgrade.

The adoption of the Law on Social Housing in 2009 was followed by the National
Social Housing Strategy [57] and The Decree on Standards and Norms for Planning,
Design, Construction and Conditions for the Use and Maintenance of Apartments for
Social Housing [58]. This is important to mention because in the period from 2001 to 2014,
several social housing programs were implemented in Serbia, despite the lack of a defined
comprehensive housing system, as well as appropriate technical regulations for planning
and designing this type of housing [55,59].

The program of construction of solidarity apartments 2001–2005 was implemented by
the Assembly of the City of Belgrade with the public fund for financing the construction of
apartments. The project of constructing 2000 socially non-profit apartments in Belgrade
started in 2005 by adoption of the Decision on the conditions of sale of 2000 socially non-
profit apartments in Belgrade [60]. Since social housing is seen as a good of public interest,
a number of public architectural and urban competitions were announced in cooperation
with the Society of Architects of Belgrade. On the other side, public competitions are
considered directly related to the public interest, including the widest professional public,
and therefore require the highest level of professional and social responsibility. However, in
the competitions conducted by the City of Belgrade, the topic of social housing was mostly
problematized from the aspect of economy, without considering other specific requirements
in that housing category [55].

This is not surprising because, according to Djokic et al. [59], “social housing has
been often seen as a measure of the social care system, a tool of poverty reduction, in
achieving social justice and ensuring the fundamental human right to housing, but seldom
as an instrument of economic development.” However, this should not limit the possibility
of implementing a strategic framework for improving environmental sustainability in
housing with increased resilience and adaptability of housing, the provision of healthy
living conditions and a healthy environment, and the reduction of waste from the use of
heating and cooling energy, coupled with carbon dioxide emissions, reduction of water
and soil pollution, adequate use of materials and waste recycling.

The existing technical regulations for the planning, design and construction of social
housing in Serbia do not sufficiently consider specific guidelines in the field of energy
optimization and IAQ that would be usable in the development of planning solutions,
which is a significant limitation [61]. This is seen in the gap between the recommendations
of sustainability in the planned development of the social housing sector in Serbia and their
practical application. In addition, “there is a large gap between the inherited experiences of
“quantitative” satisfaction of housing needs through mass state housing and “qualitative”,
long-term goals of sustainable development” [61]. Furthermore, there are no regulations
aimed at improving and maintaining indoor air quality. Unlike outdoor air quality, the
monitoring and assessing of IAQ are not regulated by legal acts, only guidelines and
recommendations related to certain pollutants.
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It is also necessary to mention that public buildings constructed within the period
between 2010 and 2012 were built in accordance with the special conditions, applying the
Law on Encouraging the Construction Industry in Serbia in the Conditions of Economic
Crisis [62]. This Law had a fixed term with emphasis on encouraging the development and
employment of domestic construction companies and providing liquidity to this sector
to strengthen the development and employment of domestic companies engaged in the
production of construction materials. The buildings covered by this Law are fully or
partially financed from the budget of the local self-government unit, the autonomous
province (i.e., the Republic of Serbia) and include schools and kindergartens, hospitals and
other health facilities, flats, sport objects, facilities for the purpose of performing cultural
activities, highways and other state roads and other objects of public importance. In
accordance with the above, the construction of facilities of public interest were completed
exclusively by domestic construction companies and with domestic construction materials
(70% of the total amount of construction materials and equipment).

5. Dr Ivan Ribar Settlement and “Smelly Buildings”

At the initiative of the City of Belgrade in 2010, the realization of the Program for
the construction of social and affordable apartments at the location Dr Ivan Ribar in New
Belgrade continued. As was the case with other locations planned for this purpose, an
architectural-urban competition was announced by the Association of Belgrade Architects
for this location in 2011. In total, 53 works were submitted to the competition, and the
first prize was awarded to the RAUM architects from Belgrade [63]. According to the jury,
RAUM’s proposal (see Figure 4) met all the criteria set by the tender conditions, especially
in terms of the expected structure, square footage and organization of housing units in
the buildings.

 

Figure 4. Awarded competition proposal by RAUM architects for the Dr Ivan Ribar social and
affordable housing settlement in New Belgrade. Source: RAUM architects, 2011.

Housing units are organized into six identical buildings of two-tract type, considered
a rational solution from the aspect of project implementation. By forming two types of
inner courtyards, a high quality of housing was achieved in the settlement, namely green
areas with rest areas and a modified hilly relief that regulates the views and provides
privacy and peace [63]. The free area on the western part of the plot, which is unfavorable
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for construction, is arranged as a green park area where sports and recreational facilities
and sports fields are located.

The project was realized with minor changes (see Figure 5) by the Construction
Directorate of Serbia according to the first-prize winning competition solution, and the first
apartments were occupied in October 2013. As planned, the apartments in this complex
belong to the categories of social and affordable housing but are built so that there is no
difference in terms of quality of construction.

 

Figure 5. Urban housing block Dr Ivana Ribara, Block 72, 707 apartments. Completed: autumn 2013.
Source: RAUM Architects Facebook page. Author of the photography: Dragan Babovic.

The main investor of this project was the Construction Directorate of Serbia (CDS),
which was also responsible for the sale of the apartments, as well as for guaranteeing
their quality. According to the Law [62], the CDS engaged several domestic construction
companies to construct particular buildings within the complex. The engaged companies
independently carried out the stages of the process on individual facilities that were the
subject of their work, which included the procurement and purchase of construction
materials and equipment produced in Serbia (70% of the total amount of construction
materials and equipment). The domestic construction company, Koto d.o.o., was engaged
and responsible for the building of Buildings 1 and 3, which would later be known as
“smelly buildings.”

5.1. “Smelly Buildings”

Following the archives of digital editions of the Serbian daily press and the Beobuild
forum [64], the first complaints about the unpleasant smell in the apartments appeared
in July 2014. These were preceded by announcements of satisfied apartment owners who
moved in during October and November 2013. At that time, most of the discussions at
the forum with the topic, “State housing—Settlement in Block 72 (Dr Ivana Ribara)” [64],
were about the construction process, the characteristics of apartments, the aesthetics of the
accepted solution and the procedure for redistribution of apartments to different categories
of tenants.

The problem occurred in 220 apartments within Buildings 1 and 3 (No. 80, 82, 100 and
102), in which the tenants complained of an extremely strong, unpleasant smell of unknown
origin [65]. The mentioned buildings were named “smelly buildings.” After addressing
the Construction Directorate of Serbia, which was responsible for the construction and sale
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of these apartments, there was a need for a quick response to prevent potential negative
effects on the health of tenants. To determine the causes and character of the harmful
vapors, the Vinca Institute of Nuclear Sciences, Laboratory of Physical Chemistry and the
Institute of Public Health of Belgrade were engaged.

The analyses were performed during July and August 2014. Sampling and testing
of air quality in 24-h samples were made at the following sampling sites: indoors in
twenty apartments in the subject buildings, one grocery store, control measurements in
two apartments where the presence of unpleasant odors was not detected and outdoors at
two sampling sites near the subject buildings [18]. Qualitative and quantitative analysis of
IAQ in apartments and buildings in which the presence of unpleasant odors was found, as
well as control measurements, included the following parameters: formaldehyde, acrolein,
polycyclic aromatic hydrocarbons (PAH) of solid and gaseous phases, volatile organic
compounds, benzene, toluene, ethylbenzene and isomers of xylene (BTEX) and phenolic
compounds. Key results arose from the analysis of the polyurethane foam used for gaseous
phase PAH sampling by the GC-MSD technique. This analysis showed the presence of
phenols and phenolic compounds, namely phenol, 3-ethyl phenol and 3-methyl phenol,
only in the samples taken from the apartments where characteristic odors where reported.

Tests carried out at the Vinca Institute for Nuclear Research showed that the pol-
lution comes from the oil used to coat the formwork boards used for pouring concrete
elements [66]. A part of the report of the Vinca Institute, which illustrates the origin of
pollution, is shown in Figure 6. Mass spectrum of tested samples confirms the presence of
phenol, 3-ethyl phenol and 3-methyl phenol in oil and concrete samples, and as fingerprint,
confirms the source of contamination.

Figure 6. Mass spectrum of tested oil oplatol in water-up, in methanol-middle and mass spectrum of concrete-down sample.
Source: [66].

Comparison with the control measurements showed that the presence of phenolic
compounds in the indoor air, as well as the significant presence of phenanthrene, stand
out from all the examined parameters. The presence of formaldehyde, acrolein, toluene
and PAH of gaseous phases, except phenanthrene, was observed in slightly higher con-
centrations than in control measurements in ambient air, but, although somewhat higher,
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the values did not deviate significantly from those observed in control apartments where
characteristic odors were not observed. Higher concentrations of these pollutants in indoor
air are characteristic of newly built facilities equipped with new interiors [18].

The analysis of the content of the disputed oplatol oil and concrete samples, as stated in
the report of the Vinca Institute, unequivocally established that the source of the unpleasant
odors was concrete poured into the disputed facilities, while the origin of the pollution was
oplatol oil used to coat the formwork boards used for pouring concrete elements. Unlike
phenanthrene, which almost certainly originates from contaminated concrete but may have
other sources, the presence of 3-ethyl phenol and 3-methyl phenol is characteristic of the
indoor air of buildings in which the disputed oplatol was used and can be used as a kind
of marker (fingerprint) for oplatol-induced pollution.

Based on the results of the conducted examinations, the expert team at the Institute of
Public Health of Belgrade assessed that the apartments in which unpleasant odors were
felt did not meet the sanitary-hygienic conditions for permanent residence of people [18].

The Toxicology Department of the Military Medical Academy (MMA) in Belgrade
was also engaged to conduct an analysis of the health condition of the occupants of these
facilities. The testing covered one-third of the tenants and the results showed that the
values of phenol and hippuric acid in urine samples were significantly increased in samples
from several tenants, especially children, as well as in samples taken from workers who
were exposed to these substances at their workplaces [67].

A similar problem was reported in several other apartment buildings in Belgrade,
Novi Sad, Niš and other cities in Serbia, as well as the Bora Stanković theatre in Vranje and
a stem cell bank in Belgrade. All these buildings were built around the same time when a
disputable batch of “oplatol” was on the market. This ‘epidemic’ spread all over Serbia
during the few months when the notorious batch of oplatol was used. Even though only
one batch of oplatol was contaminated, it caused enormous damage which illustrates how
a little negligence can produce massive financial and emotional (tenants) damage.

5.2. Problem Solving Process

Immediately after receiving the results of the mentioned analyses, the Construction
Directorate of Serbia (CDS) initiated a series of procedures intended to solve the problem.
Everything was done in cooperation with the tenants, in order to meet their demands. For
the needs of internal communication, the citizens of this settlement launched a website [65]
as well as a blog related to the topic of smelly buildings, called “poisonous buildings” [68].

Given the situation, two problems had to be resolved—resettlement and temporary or
permanent accommodation of the occupants of the problematic facilities, and the estab-
lishment of a procedure for further treatment of these facilities. Negotiations between the
tenants and the Directorate covered a number of topics that needed to be agreed upon, in
order to further treat the tenants as clients of the Directorate. Accordingly, the Directorate
offered to finance the rental of the apartment until the buildings were rehabilitated (five
euros per square meter of the purchased apartment, with the possibility of increasing the
amount), to pay relocation costs, to pay a deposit for renting an apartment and an agency
commission and all overhead costs in the purchased apartment in two smelly buildings.
On the other side, the tenants asked that the problem in the buildings not be treated as
an unpleasant odor, but as a danger to human health, to determine whether “oplatol” or
some other substances such as concrete additives really evaporate in the apartments, and to
ensure that the Directorate offered clear criteria and methods of rehabilitation to convince
the tenants that their apartments will be safe. In order to find the solution for treating the
subjected buildings, the CDS has consulted several scientific institutions such as University
of Belgrade—Faculty of Technology, Vinca Institute of Nuclear Sciences, the Royal Institute
in Belfast and the Heidelberg Institute. However, it was determined that there is no ready
solution to eliminate phenol. A special problem in the search for a solution was the fact that
the chemical transformation of detected pollutants over time is very possible and that each
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treatment, as well as the passage of time, carries with it the possibility of a new generation
of pollutants originating from the initial pollution [18].

After a two-year process of negotiating with apartment owners and seeking solutions
for the rehabilitation of buildings, the CDS decided to build new facilities for property
owners, and to renovate the disputed buildings by ‘extracting’ pollution from them based
on the methodology developed by Vinca Institute of Nuclear Sciences. The rehabilitation
plan includes chemical treatment with hydrogen peroxide, treatment with UV lamps and
ozone of all concrete walls where the presence of pollutants was detected, which originated
from the coating oil [67].

Research has also shown that the state institutions, the Ministry of Construction, Trans-
port and Infrastructure of the Republic of Serbia and the CDS, have accepted responsibility
because the harmful insulating material oplatol was used in the construction of that part of
the settlement. The core of the problem is the retention of harmful materials on the market
and the possibility of their trade, but also the issue of the work of inspection bodies and
bodies that control the trade and issue certificates for certain types of materials.

Six years after the occurrence of the problem, the works on the rehabilitation of the
“smelly buildings” are nearing completion. The management of the CDS has not yet
decided on the purpose of these buildings, but it is assumed [69] that one building will
function as a hostel, while apartments in another building will be rented.

6. Discussion

Dr Ivan Ribar settlement in New Belgrade and its “smelly buildings” is one of many
examples of the so called “least cost” mentality, which has led to construction decisions
that prioritized cost savings, but whereby multiple prices of the entire investment were
ultimately paid due to omissions. In this case, it was a legal obligation to purchase certain
material from a domestic manufacturer whose production was not adequately controlled.
This led to the appearance of a certain amount of material that did not correspond to the
quality for which there was a certificate but possessed substances that later turned out to
be toxic and could endanger the health of the inhabitants.

Considering the linear model of the construction process, the problem occurred within
the contract phase, during the purchase of the specific type of product. The case of smelly
buildings indicates that stricter control of products used in the construction of facilities and
interior equipment, and especially the so-called byproducts, is needed. The significance of
the case of the smelly building is in the fact that it drew the attention of the scientific and
professional public to the importance of IAQ control, but also to the importance of outdoor
air quality control because these two are inextricably linked.

These experiences indicate the need to further work on improving the existing legis-
lation governing the field of air quality control, especially in light of the emergence of a
new generation of pollutants, as well as the adoption of legislation and development of
guidelines for IAQ. Special attention should be paid to the critical group of materials used
in and during construction, in order to investigate the various effects, they may have on
IAQ, and thus on endangering the health of residents.

Having in mind the complexity of the construction process and the domain of IAQ,
FM with its scopes and activities have the potential to accompany all phases, including the
preparation of short-term and long-term FM maintenance plans. Facility managers and
those with facility-related responsibilities must make the risk analysis, which also addresses
indoor environmental risks. This includes audit reports that trigger new maintenance
needs, but, more importantly, to change the protocols and start immediate actions to
prevent IAQ related incidents from occurring in the first place. Auditing health and safety
issues should create measures to fulfil the regulatory requirements and control regular
measures.

The research indicates the importance of the engagement of facility managers during
the entire construction process and the building life cycle as an independent actor. This is
especially important in contract and construction phases. In the contract phase, FM could
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control purchasing, contracting and negotiation processes to achieve adopted building and
quality performance targets. On the other side, independent construction management
could include control in the application of building codes and standards, as well as checking
the quality of materials and equipment.

This is especially important for public investments such as social and affordable
housing complexes like in Belgrade’s case of the Dr Ivan Ribar settlement, which is not an
isolated case of public construction facing this problem. In the period from 2012 to 2015,
cases of reconstruction of the theatre and maternity hospital in Vranje, a residential complex
in Novi Sad and a stem cell bank in Belgrade were recorded. On the one hand, the situation
can be seen from the aspect of irresponsible disposal and spending of public funds, and
on the other hand, it is necessary to allocate additional funds to solve the problem. The
example of the Dr Ivan Ribar residential complex pointed out the following groups of
additional costs and material losses:

• Researching the problem and determining the methodology that will be applied for its
remediation, including engagement of domestic and foreign scientific and professional
institutions

• Assistance to aggrieved tenants until the final solution is found, including

� costs of the rentals
� relocation costs
� deposit for renting an apartment
� and agency commission costs
� all overhead costs in the purchased apartment

• New building design and construction, into which a certain number of damaged
tenants will move

• Rehabilitation and the remediation of the problem in existing facilities
• Object conversion and new usage

In addition to the above costs, one should keep in mind the creation of a bad reputation
for the entire settlement, which caused a reduction in the market price of real estate, but
also stress and suffering for tenants and their families over a period of several years
(endangered health, relocation, postponement of the final solution, negotiations, etc.).

On the other side, FM practice is likely to be case-specific by nature, dealing with the
diversities of facility, organization, business sector, surrounding environment and context,
and circumstance [26]. From that perspective, Urban FM is very important to improve
citizens’ health and well-being, especially from the perspectives of healthy buildings, acces-
sibility and services to the vulnerable population. Using the community-based approach of
FM is important to recognize the risks, enable the enhancement and contribute to a health-
ier society. Similarly, understanding the needs of neighborhoods requires engaging with
citizens, leading to their empowerment to understand, recognize and report the sickness
parameters, and consequently, to better support a healthy environment.
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Abstract: The aim of the project detailed in this article was the development of an energy model
for verifying Mexican energy standard compliance using the energy simulation engine EnergyPlus
through Open Studio SGSAVE software. We aimed to improve the tool’s ability to increase the
comfort of social housing through the implementation of the standard in a practical digital tool. The
project followed a four-stage methodology. The first stage was the development of climatic zoning
for the country. The second stage involved the research and classification of the main traditional
construction systems. The third stage was extensive research on the actual state of Mexican energy
verification and its legal framework. The standard studied was NOM-020-ENER-2011. The final
stage was testing the verification method by introducing the energy Mexican rule into the proposed
software with the zoning and construction systems catalogue. A base model of a social housing type
was developed in the software. Then, this model was improved to respond to each representative
climate zone. Both models were simulated and we verified if they met the requirements. The results
were contrasted for determining if there were energy savings. As a conclusion, we found that the
actual energy standard of Mexico needs to be changed and we suggest the implementation of the
energy simulation engine Energy Plus for creating more complete reports. This will help with the
practical improvements in social housing conditions.

Keywords: Mexico; energy simulation; building energy model; Open Studio; SGSAVE; NOM-020-
ENER-2011; climate zoning; traditional construction systems; social housing; verification method

1. Introduction

The low thermal comfort in social housing is becoming a severe cause of house aban-
donment in Mexico. The general director of the National Fund for Social Housing of Mexico
(INFONAVIT), David Penchyna, declared for the digital news portal El Financiero: “There
are 100 abandoned social houses. The causes are diverse, like non-payment, not enough
public services, and houses that did not meet the minimum conditions of comfort” [1].
This social housing problem is the result of the lack of a comfort model, with studies only
focusing on construction quality and cost. Taking, for example, the situation in another
context, like the European Union, we observe that the public regulations for building
construction and restoration consider the energy performance. To address the energy de-
mands and the comfort needs for interior spaces, the European standards provide reference
values for ensuring the optimal habitat conditions of buildings. Because not all the social
housing owners have enough economical sources for implementing a specialized design
and optimization for their particular project, it is crucial that the authorities establish a
guide for building based on proper studies and customized reference values.

Some studies focused on building residential projects considering energy efficiency
optimization. Griego and Krarti highlighted the importance of implementing energy
optimization strategies for residential projects in the Mexican context: “The need to reduce

Sustainability 2021, 13, 1521. https://doi.org/10.3390/su13031521 https://www.mdpi.com/journal/sustainability
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domestic energy consumption is highly urgent, particularly as the number of homes in
Mexico continues to increase. The awareness of this need has initiated the development
of sustainability and energy efficiency guide-lines in the national residential building
code, CEV. Findings from this study indicate that greater emphasis should be placed on
implementing the minimum thermal insulation levels” [2].

For the last twelve years, Mexico has made a remarkable efforts to create and im-
plement the principles of sustainability and energy savings in their laws and codes for
construction and the commercialization of equipment and household appliances. In 2011,
the government of Mexico published in “Diario Oficial de la Federación” (Official Jour-
nal of Mexican Federation), the first energy standard of energy efficiency for buildings:
NOM-020-ENER-2011 [3]. The objectives of the norm were defined in the document:
“In Mexico, the thermal conditioning of buildings has a great impact on the peak demand
of the electrical system. It is greater in the northern and coastal areas of the country, where
the use of cooling equipment is more common than heating. In this sense, this standard
optimizes the design of the thermal behavior of the envelope, obtaining benefits like energy
savings due to the reduction of the capacity of the cooling equipment” [3]. The role of
building performance simulation (BPS) in electrical grid stability has been widely studied
by different authors [4–6], showing the importance of making these models available from
building design to operation.

The Mexican energy standards focus the scope of testing on the heat gains of the
thermal envelope of the building. However, given the instability due to the constant
change in political parties in charge of government leadership, the Mexican energy standard
stopped its development and implementation in the regional building codes of the country.
The last actualization of the standard was approved on 2013. The only tools available for
the verification of the standard are a digital guide for its application and a digital tool (made
in Excel) for automatic calculations by entering the numeric data in the corresponding
spaces [7]. Although this tool fulfills its purpose of checking if a building satisfies the
Mexican energy requirements, it only considers the total surface area and some climatology
variables defined inside the documentation of the rules.

The energy standard should be analyzed by understanding the characteristics of the
Mexican housing scheme. In the essay Cuantificando la clase media en México en la primera
mitad del siglo XXI: un ejercicio exploratorio (Quantifying the middle class in Mexico at the
first half of twenty-first century: an exploratory exercise), the authors conducted a study
supported by statistics from the National Institute of Statistics and Geography (INEGI) to
analyze the composition of economic classes in depth. They concluded that the highest%
of the Mexican population is identified as lower class, at 55.1% of the total. The second
group is composed of the middle class at 42.4%, with the upper class being 2.5% of the
total. Notably, according to the essay, 80% of the Mexican population lives in cities and
metropolitan areas. Therefore, 78% of the population is the target market for social housing
developers [8]. The construction industry is one of the strongest and most profitable
economic activities in Mexico. Residential and mixed-used constructions are some of
the most wanted business models for private and government investment (through the
national housing fund, INFONAVIT, and other public institutes).

Although NOM-020-ENER-2011 is the only official standard designed for manda-
tory application, other public tools are available for enhancing energy performance and
environmental strategies for sustainable architecture. The NMX-AA-164-SCFI-2013 is a
code developed by the Secretariat of Agriculture and Environment (SEMARNAP) and
the Mexican Chamber of Construction Industry (CMIC) for promoting environmentally
friendly techniques, strategies, and technologies in construction. It is a document with
several categories of different ecological aspects (water, soil, energy, materials, landscape,
interior comfort, and social responsibility) and a scheme of credit fulfillment [9]. Mexico
also offers economical alternatives to implementing sustainable architecture and technolo-
gies for energy savings INFONAVIT runs a public program for social housing constructors
called Hipoteca Verde (Green Mortgage). With this program, the constructor can obtain a
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public loan for real estate projects if they support the application with eco-technologies:
design strategies and technology for energy savings, like photovoltaic panels, solar thermal
collectors, thermal insulation, and water recycling [10]. As such, there is an interest in
and potential market for the implementation of energy simulation and building efficiency
models (BEMs). According to the statistics published by INEGI in 2018, the biggest energy
expense of the country’s households is electricity. In the northern states, 40% of families use
air conditioning in their houses, providing a solution to their thermal comfort needs [11].
Due to the need for mechanical air conditioning, the evaluation of the energy performance
of buildings and indoor living space quality provides an opportunity reducing electrical
consumption and costs while improving the well-being of users.

Given the lack of practical implementation methods for the standard (providing
an opportunity to create a different and attractive proposal for the Mexican market),
the collaborating enterprise decided to investigate and develop their own model for energy
verification using their tools and software. The aim of this investigation was to develop a
model for verifying Mexican energy standard compliance for social housing models, and to
research the benefits of using the Energy Plus building energy program [12]. Demonstrating
the potential for building energy savings by designing an efficient thermal envelope and
applying bio-climatic strategies to the design will be a useful tool for national construction.

The first three sections explain the procedures followed and the primary results. Each
section describes the principal sources studied. Then, the procedure used for developing
each of the method’s aims is explained in detail, and the section ends with primary con-
clusions. The fourth section begins with an explanation of the testing method used. Then,
a quick explanation of the developed models is reported. Finally, the results section reports
the simulation results with a brief analysis of each one. In the conclusions section, a list of
the pending aims and topics is provided, with a final reflection on the research results.

2. Methodology

2.1. Design and Phases

Creating a new model of energy verification for Mexico seems to be a complex project.
Our principal research aims were the development of a model for verifying the model’s
compliance with the Mexican standard and conducting a comparison with the Energy
Plus simulation model for testing the benefits of including thermal comfort analysis in
the verification model. For a new scheme, profound studies are required to support the
coefficients and reference values of the standard. For practical purposes, the use of an
actual verification method was suggested, but with the customization of several issues.
Due to the lack of an international regulation code at the time (2010), the actual energy
standard NOM-020-ENER-2011 was developed using the practices and guidelines quoted
in publications, like the ASHRAE (American Society of Heating, Refrigerating and Air
Conditioning Engineers) Fundamentals Manual, 1998 and 2001 editions. The standard
presents its own method of verification, pursuing energy savings by controlling the thermal
envelope heat transfer with a mathematical calculation method [13]. So, as a first approach
for a new verification model, new reference values were researched and created. To obtain
the planned results of the initial hypothesis, the working plan was divided into four
stages,as displayed on Figure 1: (1) The development of climatologic zoning of Mexico
according to its different climatic severities; (2) the study of Mexican energy standard
NOM-020-ENER-2011 and its application; (3) constructing a traditional building system
catalogue for the country; (4) the development of an energy testing exercise with the
previous materials and tools, applied for the selected social housing model. The fourth
stage, the testing exercise, was used to test if the existing model complied with the standard.
If not, improved models for each climatic zone were developed until standard compliance
was achieved. Finally, for verifying the applicability of energy efficiency strategies on
different traditional construction systems, a comparison test was performed.
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Figure 1. A general scheme of the four research stages for the energy verification model.

2.2. Climatic Zoning Development

Weather files are an important element for energy simulation because of their influ-
ence on the building energy performance results. The article entitled Impact Assessment
of Building Energy Models Using Observed vs. Third-Party Weather Data Sets clarified
that: “The sensitivity analysis of the main weather parameters showed the different influ-
ence that each parameter had on the energy demand variation of each test site”. In this
regard, the relative humidity and wind direction had little influence on the models; the
two parameters with the strongest influence on the models were wind speed and temper-
ature [14]. The variations in elemental climatic characteristics result in different thermal
envelope behaviors. Then, the importance of having a classification of different climatic
zones, with their corresponding weather reference values, becomes a reason for considering
climatic zoning. There are some examples of how weather conditions and climate affect the
thermal envelope and HVAC system performance. Hang et al. explained the importance of
considering weather statistics for improving the energy performance of HVAC systems.
They tested an HVAC system control with the new set-point temperatures calculated from
the derived equation, improving thermal comfort by 38.5%. This study confirmed that a
cooling set-point temperature that considers both the thermal characteristics of a building
and the weather conditions effectively enhances the indoor thermal comfort during sum-
mer. They also noted the need for a continuous update of the existing hourly weather data
files that are used in dynamic simulations or for the prediction of the peak thermal loads of
buildings, as they affect the capacity of HVAC equipment to respond to current climate
change [15,16].

Why does climatic zoning need to be developed for Mexico? The only available zon-
ing was developed by the Institute of Geography of the Mexican Autonomous University
(UNAM) in 2005. In the introduction, we explained how they delimited the zones. To de-
limit the domains with potentially similar climates, a regionalization was proposed based
on the country’s orography, hydrology, and elevation. Figure 2, for example, explains the
relationship between cities elevation and their climatic characteristics (higher elevations are
associated with cold weather, and lower elevations with warm weather). The geographical
characteristics of rainfall, humidity, and temperature change even between short distances.
As a consequence, a wide diversity of climates is created [17]. This zoning classifies the
national territory into eleven zones. Each of these zones was determined by the study of
several factors: dominant winds, rainfall patterns, annual temperature records, thermal
annual oscillations, relative humidity, and average temperature rates. There are similarities
between different climatic zones. For example, the states located on the coast line of the
Pacific Ocean (Guerrero, Jalisco, Michoacán, and Oaxaca) present iso-thermal climates,
meaning they have a thermal oscillation of 5 ◦C or less throughout the year.

The impact of climate change and warming on the climatic characteristics of Mexico
must be highlighted. Liberman and O’Brien explained how climate change produces varia-

234



Sustainability 2021, 13, 1521

tions in moisture, rainfall, and mean temperatures. By analyzing the regional impacts of
global warming in the country, the results always tend to be warmer and drier. Whichever
model is used, it seems that potential evaporation will increase, and, in most cases, mois-
ture availability will decrease, even where the models project an increase in precipitation.
Owing to the effects of global warming, the temperature, moisture and humidity data have
variances over time [18]. From this statement, weather data and climatic files are necessary
for obtaining more accurate energy simulations.
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Figure 2. Comparison of Mexican capital cities elevations, and the relationship of elevation with cold and warm climates.
The coldest climates are located on mountains and at high elevations, whereas the warmest climates are located at low
elevations close to sea level.

For constructing a building energy model (BEM) and a verification/certification
model, a simplified and more practical climatic zoning is needed. A similar climatic
zoning design procedure was followed by Bai and Wang for defining climatic zoning in
China. They used building simulation to analyze the potential impact of re-assignment
of cities to new thermal climate zones based on public building energy consumption and
recent meteorological data..The defects of current climate zones were identified and new
updated zones were defined [19]. For each climatic zone, several reference and nominal
values were considered for their entry in the software calculations (average temperatures,
average humidity, winter and summer severity, etc.) Therefore, we decided to design a
new zoning based on thermal demands. For the proposed classification, several housing
models that are common in the majority of Mexican cities were studied. Three models
were selected: economic house, medium-level house, and apartment block. The three
models were selected from the web-page catalogue of a real estate broker affiliated with
INFONAVIT [20]. These models were chosen because of their constant replications in all
the Mexican states. For the energy simulation, Open Studio software with the extension
SGSAVE was used. SGSAVE is a complement developed by the Spanish energy testing
software developer EFINOVATIC [21]. Since 2018, it has served as an official verification
tool of the energy requirements of the Spanish building normative. Using the Energy Plus
simulation engine (with local parameters and building geometry), the software conducts
an energy simulation, providing an analytic report of different environmental results [22].

Using this software, the project continued with simulations for each house model.
The simulation output the energy demands for heating and cooling for each housing type
(expressed in kWh/m2). The simulation period considered for the results was one year.
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The Energy Plus Weather File (EPW) file or weather data file of capital cities [23] was used
of each of the 32 states of the country, including the nation’s capital city (Mexico City).
Different simulations were performed by changing the position of the principal façade
oriented to the four cardinal points (north, south, east, and west) for each house type. For a
new simulation, we also considered the use of three different window-to-wall ratios: 10%,
30%, and 60% of openings (Figure 3).
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Figure 3. Cooling and heating comparison for each of the housing model types, showing that medium-level housing
registered the highest cooling demands in all climates. Economic houses registered the highest heating demands; how-
ever, scaling the results, the heating demands are lower (70 kWh/m2 for the highest value) than the cooling demands
(125 kWh/m2 for the highest value).

Adding all the procedures, 384 simulations were conducted for both the heating and
cooling demands for each house type. Once all the energy demand results were compiled,
the four possible orientations were averaged for each capital city and each house type.
The next step was averaging all the energy demands for all the capital cities, obtaining a
mean value for heating demand and other for cooling demand. For the last step, an average
value of all the energy demand for the three housing types was generated, obtaining
final energy demand values for each capital city. The next step was attaining normalized
values by scaling all cities’ values for the collection of a unique scale of comparable values.
We normalized the values by calculating an average value from all cities’ values. This
global mean value was assigned a numeric value of 1. So all cities’ values were scaled in
comparison with this numeric value. This procedure resulted in a scale ranging from 1 to
3 for three winter severities and a from V to Z for five summer severities. The final scale
included a total of ten climatic zones, displayed on Figure 4 map.

The ten climatic zones were divided in three groups. The first group corresponds
to cold and temperate climates, containing V1, V2, and V3 zones. The V zones contain
the majority of the national territory, except for Estado de Mexico, which has the coldest
climatic conditions in the country. This group has a temperature range of 0 to 21 ◦C 73%
of the time [24]. The next group corresponds to warm and tropical climates, containing
W1, W2, and X1 zones. The W and X zones are located in states next to the Pacific Ocean
(Michoacán and Colima), and Yucatan Peninsula. This group presents a temperature range
from 21 to 27 ◦C 40% of the time, and from 27 to 38 ◦C the other 40% of the time [24].
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The last group corresponds to arid and desert climates, containing Y1, Y2, Z1, and Z2 zones.
The Y zones are located in the northern coastal states (Baja California Sur, Baja California
Norte, Sinaloa and Tamaulipas, and Sonora) and Nuevo León. This group presents a
temperature range from 27 to 38 ◦C 50% of the time, and temperatures higher than 39 ◦C
the 10–20% of the time [24].
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Figure 4. Climatic zoning designed for the proposed verification method using winter and summer severities for analysis
and comparison.

2.3. Study of Mexican Energy Standard

For the second aim of the methodology, we conducted an extensive search and review
of the existing Mexican energy standard. Notably, there is no mandatory energy standard
in Mexico. This situation is common for North America. In the United States, for example,
some states have regional regulations that include an energy performance test. Others
states only incorporate energy strategies in their own construction codes. The American
energy codes rely on ASHRAE guidelines and reference values. In Mexico, there are some
energy guidelines and a group of non-mandatory standards [25]. For this project, we
used NOM-020-ENER-2011, published by the National Committee for the Efficient Use
of Energy (CONUEE) [3]. With voluntary application, this norm uses the comparison
of energy savings for a normal case and a saving-based case as its principal verification
method (designed by the optimization of the thermal envelope of buildings and the heat
gains analysis). The verification calculation begins with the definition of a reference model
for the building using reference values (provided by attached tables and an application
manual contained in the standard’s documentation). The next step is the calculation of the
same variables, but from the projected model for the building. This information is obtained
by analyzing the building geometry and consulting the available data on the plans and
material catalogue for the project [7].

With this previous information, the calculations provided by the standard provide
the heat gains by radiation and conduction for the reference and projected models. If the
heat gains obtained by the projected model are equal to or less than the heat gains of the
reference model, then the building complies with the standards. Therefore, the standard
focuses on the verification results only in terms of the performance of the thermal envelope,
neglecting other results obtainable from a simulation. A verification standard is not an
energy performance study. The use of elements, like internal gains, occupation calendars,
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and energy expenses of electricity and sanitary hot water, is difficult to implement in a
standard because they are dependent ob the user. The Spanish Building Technical Code
(CTE) does not consider them, either.

In this proposed model, the HVAC performance is important. The inclusion of HVAC
design and performance in building energy performance for an energy certification is
complex. HVAC design requires a specific study of demands and an input of actual
user variables, like occupancy, space use, and schedules. The HVAC equipment design
is also dependent the unique characteristics of the project, for which it is difficult to
determine an exact result for a final energy certification for standard verification. Due
to the functionality of the Mexican verification (applicable for preliminary architectural
projects), the project can be simulated with ideal loads for HVAC equipment, because the
standard work with heat gains, not energy demands. The simulation tools available on
the market, like Energy Plus, can simulate and describe energy demands by defining
certain HVAC equipment characteristics, but the customization options result in a large
number of possible results. The simulator requires the collaboration with an expert in
HVAC installations and sizing.The simulation parameters increase in complexity as the
HVAC design evolves and requires more precise information. This is complicated because
it implies a level of updating, which will increase the cost. It is recommended to first verify
if a project complies with the standard and then perform a personalized energy simulation
of the particular building project.

In summary, the principal focus of the NOM-020-ENER-2011 is the heat transfer
control of the thermal envelope for improving energy demands. Instead of optimizing
or pursuing the goal of a Nearly Zero Energy Building (like recent energy codes and
certification models), the Mexican standard focuses on improving energy demands for
cooling systems due to the prevalence of arid, warm, and humid climatic zones in the
country. The principal energy consumption rates for thermal conditioning is due to cooling
(40%) [11], The standard requires low improvement levels for maintaining low construction
costs and the competitive housing affordability for most of the Mexican population. Nine
of ten Mexican citizens are planning to acquire a house, but 45% of them cannot afford
it [26]. The standard establishes several reference coefficients for calculating the energy
efficiency: U-values, temperatures, glazing coefficient, etc. (Figure 5). However, as the
scope of the standard is thermal envelope performance for heat transfer, it ignores thermal
comfort considerations. This means that the the standard does not provide a comfort model
for simulation, following only its own calculation method.

Estado Ciudad

CONDUCCIÓN RADIACIÓN

Barrera 
para 
vapor

Opaca Transparente Transparente

Temperatura equivalente promedio Te (°C)

Temp. 
Interior

Superficie 
Interior Techo

Muro Masivo Muro Ligero
Tragaluz 
y domo

Ventanas
Factor Ganancia Solar 

Promedio FG (W/m2)

Norte Este Sur Oeste Norte Este Sur Oeste Norte Este Sur Oeste
Tragaluz y 

domo
Norte Este Sur Oeste

Aguascalientes Aguascalientes 24 26 37 24 27 26 25 30 33 32 32 22 23 24 24 24 274 91 137 118 146

Baja California Sur La Paz 25 31 45 31 34 32 33 36 40 38 39 26 27 28 29 29 322 70 159 131 164 Si

Baja California Norte Mexicali 25 34 50 36 40 37 38 41 45 43 45 29 30 32 32 32 322 70 159 131 164

Ensenada 24 25 35 22 25 24 23 28 31 30 30 20 22 22 22 23 322 70 159 131 164 Si

Campeche Campeche 25 31 45 31 35 33 33 36 40 38 40 26 27 29 29 29 284 95 152 119 133 Si

Coahuila Saltillo 25 27 38 25 28 26 26 30 34 33 33 22 24 24 24 25 322 70 159 131 164

Torreón 25 30 43 30 33 31 31 35 39 37 38 25 27 28 28 28 322 70 159 131 164

Colima Colima 25 29 42 28 32 30 30 34 38 36 37 24 26 27 27 27 274 91 137 118 146 Si

Chiapas Tuxtla Gutiérrez 25 29 42 29 32 30 30 34 38 36 37 24 26 27 27 27 272 102 140 114 134 Si

San Cristóbal de 
las Casas 23 22 31 19 20 20 20 25 27 27 26 18 20 20 20 20

272 102 140 114 134

Arriaga 25 31 46 32 35 33 33 37 41 39 40 26 28 29 29 29 272 102 140 114 134 Si

Chihuahua Chihuahua 25 28 41 27 30 29 29 33 36 35 36 24 25 26 26 26 322 70 159 131 164

Ciudad de México 23 23 33 20 22 22 21 26 29 28 28 19 21 21 21 21 272 102 140 114 134

Consignas para Temperaturas (exteriores – interiores – superficiales – Factor Ganancia Solar)

Figure 5. Example table of the reference values quoted in NOM-020-ENER-2011. It contains interior and exterior tempera-
tures, U-values, and other coefficients.
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2.4. Traditional Construction Systems

For the third aim of the methodology, we researched the main traditional construction
systems in Mexico. This included official information sources, like the Home Survey of the
National Geography and Statistics Institute (INEGI) [27], and two scholarly publications
about construction systems used in Latin American countries [8,28]. Each year, INEGI
publishes the results obtained from an annual population census. Among the different
result categories listed, one is focused on housing. The systems listed on the report were
studied, and we compiled a list of those most used in the country. The listed systems
were divided by the building elements to which they are applied (roof, walls, or ground),
and the principal material present in their component elements.

As shown in Figure 6, the principal materials used in Mexican traditional construction
systems were determined. For the construction of ceilings, the principal material used
is concrete slab or joist and beams slab, with a 70% incidence. The second most popular
material for ceilings is metallic sheet with a 16% incidence, followed by wood at 4% [27].
For the construction of floors, the principal material used is concrete slab, at 55% incidence,
followed by covering (wood and mosaic) at 53% and pure soil at 3% [27]. For the con-
struction of walls, the principal material used is fabrics (brick, block, stone, and partition)
at an 85% incidence, followed by adobe (vernacular technique with mud and straw) at
9% and wood at 5% [27]. The survey results showed that the main construction system
used in Mexican buildings is reinforced concrete with an incidence between 55% and 85%
for all components). Mexican constructors used local vernacular techniques inherited by
their ancestors, like adobe and bahareque (construction technique that uses adobe, straw,
bamboo, and metal or fiber cement sheets for walls).

Figure 6. The principal materials used in Mexican housing grouped by building components (walls, ceiling, and floor).
A total of 73,405 houses were considered by the National Survey of Housing and Population, National Institute of Statistics
and Geography (INEGI) 2018.

By analyzing the results, two undesirable practices were denoted. First is the use of
fiber–cement in construction. This material contains asbestos. Constant asbestos exposure
poses serious human health risks for diseases, like lung cancer, asbestosis, and mesothe-
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lioma. It is not dangerous when packed or sealed in elements, like tiles, panels, or cabinet
tops, but they are hazardous when those elements are in bad condition and the interior
material is not sealed (resulting in the release of asbestos fiber in the air). Asbestos is
forbidden in the majority of world construction standards due to its dangerous effects [29].
Knowing its hazardous characteristics, the common use of fiber–cement materials in Mexi-
can housing is unsafe. Notably, many houses do not have floors, using the local soil (3%).
In Mexico, almost 14 million houses do not meet the minimum acceptable conditions for
a comfortable house due to the dirt floor and lack of access to quality water supply and
sanitation services. In Mexico, 2 of 10 citizens lack access to one public service in their
homes [30]. This is an opportunity for improving social housing conditions; improving
energy performance and internal comfort with affordable materials could contribute to
this improvement.

From each of the construction systems, we broke down the component elements,
listing the different material layers’ compositions. Finally, the four main characteristics
of every material listed in the catalogue (layer width, conductivity coefficient, density,
and measure unit) were researched and reported. With all the data compiled, the final
construction system catalogue was completed.

2.5. Testing Methodology

For the fourth aim of the methodology, the testing of the proposed verification model
of the Mexican standard, we followed two fundamental steps. First, we needed to learn
and understand the digital software SGSAVE provided by EFINOVATIC [21]. Next, we
designed a personalized testing methodology for the verification of the model to achieve
the desired results. The digital tool used for the testing methodology was the energy
simulation software Open Studio, using the complementary software called SGSAVE.

For understating how SGSAVE works, we reviewed the energy performance simu-
lation process in Open Studio [31]. Open Studio is software contained inside the Google
Sketch-up interface. The energy simulation process is composed of four principal phases:
modeling, definition, simulation, and reporting. For the first phase, the 3D modeling of the
evaluated building project, the user works in the Google Sketch-up interface. In this phase,
the user establishes the physical values of the building (height, length, width, opening
geometry, etc.). For the second phase, the user establishes the parameters and reference
values for the modeled building project (materials, construction systems, schedules and
calendars, HVAC definitions, space types, etc.). For the third phase, the user defines the
simulation parameters before running the simulation engine (run period, desired report
results, etc.). The final phase is the report, where the user analyzes the generated simulation
report with the corresponding results (verification of the standard, energy demands, etc.).
Open Studio functions are delimited from the first to the last phase.

SGSAVE is software that offers a direct verification of the Spanish energy standard
and generates a complete report of all energy simulation results, including the European
Union energy label designed by the EU Directive 92/75/EC [32]. SGSAVE introduces
the reference values, parameters, and directives of Spanish energy standards (CTE) into
Open Studio interface by: (1) entering Spanish/European reference values and parameters
and (2) generating the Spanish/European verification certification report of compliance.
The parameters and reference values are introduced by the user using a SGSAVE tool
panel in the Google Sketch-up interface. With this panel, the user can introduce values,
like thermal bridges, U-value limit verification, thermal space configuration for reference
occupation schedules, window and door configurations, etc. It also includes tools to
clean and refine the three-dimensional model, HVAC installation design, and location
customization tools. For the report final phase, SGSAVE generates a certification report that
declares whether the building project complies with the standard. The report also includes
a graphic of detail heat gains, projected energy demands for ideal loads, and physical
characteristics of the model (square meters per thermal zone, for example). Figure 7
describes the workflow.
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Figure 7. Open Studio and SGSAVE workflow diagram explaining the work process for entering the building project in the
software interface and using the digital model for energy simulation.

By understanding how SGSAVE works in refining and adapting the European/Spanish
standard requirements for Open Studio parameters, our aim was to adapt the software for
the Mexican standard. As the standard’s development in Mexican is in its infancy, the tech-
nical data were insufficient for fulfilling all SGSAVE data requirements. For the testing
exercise, the data provided by the Mexican standard was used, and the Spanish/European
values were used for the remaining fields to enable testing the Mexican data’s adaptability
to the software.

For each component (roof, openings, walls, doors, and shading elements), the software
allows the user to assign values, entering the data corresponding to each requested variable,
and then the user assigns a construction system for each element. Each construction system
was entered into the software, determining the width of each of its composition layers and
their respective conductivity coefficients and characteristics, like density and measurement
unit. For the last arrangements of the thermal envelope’s geometrical model, the user
enters the remaining data needed, like occupation calendar, zone uses (kitchen or bedroom,
for example), external shading components, and immediate context elements (trees, roads,
location, or other adjacent buildings) [31]. A base model was introduced and configured
with Openstudio tools, following the geometry of a typical social housing model, replicated
on different Mexican cities (Figure 8).
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Figure 8. The basic model of the economic housing type. Geometry modeled in the Open Studio interface.

Before launching the simulation, the user must enter the weather file EPW of the
city’s project location and choose the desired simulation period. For the next step in the
fourth aim, we determined the application of the following testing methodology. First,
the most representative climatic cities of Mexico were chosen in accordance with summer
severities (V, W, X, Y, and Z, returning to Figure 4) and those with the most extreme weather:
Toluca de Lerdo for the coolest city and Mexicali for the warmest city. In the next step,
the housing models were used and different simulations were performed by changing
the weather file. Before running simulation processes for the testing method, a Building
Component Library (BCL) report-generation add-on for Mexican standard verification was
installed in the software. This add-on was developed by the Mexican agency ITÖM. It is
a public-access complement provided at no cost. The add-on takes the geometry and the
simulation parameters of the tested model and generates a report with the verdict (if the
project complies with the standards) [33].

Using the verification complement of NOM-020-ENER-2011 for Open Studio, we
tested if the building complied with the standards. If not, changes and bio-climatic design
strategies for the optimization of the economic housing thermal envelope were applied to
increase the energy savings (improving the score) of each housing model. After verifying
the improved models for economic housing with personalized content for each tested
climatic zone, new simulations were run for the improved models to verify if the model
complied with the norm standards. With the analysis of the results of radiative and
conductive heat gains, we compared the simulated energy savings between the normal
case and the improved case. Finally, new simulations were run, but with the Open Studio
report manager, for evaluating the differences between both reports.

Although these test simulations provided results for improving building energy
performance, remember that the simulation needed other factors that are strictly related to
the potential user. David Bienvenido Huertas stated: “Energy consumption simulations
are directly related to six factors: three technical and physical factors (climate, building
envelope, and building equipment) and three social factors (operation and maintenance,
occupant behavior, and indoor environment conditions). So, the energy performance of a
building depends not just on technical characteristics (e.g., the thermal performance of the
facade) but also on users’ behavior” [34]. For the simulation, the Mexican user operation,
occupant behavior, and indoor environment conditions characteristics were needed. Some
information was provided by NOM-020-ENER-2011 guide, but, for the remaining variables,
the CTE (Spanish Building Technical Code) calendars and reference values [35] provided
by SGSAVE were used. The reference values used from CTE were: occupation calendars,
thermal bridges, average consumption rates, etc. The simulations were run with an HVAC
configuration for ideal loads.

2.6. Testing Application

After reviewing the steps followed for the testing of the verification model, the climates
and model characteristics were explained. For the test, six different climatic zones were
chosen. For the cold-climate group, V3 and V1 zones were chosen. V3 has the coldest
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climatic conditions, with Toluca de Lerdo as the studied city. We selected V1 because it
represents the temperate climatic conditions, with Mexico City as the studied city. For the
warm-tropical group, W1 and X1 were chosen: W1 because it represents warm climatic
conditions, with Merida as the studied city, and X1 because it represents the tropical
climatic conditions of Yucatan Peninsula, with Campeche as the studied city. Finally, for the
arid desert group, zones Y1 and Z2 were chosen: Y1 because it represents the semiarid
climatic conditions of he northern states, with Culiacan as the studied city, and Z2 because
it has the warmest climatic conditions, with Mexicali as the studied city.

2.6.1. Basic Model: Definition and Test

Recalling the information provided in the Introduction, INFONAVIT is the organiza-
tion that manages social housing for workers. As portrayed in its official housing catalogue,
they used to build the same housing model in different cities and states due to having the
most economic design and construction [20]. The principal aim of our project was applying
the Mexican standard to social housing, so the first step in the testing stage is the definition
of a universal basic model, using the analogous example from the INFONAVIT housing
catalogue. This model is the most replicated and affordable house in the catalogue.

The construction system used for the basic model was a reinforced concrete structure,
with brick walls with plaster (17 cm wide). The floor was a 30 cm foundation bed/slab,
and the ceiling was a joist and block concrete slab. After designating the tested climatic
cities for the testing exercise, the base model was simulated for each of the EPW weather
files (corresponding to each city). The add-on for Open Studio was run, and the model
compliance with NOM-020-ENER-2011 was tested. None of the climatic zone models
complied with the standard because all resulted in a negative energy savings of –151%.
In other words, if the reference model had an allowed heat gain limit of 1519 Watts for
thermal envelope, the base model had a calculated heat gain of 3816 Watts for thermal
envelope. It exceeds the limit almost 150%. These results showed the unsuitability of using
the same housing model for all cities without considering the climatic characteristics.

2.6.2. Improved Model: Definition and Test

Gumbarevic explained that the main goal of model improvement, is to minimize
the heat transfer through the building envelope. For that reason, it is important to pay
attention to the design and construction details in all delivery phases—from schematic
and design phases up to the construction phase [36]. Because of the poor results ob-
tained with the basic model simulations, the next step was the implementation of bio-
climatic strategies for each climatic zone. For choosing the correct bio-climatic strategies,
we used weather analysis software Climate Consultant V6 [24]. Using the ASHRAE 55
model for defining thermal comfort parameters, Climate Consultant software generated
Givoni’s diagrams for describing the most adjustable bio-climatic strategies for each climate
(Figure 9); with the base construction systems, several changes were implemented to con-
struct an improved model that should comply with the Mexican energy standard.(A graphic
display of implemented strategies is showed on Figure 10)

For the V3 improved model, a continuous thermal insulation layer was proposed,
using expanded polystyrene (EPS) with a thermal conductivity of 0.029 W/m2K, and a
width of 6 cm. By using insulation, the thermal masses of the brick and concrete elements
were enhanced. Several shading elements were added to the windows. For the improved
V1 model, the implemented changes were: a continuous thermal insulation layer using
expanded polystyrene (EPS) with a thermal conductivity of 0.029 W/m2K and a width of
3 cm; by using the insulation, the thermal mass of the brick and concrete elements retained
heat gains for nocturne diffusion; horizontal shading elements on the south façade for sun
heat control; shading elements for windows; and openings for sun heat control.
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Climatic Zone W1− Merida Climatic Zone X1− Campeche
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Figure 9. Cont.
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Climatic Zone Y1− Culiacan Climatic Zone Z2 − Mexicali
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Figure 9. Givoni’s diagrams produced by Climate Consultant V6 software [24]. Each diagram describes the suggested
bio-climatic strategies for reaching thermal comfort inside the improved models for each climatic zone.

For the improved W1 model, the construction system of the ceiling was changed from
the previous joist and block concrete slab to a lightweight EPS-blocks concrete slab for
thermal insulation. In addition, a continuous thermal insulation layer was proposed using
EPS expanded polystyrene with a thermal conductivity of 0.029 W/m2K and a width of
3 cm. Using the insulation, the thermal masses of the brick and concrete elements were
enhanced. The walls were modified, adding an extra layer of brick with a 3 cm air gap
between them. For better ventilation flow inside the building, 30 cm was added to the
interior height. The façade windows were modified, adding 30 cm tall operable ventilation
openings for cross-ventilation. Shading elements were added to windows and openings.
For the improved X1 model, the construction system and strategies were quite similar to
the W1 model, including the EPS-blocks concrete slab, a thermal insulation layer, thermal
mass, windows configuration, shading, and blinds. The difference between both models
is the air gap between the two-brick layer. For X1, the air gap is 5 cm wide. The reason
for the similarities between W1 and X1 is that they share climatic characteristics in terms
of temperature and other variables. They have many isotherm areas (areas that have an
annual temperature variation from 0 to 5 ◦C). The difference between them is the high
relative humidity in the tropical X1 area.

For the improved Y1 model, the construction system of the ceiling was changed from
joist and block concrete slab to a reticular lightweight EPS-blocks concrete slab for thermal
insulation. A continuous thermal insulation layer was also proposed using EPS expanded
polystyrene with a thermal conductivity of 0.029 W/m2K and a width of 6 cm. Using
the insulation, the thermal masses of the brick and concrete elements were enhanced.
The walls were modified, adding an extra layer of brick, with a 5 cm air gap between them.
For better ventilation flow inside the building, 30 cm was added to the interior height.
The façade windows were modified, adding 30 cm tall operable ventilation openings for
cross-ventilation. Because of the high radiation in this location, the building receives
unnecessary heat gains from the northern façade. To solve this problem, the improved
model included shading elements for northern windows. Shading elements were added
in windows and openings. Finally, for the improved Z2 model, the construction system
of the ceiling was similar to the Y1 model. However, due to the extremely warm climate,
a second ceiling was added, with a ventilated air gap of 15 cm. The second concrete ceiling
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receives the direct radiation, and the cross-ventilation in the air gap dissipates the overheat.
The ventilation method of this model relies on bulk airflow measures, driven by wind,
to promote natural ventilation. Ventilation was enhanced also by promoting the stack effect
by positioning ventilation openings near the roof (which is 20 cm higher than the other
improved models.

Figure 10. Architectural details of the construction systems used in some of the improved models for testing. For more
detailed information and the key for the numbered circles, see Appendix A.

This improved model included all the mentioned strategies, like 6 cm thermal EPS
insulation, double brick layer with a 5 cm air gap, shading elements in windows, etc.
The south façade windows were covered with a stationary during summer, and its leaves
fall in winter (allowing direct solar heat gains). The interior height of the model was
increased 60 cm, creating a 3.30 m height to allow the warm air to concentrate in the upper
part of the interior space.

Using the SGSAVE complementary tools, certain special characteristics were intro-
duced to all improved models:double-glass windows with a 4-cm air gap, and windows
blinds for the south façade, with an operation calendar of 30% aperture in the summer.
These improved models were constructed for testing the energy performance of the most-
used construction system in Mexico (reinforced concrete elements with red brick walls
and a foundation bed) in the different climatic zones in the country. To obtain a wider
view of the desired results, we created improved models with different construction sys-
tems. For comparing the results with the traditional system, the two most-used traditional
systems after reinforced concrete and fabric were chosen: the wood construction system
and the adobe–metal sheets construction system. All the bio-climatic strategies that were
used for the improved models were taken from a practical guide of 101 basic rules for low
energy consumption [37].

The wood construction system (Figure 11) was composed of 1.8-cm wide Triplay OSB
(Oriented Strand Bond) panels and timber structure in the walls and ceiling. The floor
was a foundation bed of concrete, with 60 × 60 cm ceramic tile. The walls had a double
Triplay OSB panel layer with a wood-cork thermal insulation 5-cm wide with a thermal
conductivity of 0.04 W/m2K and a vinyl waterproof sheet for stopping condensations [38].
The adobe–metal sheet construction system (Figure 11) was composed of a reinforced con-
crete structure with walls with adobe blocks (mud and straw regional block). Because of
the low bearing capacity of these walls, the model needs a lightweight structure for the
ceiling. So, a wood-timber ceiling was proposed, with a floor composed of a foundation
bed of concrete slab. The adobe–metal sheet construction is an experimental construction
technique, inspired by bahareque vernacular system [39]. The bahareque system is com-
posed of a bamboo frame structure, with a medium-height wall of adobe and a second wall
of bamboo panels. The ceiling should be a lightweight structure, like straw or a light wood
or bamboo latticework. For this option, the bamboo structure was replaced by a reinforced
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concrete structure (for seismic resistance), and the walls were covered by a metallic sheet
(corrugated galvanized steel), which has high heat reflectance.

The technical information of the traditional materials used in the proposed model
construction elements was obtained from Appendix D of NOM-020-ENER-2011 [3]. For the
remaining materials, the data were obtained from the digital catalogue of the Mexican
construction store Home Depot [40].

Figure 11. Architectural details of the two construction systems used to compare the results with the traditional reinforced
concrete and fabric walls system. For more detailed information and the key for the numbered circles, see Appendix A.

3. Results

The final results of the testing produced several conclusions. All models were sim-
ulated in the software for verifying the standards. The following improved models met
the Mexican standard: V3 and V1 with an energy savings of 20%; V1, X1, and Y1, with an
energy savings of 19%; and the Z2 model, with an energy savings of 20%. Compared with
the –151% of the base model, the 19–20% improvement with the the updated model is
significant. Howeer, these results only show the heat gains and loses for the thermal enve-
lope as requested by the Mexican energy standard. Open Studio SGSAVE software, using
Energy Plus, simulated and calculated a wide variety of results. For example, it provides a
broken-down report of the different heat gains and losses of the building. The report in-
cludes heat gains for two different season groups (winter and summer) and a classification
according to transference channel.

As reported Figure 12, there are different heat gains and losses that should be ana-
lyzed. In summer, the largest heat gains of the thermal envelope occur in the external
walls, windows through radiating heat gains, air infiltration, ventilation, and internal gains.
For winter, the situation for heat losses also occurs for the same channels. These gains
and losses can result in larger cooling demands. These results are important because they
indicate the critical aspects to consider when optimizing the thermal envelope design.
The Mexican standard only reports heat gains through the thermal envelope. However,
the verification methods used by other entities, like the European Union, or private certi-
fications, like LEED (Leadership in Energy and Environmental Design), consider energy
demands for heating and cooling. Fortunately, Energy Plus also reports the heating and
cooling demands for the evaluated project for a simulation period of one year. These are the
results obtained, grouped by basic model demands, improved model demands, and energy
savings percentages.
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A B C D E F G H I J K L M N

V1 | CDMX -6.63 0 0.16 2.13 0 3.12 0 -6.51 -2.65 0 16.32 -3.45 17.04 -17.89

V3 | Toluca -16.97 0 0.21 -3.14 0 -1.4 0 2.51 2.07 0 16.53 -4.05 17.04 -12.23

W1 | Mérida 8.24 0 0.29 4.16 0 4.97 0 -18.65 -4.09 0 15.95 0.59 17.04 8.87

X1 | Campeche 11.01 0 0.02 6.09 0 4.93 0 -18.85 -4.88 0 16.29 0.49 17.04 8.58

Y1 | Culiacán 19.74 0 0.24 10.26 0 5.72 0 -21.44 -5.04 0 16.89 1.7 17.04 19.94

Z2 | Mexicali 37.10 0.00 0.26 15.38 0.00 6.29 0.00 -24.95 -5.55 0.00 20.85 3.95 17.04 15.50
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Summer and Winter Heat Gains − Losses Comparative by Climatic Zones
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A B C D E F G H I J K L M N

V1 - CDMX -26.28 0 -0.11 -4.25 0 5.95 0 -16.94 -6.22 0 50.47 -18.36 33.95 -20.84

V3 - Toluca -50.22 0 -0.32 -9.58 0 3.24 0 -10.68 -4.41 0 61.29 -27.94 33.95 -27.17

W1 - Mérida -9.15 0 -0.08 -2.88 0 15.47 0 -41.65 -15.5 0 49.69 -12.26 33.95 16.15

X1 - Campeche -9.86 0 -0.09 -1.81 0 16.33 0 -41.69 -16.78 0 54.25 -13.94 33.95 -18.9

Y1 - Culiacán -11.41 0 -0.15 -0.44 0 16.73 0 -38.49 -17.16 0 59.44 -16.85 33.95 -24.19

Z2 - Mexicali -23.93 0.00 -0.27 -6.55 0.00 10.49 0.00 -27.47 -11.42 0.00 64.17 -20.82 33.95 -27.15
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Figure 12. Heat gains and losses of the thermal envelope for summer and winter. The heat gains are reported by heat
transference channel: (A) exterior walls, (B) ground contact walls, (C) interior partitions, (D) exterior ceilings, (E) ground
ceilings, (F) interior ceilings, (G) open-air floors, (H) ground-contact floors, (I) interior floors, (J) thermal bridges, (K)
windows radiation (solar) heat gains, (L) windows’ conductive heat gains, (M) internal gains, and (N) air infiltration
and ventilation.

3.1. Testing Results 1: Improved Models for Climatic Zones

For the V1 (Table 1) cooling demand, the base model needed 0.40 kWh/m2, the im-
proved model needed 0 kWh/m2, and the savings was 100%. For V1 heating demand,
the base model needed 14.87 kWh/m2, the improved model needed 17.10 kWh/m2, and the
savings was –16%. In this case, the V1 model meets the Mexican standards, but the im-
proved model resulted in larger heating demands due to thermal insulation. For V3
(Table 1) cooling demand, the base model needed 0 kWh/m2, the improved model needed
0 kWh/m2, and the savings was 0%, because there was no cooling demand due to the
effectiveness of the thermal envelope. For V3 heating demand, the base model needed
76.26 kWh/m2, the improved model needed 58.69 kWh/m2, and the savings was 23%.
As shown, the energy savings are similar in both the Mexican standard and in the heat-
ing/cooling demands.

For W1 (Table 1) cooling demand, the base model needed 33.30 kWh/m2, the im-
proved model needed 2.80 kWh/m2, and the savings was 91%. For W1 heating demand,
the base model needed 0.46 kWh/m2, the improved model needed 0 kWh/m2, and the
savings was 100%. Although the Mexican standards report energy savings of only 19%,
the heating/cooling demand reports savings from 91% to 100%.
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Table 1. Energy simulation results of basic and improved models for cooling and heating demands,
with their correspondent savings percentage.

Testing Results for Cooling Demands—Improved Models

Climatic Zone
Basic Cooling

Demand (kWh/m2)
Improved Cooling
Demand (kWh/m2)

Energy Saving
Percentage (%)

V1 0.40 0.00 100
V3 0.00 0.00 0
W1 33.30 2.80 91
X1 40.34 2.78 93
Y1 70.83 12.06 83
Z2 104.77 24.16 77

Testing Results Comparison for Heating Demands—Improved Models

Climatic Zone
Basic Heating

Demand (kWh/m2)
Improved Heating
Demand (kWh/m2)

Energy Saving
Percentage (%)

V1 14.87 17.10 –16
V3 76.26 58.69 23
W1 0.46 0.00 100
X1 0.00 0.00 0
Y1 0.59 0.20 66
Z2 26.73 20.68 23

For X1 (Table 1) cooling demand, the base model needed 40.34 kWh/m2, the improved
model needed 2.78 kWh/m2, and the savings was 93%. For X1 heating demand, the base
model needed 0 kWh/m2, the improved model needed 0 kWh/m2, and the energy savings
was 0% because this climatic zone is tropical and does not require energy for heating.

For Y1 (Table 1) cooling demand, the base model needed 70.83 kWh/m2, the improved
model needed 12.06 kWh/m2, and the savings was 83%. For the Y1 heating demand,
the base model needed 0.59 kWh/m2, the improved model needed 0.20 kWh/m2, and the
savings was 66%. Analyzing this semi-arid zone with high temperature range (27 to
35 °C for 50% of the year), we found that the cooling demand became more relevant and
expensive than heating demand. So, 66% energy savings translates into lower electricity
cost for the model.

For the Z2 (Table 1 cooling demand, the base model needed 104.77 kWh/m2, the im-
proved model needed 24.16 kWh/m2, and the savings was 77%. For the Z2 heating demand,
the base model needed 26.73 kWh/m2, the improved model needed 20.68 kWh/m2, and the
savings was 23%. This climatic zone with the most extreme conditions had high energy
demands for cooling. The heating is needed at night due to being located in a desert area.
Although the energy savings are the lowest compared with the other climatic zones, they
represent significantly lower energy consumption.

The energy label, graphic proposal and energy demand results, for each climatic zone,
are displayed on Figure 13.
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Base Model 70.83 0.59
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Cooling Demand 
kWh/m2

Heating Demand 
kWh/m2

Base Model 104.77 26.73

Improved Model 24.16 20.68

Energy Savings 80.61 6.05

Figure 13. Testing results for the proposed geometric model, Mexican standard certification label,
and comparison of heating and cooling demand simulations between the base model and the
improved model for Mexican standard certification.
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3.2. Testing Results 2: Comparison between Different Construction Systems

The previous results only apply to the traditional reinforced concrete structure fabric
walls system. New simulations were run to test the other two proposed construction
systems: wood and adobe–metal sheet. Because the goal of this second testing was to
quickly compare the systems, the most extreme climatic zones were chosen: V3, Toluca
de Lerdo, for the coolest climate zone; Z2, Mexicali, for the warmest climate zone; and
V1, Mexico City, for the temperate climate zone. Before running the simulations, there
was a problem of units that needed to be addressed. The Mexican energy standard NOM-
020-ENER-2011 reports the heat gains of the thermal envelope in Watts. The Energy Plus
engine reports the heat gains of the thermal envelope in kilowatts hour per square meter
(kWh/m2). For precise comparison, the results of both methods, the complementary
simulation report was modified to obtain a wider range of results. For this comparison, two
indicators were taken: window total heat loss rate (for radiation heat gains) and surface
inside face conduction heat transfer rate (for conductive heat gains). Both indicators are
expressed in Watts. The results obtained from the simulations are depicted in Figure 14.

Energy Plus considers other heat sources and heat gains for the projected building.
The internal gains, for example, are an important source of heat for building interiors.
In accordance with the conclusions of Turley et al., occupancy heating plays an important
role in internal heating and energy performance: “Occupancy-aware heating, ventilation,
and air conditioning (HVAC) control offers the opportunity to reduce energy use without
sacrificing thermal comfort. Residential HVAC systems often use manually-adjusted or
constant set-point temperatures, which heat and cool the house regardless of whether
it is needed. By incorporating occupancy-awareness into HVAC control, heating and
cooling can be used for only those time periods it is needed” [41]. Turley et al. found that
occupancy-aware control of HVAC equipment produces important energy savings due to
the contribution of internal gains and no-waste-energy intervals.

This sensitive control theory of HVAC equipment for the proposed new building
is supported by Jonghoon’s findings about achieving an equilibrium between thermal
comfort and the energy use of a building: “Despite the improvement of mechanical ther-
mal models associated with advanced statistical tools have been performed, there is a
necessity of the investigation of sensitive control models for supply heating and cooling
energy into a single space scale which can be closely related to users’ workability and
productivity” [42]. Constructing a simulation of HVAC equipment with sensitive control
of set-point temperature could be achieved using Energy Plus with a detailed model and
advance parameters definition.

The behaviors of the three systems were similar for the three representative climatic
zones. The construction system with the lowest heat gains was the traditional system of
reinforced concrete and fabric walls. The construction system with the worst performance
and the highest heat gains in the three climatic zones was the wood system.This phe-
nomenon occurs because of wood high insulation properties. Wood restricts heat transfer
from inside to outside, promoting heat accumulation for interior spaces. For cold climatic
zones, this phenomenon helps for lowering heating demand. But for warm climatic zones,
the effects are different. In summer, wood does not dissipate heat properly, and the interior
spaces have unwanted heat accumulation. The same effect occurs for arid warm and deser-
tic climatic zones. The heat accumulation increases building cooling demands. And for
Mexican normative, by absorbing and not dissipating heat gains, wood reported high heat
gains balance. In contrast with concrete and adobe systems, because of the breath-ability
characteristics of their principal materials.

Notably, the aim of this second testing exercise was to perform a quick comparison
between the different systems. For detailed results and exact behaviors, we strongly
recommend additional, separate research. Some important findings to highlight from the
previous graphs include: The adobe-metal sheet construction system showed remarkable
performance in the three climatic zones, although it did not have the best performance.
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TRADITIONAL: Reinforcered
concrete and fabric walls

WOOD: TRIPLAY OSB Panels with 
woodcorck insulation

ADOBE: Adobe blocks, metal sheet 
and mineral wool insulation.

TRADITIONAL: Reinforcered
concrete and fabric walls

WOOD: TRIPLAY OSB Panels with 
woodcorck insulation

ADOBE: Adobe blocks, metal sheet 
and mineral wool insulation.

Conduction Heat Gains Radiation Heat Gains

TRADITIONAL: Reinforcered
concrete and fabric walls

WOOD: TRIPLAY OSB Panels with 
woodcorck insulation

ADOBE: Adobe blocks, metal sheet 
and mineral wool insulation.

Figure 14. Comparison of the heat gains of the thermal envelope for the three construction systems
chosen for testing: traditional reinforced concrete and fabric walls, wood, and adobe with metal sheet.
The two graphs with the NOM-020-ENER-2011 label show the calculated heat gains results using the
standard method. The two graphs with the Energy Plus label show the heat gains results using the
simulation tool software.
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It provides a good staring point for new inquiries because this construction system is
most environmentally friendly. It produces less waste and has lower primary energy needs
for its construction than the traditional reinforced concrete system. The results showed that
the three construction systems perform their best in V1, Mexico City, having low heat gains.

This results proved the viability of using vernacular construction techniques for
improving the energy efficiency of housing projects. A similar study was developed by
Zhai and Previtali. They selected a variety of vernacular techniques (in accordance with
climatic zones) and followed a similar methodology to ours. They creates a construction
techniques and materials catalogue, and split them into categories by roof, wall, and floor.
After comparing and cataloguing the materials and systems, several simulation were
run with BEopt software (developed by the U.S. Department of Energy). The computer
optimization tool was able to find a combination of vernacular construction techniques
that exceeded both the IECC (International Energy Conservation Code) reference case and
the observed vernacular case, revealing the potential room for improvement in building
codes and vernacular architecture [43].

The simulation also helped to prove the efficiency of the proposed bio-climatic strate-
gies. This helps the architects and energy managers of a project by proving the viability of
these design strategies with data. The ventilated air gaps in the warmest climatic zones
help to increase the energy savings.This finding agrees with Oropeza-Perez et al. who
stated, “Through a sensitivity analysis, it is found that the efficiency of natural ventilation
under warm conditions is affected by the following inputs in this order: climate conditions,
windows opening schedule, materials of construction, built area, and number of occupants.
The potential for saving energy by using natural ventilation is more when the dwelling
materials of construction have high heat capacity and the dwelling is located in a hot-dry
climate. In a hot-humid climate, low heat capacity materials and natural ventilation help
to lower the indoor temperature” [44].

We highlight the differences between the NOM-020-ENER-2011 and Energy Plus
results. The Mexican standard results are similar, with very little difference between
climatic zones. Conversely, the Energy Plus results have a larger difference between them.
This shows how the Mexican standard only considered reference values and standardized
coefficients for climate and thermal envelope characteristics, whereas Energy Plus considers
more specific variables, like internal gains, shadow elements, and location. In other
words, Energy Plus results provide precise information about a project, with its particular
characteristics; however, the building must have limited complexity, and the results are
basic. As concluded by the authors of the Science Direct article Optimization Tools for
Building Energy Model Calibration: “On the one hand, parametric analysis results are
exhaustive and show the entire spectrum of results for a given problem, providing a
complete picture of the possibilities to consider. On the other, this straightforward ‘brute
force’ approach proved to be quite resource-demanding both regarding calculation time
and computational capacity, preventing its implementation when a complex building
simulation model is analyzed” [45].

4. Discussion

4.1. Benefits of Using Energy Plus vs. Standard Method

The results produced by the Mexican standard report and Energy Plus report show
a variety of differences. The Mexican standard report considers the limited scope of heat
gains and verification of standard compliance. Instead, Energy Plus offers a wide variety of
possible results (depending on the simulation parameters selected) from energy demands
to primary energy consumption (depending also on the level of detail in the model and
definition of the project).

Energy Plus results and capabilities are already being used for building energy perfor-
mance in several softwares and tools. For example, Giancola et al. recorded a map of energy
saving potential with a geographic information system (GIS) by applying refurbishment
measures and using simulation results [46]. Another direct application for the proposed
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verification method includes building project management using Building Information
Models (BIM). BIM management is a field recently popularized in the construction indus-
try that involves applying a precise team work flow in different departments (structure,
cost, engineering, installations, and architectural project) for correctly managing a project.
By merging this BIM software with energy simulation software, the manager can analyze
and integrate the results, so the pertinent design and engineering decisions can be made
on time [47]. Auto-desk developed an energy simulation complement, Revit, for BIM
software [48]. With the starting point provided by this research, an energy simulation
complement for Mexico could be developed for a BIM management program.

Connecting the Energy Plus simulation tool with the Mexican standard could facilitate
applicability to popular architectural and engineer tools on the market. In Spain, the au-
thorities took advantage of simulation tools’ practicality to make the energy certification
process fast and easy for the construction industry. Therefore, Mexican authorities should
follow the same path by starting to include the use of simulation tools for applying the
energy standards.

Using the energy simulation engine, the user can obtain a wide range of results,
but the results depends on the scope of analysis. Several options of simulation software are
available on the market depending on the design process stage in which the user is involved
(conception, project, or execution), and the complexity of the work (basic, intermediate,
or advanced). Each simulation tool evolves from detailing and requirements, depending
on if the user needs a basic program of intuitive interface tools or a specialized study
with a wide scope (analyzing different project phases and application magnitudes) [49].
With Energy Plus, the user can enter other important building variables excluded by
the standard, like occupation calendar, location characteristics, and HVAC equipment
design. The new results allow the user to analyze other variables in addition to those
considered in the Mexican standard results of thermal envelope heat gains, such as energy
demands, primary energy used for building procedures, an estimated consumption of
electricity and sanitary hot water, total hours where the set-point for comfort is not met,
and the precise elements that have heat gains or losses (windows, walls, internal gains,
soil, ceiling, etc.). Our results pave the way for a parametric analysis tool in the quest
for a complete energy verification model. “The parametric analysis tool demonstrates
the potential of parametric analysis, in finding optimal building envelope solutions in
terms of operational energy, embodied CO2eq emissions and embodied energy. In the
future, the parametric analysis tool may be used for setting energy performance goals and
benchmarks, optimizing renewable energy and passive systems, integrating architectural
features, minimizing changes during construction and integrating building systems” [50].

4.2. Aims Fulfillment: Why Improved Instead of Optimized?

The aims of the testing methodology were fulfilled by designing an energy model for
verification of building compliance with the standard. Notably, the principal aim of the
proposed model is to verify regulation compliance in this study. The testing method uses
improved models and not an optimized model. The reasons for this are as follows.

Mexican social housing differs from the European or American context. The Mexican
government does not provide houses directly for the population. Instead, the government
provides loans and financial aid for workers. The principal source of housing acquisition for
workers and the poor is self-construction. Due to the economic informality and high poverty
rates, those requiring social housing experience problems acquiring a loan, mortgage, or fi-
nancial aids, so the workers save money and build their own houses [11]. Considering the
social housing situation, the proposed model prioritizes energy certification with affordable
construction plans. An optimized model that complies with the net-zero carbon buildings
2030 target is a distant and inapplicable aim for Mexican social housing. There is no local
suppliers for the required equipment, like thermal-break profiles or high-tech materials,
so they need to be imported at high prices. Another problem is the lack of public support
for self-construction improvements. To increase economic savings during the construction
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process, self-constructors prefer to use traditional techniques, and avoid investing in spe-
cialized studies, like structural or energy performance analyses. This situation provoked an
increase in informal social housing and urban planning problems.

So, to adapt the proposed model for application to the self-construction reality, we
compared the energy performance results between the three most-used traditional con-
struction systems. The simulation showed promising results, like the good efficiency of
the adobe system for thermal envelope heat gains. The adobe system is well-built by the
national labor force and works for the majority of the climatic zones. Adobe is a good
material choice for implementing thermal mass strategy, and is more affordable than the
reinforced concrete system.

The reason for preferring improved models over an optimized model is for testing the
proposed model on a more accurate social housing situation. It is preferable to test and
verify compliance with the regulation using affordable and simple bio-climatic strategies
(for achieving the energy standard compliance and obtaining an energy efficiency label),
rather than implementing complex strategies, high-tech materials, and specialized proce-
dures for achieving optimized results. This does not mean that an NZEB housing model is
impossible: the implementation should be step by step. First, the improved models should
be promoted for increasing the awareness of the Mexican population about the benefits of
energy efficiency strategies. If the market and the authorities increase the application of
the Mexican energy standard, the demand for better techniques and materials will increase
too. Mexico’s authorities are beginning to implement sustainable practices for construction,
though there is still a long way to go to achieving the same level of energy efficiency
awareness and legislation as in the European Union.

How does the research is aligned with the vision set by Mexico Green Building
Council? The Mexico Green Building Council recognizes the NOM_020_ENER_2011 as
a mandatory normative, although its applicability has not been strictly monitored by
authorities. The research helps the realization of their vision, by focusing on make energy
saving building strategies available for a larger segment of population. The Green Council
works for bringing educational tools for sustainable building practices, and the proposed
model will help as a tool for testing and certifying the norm compliance with social housing
models [51].

The proposed model implements technical data from the traditional construction
systems available in Mexico. With the climatic zoning designed with Mexican meteorologic
information, the model served for testing the building systems energetic performance,
their compliance with the national normative, and the possible energy savings by applying
several strategies. The model covers several energy requirements for EDGE and LEED
certifications. Not all requirements, but is a good starting point for implementing Green
Building Council principles of energy performance for self-construction and Mexican
social housing. the Mexico Green Building Council encourages the NOM_020_ENER_2011
learning and knowledge for building professionals because of its mandatory use not only
in building energy performance, but also because of its utility for materials and equipment
certification (home appliances, insulation materials, electric materials, etc.) [52].

How does the proposed model help the AEC (Architecture, Engineering and Construc-
tion) Industry for achieving savings for energy consumption? The model design strategies
for improvement are oriented for energy savings in operation phase. It did not consider
other life cycle stages, like materials extraction or building. But it is possible to make a
comparative for energy consumption reduction with an Energy plus report. The normative
applied on temperate climatic zones is not functional.

As shown in Figure 15, the normative applied on temperate climatic zones is not
functional. The improved model that complied with the energy normative, had higher
energy consumption rate than the basic model, resulting on a 1% increment on energy
consumption, and a 10% increment of primary energy. But considering that only 10 of 31
Mexican states are classified as tempered climates, the proposed model is applicable and
functional for 60% of national territory.
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For cold climatic zones (Figure 15), the proposed model showed more efficiency
than temperate climates. The improved model that complied with the energy normative,
reported lower energy consumption rate, resulting on energy savings of 19% compared
to basic model results. For primary energy, the improved model reported energy savings
of 21% compared to basic model results. A 20% of energy savings tendency for heating
demand cases is a competitive value considering that 10 of 31 Mexican states are classified
as cold climates.

V1 − México City
Energy Consumption (kWh/m2) Primary Energy (kWh/m2)

Base Model 45.5 97.1

Improved Model 46.0 106.7

Savings (%)

-1.1 -9.9

V3 − Toluca 
Energy Consumption (kWh/m2) Primary Energy (kWh/m2)

Base Model 107.5 202.7

Improved Model 87.6 160.4

Savings (%)

18.5 20.9

Z2 − Mexicali
Energy Consumption (kWh/m2) Primary Energy (kWh/m2)

Base Model 159.3 401.9

Improved Model 73.7 181.9

Savings (%)

53.7 54.7

Figure 15. Comparative Results of Energy Consumption and Primary Energy for the three most
representative climatic zones, with their correspondent energy savings percentage.

Remembering the statistics published by INEGI census of 2018, 40% of the northern
states’ families use air conditioning, and their principal energy consumption waste is
electricity (used for HVAC equipment operation). With this context, the results listed in
Figure 15 are promising. The improved model that complied with the energy normative,
reported lower energy consumption rate, resulted on energy saving of 54% compared to
basic model results. For primary energy, the improved model reported energy savings
of 55% compared to basic model results. For Warm climatic zones, the proposed model
reduces by half the building total energy consumption. A 50% energy saving rate tendency,
applicable for 11 of 31 Mexican states with warm climatic classification, is enough for
implementing the proposed model at least for this type of climatic zone.

In conclusion, the proposed model reported acceptable energy savings for 21 of
31 Mexican states. In other words, the model is effective and applicable for at least 60% of
states, and a 60% of total national territory. It has enough potential market for promoting
its application and development, with a national mean energy saving rate of 24% for energy
consumption and 21% for primary energy.

5. Conclusions

In this study, we pursued four principal aims. The first aim was the creation of
new climatic zoning for Mexico (with a local weather database) for delimiting the winter
and summer severity for each capital city state. The actual climatic zoning available
was developed by UNAM and considers several geographic and meteorological statistics.
In this regard, we concluded that the proposed climatic zoning shares similarities with
the Spanish climatic zoning, so this new zoning is compatible with the Open Studio and
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SGSAVE work schemes. This compatibility will help with the adaptation of SGSAVE
software to the Mexican market.

The second aim was the study of the Mexican energy standard (NOM-020-ENER-2011)
for its application in the proposed add-on for Open Studio. For the verification method,
reference values and directives were analyzed and applied. Fortunately, Open Studio
add-on software was found and used for verifying meeting the standard requirements. We
concluded that the Mexican standard has the potential to be adapted to and included in
the software. For now, the complement offers a simple report of verification of whether
the project complies with the standard, and a final list of radiation and conduction heat
gains for the proposed and reference building. Analyzing the results obtained from the
testing exercise, we concluded that the standard should be updated on the add-on by
programming the new directives and reference values. First, it is important to promote
the use of the Mexican standard for motivating implementation of the reference values
and directives at present. The strict application of the standard by the relevant authorities
should involve promoting the benefits of energy demands/consumption simulations.

The third aim was to research and construct a catalogue of the principal and traditional
construction systems in Mexico. Using a public census of Mexican housing, we determined
the principal construction system used for walls, ceilings, and floors. By identifying the
materials that compose each system, a material catalogue was developed and uploaded
in a single file of SGSAVE for the fourth aim. We concluded that, like the standard-
verification directives, the information can be adapted for the software and programmed
for the Mexican SGSAVE version. However, some additional technical information should
be researched and included for new materials (like specific heat). The SGSAVE version
includes the most-used construction materials in Spain, the entire Saint Gobain catalogue,
and some specialized materials available in Europe. For the new version, some vernacular
and manual techniques should be studied and included, like bahareque, adobe, and palm-
leaves ceiling. In other words, for completing the catalogue, more profound research to
obtain vernacular material technical data is needed.

For the fourth aim, a testing exercise of the verification method was performed. A base
model was designed to obtain initial results. Then, we improved/specified the base model
for the most common climatic zones. We verified the standard, resulting in all improved
models complying with the directives, and we compared the energy standard and Energy
Plus results. For the final test, the proposed models of two other construction systems
(wood and adobe/steel) were simulated and the results were compared with those for the
reinforced concrete system. We found that the proposed model worked in all the tested
models for achieving its goal of verifying the compliance with the standard. Although the
model succeed for verifying the standard, it did not achieve the same energy savings level
for all climatic zones; one zone showed a higher energy demand than that of the base
model. An implementation and reshaping of the Mexican standard is recommended for
ensuring a minimum level of energy savings for all climatic zones.

We also demonstrated the differences between the Mexican standard and Energy
Plus reports. Energy Plus provides a more complete document with specified heat gains
sources, virtual energy demands by an HVAC ideal loads scheme (for design references
on the definitive HVAC equipment design), etc. We fulfilled our four aims and proved
the viability of developing a Mexican SGSAVE version with a local verification method of
compliance with the energy standard, with some pending research aims to be fulfilled in
future works.

By constructing an adequate tool, the energy standard could be improved into a
complete environmental regulation. The environmental standard official report would
provide not only verification of meeting the standard; it will also serve to indicate the
economic value of a property, the reliability of a mortgage credit, and the fulfillment of
energy credits toward a private environmental certification. In conclusion, by knowing all
the benefits of improving the existing standard with software within a simulation engine,
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we can verify and prove the differences between the results before and after the changes
between methods.

Further Research

After summarizing all the results of the research, some initial aims were completed.
However, other issues remain outstanding. All research projects lead to other starting
points for new research. These are the pending aims:

1. The final development of an SGSAVE version for the Mexican standard and context:
At the moment, the complementary script only offers the final verification results,
analyzing the heat gains. The SGSAVE Mexican version should include an energy
performance verification, including building performance with HVAC ideal loads,
detecting the elements that more strongly influence the heat gains report, etc.

2. Self-construction energy performance guide: A direct method for conducting the
verification in practical use for social benefits is the creation of a self-construction
manual with public coverage. This manual should promote the use of vernacular
construction systems, and provide the energy performance results for their promotion.

3. Economic viability of certified projects: It is important to prove to the market that
a certified building meeting the Mexican energy standard is an attractive business,
by evaluating possible usable technologies. One of the principal technologies pro-
moted by this guide will be the photovoltaic panel due to the potential the country
has for solar energy harvesting. All climatic zones have a high solar energy collection
potential (from 1600 to 1900 kWh per year).

These research opportunities should be explored, taking advantage of professional
tools like Energy Plus, Open Studio, and SGSAVE. These are the initial steps of constructing
a complete energy certification for Mexico, but there is more work to be done. In Critical
Features of Energy Simulation for Single Housing, the authors explained: “These results
are useful and beneficial for making certifications, comparing with previous references,
checking other alternatives, developing individual and global improvements. Some re-
sults allow the integration of costs, make comparisons from a base case or consecutive
simulations” [49].
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Abbreviations

The following abbreviations are used in this manuscript:

ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers
BCL Building Component Library
BEM Building Energy Model
BIM Building Information Model
BMS Building Management Systems
CONAFOR Comision Nacional de Recursos Forestales
CONUEE Comision Nacional del Uso Eficiente de la Energia
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CTE Código Tecnico Español
EPS Expanded Polystyrene
EPW Energy Plus Weather File
HP Heat Pump
HVAC Heating Ventilation and Air Conditioning
IEEC International Energy Conservation Code
INEGI Instituto Nacional de Estadistica y Geografia
MPC Model Predictive Control
NZEB Nearly Zero Energy Building
NSGA-II Non-dominated sorting genetic algorithm II
OSB Oriented Strand Board
PM Project Management
PMV Predicted Mean Vote
PV Photovoltaic
PV-T Photovoltaic–Thermal Module (PV-T)
LEED Leadership in Energy and Environmental Design
LCADA Low Carbon Architecture Danish Agency
RES Renewable Energy Sources
ROI Return on Investment
VRF Variable Refrigerant Flow
SC1 Model without any renewable energy
SC2 Model with the renewable energy consumption but with a fixed set-point of 20
SC3 Improved model with variable set-points

SGSAVE
Saint Gobain Software Avanzado de Verificacion energya (Saint Gobain Advance energy
Verification Software)

Appendix A. Summary of Results

The construction system proposed for the basic and improved models used in the test
exercise is described in detail on the following diagrams:

Walls:
1.- Gypsum plaster of 2 cm 
wide.
2.- Red brick 7 x 14 x 22 cm.
3.- Exterior mortar plaster of 
2 cm wide. 

Ceiling:
4.- Gypsum plaster of 2 cm 
wide.
5.- One-way reinforced 
concrete slab of block and 
joist system. (30 cm)
6.- Downpipes concrete 
layer of variable width.

Floor: 
7.- Foundation reinforced 
concrete slab. (30 cm)
8.- Tile-adhesive layer of 2 
cm wide.
9.- Ceramic tile of 60 x 60 
cm.

Windows: 
10.- Simple glass window.  

1

2

3

4 5 6

7 8 9

10

Figure A1. Construction details of the proposed base model.
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Walls:
1.- Gypsum plaster of 2 cm 
wide
2.- Red brick 7 x 14 x 22 cm.
3.- EPS insulation layer of 3 
cm wide
4.- Exterior mortar plaster of 2 
dm wide

Ceiling:
5.- Gypsum Plaster of 2 cm 
wide
6.- One-way reinforced 
concrete slab of joist and 
block system. (30 cm)
7.- EPS insulation layer of 3 
cm wide
8.- Downpipes concrete layer 
of variable width. 

Floor: 
9.- Foundation reinforced 
concrete slab (30 cm)
10.- Tile-adhesive layer of 3 
cm wide
11.- Ceramic tile of 60 x 60 
cm.

Windows: 
12.- Double glass window with 
an airgap of 4 cm wide.
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Figure A2. Construction details of the improved model of the V1 climatic zone, Mexico City.
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Walls:
1.- Gypsum plaster of 2 cm 
wide
2.- Red brick 7 x 14 x 22 cm.
3.- EPS insulation layer of  6 cm 
wide.
4.- Exterior mortar plaster of 2 
cm wide. 

Ceiling:
5.- Gypsum plaster of 2 cm 
wide
6.- One-way reinforced 
concrete slab of joist and block 
system. (30 cm)
7.- EPS insulation layer of 6 cm 
wide.
8.- Downpipe concrete layer of 
variable width. 

Floor: 
9.- Foundation reinforced 
concrete slab. (30 cm)
10.- Tile 
11.- Ceramic Tile of 60 x 60 cm.

Windows: 
12.- Double glass window with 
an airgap of 4 cm wide. 

Figure A3. Construction details of the improved model of the V3 climatic zone, Toluca de Lerdo.

Walls:
1.- Gypsum plaster of 2 cm wide.
2.- Red brick 7 x 14 x 22 cm.
3.- EPS insulation layer of 3 cm 
wide.
4.- Vertical non-ventilated airgap 
of 3 cm wide. 
5.- Red brick 7 x 14 x 22 cm. 
Vertical organization ( 10 cm 
wide).
6.- Exterior mortar plaster of 2 cm 
wide. 

Ceiling:
7.- Gypsum plaster of 2 cm wide.
8.- Polystyrene foam work 
reticular slab (insulation). 30 cm 
wide. 
9.- EPS insulation of 3 cm wide.
10.- Downpipe concrete layer with 
variable width. 

Floor: 
11.- Foundation reinforced 
concrete slab. (30 cm)
12.- Tile-adhesive layer of 2 cm
13.- Ceramic tile of 60 x 60 cm.

Windows: 
14.- Double glass window with an 
airgap of 4 cm. 
15.- Double glass sash window 
with an airgap of 4 cm.
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Figure A4. Construction details of the improved model of the W1 climatic zone, Merida.
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Walls:
1.- Gypsum plaster of 2 cm wide.
2.- Red brick 7 x 14 x 22 cm.
3.- EPS insulation layer of 3 cm 
wide.
4.- Vertical non-ventilated airgap 
of 5 cm wide.
5.- Red brick 7 x 14 x 22 cm. 
Vertical organization (10 cm 
wide).
6.- Exterior mortar plaster of 2 
cm wide.

Ceiling:
7.- Gypsum plaster of 2 cm wide.
8.- Polystyrene foam work 
reticular slab (insulation). 30 cm 
wide. 
9.- EPS insulation of 3 cm wide.
10.- Downpipe concrete layer of 
variable width. 

Floor: 
11.- Foundation reinforced 
concrete slab (30 cm)
12.- Tile-adhesive layer of 2 cm
13.- Ceramic tile of 60 x 60 cm.

Windows: 
14.- Double glass window with 
an airgap of 4 cm. 
15.- Double glass sash window 
with an airgap of 4 cm.
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Figure A5. Construction details of the improved model of the X1 climatic zone, Campeche.

Walls:
1.- Gypsum plaster of 2 cm.
2.- Red brick 7 x 14 x 22 cm.
3.- EPS insulation layer of 6 cm 
wide.
4.- Vertical non-ventilated airgap 
of 5 cm wide.
5.- Red brick 7 x 14 x 22 cm. 
Vertical organization ( 10 cm 
wide).
6.- Exterior mortar plaster of 2 
cm.

Ceiling:
7.- Gypsum plaster of 2 cm
8.- Polystyrene foam work 
reticular slab (insulation). 30 cm 
wide. 
9.- EPS insulation layer of 6 cm 
wide
10.- Downpipe concrete layer of 
variable width

Floor: 
11.- Foundation reinforced 
concrete slab (30 cm)
12.- Tile-adhesive layer of 2 cm.
13.- Ceramic tile of 60 x 60 cm.

Windows: 
14.- Double glass window with 
an airgap of 4 cm wide. 
15.- Double glass sash window 
with an airgap of 4 cm.
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Figure A6. Construction details of the improved model of the Y1 climatic zone, Culiacan.

Walls:
1.- Gypsum plaster of 2 cm. 
2.- Red brick 7 x 14 x 22 cm.
3.- EPS insulation layer of 6 cm wide.
4.- Vertical non-ventilated airgap of  5 
cm wide
5.- Red brick 7 x 14 x 22 cm. Vertical 
organization (10 cm wide)
6.- Exterior mortar plaster of 2 cm. 

Ceiling:
7.- Gypsum plaster of 2 cm
8.- Polystyrene foam work reticular 
slab (insulation). 30 cm wide. 
9.- EPS insulation layer of 6 cm wide. 
10.- Horizontal slightly-ventilated 
airgap of 15 cm wide (with fixed 
grilles)
11.- Downpipe concrete layer with 
variable width. 

Floor: 
12.- Foundation reinforced concrete 
slab. (30 cm).
13.- Tile-adhesive layer of 2 cm.
14.- Ceramic tile of 60 x 60 cm.

Windows: 
15.- Double glass window with an 
airgap of 4 cm wide. 
16.- Double glass sash window with 
an airgap of 4 cm wide.
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Figure A7. Construction details of the improved model of the Z2 climatic zone, Mexicali.
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Walls:
1.- Triplay OSB board of 1.8 cm 
wide.
2.- Two layers wood corck of 5 cm 
wide.
3.- Triplay OSB board of 1.8 cm 
wide.
4.- First class pinewood tables of 2 
cm wide.

Ceiling:
5.- Second class pinewood structure 
(wooden planks, strips and tables).
6.- Triplay OSB board of 1.8 cm 
wide.
7.- Two layers wood corck of 5 cm 
wide. 
8.- Triplay OSB board of 1.8 cm 
wide.
9.- Polyvinyl waterproof sheet of 0.05 
cm wide.

Floor: 
10- Foundation reinforced concrete 
slab. (30 cm)
11.- Tile-adhesive layer of 2 cm 
wide. 
12.- Ceramic Tile of 60 x 60 cm 
wide.

Window: 
13.- Double glass window with an 
airgap of 4 cm wide. 
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Figure A8. Construction details of the improved model for the wood–cork system.

Walls:
1.- Tezontle’s earth plaster of 2 cm. 
2.- Adobe brick of 0.15 x 0.15 x 0.35 
cm
3.- Mineral wool insulation layer of 
1.8 cm wide.
4.- Vertical ventilated airgap of 5 cm 
wide. 
5.- Galvanized steel sheet of 0.25 cm 
wide. 

Ceiling:
6.- Second class pinewood structure 
(wooden planks, strips and tables).
7.- Triplay OSB board of 1.8 cm 
wide.
8.- Two layers wood corck of 5 cm 
wide. 
9.- Triplay OSB board of 1.8 cm 
wide.
10.- Polyvinyl waterproof sheet of 
0.05 cm wide.

Floor: 
11- Foundation reinforced concrete 
slab. (30 cm)
12.- Polished cement layer of 2 cm. 

Windows: 
13.- Double glass window with an 
airgap of 4 cm wide. 
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Figure A9. Construction details of the improved model for the adobe (mud and straw) and galvanized
steel system.
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Abstract: As a contribution to the fight against climate change, ESNE’s 2018/19 carbon footprint has
been evaluated using the CarbonFeel methodology, based on ISO 14069 standards. In the scenario
studied, greenhouse gas (GHG) emissions produced by direct and indirect emissions have been
included. For comparative purposes, a second scenario has been analyzed in which fossil fuels used
for heating are replaced by electrical energy from renewable sources. A decrease of 28% in GHG
emissions has been verified, which could even reach 40% if the energy for thermal conditioning was
replaced by renewables.

Keywords: climate change; global warming; carbon footprint; GHG emissions; climate emergency

1. Introduction

The consumption of resources in the last century has experienced an exponential
growth in all fields, as indicated in the Special Report on Climate Change and Land of the
Intergovernmental Panel on Climate Change (IPCC) [1], boosted in a synergetic cycle by
the exponential increase in population, growing up from 1 billion at the beginning of the
20th century to the current 7.7 billion, with perspectives of reaching between 9.5 (the most
optimistic scenario), to 12.5 million in 2100 (the most pessimistic) [2]. The IPCC report
clearly outlines that the increase in Greenhouse Gas (GHG) emissions (mainly CO2, N2O,
CH4, O3, CFC, H2O) produced by human activity are responsible for the acceleration of
the current climate change. The IPCC have estimated an average increase of 1.5 ◦C as
a safe limit to avoid catastrophic and irreversible global changes for the planet. Above
2 ◦C, the consequences can have unpredictable effects on life on Earth [3]. Primary energy
consumption continues expanding (1.3% last year) [4]. This process has also intensified
the generation of solid, gaseous, liquid and radioactive wastes [5]. This path has brought
us to the record level of GHG in the history of the planet, raising from the 300 CO2 ppm
maximum historical level to more than 415 ppm nowadays [6].

The European Union (EU), signatory of the Paris Agreement, assumed a leadership
role in promoting measures to restrict it to 1.5 ◦C [7]. European policies have been estab-
lishing frameworks for action, first until 2020 and then for 2030 [8]. The European Green
Deal presents an action plan to make the EU’s economy sustainable [9], and a proposal for
the first European Climate Law (EUR-Lex, 2020) establishing the framework to achieve
climate neutrality and amend Regulation (EU) 2018/1999 [10]. The Draft Law 121/000019
on Climate Change and Energy Transition submitted in May 2020 in Spain, aims to achieve,
by 2050, climate neutrality and an electricity system based exclusively on generation of
renewable sources [11].
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1.1. Approaches to Environmental Assessment of Buildings

With the building and construction sector being one of the major sources of emissions,
since the first initiatives to fight against climate change, several approaches have been
proposed for its assessment. The Life Cycle Assessment (LCA) is a methodology for
assessing environmental impacts associated with every stage of the life cycles of products,
including the final disposition, which is also used for construction [12]. Beyond the
contribution of this methodology to the understanding of the polluting effects of a product
or construction throughout all stages, it is often difficult to put into practice and too
complex to be analyzed by designers in order to make decisions about the improvement
of the selection of designs and materials. Ecological Footprint (EF) is another commonly
used approach to measure the ecological assets of natural resources of a given activity or
population in terms of “Global hectares”, tracking six categories of productive surface areas:
cropland, grazing land, fishing grounds, built-up land, forest area, and carbon demand on
land [13,14]. Both methodologies could be complementary, since the LCA is more detailed
in terms of coverage of impact categories and EF takes into account the carrying capacity
of the territory [15].

Without leaving aside the validity of these approaches, the climate urgency in terms
of global warming makes it appropriate to emphasize the Carbon Footprint (CF) approach
for design optimization. The CF derives its name from the EF, but does not share the sense
of pressure in terms of use of territory; it expresses the impact on global warming in units
of tons of CO2, taking into consideration not only carbon dioxide emissions, but also other
gases with greenhouse potential effects in relation to CO2 (GHG). Several definitions of CF
can be found in the literature. The Global Footprint Network interprets CF as “the fossil
fuel footprint part of the EF or the demand on CO2 land” [16]. A more comprehensive
definition it is provided by Wiedmann and Minx: “The carbon footprint is a measure of the
exclusive total amount of carbon dioxide emissions that is directly and indirectly caused
by an activity or is accumulated over the life stages of a product” [17]. Although there is
no standard methodology for evaluation, a variety of literature supporting the use of CF in
construction impact evaluations across the world can be found [18] for new buildings and
rehabilitation [19]. CF can therefore be assessed by different methods and different func-
tional units if they meet the requirements of the definition [20]. Schools, universities, or any
building with educational purposes are also potential GHG emitters [21,22]. Determining
their CFs can contribute to the elaboration of a plan for to reduce their emissions [23], as
well as to improve the design of new infrastructures, as some research shows [24].

1.2. Contribution of Construction to GHGs

In Spain, about 9% of GHG emissions in 2018/2019 was associated with construction,
as described in the 2020 Report on Greenhouse Gas Emissions Series 1990–2018 of the
Ministry for Ecological Transition and the Demographic Challenge [25] (p. 105). From
a global perspective, the UN Global Status Report 2017 establishes that buildings and
construction together account for 36% of global final energy use and 39% of energy-related
carbon dioxide emissions when upstream power generation is included [26]. For this
reason, ESNE aims to shape policies for the reduction in GHG emissions, energy saving
and reduction, and optimized waste management. In order to face this challenge, it is
essential to identify the initial GHG emissions. Subsequently, it is proposed to register the
contribution to its emissions in the Spanish Inventory System (SEI). This is described in the
cited report [13].

In this project, to calculate ESNE’s 2018/19 CF, the methodology developed by Car-
bonFeel has been used. It is framed in the SchoolFeel program of CarbonFeel to support
the fight against climate change at the level of schools and universities [27]. In an effort
to sensitize students, the idea is to promote the understanding of the phenomenon and
of individual influence, the motivation to act collaboratively, and finally, to provide them
with the necessary knowledge to incorporate carbon accounting in their daily activities.
In this way, these future professionals and managers of design and industrial activities
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will be able to be proactive by promoting measures to reduce, compensate and mitigate
their effects.

2. Materials and Methods

2.1. Methodology

The aforementioned tools allowed us to carry out and analyze the carbon footprint
inventory of products, processes and organizations, based on different standards: ISO
14067 for products, ISO 14069 for corporate footprint or Global Protocol for Greenhouse Gas
Emissions (GPC) at scale community for cities. It also enables ecological footprint—Global
Footprint Network—and hydric footprint—Water Footprint Network—analyses. The Car-
bonFeel Initiative has been promoted by the NGO Funciona Foundation for International
Collaboration, which facilitates its free use by students of educational institutions that are
members of the ResearchFeel alliance for research and teaching. It is a set of solutions
that provides a calculation tool called BookFeel, a methodological guide (ProjectFeel) that
provides a series of deliverables that ensure total transparency of the calculation [28]. It is
structured using the semantic language Footprint Electronic Exchange Language (FEEL)
based on the standard XML Schema (XSD) of the World Wide Web Consortium (W3C) and
proposes the use of primary data in order to avoid controversial questions about the use of
secondary data in the calculation of carbon footprint.

The results are expressed in kilograms of CO2 equivalent [kgCO2-e]. This equivalence
is calculated according to the greenhouse effect potential of the main GHGs: carbon dioxide
(CO2), methane (CH4), nitrogen oxide (N2O), hydrofluorocarbons (HFCs), perfluorocarbons
(PFCs), sulfur hexafluoride (SF6) and nitrogen trifluoride (NF3), all referring to the CO2
effect. The methodology and calculation algorithm of emissions follows the guidelines
given by the “Guide for the calculation of the carbon footprint” of the Spanish Office of
Climate Change [29]:

Emissions [gCO2-e] = Activity Data × Emission Factor

The activity data may be the mass of material, consumptions or other methods to
evaluate each item. Data have to be configured according to the use conditions, such as
the chapter it affects, type of impact, units or year of calculation. It takes into account not
only the GHGs emitted, but also the GHG sink effect—e.g., gas absorption due to own,
promoted or managed forested areas by the university—when present.

However, the CF of a facility (building, school, hotel, etc.), service or product provides
necessary but not sufficient information to determine the efficiency against GHG emissions.
In an increasingly demanding society in terms of knowledge about the carbon footprint
produced by services or products consumed and the impact this has on global warming,
the education sector can be a driving force in responding to this demand. One of the
objectives of this methodology is to define parameters of comparability, not only for an
installation or product over time, but on a comparative level between similar ones in such a
way that it facilitates decision-making on the choice of study centers as well as contributing
to the reduction in these effects. The following activity rates are proposed for weighting
CF, depending on the number of users, hours of use and surface area in order to facilitate
the comprehension of the client’s or user’s contribution to GHG emissions: kgCO2-e/m2,
kgCO2-e/student or kgCO2-e/student·hour [30–33]. The use of the kgCO2-e per student
assessment is justified as it is an objective measure for comparison and will serve as a
verification ratio of the improvements adopted.

BookFeel is structured on different levels for the scenario configuration:

• SCOPE STRUCTURE—this describes a hierarchical set of chapters that groups the dif-
ferent emission sources, according to each protocol, structured in three levels [28,34,35]:

Scope 1, combustion direct emissions—changes in land use . . . ;
Scope 2, indirect energy emissions—main electric power purchased;
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Scope 3, other indirect emissions—footprint acquired with purchased products, ser-
vices or waste generated by the activity.

Each chapter is associated with an algorithm that must be configured according to its
scope of application.

• Analytic structure—in a corporate footprint, this could be constituted by the produc-
tion centers, and these by sections or departments.

Table 1 give an example of BookFeel calculation factors, algorithms, conversion factors
and sources. All data, factors and algorithms sources and URLs are explicitly referenced.

Table 1. Examples of algorithms and emission factors.

Factor Algorithms

P986

CO2-e Emissions = E000 × F186 × 0.000001
Total emissions in tCO2-e

E000 = consumption of material/service/object of study (UF, Functional unit)
0.000001 = Conversion factor gCO2 to tCO2

F186. Scale factor per general functional unit
Value = 8.1000 (gCO2/UF)

Source: Winnipeg Sewage Treatment Program South End Plant
https://www.winnipeg.ca/finance/findata/matmgt/documents//2012/

682-2012//682-2012_Appendix_H-WSTP_South_End_Plant_Process_
Selection_Report/PSR_rev%20final.pdf

Comments: Appendix 7 Material Plastic Fiber GRP. Functional unit: gr
Year: 2012

2.2. GHG Scenario of ESNE

The study was conducted during the 2018/19 academic year. The starting situation
will be called Scenario 1. ESNE’s facilities include two buildings for educational and
research purposes, equipped with classrooms, offices, workshops and laboratories, cafeteria
and garage. It takes up 4000 m2, and is located in a residential area in the north of the city
of Madrid, in Chamartin District, Alfonso XIII avenue. It is used daily by approximately
1500 students, using 900,000 student·hours, calculated as follows:

student-hour = students enrolled × total number of hours per day × number of days

As regards the modern part of the facilities, the air conditioning is based on cold-heat
equipment with heat pump, which coexists with heating by hot water radiators from
a diesel boiler in the former area. For lighting, different types of LED lamps or panels
and energy-saving lamps are combined. The exterior is a ventilated façade with brick
walls with projected insulation. The enclosures and windows are double glazed with an
insulating chamber.

To elaborate the inventory of the carbon emissions of ESNE, the followings scope
structures have been taken into account: Scope 1, fuels burned, and fugitive emissions
(refrigerant gas); Scope 2, electricity consumed; Scope 3, materials for teaching, paper,
business and field trips and workers commuting. The analytic structure includes the
following items: a single campus, GHG emissions caused by person for their daily commute
to work, business and field trips, and materials acquired for academic, teaching and
research purposes.

Some inputs have been neglected because they are not directly under control of ESNE.
Student transportation is a highly variable component that does not depend on ESNE
decisions. The university campus is located in the center of Madrid. There is not a parking
area available for students, therefore, 95% of them use public transport to access the
campus. The university promotes the use of collective transport, walking or cycling. The
consulted literature does not indicate that there is much potential for improvement in
this regard [36]. This is not the case for teachers and staff, since the working hours and
the availability of a parking area strongly influences the choice of the mode of transport.

268



Sustainability 2021, 13, 1750

Cafeteria services, provided by an external company, have not been included either, but
may be included in future specific studies; as an aged building, the materials used in its
construction have not been included either. The tables below describe the emission sources
that have been included.

2.3. Calculations Criteria

For emissions due to air travel, the calculation methodology and factors given by
the UN agency International Civil Aviation Organization (ICAO) have been used [37]. In
substance, this methodology applies the best publicly available industry data for aircraft
types, route specific data, passenger load factors and cargo carried. The CO2 emissions
per passenger was assessed taking into a total of 565,000 km per year of business and field
trips flights, by means of these four basic steps:

1. Estimation of the aircraft fuel burn.
2. Calculation of the passengers’ fuel burn based on a passenger/freight factor.
3. Seat occupied = total seats × load factor
4. CO2 emissions/passenger = (passengers’ fuel burn × 3.16)/seat occupied

It is interesting to note that for flights over 3000 km, the CO2 emissions per passenger
in the premium cabin are twice as high as the corresponding emissions per passenger in
the economy cabin, as seen in other studies [38].

As regards car, bus and train travel, calculation was based on these criteria:

• 2018 Guidelines Defra Conversion Factors [39].

By car: average diesel car 0.178 kg CO2 person/km, one seat occupied;
average petrol car 0.184 kgCO2 person/km, one seat occupied.
By bus: regular diesel bus, 0.023 kg CO2 person/km.

• For train and metro, a Renfe/SNCF methodology based on the Ecopassenger calculator
was considered [40]:

By train/Metro: 0.025 kg CO2 person/km (regular Spanish electric mix).

It should be noted that by using the railroad electric mix with green certificates instead
of the regular Spanish electric mix, GHG emission drops by half [41].

For daily employees’ commutes, the values shown in Table 2, obtained from an internal
survey, express the number of kilometers traveled by employees to work per year. Results
are presented in rounded numbers.

Table 2. Employee travel to work (Scenario 1).

Mode of Transport Km/Year

—Without consumption 44,040

Walking 43,320
Bicycle 720

—Railway transport 304,920

Metro 99,960
RENFE suburban trains 204,760

Tramway 200

—Road transport 314,440

Citybus 31,960
Private electric vehicle. (car/bicycle/motorbike) 35,880

Private car diesel 127,040
Private car gasoline 61,080
Private motorbike 58,480

Total 663,400
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In Table 3, business and field trips values are shown. It describes annual travel for
educational and business reasons of students, lecturers and managers, by road, air and
railway modes of transport:

Table 3. Business and field trips (Scenario 1).

Mode of Transport km/Year

—Road 57,060

Bus 47,480
Diesel car 1 9580

—Train 37,400

—Air 565,000

Total 695,460
1 Average occupation 3 passengers per car.

Table 4 summarizes the main emission sources, including trips and employees com-
muting, organized in the corresponding three scopes.

Table 4. Main emission sources inventory (Scenario 1).

Scope Chapter Data Units

1
Fossil fuels (Diesel C) 11,000 L

Leakage Refrigerant gas (R-410A) 4.3 1 kg

2 Electricity 241,572 1 kWh

3

Materials
Textiles 1439 kg
Wood 100 kg

Cardboard + paper + books 11,850 kg
IT equipment 524 kg

Water 1628 1 m 3

HPDE 3D printer 4.2 2 kg
Furniture 452 kg

Business and field trips 695,000 km/year
Land 94,460 km/year

Employee commuting 663,400 km/year
Waste

Cardboard + paper 6500 kg
Light packaging 2100 kg

Remaining fraction 4200 kg
1 Invoices supplier company. 2 High density polyethylene. 3 Calculated results.

3. Results

The results of the calculations obtained are presented in Table 5. The total gives a
figure of about 255,548 kgCO2-e.

Electrical energy consumption, producing 72,471 kg CO2-e (Scope 2), stands out as the
main source of emissions. The 31,548 kg produced by Diesel C stationary combustion for
heating (Scope 1) represents the second most significant emission. The WTT transmission
and distribution losses (18,802 kg CO2-e) also represents an important source (Scope 3).
This source is not manageable as it depends on the electrical system. For purchased
products, from 34,645 kg CO2-e of materials, 10,075 kg are related to paper consumption
(included photocopying) and 11,388 kg to textiles used for fashion practices. As regards
commuting, road private combustion modes correspond to 28,290 kg CO2-e, significantly
higher compared to urban bus (2564 kg CO2-e) and rail transport (14,626 kg CO2-e).
Concerning business and field trips, flights represent a significant part of GHG emissions:
21% of Scenario 3 and 12% of total ESNE emissions were international flights (28,992 kg
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CO2-e), representing the main part of the total of 29,855 kg CO2-e. Private car road transport
(6382 kg CO2-e) is also significant compared to buses (991 kg CO2-e), even more taking
in account the km·person relation. AVE transportation means the less affecting mode
(1153 kg CO2-e).

Table 5. ESNE carbon footprint 2018/19 (Scenario 1).

Scope CF (kg CO2-e)

1. Direct emissions and absorptions 40,526
Stationary combustion 31,548
Refrigerant leakage (R-410A) 8978

2. Indirect energy emissions (Electricity consumed) 72,471

3. Other indirect emissions 142,549
Energy not included in direct and indirect
WTT transmission and distribution losses 1 18,802
Products purchased 34,645

Water (natural) 643
Wood/cork/basketry/rubber/plastic products 158
Furniture 2501
Paper, books and cardboard 11,254
Computer, electronic and optical products 8699
Textile products 11,387

Employee commuting 47,391
Train/Metro/Tram 14,626
Road transport 32,765

Urban bus 2564
Private car

Diesel 16,755
Petrol 11,523
Electric (incl. bike and skateboard) 1923

Business and field trips 38,382
International and national flights 29,855
Road transport 7374

By bus 991
Private car 6382

Train (AVE) 1153
Waste 3328

Cardboard + paper 366
Light packaging 252
Remaining fraction 2710

Total 255,548
1 WTT (Well to tank): additional emissions (related to electricity).

4. Discussion

Based on the obtained results, some clues can be found to outline alternatives for
reducing greenhouse emissions. The contribution of electricity to emissions is noteworthy,
being the highest negative contributor and coinciding with other results of other reviewed
studies [23]. This source represents a difficult optimization; today, education is strongly
linked to technological progress and the use of tools that require considerable electrical
expenditure, and electrical devices (PCs, lighting, air conditioning) are already of maximum
efficiency. As regards air conditioning, the insulation of the enclosure has recently been
improved; a ventilated façade covers the entire surface and enclosures have double-glass
windows with air chambers. The replacement of the aluminum carpentry by a more
efficient one with thermal break could be assumed, but this option would represent an
important investment. However, a better solution is within reach: the availability of
certified renewable energy in Spain means that the best option is to replace the supplier
with one with certified green energy. Taking into account this option, the purchased
electricity will have no GHG emissions, reducing the total to 183,078 kg CO2-e (Scenario 2).
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In this case, the GHG emissions of Scenario 2, compared with the initial situation
(Scenario 1), represents a saving of 28% (Figure 1). This is the easiest and most immediate
way to reduce the CF of ESNE, and can be reached with noninvestments, probably even
with discounts from suppliers, since electricity from renewable sources in Spain usually
has a lower annual cost than the regular mix.

40,526

72,471142,549

Current electricity supply
kg CO2-e

01. Direct emissions and removals 02. Indirect energy emissions 03. Other indirect emissions

40,526

72,471142,549

Current electricity supply
kg CO2-e

40,526

0 00

142,549

Electricity supply 100% Renewable Energy
kg CO2-e

Figure 1. Electricity supply carbon footprint distribution scopes (kg CO2-e).

The change between scenarios can be reflected by means of the indexes described
in Section 2.1. Table 6 shows the activity rates in both scenarios (255,548 kg CO2-e for
Scenario 1, and 183,078 for Scenario 2), considering 1500 students enrolled and a total of
900,000 h/year, as indicated in Section 2.2:

Table 6. Activity rates of Scenarios 1 and 2.

Ratios Kg CO2-e/m2 Kg CO2-e/Student Kg CO2-e/Student·h
Built-up area: 4000 m2

Students: 1500

Scenario 1 64 170 0.28
Scenario 2 46 122 0.20

Reduction −28%

The emission ratio per person decreases from 0.28 to 0.20 kg CO2-e/student·hour,
and the hourly emission is 420 to 300 kg CO2-e/hour for the total number of students.
Each student enrolled in a full academic year of 600 teaching hours per year, meaning
a total emission of 170 kg CO2-e in the present situation, and 120 kg CO2-e for Scenario
2. This figure should be updated annually, taking into account the improvements made
to correct the resulting carbon footprint. Educational centers could inform students and
future students of these data in an exercise of transparency or even promotion.

The next option in importance to decrease GHG emissions may be found in the
31,548 kg CO2-e from the combustion of heating oil. To maintain the current water radiator
system, this fuel could be replaced by natural gas, but this solution is expensive, since
it requires the replacement of the current low efficiency boiler, unfeasible to adapt for
use with natural gas. However, replacing direct combustion heating with heat pump air
conditioners powered by green electricity would be a better solution. By means of a quick
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calculation, the additional electricity consumption needed can be estimated considering:
a boiler combustion efficiency of 80%, a lower calorific value of 1028 kWh/L for Diesel
C [42] and an efficiency of 60% for Split heating equipment [43]. This would result in an
approximate electricity consumption of 90,000 kWh. This would increase annual electricity
consumption to 331,000 kWh, 37% higher, but would eliminate the consumption of 11,000 L
of a fossil fuel, its GHG emissions and highly polluting smoke. The result would be a
decrease in CF to 155,500 kg CO2-e, 60% of the initial amount.

In order to further CF improve, the next option should be to decrease GHG emissions
from transportation. Employees produce 28,290 kg CO2-e a year to go to work every with
private fuel vehicles. According to the results obtained in the survey conducted using
116 employees, 37 use this mode of transport. This represents about 0.79 kg CO2-e/km·person
(or 764 kg CO2-e/year per person). In comparison, about 80 people using public transport
produce 17,190 kg CO2-e, a ratio of about 0.05 kg CO2-e/km·person (183 kg CO2-e/year
per person), only 6% in terms of km·person (24% in a year·person basis). It should be
noted that several electric (six in the present day) and hybrid cars are continuously being
incorporated into the workforce. Measures such as time optimization, including the
reduction in attendance days, could significantly improve this balance.

Business and field trips give another perspective. While there are significant im-
provements to be made, long-distance air travel has few solutions. In this account, there
are 73 person flights in Europe and long trips, 18 person traveling to Beijin and 10 to
Miami (USA). It should be noted that international flights cause a significant amount of
409 kg CO2-e/year, but, taking in account the distance (kg CO2-e/km·person), the emis-
sion ratio is as low as intercity bus transportation. Once again, the lower emissions are due
to high-speed railway transportation, less than 5% of private diesel cars (Table 7).

Table 7. Carbon Footprint (CF) ratios per year of business and field trips (Scenario 1).

Ratios kg CO2-e/km kg CO2-e/Person

—Travel to work

Private combustion vehicles 0.788 764
Public transport 0.051 183

—Study and business trips

Private diesel cars 0.667 236
Bus 0.054 16

Flights 0.053 409
Train AVE 0.031 29

5. Conclusions

The results obtained and literature review make it possible to draw conclusions based
on a proposal for reducing carbon footprints.

If the calculation of the student-hour activity rate is applied, accompanied by calcula-
tion rules agreed by the sector, a register could be developed to allow comparability and to
help mitigate global warming caused by educational activities and infrastructure.

The impact of Scope 2 is the highest of the factors studied, referring to the University’s
electricity expenditure. This incidence could be eliminated if the production of electrical
energy was supplied by a company with a 100% renewable energy source, where the
contribution of kg CO2-e emissions disappears, in addition to replacing old and inefficient
installations with systems that use less energy.

Another action to be taken is the rehabilitation of old buildings in order to improve
energy efficiency. In this study, the emission of greenhouse gases due to heating is
31,548 kg CO2-e. The insulation of the building envelope is an action to be taken into
account to reduce the thermal transmittance and the heating energy consumption by
around 90% if it is combined with adequate ventilation and a more efficient heating system,
reaching values of 3155 kg CO2-e [44].
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On the other hand, the carbon footprint produced by ESNE could be mitigated with
the contribution of green spaces responsible for absorbing carbon, with an annual action
of extending the trees in an institution, as was considered by Diponegoro University on
its university campus [22] or Trisakti University in Jakarta [45], and studied at Suranaree
University of Technology in Thailand, where the green area captured 40% of the total
emissions produced by the university [46]. In the event that no land is available on campus,
one option to consider would be the creation of green façades or vertical gardens, which
also contribute to the insulation of the building’s façade envelope [47].

University education should include sustainability and sustainable development in
training actions [48], instructing students in sustainable development in all areas, as well as
informing them of the impact that their way of life has on the planet, efficiency in the use of
electricity and water, reduction in the use of paper (10), and contribute to raising awareness
of the three Rs method “reduce, reuse and recycle”, in addition to the alternatives presented,
in order to improve the impact of kg CO2-e [49].

Another point to be dealt with would be the study of the optimization of working
time in attendance, trying to reduce attendance as much as possible, to avoid trips that are
not essential, even considering the possibility of limiting working days to four.
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Abstract: Achieving European climate neutrality by 2050 requires further efforts not only from the
industry and society, but also from policymakers. The use of high-efficiency cogeneration facilities
will help to reduce both primary energy consumption and CO2 emissions because of the increase in
overall efficiency. Fuel cell-based cogeneration technologies are relevant solutions to these points for
small- and microscale units. In this research, an innovative and new fuel cell-based cogeneration
plant is studied, and its performance is compared with other cogeneration technologies to evaluate
the potential reduction degree in energy consumption and CO2 emissions. Four energy consumption
profile datasets have been generated from real consumption data of different dwellings located in
the Mediterranean coast of Spain to perform numerical simulations in different energy scenarios
according to the fuel used in the cogeneration. Results show that the fuel cell-based cogeneration
systems reduce primary energy consumption and CO2 emissions in buildings, to a degree that
depends on the heat-to-power ratio of the consumer. Primary energy consumption varies from
40% to 90% of the original primary energy consumption, when hydrogen is produced from natural
gas reforming process, and from 5% to 40% of the original primary energy consumption if the
cogeneration is fueled with hydrogen obtained from renewable energy sources. Similar reduction
degrees are achieved in CO2 emissions.

Keywords: hydrogen; PEM fuel cells; cogeneration; building sustainability; energy saving

1. Introduction

Europe aims to achieve climate neutrality by 2050, which means net-zero greenhouse
gas emissions. Entire society and economic sectors must join this task to reach the final
objective, from industry to mobility, building, agriculture, etc. Building sector in Europe
consumed 40% of the final energy in 2018, with just household being 26% of the final
energy, similar to the industry sector [1]. According to the Spanish “Instituto para la
Diversificación y Ahorro de la Energía (IDAE)” report [2], space heating and sanitary hot
water are responsible of 58% to 75% of the final energy consumption in flats and single-
family houses in Spain, respectively. Single-family houses account for the biggest energy
share supplied from renewable energy, which is close to 40% in the Mediterranean area.
However, this is not enough to meet the 2050 EU objective, because 47% of the energy
supply still comes from fossil fuels. The Energy Performance of Buildings Directive (EPBD)
(2010/31/EU) [3] is the legislative framework “to achieve a high energy efficiency and
decarbonize building stock by 2050”. EPBD states that from 31 December 2020 all new
edifications must be nearly zero-energy buildings (nZEB). These are “buildings with a
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very high energy performance and the low amount of energy that these buildings require
comes mostly from renewable sources”. Primary energy consumption analysis is how
the EPBD evaluates the building energy efficiency due to the variety of energy sources
that are used. “The concept of primary energy attempts to provide a simple metric for all
forms of energy that are supplied to, transmitted through, a defined boundary” [4]. The
EPBD leaves the member states to determine the methodology to calculate the primary
energy factor and CO2 emissions for each end-use energy source depending on the energy
supply grid circumstances. Improving energy efficiency and the share of renewable sources
are also main targets of the Spanish Government, as they are reflected in the Integrated
National Energy and Climate Plan 2021–2030 [5]. According to this plan, high-efficiency
renewable cogeneration facilities are going to be part of the comprehensive strategy for
energy efficiency in cities.

2. Background

Cogeneration, also known as combined heat and power system (CHP), shows the
ability to decrease primary energy consumption and reduce greenhouse gas emissions due
to the increase in building energy efficiency [6,7]. Thermal energy demand can be supplied
by a heater or a boiler, but the use of the CHP technology could provide the same thermal
energy consumption and a fraction or the whole electrical demand depending on the CHP
technology used. CHP technologies must be easily scalable for low power ratios to make
them suitable for residential applications. CHP systems for buildings can be classified
depending on the rated thermal power as micro- (1–5 kW) and small-scale (≤50 kW)
units [8]. Because CHP systems produce the energy at the point of use, they can be referred
as decentralized energy sources [9]. This advantage of decentralized generation includes
an improved energy efficiency, which means an optimized fuel utilization that results in
decreased CO2 emissions and primary energy consumption and a reduction in the national
transmission losses, that account for 2%–11% of the losses in the European transmission
network [10]. However, benefits of the distributed generation are only achievable if
there is a proper energy management between generation and consumption [10]. Proper
management would require of an energy storage system. Electrical energy storage (EES)
improves the self-consumption ratio for small CHP units [11] and thermal energy storage
(TES) eliminates system oversize and also optimizes the use of produced energy [12]. All
the CHP units considered in this paper will integrate both EES and TES systems.

Figure 1 shows the different CHP technologies suitable to be installed in a residential
building [13]. The zones have been delimited using the technical parameters obtained
from the “Cogen Challenge Project” document [14], where micro-scale and small-scale
cogeneration technologies are analyzed. Each technology is represented as a colored
fuzzy area, delimited by four straight lines, two thick solid lines and two dotted ones.
Thermal/electrical efficiency is indicated in the vertical axis and thermal/electrical rated
power in the horizontal one. The represented surface covers the power range for the
applicability in buildings, from single-family houses to blocks of apartments. The figure
can be read as follows. Solid lines represent two possible CHP configurations in each
technology. The right-side solid line of each area indicates the most common or typical
“small-scale” unit of the technology and the left-side one corresponds to the smallest CHP
unit possible as indicated in [14]. Solid lines can be understood as an operating point
of the real CHP unit, where the upper extreme of the line is for the CHP unit thermal
characteristic and the lower one corresponds to the electrical one.
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Figure 1. Comparison of the technical parameters in different gas-fueled combined heat and power technologies.

For example, the solid line of the right side in the blue area means the “typical small-
scale gas turbine CHP unit” as stated in [14], which means a rated electrical power of
250 kW and around 330 kW for its rated thermal power. The corresponding conversion
efficiencies, around 30% and 40% for the electrical and thermal energies respectively, are
read in the vertical axis. On the left side of the same fuzzy area, the electrical and thermal
rated power of the smallest gas turbine CHP unit analyzed are 30 kW (26%) and 50 kW
(47%), respectively. Both units are connected with the dotted lines that create the fuzzy
area, which can be considered as an operational chart for the technology in the small-scale
use. In other words, this area can be understood as the operating range for each technology.
According to Figure 1 the following conclusions can be extracted:

• Stirling CHP technology is suitable for any kind of fuel. Its performance is similar
to that of a boiler due to its high thermal energy conversion efficiency with the
additional benefit of the electrical production that can compensate some of the building
intakes. Nevertheless, the heat-to-power (HtP) ratio, which is an important selection
parameter [15], is too high for residential uses meaning that the energy production is
unbalanced with respect to the thermal energy demand. Stirling technology is included
in Figure 1 chart due to its scientific interest, but it is not going to be considered in the
present analysis.

• Gas turbine and internal combustion engine (Gas ICE) are mature technologies that
can be scaled from small to large sizes. Both can consume natural gas, which is a
fuel widely available in the residential building sector, but its consumption should be
minimized due to environmental constraints. The use of pure hydrogen into ICEs and
turbines has several technical problems that is now under research and still need to be
improved [16]. In this paper both options are going to be analyzed.

• Fuel cell-based CHP (FC-CHP) is the most promising technology due to its balanced
heat-to-power ratio, better adapted to the residential building energy profiles, which
are more electricity demanding [17]. Fuel cell presents the highest electrical conversion
efficiency. Fuel cells are easily scaled from few watts or kilowatts to hundreds of
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kilowatts keeping a constant energy conversion efficiency when they are fueled from
pure hydrogen [18–21]. When this pure hydrogen comes from a green production
process, the energy obtained can also be considered as green or carbon-free.

FC-CHP are classified as a function of the fuel cell technology used in the power
unit. The most common technologies in commercial units are based on polymer exchange
membrane fuel cells (PEMFC), The most successful examples of these systems can be found
in Japan and Europe [22,23]. PEMFC can be classified into low- (up to 80 ◦C) and high-
temperature (from 120 ◦C to 180 ◦C) devices. They only differ in the working temperature
required by the polymer used as solid electrolyte membrane. Low-temperature PEM fuel
cell-based CHP systems are the most common. In this paper both PEM technologies are
considered, paying special attention to a high-temperature PEM fuel cell-based micro-
CHP system specifically conceived in the framework of the MICAPEM project that is
been integrated into an existent nearly-zero energy house, developed and built for the
international Solar Decathlon 2012 contest [24,25]. The use of high-temperature PEMFC is
promising due to the improved chemical kinetics in the electrodes, better tolerance to CO
impurities in the fuel, simplification of the water management because it is produced in
vapor phase and simpler and compact heat recovery system because of the higher enthalpy
of the thermal energy [26,27]. A majority of the significant studies in the literature involving
a high-temperature PEM fuel cell-based CHP system are theoretical works [28–31] Only
one report on tests in an experimental facility has been found [32].

The objective of this research paper is to expose, using numerical simulations, how fuel
cell-based CHP systems can drive a potential reduction of primary energy consumption
and CO2 emissions in the building sector. Numerical simulations are performed using
preliminary results from the characterization of the high-temperature PEM fuel cell proto-
type built and tested to be installed in a demonstrative scale CHP facility. Once installed,
the CHP technology will be evaluated and a novel oil-based refrigeration system for HT-
PEMFC will also be tested, as explained in Section 3.3. In the same project framework, a
hydrogen electrolyzer integrated with the solar system is also being installed to link with
the green hydrogen source requirement objective.

3. Methods and Materials

Numerical simulations were performed using the electrical and gas energy consump-
tions from four real dwellings in the east coast (Mediterranean area) of Spain. Weather
in this region can be classified as a “Csa climate” with hot, dry summers and cool, wet
winters, according to Köppen climate international classification [33].

Using the information from actual energy invoices, four daily consumption datasets
have been created. Four 10-apartment building consumption profiles were determined con-
sidering simultaneously factors from the single dwelling datasets. The selected dwellings
are described as follows:

• Id 1: 140 m2 two-story terraced house, four inhabitants. The gas consumers are the
boiler, used for heating and on-demand sanitary hot water, and the kitchen cooktop.

• Id 2: 75 m2 flat, four inhabitants. Natural gas is consumed only in the on-demand
water heater. Electrical induction cooktop.

• Id 3: 90 m2 flat, four inhabitants. Gas-powered boiler for heating and hot water
production. Electrical induction cooktop.

• Id 4: 90 m2 flat, three inhabitants. Natural gas-powered on-demand water heater.
Electrical cooktop and individual electrical oil heaters in each bedroom.

Data obtained from the gas and electrical utility invoices are one-month aggregated in-
formation that must be statistically treated to create the useful datasets to simulate the daily
energy demand of the users. The numerical treatment has consisted of normal randomized
daily energy consumption estimation using the daily seasonal average consumption values
and its seasonal data standard deviation (Figure 2). This process was applied to both
energy invoices (electricity and gas), taking the billing date into account to correct the
consumption data of the different energy suppliers.
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Figure 2. Statistical analysis from the annual energy invoices to randomize a daily energy consump-
tion dataset for each building using seasonal values (average and standard deviation).

The results of the treatment of the numerical data can be observed in Figure 3, where
the vertical axis is the daily electrical consumption and the horizontal one represents
the daily thermal energy one. Darker dots are the daily consumption calculated from
the utility invoices and the “x” markers are the randomized values obtained from the
numerical treatment.

Figure 3. Result of the numerical treatment of the utility invoices to create an energy consumption dataset for each dwelling.
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Electrical and thermal data in Figure 3 are correlated values, where two main tendencies
can be observed. Dwellings with gas-powered heating facilities (Id 1 and Id 3) show a
greater thermal energy demand for heating seasons. This results in two different “x-clouds”:
one energy demand cloud at the right-top side of the chart (Id 1: from 30 to 50 kWhth.,
Id 3: from 15 to 30kWhth.), where the heating demand can be detected; and a second cloud
below 15 kWhth. that is overlapped with the two less-thermal demanding dwellings (Id 2
and Id 4). In the case of dwellings Id 2 and Id 4, the seasonal variation is notorious in the
vertical axis due to the increase in the electrical energy demand during the heating season
caused by the use of electrical heaters. When the thermal demand is limited to hot water,
the energy consumption is function of the number of inhabitants as can be observed for the
daily energy thermal values for Id 2 and Id 4, respectively. Heat-to-power (HtP) is calculated
as the thermal demand over the electrical demand. This ratio is a season-dependent value,
and normally a year-based calculation is provided. The results obtained with the datasets
sorted in decreasing order are 3.4 (Id 1), 2.3 (Id 3), 1.5 (Id 2) and 0.7 (Id 4).

Considering each dwelling dataset, four 10-dwelling buildings were created using a
randomized factor to simulate a centralized CHP. Heat-to-power ratios for the building
datasets are similar in value and order.

3.1. Simulation Algorithm

Cogeneration facilities are designed to supply the user’s thermal energy demand and
to provide electricity as a secondary energy source [15]. Industrial-scale CHPs use the
heat directly, but residential-scale CHPs require a thermal energy storage system (TES)
to manage the energy demand avoiding system oversizing [12,34]. Because of this, two
simplifications have been assumed for the simulation analysis. The first simplification is
that thermal energy demand is supplied daily from a thermal energy buffer (Figure 4), that
can be charged with the CHP unit and discharged by the user without any time dependence.
The second simplification is that the electrical energy is also managed using an electrical
energy storage system (EES) with the suitable capacity to manage the daily consumption.
EES ensures the generation–consumption correlation [24]. Electrical energy surplus is daily
exported to the electrical grid.

CHP

CHP
Fuel

Thermal 
demand

Electrical 
demand

Thermal 
buffer

Electrical 
buffer

Electrical Grid Back up heaterGas

Figure 4. Cogeneration functioning block diagram for the simulation algorithm.

Figure 4 shows the functioning block diagram of the CHP system for the simulation
algorithm programmed in a Python [35] script that is graphically described in Figure 5.
The code is used to evaluate a day-by-day energy balance from the user dataset for each
individual dwelling and the 10-dwelling buildings.
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≥ 24 hours < 24 hours
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Figure 5. Python script code algorithm for day-to-day energy analysis decision diagram.

The calculation process starts with the evaluation of the total time that the CHP
requires to produce the daily thermal demand, which will depend on the rated thermal
power of the CHP technology used. This time can be calculated with the equation:

t =
QD

.
QCHP·ηQ

, (1)

where QD is the daily thermal energy demand,
.

QCHP is the rated CHP thermal power and
ηQ the thermal efficiency of the energy conversions required to feed the demand. Energy
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conversions are due to the energy extraction process of the thermal energy from the buffer
used to match the energy production and demand (Figure 4). The same efficiency (85%) is
considered for all the CHP technologies. The result of Equation (1) is the time that the CHP
requires to produce the daily thermal energy, where two different situations can occur. If
the total time calculated is lower than 24 h, the CHP technology is capable to provide the
entire daily thermal demand and no back-up energy system will be required. In case of a
CHP technology that is not suitably sized the total estimated time can be greater than 24 h,
and the maximum achievable energy will be the obtained from the CHP unit working at
the rated power the entire day. In this case, it is considered that the shortage of thermal
energy will be compensated by a back-up system, e.g., a boiler, using natural gas as fuel.

The fuel consumption to produce the thermal energy with the CHP can be determined as:

Qfuel =
QCHP

η
Q
CHP

, (2)

where QCHP stands for the thermal energy produced by the CHP unit, and η
Q
CHP is the

energy performance for the thermal energy flow in the CHP system. The back-up en-
ergy (Qbackup) equals the lack of thermal energy because the value comes from the boiler
consumption as can be read in Figure 5.

The electrical energy produced with the CHP unit depends on the CHP gas consump-
tion and the electrical efficiency of the unit, ηW

CHP, as:

WCHP = Qfuel·ηW
CHP·ηW, (3)

where ηW is additional electrical efficiency due to the energy conversions. The electrical
energy produced will be used to provide the daily electrical energy demand (WD). The
electrical energy balance is determined as:

Wbal = WCHP − WD. (4)

Attending to the sign value reported from this equation, electrical energy will be
imported from the grid when it is negative and exported or sold to the grid if it is positive.

3.2. Primary Energy Factors

Primary energy (PE) is a concept used to compare different kinds of energy sources,
but the scale used in the calculations is relevant [4,36]. In this research, the primary energy
factors published by the Spanish Government in 2016 [37] are used to determine the
building performance required for legalization. Corresponding values are summarized in
Table 1 for both utilities considered, namely, the national electrical grid and the natural gas
supply facility. The PE factor depends on the energy carrier and relates the primary energy
consumed to provide one kWh to the end-user, in this case the final energy consumed by
the residential users. PE factors are also divided into renewable and non-renewable. As
can be observed in Table 1, renewable factors are smaller that non-renewable ones, but they
are values above zero. This means that a certain amount of energy is required to serve the
renewable source, i.e., maintenance tasks.

Table 1. Primary energy factors and CO2 conversion factor established by the Spanish Government
for the electrical and natural gas utilities.

Primary Energy
kWhprimary/kWhfinal

No Renewable Source

Primary Energy
kWhprimary/kWhfinal

Renewable Source

CO2 Emission Factor
kg CO2/kWhfinal

National electrical utility 1.954 0.414 0.331
Natural gas utility 1.190 0.005 0.252
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Not only the PE, but also the CO2 emissions will be compared to determine the benefits
of the cogeneration technologies. The PE reductions are measured from the initial situation,
and they can be evaluated using the equation:

PE =
(

QD·fPE
g + WD·fPE

e

)
, (5)

where fPE stands for the primary energy factor (subscripts g and e represent gas and
electricity, respectively), QD is the total thermal energy demanded and WD stands for the
total electrical energy. The PE consumption with the use of a CHP system will depend on
the technology. A general case is shown in Equation (6):

PECHP =
((

Qfuel + Qbackup

)
·fPE

g + WImp·fPE
e

)
− WExp·fPE

e , (6)

where exported energy (WExp) is considered as a primary energy decrement due to its
decreasing effect in primary energy consumption. When hydrogen or any other fuel
obtained from renewable energy sources is used, the gas terms (Qfuel and Qbackup) in
Equation (6) can be neglected. Carbon emissions can be calculated using the same equations,
just replacing the primary energy factors with the CO2 emission factor (fCO2).

CO2 =
(

QD·fCO2
g + WD·fCO2

e

)
and (7)

COCHP
2 =

((
Qfuel + Qbackup

)
·fCO2

g + WImp·fCO2
e

)
− WExp·fCO2

e . (8)

3.3. Fuel Cell Stack and Its Cooling System Design

The power unit of the CHP in the present research consists of a prototype of high-
temperature PEM fuel cell and its novel cooling system that were designed and developed
specifically for this project. The 40-cells high-temperature PEM fuel cell stack (HT-PEMFC)
is formed by 41 JP-945 graphite bipolar plates 280 mm high × 195 mm wide × 5 mm
thick manufactured by Mersen, as well as two stainless steel end plates where all the
connectors for the reactant gases, H2 and O2/air, are placed. The flowfield geometry in
both anode and cathode sides consisted of straight parallel channels with a land-to-channel
ratio of 1, as recommended by the MEA manufacturer. The anode side was formed by
47 channels 1 mm wide, 1.5 mm deep, and a total length of 210 mm, while the cathode side
is formed by 87 channels with a width of 1 mm and a depth of 2 mm, and a total length
of 120 mm. With this design, pressure losses were minimized to 5.87 Pa in the anode and
2.6 Pa in the cathode, ensuring both the homogenous distribution of the reactant gases
over the electrodes and the correct water management. Commercial high-temperature
membrane-electrode assemblies (MEAs) G1018 Dapozol-110, manufactured by Danish
Power System (DPS) with a rectangular active area of 163.5 cm2, were used [38]. The
MEAs are formed by phosphoric acid doped PBI polymeric membranes, with a nominal
thickness of 650 ± 50 μm, gas diffusion layers of non-woven carbon paper and a platinum
load of 1.5 mg cm−2 in both electrodes. The nominal thickness of the electrodes is 250 μm,
including the GDL, the microporous layer and the catalyst layer. To obtain the best results,
a minimum compression rate of 13% is advised, as well as a recommended working
temperature ranging from 150 ◦C to 180 ◦C. Figure 6a shows the manufactured prototype
developed by the PEMFC research team from LIFTEC-CSIC in Zaragoza (Spain), which
has an ample expertise in this field [39,40]. Figure 6b shows the electrical and thermal
performance of the HT-PEMFC stack. The vertical axes represent the voltage (left axis
and red curve) and the power (right axis and green curves), and the horizontal values are
the current produced by the electrochemical device. Solid green line corresponds to the
electrical power, and the dashed green line is the estimated thermal power.
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(a) (b) 

 
(c) 

Figure 6. Fuel cell system developed for the MICAPEM project. (a) Fuel cell stack designed and manufactured by
LIFTEC-CSIC laboratory. (b) Performance curves obtained in the test bench. (c) High-temperature PEM fuel cell cooling
system.

The fuel cell rated operating point is set in 1.6 kW and 1.9 kW for electrical and
thermal power respectively, which ensures a long lifetime of the MEAs [41]. Despite this,
the fuel cell is capable to achieve a maximum electrical and thermal power of 2.5 kW and
4.8 kW, respectively with excellent performance. Both operating points are considered in
the primary energy analysis.

High-temperature PEM fuel cells work in a temperature range from 120 ◦C to 180 ◦C
that has to be controlled to avoid fast degradation. Figure 6c shows the manufactured novel
cooling system specially designed to preheat the stack before starting, and to maintain
the required temperature during the HT-PEMFC operation. The novelty of the system is
the use of an isothermal oil bath with a dielectric oil that helps not only to keep the fuel
cell temperature in the suitable range, but also as an energy buffer system extracting heat
from the oil. Preliminary results show that for such system the heat extraction efficiency is
higher than the value selected for the algorithm (85%), but no re-calculations have been
performed with this higher efficiency.

4. Results

Simulations with the above discussed algorithm were performed using the datasets
for single dwellings and 10-dwelling buildings. Five different CHPs were considered,
which are summarized in Table 2, where “Gas ICE”, “Gas turbine” and “Fuel cell” are
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the smallest CHP commercial units as shown in Figure 1, from [14]. “MICAPEMrated”
and “MICAPEMmax” is the fuel cell-based CHP system with the manufactured fuel cell
operating at both rated and maximum power points, respectively. The simulations for
single-dwellings and buildings used the same CHP unit characteristics from Table 2 to help
in the results comparison.

Table 2. Combined heat and power smaller units and MICAPEM project fuel cell-based characteristics.

Thermal Power
(kW)

Thermal
Efficiency (%)

Electrical Power
(kW)

Electrical
Efficiency (%)

Gas ICE 12 62 5 26
Gas turbine 52 47 28 26

Fuel cell 1.2 47 1 38
MICAPEMrated 1.9 49 1.6 46
MICAPEMmax 4.8 59 2.5 37

Calculations were performed considering three possible scenarios for the primary
energy and carbon dioxide emissions reductions. These scenarios are classified as a function
of the fuel used to power the CHP installation and the back-up heater, if it is necessary.

• Natural gas scenario: In this case, all of the thermal systems, namely, CHP and backup
heater, were fueled with natural gas. Gas ICE and gas turbine can use this fuel directly,
but not the fuel cell-based systems, which require pure hydrogen. So, a natural gas
reforming process was considered. The efficiency for such process depends on the gas
volume managed, and it is fixed in 87% for the small-scale reforming system required
in this study [42].

• Green gas scenario: In this scenario, all of the systems were powered with carbon-free
fuels, like green hydrogen. Thus, hydrogen production did not require non-renewable
primary energy consumption. In fact, today actual environmental impact of hydrogen
production is not zero because the distribution infrastructure is not fully developed
yet [43–47]. Nevertheless, in the present research it is considered as a carbon-free
fuel because it is locally produced with a hydrogen electrolyzer included in the CHP
infrastructure of the project. Same thermal and electrical efficiency was considered for
gas ICE and gas turbine fueled with green source gas.

• Expected scenario is the most probable situation. Here, natural gas is considered as
the fuel for gas ICE, gas turbine, and backup heaters in all the cases, but the fuel
cell-based power system is fueled with pure green hydrogen.

Results are graphically displayed in Figures 7–12. Vertical axes values vary depending
on the variable analyzed, but the horizontal axis is the same in all the Figures, namely, the
CHP technologies. In each technology the four individual dwellings or the 10-dweling
buildings are shown for an easier comparison.

Each Figure caption groups the simulation results for the dwellings (Id 1, Id 2, Id 3,
and Id 4) and buildings datasets (B-Id). In case of Figures 7 and 8, where PE and CO2
reductions are shown, graph grouping includes the results for the three analyzed scenarios.
Figures 9–12 are only function of the energy demand and CHP technology and independent
from the fuel scenario.

4.1. Primary Energy Consumption

Final primary energy (PE) consumption is calculated according to Equation (6) where
the exported electricity has a positive effect because of the decrease in PE consumption
(negative in the equation). Figure 7 groups the graphs with the simulation results for the
PE reduction in the vertical axis as the percentage value of the PE consumed with the CHP
operative over the PE consumption calculated for the dataset (without an operative CHP
installation). Figure 7a1,a2 resume the simulation results under the “Natural gas scenario”
for single dwellings and 10-dwelling buildings, respectively. Similarly, Figure 7b1,b2
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summarize the results for the same dwellings when the “green gas scenario” is simulated,
while Figure 7c1,c2 correspond to the results for the “expected scenario”.

4.2. Carbon Emissions Results

Figure 8a–c show the percentage of CO2 emissions over current emissions. Values are
determined by Equations (7) and (8). These plots are similar to PE reduction graphs due to
the linear relationship between the two variables, but it should be noted the relative value
in each scenario.

4.3. Cogeneration and Energy Demand Rates

The graphs on this section are independent of the scenarios because the energy bal-
ances depend on the consumption and the CHP parameters but not on the fuel. Figure 9a,b
show the importation and exportation of electrical energy from/to the utility over the
electrical demand of each individual and building dwellings respectively.

 
(a1) (a2) 

 
(b1) (b2) 

 
(c1) (c2) 

Figure 7. Primary energy consumption reduction percentage over the initial PE per technology and dataset. (a) Natural gas
scenario simulation results; (b) green gas scenario; (c) expected scenario. Plots on the left, labeled with (1), correspond to
the single unit dwellings. Plots on the right, labeled with (2), are for the 10-dwelling buildings datasets.
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(a1) (a2) 

 
(b1) (b2) 

 
(c1) (c2) 

Figure 8. Relative CO2 emission over the current situation of the dwellings (a) using natural gas-fueled CHP; (b) considering
all the systems powered with green fuel as hydrogen (carbon-free); (c) expected scenario, each CHP system with the
corresponding fuel and back-up heaters powered with natural gas. Plots on the left, labeled with (1), correspond to the
single unit dwellings. Plots on the right, labeled with (2), are for the 10-dwelling buildings datasets.

 
(a) (b) 

Figure 9. Electrical energy import/export over the electrical demand Results of the electrical energy exchange with the grid
over the demanded energy for (a) the single-dwelling simulation; (b) the 10-dwelling buildings simulation.
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(a) (b) 

Figure 10. Results for the relative electrical production over the electrical energy demanded. (a) Individual dwellings. (b)
10-dwelling buildings.

 
(a) (b) 

Figure 11. Relative thermal energy produced with the CHP vs. thermal demand. (a) Individual dwellings. (b) 10-dwelling
buildings.

 
(a) (b) 

Figure 12. Operating time over the total year-hour rate. (a) Results for individual dwelling simulation. (b) Results for
10-dwelling building simulation.

In Figure 10a,b, the results for the relative electrical production over the electrical
energy demanded are depicted. The plots show the capacity of the CHP system to meet
the electrical energy demand of the consumers. Values above 100% mean that the system
exceeds the electrical demand resulting in an energy surplus.

Figure 11a,b show the percentage of thermal energy produced with the CHP against
the thermal demand. When the system is well-sized the value is 100% because the entire
thermal demand is met with the CHP production. When the system is under-sized, the
thermal production has to be compensated with some thermal energy produced with the
back-up boiler. There is not a thermal energy surplus because the system control was set to
feed the thermal demand without exceeding it.

The use of CHP systems has to be economically viable. This viability depends not
only on the facility cost, but also on the rate of use. Figure 12a,b show the percentage of
the year-hour that each technology will operate in each dwelling and building respectively.

290



Sustainability 2021, 13, 1776

The time is calculated with Equation (1) as a function of the thermal demand and the
production capacity of the CHP system. As can be observed in Figure 12a for the individual
dwellings simulation, where the fuel-cell-based CHP systems present a higher duty cycle,
the smaller the rated power, the higher the duty cycle. A similar behavior is observed in
the results for the 10-dwelling building simulation (Figure 12b).

5. Discussion

The simulation results for the “natural gas scenario” show some interesting conclu-
sions. In this scenario, natural gas is used as the only fuel for all CHP systems. Fuel
cell-based technologies reform the gas to obtain pure hydrogen, which results in an ad-
ditional gas consumption. Even so, the fuel cell-based CHP systems have a significant
impact into PE reduction as can be observed in Figure 7a1,a2. It is noteworthy that the
smallest fuel cell CHP (“1 kWe FC”) system presents the greatest PE reductions for the
10-dwelling building simulations. PE consumptions are from ca. 50% for B-Id 1 to ca. 90%
for B-Id 4. On the contrary, the same facility does not show such good behavior in the
single dwelling simulation. This is due to the better efficiency of the back-up heater for the
energy conversion of natural gas into heat. In other words, the “1 kWe FC” system used in
the high-rise buildings means a longer operation time because of the lower proportion of
heat demand fed from the CHP (see Figures 11b and 12b for operating time and thermal
demand respectively). Thus, more energy from the back-up heater is needed to cover the
heating demand and this means that lower energy from the natural gas is required. Even
so, the use of the CHP decreases the consumed energy from the electrical grid, which
benefits the PE reduction. This can also be observed in the CO2 emissions in Figure 8a1,a2,
where only fuel cell-based CHP systems show an effective greenhouse gases reduction
because of the impact of the reduction in electrical energy importation. It is easy to see in
Figure 7a2 that the higher the HtP ratio the better the PE reduction.

“MICAPEMrated” fuel cell CHP was designed according to a standard dwelling consump-
tion, showing the best PE reduction in all scenarios. Focusing on the first scenario (Figure 7a1)
the PE consumption is around 80% for the user with the higher HtP ratio (Id 1) and around
90% for the lower HtP ratio (Id 4). However, CO2 emissions are maintained because of the
increment in natural gas consumption to meet the thermal demand (Figure 8a1). Electrical
energy surplus achieves a maximum value, doubling the energy demand, as can be observed
in Figure 9a. In the same Figure, Id 4 and B-Id 4 always import electricity from grid because
the datasets are based on a high electrified user with a low HtP ratio, ca. 0.7.

The results for the “green gas scenario” are also interesting and as expected, the use of
carbon-free fuel has a significant impact on the PE reduction in buildings. The higher the
energy exported; the higher PE reduction is achieved. Main differences for fuel-cell-based
systems in Figure 7b1,b2 are the PE reduction rate sign. On the one hand, in Figure 7b1
it is negative because the CHP unit is able to cover the entire thermal demand (see also
Figure 11a) yielding an exported electrical energy surplus. On the other hand, 10-dwelling
building results in Figure 7b2 show that the reduction is not so high because neither the
thermal nor the electrical demand are fully covered by the CHP unit and despite the fact
that green gas can be used in the backup heater, the electricity has to be imported from the
commercial grid. Decreasing the energy importation rather than creating an energy surplus
is the preferred situation for the actual electrical systems because energy consumers can be
managed more easily than small energy producers (self-consumption without net balance).
The case Id 4 is an exception not only in the carbon-free fuel scenario, but also in the other
ones, because it is a highly electrified consumer with a low thermal energy demand. In fact,
this means that the total operation time of the units is lower than others, so electricity has to
be imported. Nevertheless, the PE reduction is significant for Id 4 due to the cogeneration.

The “expected scenario” is the most probable scenario, where only hydrogen is used
to power the fuel cell-based CHP systems and natural gas for back-up heaters and the
other CHP technologies. This means that the fuel consumption term in Equation (6) can be
neglected for fuel cell-based system exclusively. Figure 7c1 shows that the most powerful
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thermal CHP units (“gas ICE” and “gas turbine”) result in a worst PE reduction for all
dwellings due to the low operating time (see Figure 12a) and, consequently, the lowest
electrical energy production (see Figure 9a). The negative value in the PE ratio for fuel-
cell-based CHP units is due to the electrical energy surplus. Figure 7a1 shows, again, an
optimal design point in the “MICAPEMrated” characteristics. For the 10-dwelling buildings,
the higher the power the higher the PE reduction due to the ability to provide the energy
demands from a low consumption of carbon-free fuel for PE production. The contrary can
be observed in Figure 7a2 for the “natural gas scenario”, where a greater fuel consumption
is penalized.

Figure 8a1,a2 show the CO2 reduction results for the “gas-fueled scenario” for both
individual and building dwellings, respectively. The use of CHP in dwellings does not
have a carbon emissions reduction due to the higher gas consumption because of the
efficiency reduction compared to the use of a boiler. Nevertheless, the 10-dwelling building
simulation shows that CO2 emissions are lower for the fuel cell-based system due to the
electrical generation and the increase in global efficiency. Similarly, in both the “green fuel
scenario” and the “expected scenario”, the reduction of CO2 emission shows the same
behavior compared to the PE reduction.

The size of the CHP system is an important design and a critical economical parameter.
The size of the CHP is directly related to the ability to meet the energy demand, but
indirectly related to the operation time (and the economic viability). Figure 11 shows the
share of thermal energy demand produced with the CHP system and Figure 12 the share
of operation hours per year. The total operating time for the smaller units of the “gas ICE”
and the “gas turbine” CHP units applied to low thermal demand consumers like a single
dwelling (Figure 12a), makes its use unviable (less than 5%-year hours). “Gas turbine”
units still are unviable for typical buildings in Spain (less than 20%-year hours). Contrary,
fuel cell-based technologies, due to their lower power appear to be a better solution for
CHP systems in the building sector, ca. 80%-year hours in the best cases. The low thermal
power is not a handicap because fuel-cell-based CHP systems are fully scalable.

6. Conclusions

When the primary energy (PE) consumption in Spanish buildings is calculated with
the official factors summarized in Table 1, which depend on the energy carrier and its energy
source, it was demonstrated that the electrical energy carrier is 1.6 times more demanding
than the natural gas from non-renewable sources. Even so, there is a tendency to electrify
the consumptions because it is an energy carrier that can be more easily decarbonized. Some
industrial heating systems are electrified due to the availability of powerful transmission
lines. Despite of this, building centralized heating systems are not normally electrified
because of the limitations of electrical grids in the cities.

Fuel cell-based CHP systems are a good solution to provide the energy demand for
heating and hot water in buildings, showing a decrease in both PE consumption and CO2
emissions, even if the hydrogen is obtained from natural gas reforming. However, this
PE reduction is directly related to the thermal energy conversion efficiency of the CHP
and the boiler because in the best situation a 50% PE reduction can be achieved with an
energy production of ca. 20% of thermal demand and ca. 50% of the electrical demand.
When the fuel cell-based CHP systems are powered with carbon-free hydrogen, the PE
reduction is higher when the system is able to meet a big share of the energy demand, which
corresponds to a better fit of the heat-to-power ratio between production and demand. The
use of micro-CHP units integrated into smart grids can help to reduce not only the thermal
and electrical demand of the user but also the electrical demand from the nearby with the
proper energy management.

The economic viability of fuel cell-based CHP units is similar to other technologies
such as solar thermal systems that are projected to supply a maximum share of the thermal
demand, ensuring the higher possible operating time. Based on the results of Figure 12,
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the optimal situation corresponds to centralized systems where the total operating time is
above 80% of the year-hours and the thermal demand can be fully supplied.
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Nomenclature

Abbreviations
CHP Combined heat and power system
EES Electrical energy storage system
EPBD Energy Performance of Buildings Directive (2010/31/EU)
HtP Heat-to-power energy ratio
PE Primary energy
PEMFC Polymer exchange membrane fuel cell
TES Thermal energy storage system
Variables
COCHP

2 CO2 emissions from the combined heat and power unit (kg)
fCO2 CO2 emissions conversion factor, kg of CO2 per kWh of end-use energy

fPE Primary energy conversion factor, kWh of primary energy per kWh of
end-use energy

.
Q Rated thermal power of the combined heat and power unit (kW)
Qbackup Back-up heater energy flow (kWh)
QD Daily thermal energy demand (kWh)
Qfuel Fuel energy flow in the combined heat and power unit (kWh)
QCHP Thermal energy produced by the combined heat and power unit (kWh)
t Estimated daily operation time of the combined heat and power unit (h)
Wbal Electrical energy balance (kWh)
WCHP Electrical energy produced by the combined heat and power unit (kWh)
WD Daily electrical energy demand (kWh)
WExp Net electrical exported energy to the grid (kWh)
WImp Net electrical imported energy from the grid (kWh)
ηQ Thermal efficiency to supply the energy demand from the generation
η

Q
CHP Thermal energy performance for the combined heat and power unit

ηW
CHP Electrical energy performance for the combined heat and power unit

ηW Electrical efficiency to supply the demand from the generation
Subscripts
e electricity
g gas
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Abstract: Low indoor humidity has been shown to influence the transmission of respiratory diseases
via air. A certain proportion of sick leave in offices is therefore attributable to dryness of air. An
improvement in these conditions thus means a reduction in sick leave, which is accompanied by
cost savings for companies. Vertical indoor greening has a verifiable positive effect on air humidity,
especially in winter months. In this article, the correlation between improved air humidity in greened
rooms and reduction of sick leave due to improved air humidity was described. The resulting
indirect economic effect was determined by comparing the costs for construction, green care, and
technical maintenance of indoor greenery with savings due to lower sick leave. Based on long-term
measurement data on air humidity and temperature, and actual cost values for three buildings,
located in Vienna, Austria, with 6 greened and 3 reference rooms without greenery, the correlation of
the method was derived and finally formulated in a generalized way using dimensioning factors.
Only considering the influence on air humidity, profitability of 6.6 m2 vertical greening installed in
an example office with six workplaces equipped with technical ventilation and saving of two sick
days already results after about 4.5 years.

Keywords: hygrothermal comfort; indoor green; vertical greenery; indoor air quality; cost-benefit-
ratio; sick leave; absenteeism; alternative quantification method

1. Introduction

People spend about 90% of their time indoors [1]. A large proportion of this time is
spent in offices. In Vienna, the share of office workers in 2001 was 28.6% of all employees,
and the trend is rising [2]. Moreover, in Germany, a rise in office working places can be
observed, as a study shows: In 2020, 71% of all employees in Germany worked at least
partly in an office, which means 32 million people, whereas in 2015, it was only about
52% (22.5 million) [3]. Austrian law assumes a normal working time of 8 h per day or
40 h per week [4]. For occupations that are mainly performed in offices, this thus accounts
for a share of around 24% of the total weekly time. Due to this amount of time spent
indoors, indoor air quality is also increasingly becoming the focus of numerous studies.
In many cases, the quality of indoor air is rated as insufficient [5–8]. In addition to the
detection of pollutants in indoor air, the temperature and climatic conditions are also the
focus of investigations. Temperature and climatic conditions are perceived as the biggest
disturbances in office work environment, directly followed by noise pollution [9,10]. Air
humidity especially plays a very important role. The occurrence of the following health ef-
fects in working spaces is associated with too low humidity: Drying of mucous membranes,
colds, eye complaints, skin complaints, and electrostatic charging and discharging [11].
Several studies have shown that the perceived indoor air quality is enhanced by indoor air
pollutants, the protective mucous layer in the respiratory tract, and tear films. This results
in complaints and diseases of the respiratory tract and eyes [5].
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The question of the development of diseases, depending on the relative humidity,
was already raised in the 1960s [12]. In this context, a connection between the survival
of pathogens and relative humidity was established. Diseases or irritations of the skin,
eyes, and upper respiratory tract are often associated with low relative humidity indoors
during the cold season [5,13]. Dry, cold respiratory air favors infections of the upper
respiratory tract such as colds and throat infections in particular [14,15]. This is probably
due to a higher stability of virus particles at low humidity and low temperatures. This
has already been shown for rhinoviruses [16], influenza A viruses [17], and numerous
other viruses [16], which are typical pathogens of the common cold. Due to the increased
stability, the transmission of these viruses is particularly favored. Studies have already
been conducted to examine the effects of prolonged exposure to low humidity on perceived
indoor air quality, sensory irritation symptoms in the eyes and respiratory tract, work
performance, sleep quality, virus survival, and voice disorders. Results showed that an
improvement in indoor humidity can have a positive effect on perceived indoor air quality,
eye symptoms, and possibly work performance in the office environment [5,10,18,19].
However, effects on increased diseases are not only attributed to the higher stability of the
viruses depending on the humidity, but are also caused by the influence on the host. Thus,
due to low humidity, the host defense changes as well as tissue repair is reduced as Kudo
et al. [20] showed in their study on mice. Lowen et al. [21] summarize as a result of their
study with guinea pigs as model host the mechanisms of influenza virus transmission as a
function of humidity at three levels: Level of host concerning the mucociliary clearance and
the associated defense potential, level of particle concerning the stability of the influenza
virions, and level of vehicle in the form of respiratory droplets. They state that there
is a possibility of reducing influenza virus spread by “maintaining room air at warm
temperature (>20 ◦C) and either intermediate (50%) or high (80%) RHs” [21]. These studies
on animals will aid in understanding the ways and types of transmission between human
populations [21].

However, it is important that the relative humidity does not reach too high values,
as this allows selected viruses to survive, as well as the growth of mold spores and fungi.
The relative humidity must therefore be within a certain defined range in order to achieve
a positive health effect. This optimal range where overall health risks may be minimized
regarding relevant biological and chemical interactions has already been defined in 1985
by Sterling et al. [22], with a relative humidity between 40–60%. This optimal comfortable
range between 40–60% is also pointed out by Arundel et al. [23] as a result of their study.
In this study, different studies from schools, offices, and barracks were summarized, which
deal with the “indirect health effects of relative humidity in indoor environments” with the
clear statement that absenteeism or respiratory infections were found to be lower among
people working or living in environments with mid-range versus low or high relative
humidity [23]. Other studies also came to the result of an optimal range of relative air
humidity concerning the viability of bacteria and the viability of viruses [24], the virus
stability and transmission rates [25], and the reduction of human stress levels in comparison
to drier conditions [26].

Furthermore, temperature is also attributed an important role in the spread and the
toll of influenza. Shaman et al. [27] therefore investigated the relationship between absolute
humidity and influenza survival and transmission, with the result that this relationship
has even stronger significance than when considering the dependence of relative humidity.
The consideration of hygrothermal comfort as a function of not only humidity but also air
temperature is therefore crucial. This connection has also been pointed out by Wolkoff [28]
in his review article concerning indoor air humidity and air quality and their influence on
health. He gives an overview of numerous studies conducted in schools, offices, hospitals,
and factories investigating the influence of air humidity on ocular surface, sleep quality,
and the airways, but also its influence on the survival of influenza virus with the conclusion
that not only relative air humidity plays a decisive role, but everything that is connected to
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it such as air pollutants. Due to the complexity of this, more attention should be paid to the
term of absolute humidity, as already done by [27].

These effects of low humidity in office rooms in the winter period inevitably manifest
themselves in higher absences due to illness. Employees in Austria spent an average of
13.1 days on sick leave in 2018, compared to 12.5 days in 2017. Short absences due to
illness (1–3 days) are very common and accounted for about 40% of all recorded sick leave
cases in 2018. However, they are not recorded, which means that the actual sickness rate is
higher. The most frequent causes of sickness are mainly diseases of the musculoskeletal
and respiratory systems [29]. Together, these illnesses cause about 50% of all sick leave
cases and 43% of all sick leave days. The overall economic costs of sick leave and accidents
are made up of several components that can be measured with varying degrees of accuracy.
While the direct payments made by companies and social insurance agencies in the form of
continued pay and sick pay can be estimated relatively accurately. However, there is little
evidence of the indirect economic costs or the medical treatment costs incurred in the health
care system. In 2017, continued salary payments in Austria accounted for 2.9 billion euros,
and a further 725 million euros were spent on sick pay. The directly attributable sick leave
costs thus amount to 1% of Austria’s GDP. Sickness-related absences from the workplace
also lead to losses in added value and possibly to other operational costs (productivity
losses, costs for replacement employees, follow-up costs of accidents at work, etc.) that
exceed the direct costs of continued remuneration of the sick employee. These costs are
difficult to quantify, as they vary greatly depending on the economic cycle, the industry,
and the size of the company. Under highly simplified assumptions, it can be estimated
that, in addition to the cost of salary replacement, sickness-related absenteeism generates
indirect business and economic costs of 0.8% to 1.7% of GDP. In addition to these direct and
indirect sick leave costs, there are also costs to the health care system in the form of medical
care, hospitals, medication, etc. The above-mentioned cost factors are directly related
to sickness absence; a decrease in sickness-related absenteeism has a correspondingly
positive effect on these factors [30]. Not least because of the high costs involved, companies
worldwide are striving to reduce absenteeism. Since the subject matter and the reasons for
absences are very different and complex, different approaches to their reduction are also
pursued. These include organizational measures related to the scope of duties, but also
the upgrading of the workplace and the creation of a positive working environment in the
offices with the aim of health promotion [31].

Milton et al. [32] investigated the connection between sick leave and indoor air quality
among office workers in the USA. They established the link between the cost of sick
leave and the currently recommended air exchanges, which, based on the length of sick
leave attributable to air quality and the labor costs of an employee, can save about USD
400 per employee per year by improving indoor air quality through air exchange with the
outside. In the mentioned article, ventilation is considered the main factor in improving
indoor air quality. In any case, air exchange is the best way to prevent the spread of
viruses and pathogens that are transmitted through the air. Moreover, the relative humidity
influenced by humidifiers is included in this study with the knowledge that, in any case,
too high humidity should be avoided, as this can not only lead to a higher survival rate
of certain viruses, but also allows the development of mold spores and fungi. As also
highlighted in Arundel et al. [23], maintaining a relative humidity between 40 and 60%
should therefore be ensured. In their article, authors clearly state, supported by various
epidemiological studies, that there is a significant correlation between absentee rates
and relative humidity indoors. This correlation has also been investigated by Reiman
et al. [33] in their study on humidity as a non-pharmaceutical intervention for influenza
A in different classrooms. Comparing humified rooms to control rooms, they observed
a significant reduction of the total number of influenza A virus positive samples. Taylor
et al. [34] point out that there is a connection between low indoor relative humidity and
reduced outdoor air ventilation and sick leave and productivity. Mendell et al. [35] suggest
that health benefits for indoor workers by improving the building environments can lead
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to high economic benefits. One of the other measures they advise is the influence of
temperature and humidity of air.

Indoor greening has many advantages. In addition to the aesthetic enhancement of
the room, it can not only contribute to a reduction of the reverberation time and thus to
better speech intelligibility, but also influences the air quality in a room. This has already
been proven in numerous studies and investigations [36–38].

In particular, vertical indoor greening in the form of wall greenery has a great effect,
since a large area of vegetation can be created on a small floor surface. Among other things,
vertical indoor greening has a positive effect on hygrothermal comfort. Particularly in
winter, this is a great advantage due to the health effects of too low humidity. This has
already been shown by means of measurement data from [36] and international studies
such as [39–41].

Further, Reimherr and Kötter [42] examined the effects of indoor greening in offices on
health, well-being, and work performance in the context of a research project. Through their
surveys, they found out that with about 55%, the psychological and psychosomatic effects
have the greatest health-promoting effect, followed by the advantages of air humidification
(30%). Furthermore, the reduction of dust and noise as well as the reduction of pollutants
are also cited. Similar results were obtained by Fjeld et al. [43] through a survey addressing
neuropsychological symptoms, mucous membrane symptoms, and skin symptoms through
indoor air conditions among office workers. The situation with and without plants in the
office was compared, and it was found that complaints regarding cough and fatigue were
reduced by 37% and 30% through plants present. They though clearly suggest that foliage
plants in offices can lead to an improvement in health and a reduction in symptoms of
discomfort. Studies by Smith and Pitt [44] also show that plants can be a low maintenance
tool to improve indoor air quality. Their in situ measurements show that plants can not
only influence the humidity in offices, but can also influence other air pollutants such
as VOCs.

Vertical indoor greening also has the advantage that very little to no floor space is lost
in the room, and yet plants can be available in large numbers in the room. In comparison
to individual plants in pots or troughs, however, wall plantings are associated with higher
costs for installation as well as for the upkeep and maintenance of the technical system.

When making decisions about investments in buildings, costs and benefits are always
weighed against each other. Cost–benefit analyses are therefore used to compare the
monetary advantages and disadvantages. In a cost–benefit analysis, the value of a project
is thus quantified in monetary terms with the aim of the support of social decision making
on a rational basis. A plan is worthy of realization if, compared to doing nothing, the
sum of its advantages is greater than the sum of its disadvantages [45], or as defined by
Cambridge Dictionary, “the process of comparing the costs involved in doing something
to the advantage or profit that it may bring” [46]. However, such cost–benefit evaluations
are very complex for indoor and outdoor greening of buildings. This is not least due to
the fact that the positive effects of the living, nevertheless technical, system of the vertical
green are varied and not only the investor profits, e.g., in the form of energy saving, but
also substantial positive effects on the health as well as also on the cityscape, which are
so far difficult to quantify and/or in a further step to monetarize, as already explained
in detail in [47]. A classical cost–benefit analysis is therefore not the correct instrument
to illustrate the effects holistically for building greenery. Alternative assessment and
evaluation concepts are therefore necessary.

In this article, the costs of an investment and operation of vertical indoor greening are
to be examined and analyzed in relation to the benefits in the form of reduced sickness-
related downtime in office buildings due to improved humidity thanks to the vertical
indoor green. These comparisons and the conclusions drawn from them are based on the
following context: Particularly in winter, interiors often have too low humidity. This has
health effects for the people who stay in these rooms—this also applies to offices and the
people who work in them and who are on sick leave because of these health consequences.
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Vertical greenery improves the hygrothermal comfort in indoor spaces and, especially in
winter, can contribute to an increase in air humidity to a comfortable level and thus also
influence the associated health consequences. Sick leave due to health consequences and
the associated absence cause costs for the company, which are reduced accordingly when
sick days are reduced. Indoor greenery can contribute to this reduction, but it also causes
costs for installation and maintenance. These costs for greenery and possible savings by
reduced sick days are compared, and a method of quantifying and monetizing the effects
of vertical greening is shown.

2. Methodology and Approach

In the context of the investigations for this article, a comparison was made between
the cost savings due to less absence through illness and the costs for vertical greening in
the interior of office spaces.

The investigations of this article are based, on the one hand, on the measurements of
relative air humidity and air temperature in greened and non-greened interiors of three
Viennese school buildings, which were equipped with different vertical greening systems
within the scope of research projects. All project results can be found in [48,49]. These
projects provided extensive long-term measurement data. The evaluations of the hygrother-
mal comfort for the classrooms in summer and winter have already been published [36]. In
addition, recommendations for the dimensioning of vertical indoor greening in classrooms
in relation to hygrothermal comfort were developed on the basis of formulas applied [49,50].
For the present study, the hygrothermal measurement data are filtered again and eval-
uated accordingly. This allows statements about the percentage of improvement of the
hygrothermal comfort and thus the improvement of the indoor air quality based on this
parameter. The three school buildings investigated differ in their construction method
and in the way they are ventilated: A non-insulated old building in brick construction
without technical ventilation system, a new building in reinforced concrete construction
with a thermal insulation composite system and ventilation system, and one without a
technical ventilation system. It is therefore possible to make statements for three different
structural situations for these locations. They will be referred to as Building A, B, and C in
the following. As an example for building C, Figure 1 shows the three different rooms as
they exist in each of the three buildings: A reference room, a green room with the trough
system, and a green room with the fleece system. This figure also contains the calculation
results obtained. Figure 2 shows the greening with the fleece system as an example from
building B.

The measured data of air humidity and air temperature were collected per building
in two greened classrooms and one non-greened comparable classroom, which served
as reference rooms, over several years in a measuring interval of 5 min. More details on
used measurement instruments as well as measurement settings can be equivalently found
in [36]. Two different vertical greening systems were used at each of the three locations: A
fleece system and a trough system. These two systems were described in detail in [48,49]
and shown in Figure 1 in a sketch. The plants used in the vertical greenings were selected
within the framework of the research projects by the project partners with many years of
expertise in vegetation technology as well as a landscape gardener involved in the project,
so that the plant selection is optimally designed for use in vertical indoor greenings. The
selection of the plants is attributed a high value, but this should not be the focus of the
present investigations, but should always be accompanied by an expert. In order to be able
to make statements about the effect of the greening also for office rooms, these measuring
data from classrooms were filtered in such a way that only times in winter period when
the rooms were not used for teaching were used for the present analysis, so that there is no
influence of the presence of the students. In addition, all measured data were checked for
plausibility, and data gaps and outliers were processed accordingly. In a further step, it
was determined how many workplaces could be arranged in the respective classrooms in
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accordance with the Austrian workplace regulations. In this way, the vertical green area
per workplace in the respective room under consideration was highlighted.

 

Figure 1. Overview of buildings and rooms with according calculation results.

 

Figure 2. Fleece system in Building B.
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The hygrothermal comfort indoors and its criteria have already been examined in
detail. In addition to relative humidity and air temperature, detailed analyses also take into
account factors such as physical conditions, the activity of the persons, and their clothing.
In order to enable statements as general as possible and in accordance with the available
data, the definition of hygrothermal comfort according to Frank [51] is used in the present
investigations and the measured values are analyzed according to these defined areas. This
method is the same as that used in [36] for the analysis. Figure 3 shows these areas. Thus,
measured values within the red framed area are in the comfortable range, which means
that both the measured air temperature and the relative humidity are in a range that is
comfortable for persons present. If a combination of relative humidity and air temperature
is within the green framed area but outside of the red area, these measurements are called
“still comfortable”. Outside of this green area, the existing conditions are considered “not
comfortable”. This means that the temperature is either too cold or too warm, and the air
is too dry or too humid.

Figure 3. Hygrothermal comfort according to Frank [51].

The costs for the installation and construction of the greenery for the three locations
were summarized and calculated on the basis of the actual costs incurred. Moreover, the
costs for operation as well as green care and technical maintenance were collected and
presented in values per year for the three locations and the two different greening systems
used. Due to the locations as well as the different functioning of the greening systems, these
vary. In summary, the costs of the greening systems could be calculated per workplace and
year for each greening system used at the three locations.

In a further step, these costs are compared to the costs for the absence due to sickness
of one person per day, which were determined based on the explanations in Section 1 and
the average annual income of employed persons (including apprentices) and the working
hours in hours per year according to Statistik Austria [52].

By improving the hygrothermal comfort in the greened rooms compared to the non-
greened rooms, a reduction of the number of sick days is then possible on the basis of the
correlations explained in Section 1, which allows a statement about the positive monetary
effect of vertical greening in the office space on the saving of salary costs for employees
due to fewer sick days.

In a final step, different initial situations addressing the connection between vertical
indoor greening and reduced sick leave are considered. These should show in which way
the method described in the article can be applied or which statements can be formulated
based on the considerations. Situations such as the profitability of greening after a certain
number of years or with a certain reduction of sick days per employee are considered
before finally a generalization of assumptions based on dimensioning factors is carried
out. Due to the compactness of the considerations, the approach is briefly described in the
chapter of the actual calculation.
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Cost-benefit analyses and also the method of evaluation presented in the context of this
article have their limitations and only provide a decision support based on a comparison
and do not represent an actual decision. They contain both value estimations as well as
uncertainties and contain beyond that in principle no examination of legal defaults.

3. Results and Discussion

Following the procedure explained in Section 2, the next subchapters describe the
considerations, calculations, and analyses performed and present the results of these.

3.1. Number of Workstations in Monitored Rooms

The monitored rooms are located in three different school buildings in Vienna, as
already mentioned under 2. The nine rooms are six classrooms with greenery and three
reference rooms without greenery. As can be seen in table in Section 3.5, all nine rooms
have different room sizes and volumes—the room size varies between about 52 m2 and
84 m2; the room volume between 193 m3 and 259 m3.

According to the Workplace Ordinance applicable to Vienna, which among other
things regulates the necessary size of a workplace in offices, “at least 8.0 m2 for one
employee must be provided plus at least 5.0 m2 for each additional employee” per room in
accordance with *§24 (1) AStV. §24 (3) AStV also stipulates that at least 12.0 m3 of airspace
per employee must be available “for work with low physical stress”, which also includes
normal office activities. [53]

In accordance with these legal requirements, the possible number of hypothetical
workplaces in the nine monitored rooms was determined. The results are summarized in
table in Section 3.5. The calculation was based on both the existing floor space and the air
volume, and it turned out that for all nine rooms, the floor space was decisive. The number
of workstations in the considered rooms ranges between 8 and 15.

3.2. Costs for Greening Systems

The construction as well as the green care and technical maintenance of vertical
greening systems comes with costs. These are divided into investment costs, which are
incurred once when the greening system is set up, and ongoing costs for plant care and
technical maintenance of the system. The calculations also include costs for electricity and
water consumption for lighting and irrigation of the green areas. They are divided into
costs for green care and technical maintenance including fertilizer, plant material, as well
as water and electricity consumption.

The costs considered in the research of this article are based on the real consumption
of electricity and water measured in one of the schools and on the costs for green care and
maintenance for the company that took over the maintenance after the end of the research
project. The necessary lighting of the vertical indoor greenery is provided by LED strips or
spotlights. The irrigation is done by a connection to the house water pipe and a micro-drip
system according to the needs of each of the two different greening systems.

Due to the different functionalities of the two greening systems under consideration,
the water consumption and the costs for green care and maintenance also differ. While in
the trough system the plants are placed in technical substrate, comparable to a conventional
flower pot, in the fleece system three different fleece layers are used for protection as well
as for water distribution and storage. Since the plants are inserted bare-rooted into the
fleece system and the fleece serves as a substrate substitute, the water consumption is
significantly higher than with the trough system. Since this characteristic makes the system
less resilient, the costs for care and maintenance are also higher than for the trough system.
A more detailed analysis and explanation of the costs are included in [47].

Due to the comparability of the systems at the three locations, these real costs per m2

known for one location are also used for the other two locations. Table in Section 3.5.
contains the corresponding values for the six greened rooms.
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The construction costs are incurred once only and are therefore allocated over the
considered time period as shown in table in Section 3.5. This is done using a straight-line
depreciation of the installation.

3.3. Costs for Sick Leave

The question to be answered in the following subchapter is: What does an hour and
resulting from this a day of sick leave in an office cost? The winter period is considered
in particular, since the frequency of sicknesses caused by low air humidity is highest
during this period, and the effect on hygrothermal comfort due to indoor greenery is
most significant.

Based on the conditions explained in Section 1 and on data from Statistik Austria from
2017, the average annual income of employed persons in Austria is 38,828 euros. If these
costs are divided by the usual annual hourly rate of 1720 h per year, the average labor costs
per hour per person are 22.57 euros. This annual hourly rate factor already includes the
annual vacation days and public holidays. This results in labor costs of 180.60 euros for a
regular 8-h workday. Table 1 contains the results of these calculations.

Table 1. Average labor costs of employed persons in Austria 2017 [54].

Average Annual Income of Employed Persons
(Including Apprentices)

in EUR 38,828.00

Working hours per year in h 1720

Working hours per day in h 8

Average labor costs per day per person in EUR 180.60

Average labor costs per hour per person in EUR 22.57

The company incurs direct costs in the form of wage costs per person and working
day of 180.60 euros. These costs represent only the direct costs as explained in Section 1.
Not included are costs for, e.g., overtime of colleagues to compensate the workload or
costs that arise from the delay of projects. Moreover, indirect costs for the health service
as well as insurance are not considered. The actual costs for one sick day per employee
are therefore significantly higher. Due to the existing data situation and the difficulties
in the determination in particular of the indirect costs in the context of these present
investigations, only the pure wage costs which must be further paid are taken into account.

Accordingly, the answer to the above question of the cost of one day of absence of an
office employee can be answered: There are direct costs for continued payment of wages
in the amount of 180.60 euros per day. Determining the indirect costs of absence is very
complex and is therefore not quantified in this article.

3.4. Improvement of Hygrothermal Comfort

The measured data were evaluated according to the filter criteria and definition
ranges for hygrothermal comfort (Figure 2) explained in Section 2. The results of these
evaluations are shown in Table 2, and for one of the buildings as an example in Figure 4.
It is clearly visible that the point cloud of the measurement data of the greened rooms
(green measurement points) has clearly shifted into the comfortable area compared to the
non-greened reference room (blue measurement points).

Based on the evaluations, it was calculated to what extent the greened rooms improve
in comparison to the non-greened reference room. This percentage improvement is shown
in Table 2. It can be clearly seen that all six greened rooms offer significantly higher
hygrothermal comfort in comparison to the non-greened rooms and therefore have a
healthier indoor climate. This also means that at no time was relative humidity too high, as
is illustrated in Figure 4 for Building A as an example, so there is no risk of mold.

Due to the applied filter criteria explained in Section 2, these evaluations of the
measured data obtained in school classes can also be applied to office rooms and, in
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particular, statements can be made about the winter period, which is important for sick
leave due to respiratory diseases. The analysis of the monetary connection between the
improved air quality and the days of sickness is presented in the next subchapter.

 

Figure 4. Hygrothermal comfort in not greened reference room and two greened rooms (fleece and
trough system) for winter period represented by measured air temperature and relative air humidity
with applied filter criteria (Building A).

Table 2. Evaluation of the measured data on hygrothermal comfort in the greened rooms compared to the reference rooms.
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greened (trough) 47,561 72% 17,039 26% 1055 2% 65,655 100% 39% 214%

greened (fleece) 55,153 84% 10,445 16% 57 0% 65,655 100% 50% 248%

B

not greened 2659 19% 10,872 77% 659 5% 14,190 100% - -
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3.5. Connection between Vertical Indoor Greening and Reduced Sick Leave

The results explained so far and the calculation results described below are summa-
rized in Table 3. This table also shows the procedure explained in Section 2. In the following
subchapters, the connection between the improved indoor conditions thanks to greening
and the associated costs for installation as well as green care and technical maintenance
and the possible savings due to reduced sick days are studied by different approaches.

Table 3. Overview of the calculation results for all considered rooms and greenery systems.
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(m2) (m) (m3) (m2) (m2) (EUR)
(EUR/

m2)
(EUR/

m2)
(EUR) (%)

(EUR/
m2)

(EUR/
m2)

(EUR) (d) (a)

A 67 4 242 trough 17 12 20 1.4 21,500 1265 247 181 214 181 428 606 3.4 6.3
A 54 4 200 fleece 6.5 10 16 0.7 8200 1262 394 181 248 180 574 373 2.1 2.2
A 52 4 193 none 0 9 16 0.0 - - - 181 - - - - - -
B 74 3 236 trough 9 14 19 0.6 9300 1033 250 181 395 148 398 256 1.4 1.4
B 82 3 259 fleece 5.6 15 21 0.4 14,500 2589 400 181 356 370 770 287 1.6 2.0
B 84 3 240 none 0 16 19 0.0 - - - 181 - - - - - -
C 59 3 189 trough 11.4 11 15 1.0 14,300 1254 250 181 408 179 429 445 2.5 3.5
C 63 3 202 fleece 5.6 11 16 0.5 13,300 2375 400 181 419 339 739 376 2.1 2.8
C 64 3 206 none 0 12 17 0.0 - - - 181 - - - - - -

decisive a = 7 d = 3.5

For each of the considerations and the initial situations described below, the green area
per workplace in the different rooms was used. It is dependent on the size of the installed
vegetation as well as the number of possible workstations in the room under consideration.
This results in costs for the greening per workstation. The respective values are shown in
the Table 3.

It is to be pointed out again expressly that in the following considerations, only the im-
provement of the air humidity is used as reason, however numerous further reasons speak
for indoor greenery, which were not considered in the context of the present investigations
due to so far lacking data. In Section 4, these connections are explained prospectively.

3.5.1. Initial Situation: Profitability after Seven Years Using Linear Depreciation

For this first consideration, it is assumed that the greening system as a technical
system is depreciated on a linear basis over seven years—the installation costs are therefore
spread over 7 years. The costs for green care and technical maintenance are considered as
annual costs.

Assuming a usage period of 7 years, the following statement can be made depending
on the green space considered: From d days less sick leave per person, it will pay off to
have greenery. The number of d days varies between 1.4 and 3.4 (Table 3).

3.5.2. Initial Situation: Profitability after A Certain Number of Years

In a further step, the following statement shall be made: “With a reduction of d sick
days, the construction of the greenery is already paid off after x years”.
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To answer this, the annual costs for the greening per workstation are set in connection
with the number of workstations in the room and the size of the greening and with the
annual savings with reduced sick leave by a certain number of days at about 181 euros per
day each. This can be calculated by the following Equation (1) and respectively Equation (2).

wsgreen·x
(

C0

x
+ Ccare

)
= Csick·d·x (1)

x =
wsgreen ·C0

Csick·d − wsgreen ·Ccare
(2)

x—number of years; Csick—costs per sick day per person; d—number of sick days; C0—
installation costs for greenery per m2; Ccare—costs for technical maintenance and green
care per m2 and year; wsgreen—m2-greenery per workstation.

3.5.3. Initial Situation: Reduction of Sick Days in Number of Days

Studies have shown that in greened offices with correspondingly improved humidity,
sickness-related days of absence decreased by up to 3.5 days per employee [55]. The
calculations based on the costs to be attributed to the greening and the saved wage costs
calculated with Equation (2) show that the greening systems installed in the rooms are
rewarded after only 1.4 to 6.3 years.

This large difference between the considered rooms or rather the exception with
6.3 years is especially due to the size of the greening with troughs in building A.

3.5.4. Initial Situation: Reduction of Sick Days in Percent

Another approach that has been followed is based on the correlation that statistically
speaking, when humidity improves into a comfortable area, there is a certain percentage
decrease in sickness absence due to respiratory diseases. As already explained in Section 1,
this correlation has already been scientifically proven with regard to the transmission and
survival of viruses at different levels of humidity. In addition, in an experiment described
under [56], 30–40% fewer symptoms related to symptoms of the mucous membranes were
detected. Based on their research, Fjeld et al. [43] found that plants reduce dry throat
symptoms by 25% and coughing symptoms by as much as 37% due to the increased
humidity in the room.

The reduction of these complaints results in reduced sick leave due to these symptoms.
Here, an assumption of a reduction of 25% is made.

Based on the average number of sick days in Austria due to respiratory diseases,
which were explained in Section 1, this results in a reduction of sick days by about 2 days.

This results in a profitability of the installed greening systems after between 3.3 and
12.7 years, depending on the greening system and area under consideration. Moreover, in
this case, the large spread of values is due to the large differences in the size of the rooms
and the installed greening systems.

3.5.5. Generalization of Assumptions Based on Dimensioning Factors

The calculations carried out so far are based on data obtained in the course of research
projects in implemented projects. Within the framework of the research project, a formula
for the dimensioning of vertical indoor greenery to achieve the optimum level of comfort
in relation to humidity (relative humidity 45%) in the interior could also be developed. The
dimensioning differentiates between technical and manual ventilation and between good
and bad user behavior with regard to ventilation or the circulation of the ventilation system,
i.e., the existing air exchange. Using these dimensioning factors, the necessary green area is
calculated in m2 depending on the floor area of the room (technical ventilation, circulation
1x per hour: 0.2; technical ventilation, circulation <1x per hour: 0.1; manual ventilation,
good user behavior 0.08) [48,50]. Figure 5 shows the surface of an office depending on
workplaces and the resulting surface of greenery for the different options of ventilation.
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Figure 5. Surface of office (Aoffice) depending on workplaces (y) and resulting surface of greenery
(Agreen) with technical and manual ventilation according to dimensioning factor (g).

If the sizes of the greenery installed in the three buildings in Vienna are checked on the
basis of these dimensioning factors, it is noticeable that they are significantly larger than
those calculated after the dimensioning. However, this does not represent a contradiction,
but the developed formula is in a way based on these research results. If the systems are
too large in relation to the room size, there is a risk that the humidity in the room is too high
due to the greenery. However, this fear could be excluded on the basis of the long-term
measurement data. In other words: These effects can also be achieved with smaller surfaces
only in relation to air humidity. However, if other effects are also considered, such as the
influence on the room acoustics or aesthetic aspects, other greening areas may well prove
to be useful. However, it is always necessary to pay attention to the increase in humidity
and to select an optimum of effects. Last but not at least, these effects also depend on the
choice of plants.

Furthermore, this generalization now includes costs for installation as well as green
care and technical maintenance based on current manufacturer information. These costs
amount to 800 euros per m2 for the installation and 150 euros per m2 per year for the
maintenance of the green care and technical maintenance.

Based on the calculations carried out for the model buildings, the following Equation (3)
applies for a general dimensioning, whereby the following conditions apply ((4) to (7)). For
an office space, the dimensioning factor thus results in a calculation according to Equation (8)
for the number of years after which the installation of greenery based on reduced sick leave
has paid off. Figure 6 visualizes these Equations for better understanding.

Agreen·Cgreen, annual = Csick,o f f ice,annual (3)

Agreen = Ao f f ice·g (4)

Ao f f ice,min = 8 + 5 (y − 1) (5)

Cgreen, annual =

(
C0

x
+ Ccare

)
(6)

Csick,o f f ice,annual = Csick·y·d (7)

x =
C0

Csick ·y·d
Ao f f ice ·g − Ccare

(8)
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Figure 6. Overview of application of Equations (3)–(8) to calculate number of years to profitability of
greenery through reduced sick leave.

Agreen—surface greenery; Cgreen,annual—total annual costs for greening per m2; Csick,o f f ice,

annual—annual costs for sick leave per office space; Ao f f ice—surface of office; y—number of
work places; g—dimensioning factor for greenery; Ao f f ice,min—minimum size of an office for
x employees; C0—installation costs for greenery per m2; x—number of years; Ccare—costs for
technical maintenance and green care per m2 and year; Csick—costs per sick day per person;
d—number of reduced sick days.

For an office space with 6 workplaces and the minimum size of 33 m2 specified by AStV
and assuming technical ventilation and a circulation of 1x per hour (dimensioning factor
0.2) as well as the costs for the greenery according to the above-mentioned manufacturer’s
specifications, it follows that, assuming a reduction in sick leave by 2 days per person,
the greenery will be profitable after about 4.5 years. For the same space with manual
ventilation, the greening will be profitable already after about one year, since the size of the
greened area of about 3 m2 is significantly smaller than in the first example with 6.6 m2.
Figure 7 illustrates the number of years to profitability comparing the costs for greenery
and the according benefits for reduced sick leave for different cases such as different sizes
of offices (3 or 6 persons) and different reduction of sick leave (2 or 3 days) as well as
different types of ventilation (manual and technical). Profitability is given as soon as the
line of costs intersects with the line of benefits.
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Figure 7. Years to profitability of costs for greenery through benefits of reduced sick leave for
different cases.

4. Conclusions and Outlook

The calculations and analyses carried out have shown that an economic consideration
of indoor greening in relation to its effects on sick leave in offices is definitely worthwhile
due to the improvement of humidity in the room and its impact on human health.

The positive effects of vertical indoor greening on the relative humidity of the indoor
air have already been proven worldwide and can also be confirmed for the six greened
sample rooms under consideration on the basis of the analyzed measurement data. On
this basis, the effects on an office space and the workplaces and employees located in it
were derived.

The effects on sick leave were assumed in these studies based on expert literature and
only the effect of improved humidity in the form of hygrothermal comfort was considered.
Other known positive effects of greening have not been considered so far. In the office
environment, these include in particular the improvement of the reverberation time and
thus the influence on the room acoustics as well as the possible enhancement of the working
environment through greening. It can therefore be assumed that there may be further
positive effects on working life and employee satisfaction. In particular, unspecific clinical
patterns related to sick building syndrome should be further considered in this context.

A comparison of these effects on the humidity of greenery with conventional air
humidification systems or extended possibilities of building technology systems could
also be made. However, such systems also cause costs for technical maintenance and, in
addition, they only pursue the one benefit of the change in air humidity and, as technical
systems, do not achieve any further advantages as is the case with greening.

It should be pointed out that this article is not a financial report, but presents a method
to demonstrate and quantify the effects that have not been considered in investment
decisions about vertical greening up to now.

Furthermore, it is to be differentiated in connection with the presented method between
the macro economical costs of sick leave and the costs for one company, as was already
explained in the introductory chapters. So far, only wage costs were considered, and no
macroeconomic total calculation were aimed at, which would include also costs of insurance,
hospitals, etc. The calculated profitability is therefore a conservative consideration.

Additionally, it must be taken into account that the calculations are subject to uncer-
tainties and, especially when using living, technical systems and when considering the
effects on humans, a generalization is not always exactly possible. Uncertainties exist, for
example, with regard to personnel costs, prices of greenery, actual reduction of sick leave,
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as well as in the generalization of sick days and the assumption that the air quality in the
office space considered was not optimal before. With regard to a practical application of
this method by a specific company, however, it should be pointed out that the formulas
presented, with their in-house data for personnel costs and sick leave, provide direct results
that are subject to greater certainty.

In a further step, the extension of this presented method to other areas such as outdoor
greening is possible. However, this expansion is more complex due to the fact that the
effects and responsibilities cannot be clearly assigned. In the presented example of office
space and the saving of wage costs, it can be assumed that the person who invests in the
greening is also the one who benefits from the savings. Due to the different levels on which
vertical greenery is effective in outdoor areas, as shown in [47], the analysis is therefore
also much more complex. One instrument that should also be considered in this context
is the Cost-Efficiency-Analysis, because it allows the intersection between buildings and
urban planning to be made visible, which is also the focus of the greening of buildings.
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Abstract: In recent years, articles have been published on the non-visual effects of light, specifically
the light emitted by the new luminaires with light emitting diodes (LEDs) and by the screens of
televisions, computer equipment, and mobile phones. Professionals from the world of optometry
have raised the possibility that the blue part of the visible light from sources that emit artificial
light could have pernicious effects on the retina. The aim of this work is to analyze the articles
published on this subject, and to use existing information to elucidate the spectral composition and
irradiance of new LED luminaires for use in the home and in public spaces such as educational
centers, as well as considering the consequences of the light emitted by laptops for teenagers. The
results of this research show that the amount of blue light emitted by electronic equipment is lower
than that emitted by modern luminaires and thousands of times less than solar irradiance. On the
other hand, the latest research warns that these small amounts of light received at night can have
pernicious non-visual effects on adolescents. The creation of new LED luminaires for interior lighting,
including in educational centers, where the intensity of blue light can be increased without any
specific legislation for its control, makes regulatory developments imperative due to the possible
repercussions on adolescents with unknown and unpredictable consequences.

Keywords: natural lighting; visual comfort; artificial lighting; indoor lighting design;
chronodisruption; circadian rhythms; daylighting; sustainable lighting design; LED luminaires;
indoor environment quality; classroom lighting

1. Introduction

In recent years, an unprecedented technological revolution has taken place. Many of the luminaires
that humans use are being replaced by new light emitting diode (LED) light sources. Unlike the
luminaires that have been used until now, which had fixed and known emission spectra, the spectral
composition and intensity in each range of the visible spectrum of these new LED luminaires can be
made to order, even including fixed or remote electronic control systems, and can be varied as desired
at any time.

It is a scientific fact that human beings have genetically evolved to perform their activities during
the day and rest during the night. The evolution of the human species has occurred under periodic
and relatively stable cycles of light and darkness, next to the main cycle, which is linked to the rotation
of the Earth on its own axis (light–dark cycle, 24 h) and the rotation of the earth around the sun
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(seasons, changed daylengths as a function of latitude, annual cycle, lunar cycle). Natural selection has
favored the presence of biological clocks through all lines of evolution, allowing animals to optimally
benefit from these cycles [1–4].

Maintaining proper lighting cycles, with appropriate levels of light during the day and darkness
at night is beneficial to the synchronization of the circadian system. It is not only the amount or type of
light we are exposed to that is important, but also the time of day when that light is received. Biological
rhythms persist in constant environments; the origin of such rhythms is endogenous and depends on
an internal clock. They are not, by default, driven by external signals but do have the ability to become
driven by several of these signals.

The increasing use of electronic equipment late at night from an early age has aroused curiosity
and fear about various related consequences, especially for children and adolescents [5]. Therefore,
in this review, we examine all relevant scientific and regulatory information that exists or is under
development. Numerous scientific studies demonstrate the influence of light on our biorhythms,
and therefore, on the moods of adolescents [6,7].

The evolution in lighting with the introduction of LED lights that can emit any wavelength at any
intensity has raised concerns about what combinations of light can be received and emitted by electronic
equipment and disturbing doubts about such light’s consequences for the health of adolescents.

The main objective of this review is to study the different sources of artificial light that adolescents
may receive and the physiological and psychological consequences of their absorption. From this
general objective, the following specific objectives were developed:

a. determine the nature of the light emitted from electronic equipment that can be used by
adolescents from the perspective of the possible risks of blue light on the retina and its effects on
circadian cycles and mood,

b. evaluate the new sources of indoor lighting that can be installed in educational establishments
today and their possible influence on mood,

c. study the current regulations (or those under development) related to new sources of artificial
light, and

d. propose control or preventive measures to improve the health of adolescents.

The light used in the personal and educational contexts of adolescents can be harmful, so there
must be an awareness of the need to implement ethical and healthy regulations related to lighting to
optimize the health and performance of young people in school contexts [1,3]. It is essential to carry
out a bibliographic review and a review of the current regulations in all proposed areas to successfully
legislate and set limits on the emissions of new LED lights according to their uses.

Research and practice in the domain of indoor lighting design have become a relevant topic in
the search for indoor environment quality. A keyword search of articles and abstracts related to these
research areas was carried out through the Web of Science (Figure 1). Indoor lighting design was
the keyword.

Figure 1. Keywords for indoor-lighting-design-related issues.
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2. Methodology and Sources of Information

The aim is to study certain processes that occur in nature without intervening or manipulating the
possible variables. For this purpose, an analysis of the physiological and psychological consequences
of the absorption of light through the human visual system will be carried out through an exhaustive
bibliographic and documentary review based on the proposed objectives. In this review, we undertake
a study of the existing literature in the scientific community concerning the effect that artificial lighting
can have on adolescents, including an exhaustive study of the literature on lighting in classrooms,
the use of natural lighting, quality requirements of the interior environment in classrooms, and how
lighting influences the visual health of adolescents.

The Federation of National Manufacturers Association for Luminaires and Electrotechnical
Components in the European Union (CELMA) published measurements of several LED luminaires
with an illuminance of 500 lx showed that none of these luminaires had blue emissions in group 2.
EN 62471 classifies light sources into four risk groups: 0, 1, 2, and 3 (where 0 = no risk and 3 = high
risk). The sun is classified as high risk, or group 3 [8]. Further measurements by the French Agency for
Food, Environment and Health and Safety at Work (ANSES) in 2010 showed that all measured LED
sources were in groups 0 and 1 according to EN 62471 UNE EN 62471:2009, the “Photobiological safety
of lamps and appliances using lamps”. This risk is measured according to two different methods,
depending on the product being measured [8].

La EN 12464-1, the European standard for indoor lighting, has detailed the recommended values
of illuminance and uniformity for classrooms (6.2 Educational Buildings) with light levels between
300 lx, and 500 lx (EN 12464-1, 2002) [9]. Figure 2 shows the blue light retinal exposure risk weighted
irradiance for small sources (EB).

Figure 2. Comparison of the irradiance values of some lamp types at 500 lx (typical for indoor lighting)
with daylight at 5000 lx (typical for outdoor lighting) [10].

Light emitting diodes (LEDs) are light sources in which light is created within solid-state materials.
The light emission is obtained by the interaction of an electric field with the solid material. The physical
process is called “electroluminescence”. This phenomenon was discovered as early as 1907, and the
first practical product based on it was created in 1962. The semiconductor material used in LEDs
is selected so that it emits in the visible or ultraviolet range. Different materials produce light with
different wavelengths (different colors). They have the characteristic of having a very narrow range
of emissions.

The general lighting levels used in interiors via LED luminaires with cold color temperatures of
4000 K, 6500 K, and even 9000 K (whose blue components very high) are never enough to cause damage
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to the retina, as long as one does not look at the naked light source. The possible photobiological risk of
blue light can be assessed using the criteria set out in EN 62471 [10], which have been indicated above.

From three billion years ago until 130 years ago, living organisms had one part of the day of
sunlight, and other part of the day, darkness. From 130 years ago until today, thanks to artificial light,
humans have experienced short periods of sleep, dim light inside the buildings where we work, short
periods of time receiving natural light, bright light in the bathroom during the night, and dim light in
the bedroom while we sleep [11,12].

Before the invention of electric light, humans had a “first sleep”, after which they would arise
and engage in tasks or go and visit neighbors. Then, they would have a “second sleep”. This whole
process took about 12 h. Today, we have only one sleep that lasts 7 or 8 h at most [13,14].

The study of the non-visual effects of light entering our eyes is so topical that the 2017 Nobel Prize
in Physiology and Medicine was awarded jointly to Jeffrey C. Hall, Michael Rosbash, and Michael W.
Young [15] for their discoveries on the molecular mechanisms of circadian rhythm control. Below are
some terms that have emerged in this new branch of science.

Chronobiology is the branch of science that deals with the physiological variations of living beings
called circadian rhythms, which occur approximately every 24 h, as well as the study of the processes
of synchronization with the surrounding environment The variation of endogenous circadian rhythms
that are determined from individual differences and psychological factors is described as a chronotype.
Twenty-five percent of people are active from noon onwards, go to bed late, and then get up late; these
people are commonly called “owls” [11].

Smolensky and colleagues define chronodisruption as an alteration in the internal temporal
order of physiological, biological, and behavioral rhythms. If chronodisruption becomes chronic, the
asynchrony, advancement, or retardation of peripheral clocks may occur [16].

3. Possible Effects of Artificial Light Absorption on Adolescents

3.1. Studies on the Non-Visual Effects of Light Absorption through Our Visual System

Stevens and Zhu [17] observed that the sun is our primary source of light during the day and that
for millions of years sunlight has shaped mammals’ endogenous circadian rhythms including when to
wake up, body temperature, metabolism, oscillations of gene expression, and hormone production
throughout our bodies. Electric light, in contrast, is dim and alters all aspects of our internal circadian
rhythms. Its intensity and spectral content are often not adequate during the day for proper circadian
resetting and are too great at night for “true darkness” to be detected.

In 1975, the scientist Richard J. Wurtman wrote an extensive article talking about the effects of
light on our internal organs, such as the ovaries, and tissues, such as the breasts. This publication was
visionary because of the knowledge of the scientific community at that time [18].

Guido et al. [19] established that the retina contains a biological pacemaker that influences the
entire circadian system. Glickman et al. [20] stated that an illuminance of 2500 lx is necessary to
suppress nocturnal melatonin in humans, but it was later determined that under certain conditions,
such as below 1 lx, melatonin can be suppressed in humans.

There is a growing trend in the scientific field to a consensus that exposure to light influences many
psychological processes through at least two pathways unrelated to the phenomenon of vision [21].
The best-known pathway is related to the regulation of melatonin secretions by the pineal gland [22].
This pathway controls circadian rhythms. Exposure to light at night, particularly at short wavelengths,
suppresses melatonin and influences insomnia. The other pathway acts on the level of alertness
by activating a mechanism separate from that of melatonin suppression, during which cortisol is
secreted [21].

Given the large amount of data that is gradually appearing on the positive and negative effects
of artificial light related to health, Erren et al. defined photohygiene as exposure to light under the
optimal conditions of periodicity, quality, and quantity [23].
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A study carried out by Cho et al. [24] stated that sleeping with the lights on causes acute negative
effects on the structure and quality of sleep. A later study showed that these negative effects could
affect aspects related to memory by producing corneal levels of less than 10 lx. The experiment was
conducted with a 5779 K LED source with a diffuser [25].

The World Health Organization’s (WHO’s) International Agency for Research on Cancer (IARC) has
classified “shift work involving circadian disruption” as probably carcinogenic to humans (group 2a).
Continuous light contributes to acute confusional syndrome in adult intensive care units, where
environmental constancy is the norm [26].

Dim light melatonin onset (DLMO) refers to the onset of melatonin secretion under low light
conditions. The human body is programmed for this moment to occur when the sun is setting. Graham
and Wong [27,28] noted in their study that intense blue light cancels the night peak 10–20 min after
exposure, which returns to its initial value after 40 min once the stimulus is removed.

In relation to the time of day, exposure to light can generate clock advances or delays as defined
by the phase response curve (PRC), so bright light at the beginning of the biological night (from the
start of melatonin elevation to the time when the minimum body temperature is produced) generates
a phase delay, while in the morning (from the minimum body temperature to 8 h later), it produces
an advance. Epidemiological, clinical, and experimental studies with animal models show that the
chronodisruption produced by artificial light during the night may be related to pathologies such as
the increased incidence of metabolic syndrome [29], cardiovascular disease [29], and cognitive and
affective disorders [30].

Exposure to light at night (LAN), reduced or inadequate light intensity during the day, or decreased
contrast in the light–dark cycle all contribute to chronodisruption (CD). The cognitive decline, affectivity,
behavioral and sleep disturbances, and limitations in the daily activities of elderly patients with
senile dementia and their caregivers have been associated with alterations in circadian cycles [31].
Artificial light at night (ALAN) is drawing the attention of researchers and environmentalists for
its ever-increasing evidence on its capacity for “desynchronization” of organismal physiology [32].
Obesity is a common disorder with many complications. Although chronodisruption plays a role
in obesity, few epidemiological studies have investigated the association between artificial light at
night (ALAN) and obesity. Since sleep health is related to both obesity and ALAN, Koo et al. [33]
investigated the association between outdoor ALAN and obesity after adjusting for sleep health and
the association between outdoor ALAN and sleep health.

Simón and Sánchez [34] noted that about 20% of people in today’s society spend most of their time
during the day indoors under dim lighting, with low physical activity and irregular, short sleep cycles.
The authors suggest that these factors could contribute to the prevalence of chronodisruption possibly
facilitating pathologies such as cancer, intestinal conditions, metabolic syndrome, cardiovascular
diseases, mood disorder, and cognitive impairment. Chronodisruption may also adversely affect
melatonin and cortisol levels. Cortisol is a regulator of stress-related functions [34]. In 1998, Sterling
and Eyer [35] defined the role of allostasis as “maintaining stability through change” and noted that
cortisol secretion and stress are a “body’s adaptation to an unknown situation that must be transient
and therefore blocked or stopped”. The authors comment that night shift workers have a high risk of
circadian disruption and, therefore, hormonal alterations. Similarly, Mirick et al. [36] suggest that a
low level of urinary sulfatoximelatonin is related to working at night, which results in higher levels
of cortisol.

Stevens and Zhu [17] state that light is a regulator of psychology and behavior and that its effects
have evolved over millennia throughout which illumination has provided reliable information about
the time of day. The authors claim that the advent of electric light has now altered this relationship
with patterns of light exposure reflecting personal tastes and social pressures. It is important, therefore,
that non-visual light effects be incorporated into lighting design. For example, one might ask to what
extent existing architectural lighting replicates the biological effects of natural light, how lighting could
be used to minimize the harmful effects of shift work while promoting alertness and safety, or how
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light therapy could be optimized. The lighting industry and scientists have begun research in this
direction. They argue that we must first determine how light impacts human behavior and psychology.
There are two different techniques for measuring light and there are different scientific criteria to
determine which of the two is the most suitable: radiometry (quantitative analysis) and photometry
(qualitative analysis).

Several studies have observed that humans are adopting increasingly nocturnal lifestyles, both
for work and for leisure, which has resulted in the night becoming excessively illuminated, while we
spend most of the day in poorly lit interiors. This results in an increasing gap between our habits and
the natural synchronizers of the circadian system. Chronodisruption or circadian disruption (CD) is
the physiological price of exposure to light at night [16,17].

It is well established that light affects both visual and non-visual systems. Little attention has been
given to testing the effects of light on building occupants’ non-visual responses, and, consequently,
lighting specifiers have been offered little guidance on the design and application of lighting for
non-visual effects. A study conducted by the Lighting Research Center, by Figueiro et al. (2019) [37],
helped to fill that gap through field-testing of light exposures from a novel luminaire designed
to promote entrainment and alertness throughout the day in actual office environments. The data
supported the inference that light exposures, when properly applied, can promote circadian entrainment
and increase alertness.

Recent research has shown that exposure to bright white or high blue light stimulates alertness,
but these effects are not seen in tasks that demand a high cognitive level. Individual and psychological
differences have been taken into account to explain the variability in the cognitive effects of light.
Sensitivity to light depends on individual differences in the PER3 gene clock involved in sleep–wake
regulation, age, the cognitive domain, and task difficulty [38]. Some authors claim that exposure to
bright daylight indoors can result in positive vitality, alertness, and help promote a healthy, active day.
These studies reveal that bright light induces improvements in alertness when healthy participants are
experimentally deprived of sleep or light prior to exposure to this indoor light [39].

Experimental studies have shown that the magnitude and duration of non-visual light effects
depend on previous light doses [40]. Exposure to bright indoor light would induce weaker non-visual
effects in spring than in autumn and winter [39].

Angel Correa et al. [38] observed that bright white light or light enriched in the range of blue
increases alertness but that this is not effective for high cognitive level tasks, such as sustained attention
to task response (SART). The authors observed that the results varied greatly depending on the
individuals and their previous states of alertness, with higher results among those who previously had
a better state of alertness or vigilance.

Wright Jr. et al. [41] conducted an experiment in which they recruited eight participants
(two women and six men) aged around 30 years old whose circadian cycles were previously studied at
their work and home. The participants then spent a week camping in the mountains without electricity.
Among the eight subjects, there was a wide range of chronotypes (i.e., larks and owls) and sleep times.
The beginning of melatonin release is approximately 2 h after sunset. Due to the habits of modern life,
this release now occurs later. After a week of camping, the beginning of melatonin secretion occurred
closer to sunset and elimination occurred at dawn, aligning larks and owls more closely to the duration
of natural light. In their conclusions they state that “increased exposure to sunlight may help reduce
the health consequences of circadian disruption”.

3.2. Analysis of the Possible Negative Effects of Blue Light from Electronic Devices on the Eyes of Adolescents

The first type of cancer to be associated with the suppression of melatonin production was breast
cancer in a 1987 publication by Stevens [42]. Stevens claims that the level of ambient light in the
room during the sleep period is associated with other diseases such as diabetes, obesity, depression,
and affective disorders, supported by multiple publications, such as Obayashi et al. (2013) [43] and
McFadden et al. (2014) [44]. The authors conclude by stating that, although the light that reaches us
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from the sun contains a high irradiance at all visible wavelengths, its maximum is 480 nm, which is
perceived by humans as a beautiful blue (e.g., a clear day in the middle of the morning). This is the
most optimal wavelength to signal to an organism that it is day rather than night [43].

Experimental and epidemiologic studies suggest that light at night (LAN) exposure disrupts
circadian rhythm, and this disruption may increase breast cancer risk. Ritonia et al. (2020) [45] found
no association between residential outdoor LAN and breast cancer for either measure of LAN. The
authors found no association when considering interactions for menopausal status and past/current
night work status. Ritonia et al. [45] are consistent with studies reporting that outdoor LAN has a
small effect or no effect on breast cancer risk.

Konis et al. [46] conducted a 12-week study of 77 patients in eight dementia care facilities with the
assumption that increased exposure to indoor lighting with natural light could reduce depression and
other neuropsychiatric symptoms. The authors stated that they found positive results, but that these
results should not be interpreted as a definitive prescription to replace existing treatments and that
further studies should be carried out on the subject.

Lai et al. [47] concluded from their studies on mice that blue light is harmful; moreover,
epidemiological studies on humans were found to be inconclusive regarding positive or negative
effects of the use of blue-light-blocking intraocular lenses (IOLs). In an experiment conducted with
18 groups of four rats that were exposed to light between 460 and 480 nm with intensities of 0.6 and
1.5 W/m2, the authors concluded that the safe amount of time that these animals can be exposed to
these irradiances is 12 h with an intensity of 0.6 W/m2 and for 4 h with an intensity of 1.5 W/m2 [48].

Roehlecke et al. [49] irradiated a culture of mouse retinal cells using blue light with a peak
emission at 405 nm and an intensity of 10 W/m2 and stated in their conclusions that oxidative stress
was produced and reactive oxygen species (ROS) were generated. Torkaz et al. [50] (2013) stated that
the retina is especially exposed to oxidative stress due to high oxygen pressure, UV exposure, and blue
light promoting the generation of ROS. Nakanishi et al. [51] stated that cultured ROS cells exposed to
blue LEDs with an emission peak at 470 nm and an intensity of 48 W/m2 showed a significant increase
in ROS occurrence.

Chamorro et al. [52] radiated human retinal pigment epithelial cells) (HRPEpiC) using blue light
emitting LEDs with peak emissions at 468 nm, using green light with peak emission at 525 nm, and
using red light with peak emissions at 616 nm, as well as white light, in 12 h light–dark cycles. The
authors observed ROS, cell DNA damage, and apoptosis (delayed cell death).

3.3. Measurements of Light Emitted by Luminaires and Electronic Equipment Used by Adolescents

There is a growing number of articles on the subject of light emitted by luminaires and equipment.
In an article published in 2013, Hassoy et al. [53] noted that mobile phones are widely used by children
and adolescents. The authors provide data from several countries including 76% phone use in Hungary,
79% in Sweden, and 94% in Germany.

In 2014 in Barcelona, the Spanish testing laboratory accredited by the Empresa Nacional de
Acreditación (ENAC) FUTTEC S.L carried out, with a double monochromator spectrometer calibrated
by the Centro Superior de Investigaciones Científicas (CSIC), different irradiance measurements on the
blue ranges of mobile phones, laptops, and indoor lights in W/m2 compared to the same ranges within
the blue range of UVI 6 and UVI 9.

The measurements were made at the distances that the electronic devices are located from our
eyes. Figure 3 shows a graph of the ultraviolet index (UVI) measurements (around five) given by the
Department of Astronomy and Meteorology of the Faculty of Physics at the University of Barcelona.
The maximum irradiance was observed around 480 nm.
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Figure 3. Several solar spectral distributions provided by the Faculty of Physics of the University of
Barcelona [54].

These results were made public at the Congress of the General Council of the Official Associations
of Pharmacists of Spain (CGCOF). Below are the results of the irradiance measurements of 10 nm
between 400 nm and 600 nm performed by the FUTTEC test laboratory including:

• irradiance at solar noon on a spring day with a UVI of 9 measured by the Astronomy Department
of the University of Physics of the University of Barcelona;

• irradiance at solar noon on a summer day with a UVI of 6 measured by the Astronomy department
of the University of Physics of the University of Barcelona;

• a laptop screen with a blue background in a totally dark room. A laptop screen with a blue
background in a lit room at working distance;

• emissions of a cold white light luminaire (6500 K) in an interior corridor at the distance from the
ceiling indicated by regulations;

• display of a desktop computer at a working distance with a blue background in an
illuminated office;

• irradiance in a work room of the PHILIPS company with the irradiance of a 2700 K LED light;
• a 4000 K LED light; and
• irradiance of a Samsung mobile phone screen with a blue background in total darkness.

In Figure 4, the green line represents measurements on a computer screen in a workroom, where
the windows facing the street are very close. This is why the measured irradiance is superior to the
irradiances of smartphones, computers, mobile phones, and LEDs, and similar in shape to the graphics
of sunlight.

Escofet and Bará [55] show the analysis of two computer screens and two smartphones. The
irradiance results from the computers are around 450 nm of 4 × 10−3 W/m2, and those from the two
smartphones around 450 nm are 6–7 × 10−4 W/m2. In their article, they show the absorption of different
filters to be placed in front of the screens to reduce the irradiance in the blue range and recommend
their use.

In 2018, new measurements were made in an optics laboratory on an optical bench in total
darkness with a double monochromator spectrometer from FUTTEC S.L. calibrated by the CSIC. The
measured electronic equipment belonged to students studying optics who were asked to give their
electronic equipment a blue background with maximum luminosity. The measurements were taken
at the distance at which they said they would put the equipment in place to use it. A nanometer by
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nanometer scan was performed from 350 to 500 nm to analyze the area in the blue range, as well as the
irradiance peak. Table 1 shows the irradiance and peak light results from these measurements.

Figure 4. Comparison of the irradiance of artificial light sources with that of the sun. The 400–500 nm
irradiance of electronic equipment for personal use, indoor lighting, and solar ultraviolet index (UVI)
(modified vertical axis scale). Authors’ own.

Table 1. Peak emission and irradiance of electronic devices. Results of the measurement of the peak
wavelength and irradiance in the blue range of electronic equipment. Authors’ own.

Model Irradiance Peak Wavelength Irradiance W/m2

Laptop: HP Pavilion 445 nm 0.003597388
iPhone 6-S 448 nm 0.001446128

iPad sixth generation 448 nm 0.001565119
Samsung Galaxy J7 455 nm 0.001976249

Samsung S9 452 nm 0.000369329
iPhone 8 Plus 449 nm 0.000465317

iPad second generation 451 nm 0.003354588

3.4. Studies on the Effects of Artificial Light Sources on Adolescents

Several authors [56–59], have referred for years to the problem of mobile phone addiction, which
they define in different ways as mobile phone dependence, the problematic use of mobile phones or cell
phones, mobile phone abuse, and nomophobia (a fear of being without one’s phone). Symptoms include
preoccupation with the device, excessive use with loss of control, use of the device in inappropriate or
dangerous situations, adverse effects on relationships, symptoms from lack of use (feeling angry, tense,
depressed when the mobile phone is not accessible, constantly worrying that the battery will run out,
etc.), and tolerance symptoms (the need for a better mobile phone, more software, or more hours of
use). These symptoms are similar to those of substance dependence, which is why some researchers
consider mobile phone dependence (MPD) to be an independent diagnosis.

A study was carried out in 2015 that surveyed 415 secondary school adolescents, among whom
251 were boys (60.48%) and 164 were girls (39.51%). The average age of the participants was
13.99 ± 0.8 years. The average time spent each day with a mobile phone was 131.77 ± 119.9 min.
In this way, the prevalence of mobile phone dependence was demonstrated. Indian boy and girl
adolescents comprised 33.5% and 39.6% of the study, respectively, and it was conducted using the
International Classification of Diseases 10th edition (ICD-10), classification criteria for mental and
behavioral disorder dependence syndromes [60].
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LeBourgeois et al. [61] published an article on the effects of machine-emitted light on physiological
circadian and warning sleep timers. They claimed that a high percentage of young people and
adolescents have insufficient sleep periods. They referred to a 2004 article entitled “National Sleep
Foundation. Sleep in America poll: Teens and Sleep”, in which a large majority of studies were shown
to find an adverse association between electronics consumption and sleep health, as well as a short
time in bed and reduced sleep time. U.S. population data show that approximately 30% of preschool
children and between 50% and 90% of school-age children and adolescents do not sleep as much as
they need to. Data from a study of 454 teenagers revealed that more than 60% go to bed with their
mobile phones and more than 45% use their mobile phone as an alarm or as a light. In addition, recent
studies of 2000 students in grades four through six indicated that sleeping close to what is defined as
“a small screen” was associated with increased fatigue.

Additionally, Crowley et al.’s [62] recent findings indicate that prepubescent children compared
to postpubescent adolescents have greater melatonin suppression under low (15 lx), moderate (150 lx),
and bright (5000 lx) light exposure in the hours prior to bedtime. Turner and Mainster [63] stated that
children are more sensitive to light than adults based on their eye structures featuring a larger pupil
size and a higher lens transmission.

Another study was conducted on 9846 adolescents between the ages of 16 and 19, taking into
account the type and frequency of electronic equipment used in bed and the hours spent in front of
screens during rest time. Sleep variables were calculated based on time in bed, duration of sleep,
latency time before sleep, and state upon waking after sleep. The results of the study confirm that the
adolescents spent a great deal of time during the day and in bed using electronic equipment. The use
of electronic devices during the day and night was associated with an increased risk of a short sleep
duration, a long sleep onset latency, and increased sleep deficits. The conclusion of the study is that
the frequent use of electronic equipment is as common in adolescents during the day as it is at night.
These results demonstrate a negative relationship between the use of technology and sleep, suggesting
that recommendations on healthy use could involve a restriction of device usage [64].

A total of 746 surveys were conducted by Feizhou Zheng et al. [65] with children in Chongqing,
China between October 2011 and May 2012 with data such as mobile phone use, if they feel well, and
other possible confounding factors. Fatigue was significantly associated with years of mobile phone
use and daily call duration. Headache was also significantly associated with daily call duration. There
was no significant association between mobile phone use and other physical symptoms in the children
and no consistent association with fatigue. The Independent Expert Group on Mobile Phones (IEGMP)
reported several possible reasons for such sensitivity, including the information below.

• Children are more vulnerable to potentially harmful agents than adults because their nervous
systems are developing.

• For anatomical reasons such as the smallness of their heads, thinner skulls, and increased nerve
conductivity of their brains, children can absorb more energy from mobile phones than adults.

• Due to their early and extensive exposure to these devices, children will tend to accumulate more
harmful health effects.

Yoshimura et al. [66] conducted a study on the mobile phone use of 23 nursing students. The
measurements of the mobile devices showed the peak light of the mobiles at 453 nm, and the values
of illuminance produced by each of the mobile devices were 25.3 to 42.6 lx (simulating their use in a
seated position) and 50.5 to 80.4 lx (lying down).

Bae [67], in an editorial in a Korean journal of medicine in 2017, referred to several studies on the
mobile phone dependency of adolescents. Min referred to an article by Lin et al. [68], which stated that
dependence on smartphones is a problem that has spread throughout the world and, based on the
study, proposed diagnostic criteria for smartphone addiction. Min also referred to a study by Elhai
et al. [69] that related the use of smartphones to anxiety and psychopathological depression. In the
editorial, Min states that the studies being published allude to various physical and psychological
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problems, including ophthalmological, orthopedic, and sleep disorders due to the use of smartphones.
This supports the claim that adolescents are a group at higher risk for addiction because of their
developing brains, as stated in the National Information Society Agency (KR) study, “Survey on
smartphone overuse” (2017) and in Long J et al. [70].

On 5 October 2017, the Spanish National Statistics Institute (INE) published the “Survey on
Equipment and Use of Information and Communication Technologies in Households. Year 2017”.
The statistics show that the proportion of children (from 10 to 15 years old) who use information and
communications technology (ICT) is, in general, very high. Thus, the use of computers among children
is very widespread (92.4%) (even more so for the use of the internet (95.1%)). In 2016, the number of
minors using the internet exceeded the number of those using a computer. The differences by sex were
not very significant. By age, the results suggested that the use of computers and the internet was a
majority practice among children aged ≤ 10 years old. In turn, the use of mobile phones was found
to increase significantly (Table 2) after the age of 10, reaching 94.0% in the population aged 15 years
old [71].

Table 2. Percentage of underage information and communications technology (ICT) users among
children aged 10–15 years. Percentage of underage ICT users by gender and age [71].

Computer Use Internet Use Cellular Availability

Total 92.4 95.1 69.1
Gender
Men 91.1 94.9 68.2
Women 83.8 95.2 70.0
Age
10 88.4 88.8 25.0
11 89.3 91.0 45.2
12 95.8 95.8 75.0
13 93.6 96.8 83.2
14 95.1 98.9 92.8
15 92.5 99.2 94.0

4. Lighting in the Classrooms

4.1. Classroom Lighting and Energy Saving

Mareno and Labarca (2015) [72] have suggested that the traditional daylight analysis methods
provide very limited information compared to the new dynamic methods that integrate factors such
as sky type and local light conditions. These methods reinforce the evaluation of applied daylight
strategies in favor of integrated design. This is shown in the design of classrooms by the method of
dynamic simulation, which provides quantitative information on the proposed strategies, taking into
account the levels of illumination for the visual tasks of the students.

The methods and metrics that incorporate climatic variables have been studied in order to refine
the climate data needed to apply dynamic methodologies. Climate-based daylight modeling (CBDM)
allows the integration of different variations of light in the simulations in relation to the local climate,
generating for a specific moment a series of predictions which, in general, are for each hour of a
complete year. At the same time, passive design, as an architectural principle, seeks to provide comfort
conditions within buildings by optimizing the design through the integration of environmental factors
of the site, thus minimizing the use of active means for that purpose. Complementarily, design for
energy efficiency seeks a specific purpose for it, providing the best environmental conditions to achieve
visual comfort and good lighting quality, and using the least amount of energy possible.

From the perspective of architectural design, a poor conception of lighting strategies can have
negative implications, such as increased use of alternative energies, or can directly affect users, creating
situations of visual discomfort. Dynamic metrics based on climate data (CBDM) have created a new
perspective in the study of natural light by responding to the local climate, which accounts for daily and
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seasonal variations of daylight when combined with weather data. These have displaced traditional
daylight metrics, like the daylight factor (DF), whose limitation is that it does not consider the dynamic
aspects of light: the latitude, the different seasons, the different times of the day, the variations of the
skies, and the orientation of the building [73].

The metrics developed and used in dynamic daylight performance measurements are based on
the time interval in which the basal levels of illuminance and luminance are reached within a building.
These time intervals typically extend throughout the year, based on external data such as annual solar
radiation and depending on the location of the building [10]. Among the metrics whose analyses are
based on the time variable, we have daylight autonomy (DA), useful daylight illuminance (UDI), and
continuous daylight autonomy (DAcon), which have been given a more comprehensive evaluation
based on climate files, the building’s orientation, and the time that the building is occupied. Daylight
autonomy (DA) sets an illumination value to guarantee autonomy to work only with daylight; however,
we can have an exceptional autonomy without guaranteeing visual comfort, since by not setting an
upper illumination limit, we can have too much daylight at certain times of the year.

The useful life of daylighting defines a range of illuminances that can be said to constitute useful
levels of illumination [74]. What is new about this metric is that upper and lower limiting illuminance
values are incorporated, while compliance intervals are set by integrating the concept of target ranges.
The new series defined in 2012 were the useful daylight illuminance (UDI) “fell-short” (UDI-f), when
the illuminance is less than 100 lx; the UDI supplementary (UDI-s), when the illuminance is greater
than 100 lx and less than 300 lx; the UDI autonomous (UDI-a), when the illuminance is greater than
300 lx and less than 3000 lx; the UDI combined (UDI-c), when the illuminance is greater than 100 lx
and less than 3000 lx; and, finally, the UDI exceeded (or UDI-e), when the illuminance is greater than
3000 lx [75].

Al-Khatatbeh (2017) [76] stated that in classrooms, light levels are directly related to energy
consumption due to the use of artificial light. Therefore, this study aimed to improve visual comfort
and energy efficiency in existing classrooms by investigating various adaptation methods for passive
daylighting techniques in north-facing classrooms at the Jordan University of Science and Technology
(JUST). The data from this research were obtained using computer simulations and real measurements.
The combination of the office window and the south-facing anidolic ceiling provided about 62% of
the light needed for the classrooms, and reduced the energy consumption required for lighting and
heating by 16.3%. According to Yener [77], classroom lighting should be adequate for activities such as
reading and writing on the blackboard and at desks. Kruger and Dorigo [78] found that each country
has its own classroom lighting standards, but they all fall within the 300–500 lx range. Many are based
on guidelines published by the Illuminating Engineering Society of North America (IESNA) and the
European Standards (CEN).

Currently, the tools that are available to evaluate green buildings include the evaluation of Indoor
Environmental Quality (IEQ) and obtaining the health of the occupants, and one of the elements that
can be evaluated is visual comfort. Adaptive re-use is one of the well-known strategies to improve the
sustainability of existing buildings in order to reduce material, transport, and energy consumption, as
well as pollution levels [79]. Changes in building function have degraded the level of many buildings’
IEQs, including their indoor lighting performance. The performance of indoor lighting is generally
measured by the lighting level (E), daylight factor (DF), and the uniformity ratio. The illuminance
level may vary in each room, with their different functions.

DF = Ei/Eo × 100(%), where Ei = indoor illuminance, Eo = outdoor illuminance (varies from
20–130 klx), and DF = daylight factor.

Based on previous research, Susan and Prihatmanti (2016) [80] stated that lighting in educational
institutions is a critical factor, because poor lighting is not only detrimental to the visual comfort of the
occupants, but could also lead to eye fatigue.
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4.2. Problems with Poor Lighting in the Classroom

Winterbottom and Wilkins [81] measured, in 90 secondary school classrooms, with the variable of
flicker, the lighting of the desks and the blackboards. The results showed that 80% of the classrooms
were illuminated with fluorescents, which can cause headaches and impair visual task performance.
While the illuminance (from excessive day and artificial lighting) was in excess of the recommended
levels in 88% of the classrooms, in 84% it exceeded the levels to a degree that visual comfort would
decrease. The lighting was not always adequately controlled, depending on the class design and
infrastructure. The ambient light needed for close work at desks reduced the contrast of images.
Venetian blinds in 23% of the classrooms had spatial features suitable for inducing glare. These
findings provided information on small-scale reports linking student performance, behavior, and
learning to classroom lighting. In rooms where there is no uniform lighting, when the immediate
task area is brighter than the surrounding area, the effects of glare can be significant. Compared to
the recommendations of the Chartered Institution of Building Services (2004) [82], the lighting varied
from inadequate to excessive. It is important to note that the data for this study were collected in the
summer months, when daily lighting may have been higher than the average for the year.

Winterbottom and Wilkins [81] stated in their article that there are numerous studies that have
also noted changes in behavior under particular forms of lighting. Schreiber (1996) [83] suggested
that children are more relaxed and interested in activities when classroom brightness is reduced;
while Shapiro, Roth, and Marcus (2001) [84] found that maladaptive behaviors were less frequent
under indirect full-spectrum fluorescents. Rittner and Robbin (2002) [85] indicated that daylight helps
students retain and learn information. Some authors have emphasized the importance of daylighting,
but with the need for integrative systems of natural and artificial light.

CIBSE (2004) [86] provides lighting design recommendations for different types of classrooms,
in the range of 300 lx to 500 lx; the adoption of such values helps to restrict glare to reasonable levels
(it is worth noting that a new installation with new lamps and clean surfaces can provide 25% more
lighting than the designed lighting, and only half as much as the initial lighting is present when the
lamps are old and dirt has accumulated).

Ho et al. [87] conducted a study to minimize classroom lighting costs in Taiwan by taking
advantage of natural light. In their article, they state that there is ample evidence of the damage caused
to children’s vision as a result of poor lighting conditions in classrooms. Optimal shading of classroom
windows is important to improve daylight illumination in the subtropics.

Guan and Yan (2016) [88] state that daylight varies greatly due to the movement of the sun,
changing seasons, and various climatic conditions. Customized static light assessments, known as static
daylight assessments, representing simulations of only one time of the year or one time of the day, are
inadequate for evaluating the dynamics of daylight variability. Using the graphic tool Temporal Map
to display annual daylight data, this study compared different passive architectural design strategies
under climatic conditions of five representative cities and selected the most appropriate schematic
design for each city, which in turn was integrated with the Chinese academic calendar to obtain an
improvement in occupational time. This modified map connected design work with human activity,
making the daylight evaluation more accurate and efficient. In addition, the prevalence rate of myopia
is extremely high among young Chinese people according to current government statistics [89]: up to
40.89%, 67.33%, and 79.2% in primary, junior, and high school, respectively, and remarkably, 84.72%
in university. In fact, the database, derived from the national adolescent health survey conducted
every five years, shows that nearsightedness ratios have been steadily rising in recent decades [89–91].
Meanwhile, high levels of light have been shown to have preventive effects for myopia [92,93]. Given
the potential energy savings and health benefits for students, improving the quality of light in such
environments must be a priority.
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4.3. Effects of Classroom Lighting on Student Performance

Improving student progress is vital to a nation’s competitiveness. Scientific research shows
how the physical environment of classrooms influences student progress. The structural facilities of
buildings have a profound influence on learning. Inadequate light, noise, poor air quality, and poor
heating in classrooms are factors known to be relevant to poor student progress. Students exposed
to more natural light (i.e., daylight) in their classrooms perform better than students exposed to less
natural light [94]. Cheryan et al. [95] conducted a study of more than 2000 classrooms in California,
Washington, and Colorado, in which they found students who were exposed to a large amount of
daylight in their classes had better reading and math test scores than students who were exposed to
less daylight in their classes (2–26% higher, depending on school district), even after statistical control
of the student population that included race and socioeconomic status [96]. According to the National
Center for Education Statistics (Alexander and Lewis, 2014) [97], 16% of schools with permanent
buildings and 28% of schools with temporary buildings (i.e., portable) have unsatisfactory or very
unsatisfactory natural lighting. Although the incorporation of natural light can be beneficial, it should
be done with care to avoid visual discomfort [95].

Choi et al. (2014) [98] investigated the relationship between indoor environmental quality (IEQ)
in university classrooms as a whole and student outcomes, including satisfaction with IEQ, perception
of learning, and course satisfaction. The results were collected from the students.

Lighting conditions have always been an important IEQ criterion, including the sources of natural
and artificial ambient and task lighting. Each of these elements has a unique role in user experiences
within the built environment. Exposure to various types of light may be associated with psychological
responses to human performance. Studies conducted in elementary school settings found a positive
and significant correlation between the presence of daylight and student performance across three
different school districts. Daylight received through skylights has a positive effect on students in
their classrooms. Subsequent studies comparing classrooms with a large amount of daylighting with
classrooms with less daylighting showed a 21% increase in student performance [96,99,100].

López-Chao et al. (2020) [101] state that empirical research has shown the influence of architectural
spatial variables on student performance. Their article explored the relationship between the learning
space and mathematics and artistic activities in 583 primary school students in Galicia (Spain). For this
study, the Indoor Physical Environment Perception scale was adapted and validated, and utilized in
27 classrooms. The result of this exploratory factor analysis evidenced that the learning space has three
structural categories: workspace comfort, natural environment, and building comfort. Sick building
syndrome (SBS) shows that poor quality environments harm the health of users. Specifically, students
perform better in brighter classrooms. Similarly, young children can differentiate their lighting needs
according to the task at hand, while visual comfort is a key element for artistic activities, especially
for drawing.

Heschong [96] included a focus on solar lighting as a way to isolate daylight as a source of
illumination, and separated the effects of illumination from other qualities associated with light
entering through windows. In this project, the author established a statistically convincing connection
between daylight and student performance, and between lighting and retail performance. The author
analyzed test score results for over 21,000 students from three districts located in Orange County,
California; Seattle, Washington; and Fort Collins, Colorado. The author reviewed architectural plans,
aerial photographs, and maintenance records, and visited a sample of the schools in each district to
classify the daylighting conditions in over 2000 classrooms. Each classroom was assigned a series of
codes on a simple 05 scale indicating the size and tint of its windows, the presence and type of any
skylighting, and the overall amount of daylighting expected.

Kuller and Lindsten [102] are private investigators who followed the health, behavior, and
hormone levels of 88 8-year-old students in four classes over the course of a school year. The four
classes had very different daylight and artificial lighting conditions: two had natural light while two
did not, and two were illuminated with warm white light emitting fluorescents (3000 K) while two had
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very cold white light emitting fluorescents (5500 K). The researchers found a significant correlation
between daylight level patterns, hormone levels, and student behavior, and concluded that the practice
of having no windows in classrooms should be abolished.

Wilkins (2002) [103] analyzed the performance of primary school classroom lighting given the
impact that natural light has on the educational experience of students. Boyce [104] and Dudek [105,106]
showed that natural light increases productivity, positively affects human performance, and has
biological effects on the production of the hormone cortisol, regulating light-dark cycles, and the ability
of students to concentrate. Ultimately, this is a relevant environmental aspect to be studied in order to
understand the results of daylighting of different environments.

5. Existing and Developing Regulations Related to the Non-visual Effects of Light Absorbed
through Our Eyes

In 2011, the European Commission published the Green Paper “Let’s light up the future:
Accelerating the deployment of innovative lighting technologies”. This document raises concerns
about blue light’s potential risks to vision. The Scientific Committee on Emerging and Newly Identified
Health Risks (SCENIHR) released a document in 2012 entitled “Health effects of artificial lights”, which
explored the scientific evidence on the potential impacts of artificial light radiating into the visible
spectrum on human health [107].

In 2013, the International Commission on Illumination (CIE) published the “Report on the first
international workshop on circadian and neurophysiological photometry”. This document features
multiple references to the article mentioned in this paper by Lucas et al. [108]. This CIE paper describes
the five photoreceptors located in the human eye (the three types of cones, the rods, and the ipRGCs)
and notes that they all influence the stimulation of melatonin synthesis, although the paper concludes
that much remains to be determined about their mechanisms of action. The importance of pupil
contraction in the non-visual effects of light absorption is also mentioned [109].

In 2016, the CIE [110] published the “Research Roadmap for healthful interior lighting applications”,
which refers to multiple studies with statements such as the following.

• The use of lamps with an illuminance of 10,000 lx for 30 min has been tried with positive results for
the treatment of people who have been diagnosed as suffering from seasonal affective syndrome
(SAD).

• Bright white light can have an activation effect that is linked to increased alertness, reduced
drowsiness, and increased levels of vigilance both during the day and at night. During the day,
high exposure to white light can modulate the brain’s cognitive functions such as logical reasoning
and creativity.

• People choose places with higher light intensity when they feel low in vitality and alertness.
During the day, periods of exposure to bright light (more than 1000 lx) can lead to better social and
emotional interaction. This may be due to a direct effect of bright light on serotonin metabolism.

In 2017, the CIE [111] held a working meeting: the CIE stakeholder workshop for temporary
light modulation standards for lighting systems. Current lighting systems vary widely in that their
light output shows temporary variations or flickering (temporal light modulation, TLM). Temporal
light modulation (TLM) is known to affect human visual perception, neurobiology, and behavior,
sometimes adversely. Many organizations have developed standards and regulations, and certifying
organizations have been active in research focused on these issues. Some researchers are studying
these effects, but such activities are currently uncoordinated and at risk of being inefficient. The CIE,
with support from Energy Efficiency Canada, the national association of electricity manufacturers,
Philips Lighting, BC Hydro, and Research Canada, agreed to hold a stakeholder workshop in Ottawa,
Canada on 8–9 February 2017. The objective of this meeting was to create a roadmap for research, offer
recommendations, and develop regulatory activities related to the temporary variations of light from
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lighting systems to accelerate the international regulatory development process in an efficient manner
and avoid the overlap and duplication of such efforts.

In 2018, the CIE [112] published a document titled “ED/IS 026/E:2018 CIE System for metrology of
optical radiation for light responses influenced by intrinsically-photosensitive retinal ganglional cells”.
The introduction of this paper states that light is the main synchronizer of human biological clocks and
may result in the acute suppression of nocturnal melatonin release. While the functioning of cones and
rods in the vision process are well known, the function of spectral sensitivity and a quantitative and
qualitative analysis of melatonin-based photoreception remain unexplored.

The aim of this international standard is to define the role of spectral sensitivity, quantify it, and
measure it to describe visible radiation and UVA according to its ability to stimulate each of the five
types of photoreceptors, i.e., how much each contributes to the melatonin content of intrinsically
photosensitive retinal ganglion cells (ipRGCs), and thus their mediation on the non-visual effects of
light on humans. This international standard is applicable to visible optical radiation of 380–780 nm.

This international standard does not give information on particular lighting applications or a
quantitative prediction of the response of ipRGCs; it also, does not mention health or safety issues,
such as the results of light treatments, flickers, or photobiological health.

Experts around the world are collaborating on the development of this standard which states
that light is the main synchronizer of human biological clocks and can lead to an acute suppression of
melatonin release at night.

6. Results and Discussions

Throughout this review, we have examined works by scientists who are experts in different
branches of knowledge related to humans. These studies confirm that human beings are designed
to carry out all their physiological and cognitive activities during the day and to rest at night. Our
civilization has changed the natural light–dark cycle that humans experience. Researchers have
expressed concern over electric lighting as a potential disruptor of the natural light–dark cycle [16].

Some articles [10,59,113] have stated that LED lights are dangerous because they emit much more
blue light than other types of lights and the sun. In studies on the development of LEDs, several
examples of technical publications have refuted the theory that new light sources radiate more blue
light than traditional sources (rather the opposite), including the sun. New LED-type light sources do
not necessarily produce a higher percentage of blue light than traditional light sources (mercury vapor
lamps, halogens, etc).

In addition, under normal working conditions, in accordance with current lighting legislation,
around 500 lx should be received at one’s workplace, regardless of the type of luminaire used.

If we compare the illuminance emitted by lights against those of solar irradiance, we find that a
cloudy day in the northern hemisphere will produce about 3000 lx; about 50,000 lx on a sunny summer
day in Spain; and about 100,000 lx in the tropics. Thus, we can conclude that the possible risk of
blue light on the retina under general lighting indoors is low to very low, even if one uses cold color
temperatures as general lighting.

The neurons responsible for the melatonin, serotonin balance (ipRGCs), are sensitive to light
from UVA to red, with their peak in blue. By absorbing light at the beginning of the day, melatonin is
eliminated and replaced by serotonin [59]. Within the range of the visible spectrum, the most abundant
energy we receive from the sun is blue, and its peak is approximately 480 nm. This is, therefore,
the peak of the maximum sensitivity of melatonin. Beings who are active during the day have evolved
by adapting to sunlight [114].

Since the discovery of these neurons 25 years ago, the scientific world has not stopped discovering
evidence of the synchronization of our organs, and even our individual cells, with the light and dark
cycles of nature. These discoveries are considered so important for the scientific world that the 2017
Nobel Prize in Physiology and Medicine was awarded jointly to Jeffrey C. Hall, Michael Rosbash,
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and Michael W. Young for their discoveries of the molecular mechanisms underlying the control of
circadian rhythms.

Artificial light has facilitated great advances in many fields, but it can also pose a risk as it can alter
the natural cycles of sleep and wakefulness, in many cases reducing the hours of sleep by people being
able to continue to carry out activities during the night period. An alteration of sleep can pose a risk to
health, leading to chronodisruption. Chronodisruption is an alteration of the internal temporal order
of physiological, biological, and behavioral rhythms. If it becomes chronic, asynchrony, advancement,
or retardation of the peripheral clocks may occur [17].

Epidemiological studies show that chronodisruption is associated with an increased incidence
of metabolic syndrome, cardiovascular disease, cognitive and emotional disorders, premature aging,
and some cancers such as breast, prostate, and colorectal cancer, as well as the worsening of
pre-existing pathologies.

The scientific community has shown, with multiple studies, that humans need biorhythms to
receive sufficient amounts of light in the blue range during the day but in a different proportion
depending on the time of day. Erren and Reiter define correct lighting as photohygiene. This factor
is already considered so important for health that the International Agency for Research on Cancer
(IARC) of the World Health Organization (WHO) included shift work as a cancer-inducing factor
in 2010.

Many articles recommend that the reception of artificial light should be as close as possible to
daylight. It should be more intense with a higher proportion of blue, with a maximum value at
mid-morning, which should then decrease in intensity and quantity, mainly in its proportion of blue.
For more than ten years, correct or incorrect lighting has been associated with the good or bad physical
and psychological conditions of people [17].

Increasingly more scientists are advocating the study and development of luminaires that are
more in line with sunlight [21], and there is a call for interior lighting that not only differs throughout
the day, but also differs depending on the seasons based on the response to their cumulative absorption,
i.e., there should be more intense irradiance in public spaces (including schools) in autumn and winter
and less in spring and summer [39,40].

Experiments have been carried out on patients with dementia and other neuropsychiatric
pathologies where researchers improved the symptoms of their illnesses by receiving light closer to
daylight. This light was more intense and featured a greater amount of light in the blue range than
that which they received in the centers where they reside [31].

Notably, Glickman et al. [20] observed that, although it was initially thought that an illuminance
of 2500 lx is necessary to suppress nocturnal melatonin in humans, under certain conditions, values as
low as 10 lx [114], and possibly 1 lx or less, can suppress melatonin in humans. This would support the
recommendation to sleep in complete darkness since, if we have any lights on, that very small amount
of light could pass through our eyelids.

The current majority of studies states that the minimum amount of light that we receive from
9:00–10:00 p.m. will delay the transition from serotonin to melatonin and, therefore, delay the
process of rest that is essential for health. Moreover, the sudden reception of low-intensity light
delays the process since this light is not received for at least 40 min [27]. If these disorders persist
over time, chronodisruption and undesirable cortisol levels may occur. Scientists have related this
disorder to metabolic syndrome, cancer, obesity, diabetes, cardiovascular disease, and cognitive and
affective disorders.

The accredited test laboratory FUTTEC measured the amount of blue light emitted by various
electronic equipment used by children and adolescents in 2014 and 2019. The results show that the
irradiance in the blue range of these devices (at the distance they are commonly used) is between 1000
and 10,000 times lower than what we can receive at the same time from the sun on a spring day with a
UVI of 6. Compared to a day with a UVI of 9, this amount would be up to 30% higher on a spring day.
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Based on these results, it is not considered plausible that this equipment is harmful to the retina, as our
eyes can survive 1000 to 10,000 times more light than they receive from these devices from the sun.

Yoshimura et al. [115], in their study on the use of mobile phones among 23 nursing students,
found the peak of light of the mobile phones at 453 nm, and the illuminance in the seated measurements
were from 25.3 to 42.6 lx; lying down, these values ranged from 50.5 to 80.4 lx. The authors logically
note that this amount of light is not likely harmful to the eye (as per other studies) but can affect
circadian cycles and sleep quality.

Escofet and Bará [55] studied the emissions of two computer screens and two smartphones with
irradiance results from the computers of 4 × 10−3 W/m2 around 450 nm and 6–7 × 10−4 W/m2 from the
two smartphones. The authors recommend the use of filters to protect from such irradiation. This
irradiance, however, is between thousands and tens of thousands of times lower than the irradiance
we receive from the sun.

An important issue for optometrists is that if we remove the part of the spectrum that we can most
comfortably accommodate at close distances, as explained in the introduction to this paper, we would
have to make more accommodation efforts and would require greater light intensity to do the same job.
Would that not be more counterproductive than removing a small percentage of blue?

The results of the measurements and scientific publications show that the composition of light
used for indoor lighting can influence the balance between serotonin and melatonin and therefore,
our circadian cycles.

• Analysis of the possible negative effects of blue light from electronic devices on the eyes
of adolescents

Various news media have reaffirmed the results (according to scientific studies) that suggest the
damaging effects of blue light emitted by sources of artificial light on the retina (both LED lights and
computers and mobile phones). These results are supported by published articles that correlate a
greater exposure to light emitted by LEDs with a greater absorption of light in the blue range which,
as a consequence, can accelerate the development of cataracts, pose a greater risk of damage to the
retina, and, therefore, increase the prevalence of age-related macular degeneration (AMD). Many
companies in the optical sector offer filters that absorb much of the blue light emitted by electronic
devices to protect children and adolescents from this hypothetical risk.

After observing the prevalence of this concern, a search was made for scientific articles that
corroborate this concern. The aim was to find an article showing the results of the irradiation of cell
cultures or exposure to guinea pigs via the light actually emitted by this electronic equipment.

Notably, all the studies to date that note the possible damage from blue light in living tissue,
especially the retina, have been carried out on cultures or living animals using monochromatic LED
sources (emitting only in the most oxidizing part of the blue spectrum), with significantly higher
irradiance levels than those actually emitted by electronic equipment.

Moreover, the experimental animals used include mice and rabbits, which are nocturnal animals
whose visual systems are much more sensitive to light than those of humans, without any kind of
algorithm or objective method to transpose these results into the possible effects on humans.

As a result, we believe that it is not possible to directly associate ICT’s emissions with the possible
real risks in the retinas of adolescents.

• Studies on the effects of artificial light sources on adolescents

There is an increasing number of publications by researchers (mainly from Asian countries) that
relate low indoor lighting and natural light to the increase in myopia among children and adolescents
worldwide, which in some countries, such as Singapore, involves more than 90% of children. The
specific causes are unknown. No article has provided conclusive results [112]. This pandemic remains
a challenge for the scientific community.
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The dependence and addiction due to the indiscriminate use of mobile phones by children and
adolescents all over the world already have attention within the scientific community, (e.g., nomophobia).
This is a different problem from chronodisruption described above.

There is talk of a greater risk in children than in adults due to physiological reasons such as
increased nerve conductivity and unwanted effects such as headache, dizziness, sleep problems,
insomnia, dependence syndrome, and mental or behavioral disorders [56–59,67,115].

According to the results of the INE 2017, the percentage of minors who use a mobile phone in
Spain reached 94% by the age of 15, making it a health priority to provide relevant information and
control the use of ICT by adolescents [71].

• Existing and developing regulations for the non-visual effects of light absorbed through our eyes

The authorities in the European Community, through the CIE, and internationally through the
International Organization for Standardization (ISO), have been sensitive to the concerns of the scientific
community, and groups with experts in different fields have been increasingly established to study the
non-visual effects of light.

In the development of this study, the work of the European Community was broken down as a
Green Paper published in 2011. When this document was published, the scientific community was not
yet aware of the technological revolution of the new LED lighting systems to come, especially from the
perspective of their possible influence on people’s states of mind.

European bodies studying health risks, such as the SCENIHR and the CIE from 2012 onwards,
have gradually entered into the exciting study of this new field of science.

Concern over ICT irradiance is growing. This concern is reflected by the proposal produced
at the end of 2018 for a group of experts from the CIE and ISO to jointly create a new document
(integrative lighting) to use this research for the development of standards that define the composition
of light in each area in which it will be used.

Lighting in the Classroom

• Classroom lighting and energy saving

The problems generated by the excessive consumption of fossil fuels and their effect on the fragile
balance of our planet are well known, and a reduction in expenditure due to a decrease in energy
consumption would allow countries to use these funds for the health or education of their inhabitants.
Therefore, the reduction of energy consumption must be a priority for all public administrations, both
for the savings it would entail and for the reduction of emissions of polluting gases [79,82,88,89].

In recent years, publications have appeared on studies and proposals for new parameters for
cataloging buildings (IEQ), for specific data analysis of the parameters to be studied (CDBM), and
on different parameters for obtaining more specific data, taking into account variables such as the
amount of light at each time of day and season (DF, DA, UDI, DAcon, UDI-e, UDI-f, UDI-s, UDI-a,
UDI-c) [72–75,79].

• Problems with poor lighting in classrooms

Studies on classroom lighting in this century and last century have reflected the widespread concern
around obtaining the best possible lighting for children. We found an abundance of publications
that discuss the unwanted effects on children of having classrooms that are either under-lit or
over-lit [79,81,82]. The problems of inadequate illumination can be divided into temporary physiological
problems of the visual system, psychological problems, and permanent problems of the visual system.
For many years, there have been publications on possible temporary physiological disorders of the
visual system, such as glare, headache, and/or fixation problems [81,82,85,87]. Some authors have
realized, from the results of their studies, that poor lighting, whether natural or artificial, has notable
negative effects on children’s performance and mood [84,85].
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The current pandemic of child myopia is an issue of global concern, but it is especially of concern
in Asian countries, where it is most prevalent. One of the theories proposed by scientists who study
this problem is that this increase in child myopia may be due to the short amount of time that children
are outdoors receiving natural light. The recommendation for indoor lighting is between 300 and
500 lx, while outdoor light even on a cloudy day is tens of thousands of lx [90–94,116].

Figueira et al. [116] show that 1-h and 2-h exposure to light from self-luminous devices significantly
suppressed melatonin by approximately 23% and 38%, respectively. The authors’ previous studies
suggest that adolescents may be more sensitive to light than other populations.

• Effects of classroom lighting on student performance

In 1992, the researchers Kuller and Lindsten [102] published an article in which they associated
insufficient light levels with inadequate levels of hormones, leading to negative effects on children’s
behavior, and recommended that there be no classrooms built without natural lighting. At the time of
their study, the relationship between light and the pineal gland and biorhythms was still unknown.
Later studies found a relationship between correct artificial lighting or a combination of natural and
artificial light and better performance of students in the classroom [98–101].

The influence of light on people’s moods remains a subject of study today, throughout the scientific
world. Official and scientific bodies involved in the world of lighting, such as the International
Committee on Illumination (CIE) and the Lighting Research Center, have been researching and
publishing studies for decades relating to the possible effect of lighting on the moods of students in the
classroom, and the influence of this on their learning ability and their performance [102,109–112,116].

7. Conclusions and Recommendations

The functioning of human biorhythms responds to the proportion and intensity of the light we
receive, whether natural or artificial. We are light-based beings designed to live with the rhythm
of sunlight. Published articles that refer to the possible damage of blue light emitted by electronic
equipment or LED lights do not scientifically prove that such equipment can damage the retinas of its
users, including teenagers.

According to the research conducted so far, the light received from luminaires at night and from
the electronic equipment used by adolescents, however low, is believed to have a negative influence on
the balance of circadian cycles and on the quality of sleep.

Numerous studies around the world have come to the same conclusion. There is a growing
pandemic of myopia in children and adolescents in certain areas of Asia, such as Singapore and South
Korea, that exceeds 80%. This pandemic is suspected to be related to the use of electronic devices,
but so far, its direct cause and possible solutions remain unknown.

The new generation of LED lights whose blue light intensity can be increased without increasing
the illuminance, makes it possible for the professionals responsible for educational centers to recognize
and alter the composition of their centers’ lights since this composition can influence the “mood” of
the affected people, including adolescents.

No publications were found on the composition of light in adolescent training centers or the
psychological responses to it. For all these reasons, there is growing concern among international
bodies, both at the European and the global level. These bodies have created groups of experts to
urgently develop regulations to control the composition of the lights in new luminaires.

Based on the conclusions of this review, the following control or preventive measures are suggested.
These measures could be promoted by administrations, educational centers, and families.

• Develop a “manual for the good use of electronic equipment by adolescents”.
• Public and private managers should train the professionals in charge of the maintenance of public

buildings, in this case schools, so that they can acquire the necessary knowledge for the correct
acquisition and assembly of the lights to be placed in their educational centers.
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• Make this circumstance known to the public bodies responsible for consumer protection, so they
can inform people, Thus, when consumers acquire new luminaires for their homes, they can
consider the proportion of blue light those luminaires contain due to their non-visual effects.

7.1. Limitations of Study and Foresight

The difficulties of this study stem from the scarcity of existing research in this field. The effects of
continuously increasing or decreasing the percentage of blue light in a systemic way are unknown
for human beings and, therefore, for children and adolescents. This is because, until a few years ago,
it was not possible to make luminaires with alterable light components.

There is no possibility to control the luminaires that are being made in real time for two reasons: (1) any
company or person can buy LEDs, group them, and use a programming system with a remote control to change
the proportion and composition of their light as desired and (2) as there is no legislation on the non-visual
effects of light, the proportion of blue light cannot be legally limited.

Due to these limitations, no concrete recommendations can be given to safely improve the health
of adolescents. The scientific study of the effects of non-ionizing light on living beings is known as
photobiology. This field does not currently exist as a separate subject, but is a new branch of knowledge
that involves dermatologists, ophthalmologists, physicists, opticians, and chemists, each in their own
fields. The aim of photobiologists is to integrate the specialty into all degrees of training in the health
field (pharmacy, medicine, veterinary medicine, architecture, and engineering related to animal and
plant biology).

Given its relevance to healthy human functioning, this content should be integrated into the
curriculum from the earliest stages of education, with greater emphasis on the secondary and high
school stages and the professional branches related to the field. In this sense, students should be aware
of the impact of healthy ethical light in different contexts:

• greater precision and safety for patients who have light applied to their light treatments,
• improving the quality of life of tabulated animals by receiving light much more similar to that of

the sun;
• a higher quality and optimization of greenhouse crops by irradiating them with light that is the

most similar in each case to that of genetically designed crops; and
• finally, improving the health of all humans, including adolescents, by providing much healthier

light inside buildings. The ideal lighting conditions involve the provision of natural light according
to the time of day and the season, so that artificial light processes can radiate with light that is as
similar as possible to that received when going out onto the street.

Therefore, the establishment of natural or artificial lighting according to natural parameters should
also be a priority issue in the design and construction of new educational centers, as well as in the
lighting of existing centers, to facilitate the transformation of toxic light into a new ethical–healthy
model. In this sense, it is also necessary to train senior educational managers (central and autonomous
community administration staff, as well as the directors or presidents of educational centers).

Additionally, this research offers a framework for study and reflection that will allow national
and international governments to regulate lights in order to promote naturalization processes and
new models that are applicable to the domestic, health, professional, and educational fields, thereby
facilitating the incorporation of new measures and training that will make it possible to overcome the
lack of existing regulations and training.

7.2. Lighting in Classrooms

The lighting of school classrooms has changed from being mostly mercury vapor lamps that
emitted a peak in the blue range, another in the green range, and another in the red range but with
a wide spectral distribution, to being LED lighting, for which the composition of the light and the
proportion of each part of the visible spectrum that the students now receive is different to that received
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from fluorescent lamps. LEDs do not emit a wide range of blue (blue LEDs do) but, as their emission is
centered around 460 nm, even though the luminaires have a quantity of lx similar to that which would
be obtained if a fluorescent lamp were measured with a lux meter, the effect of the proportion of blue
on the melatoninergic receptors could be very different. Do those responsible for the maintenance of
educational facilities understand the quantity of blue from the new LED luminaires they are installing
and, therefore, the light that the students receive with the new LED luminaires, and how it differs from
that which they received before?
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Abstract: Population growth has increased in the last two centuries. In the driest countries,
water supply alternatives are scarce, and desalination is an alternative to guarantee water supply.
The question is what conditions must be met by the new desalination plants to achieve the objectives
of sustainability. The present study is an analysis of the social, economic, and environmental
variables that are critical in the development of desalination plants: technology used, energy sources,
correction of the generated environmental impacts, and the most appropriate contractual model for its
development. These attributes justify at the time of writing why reverse osmosis is the safest and most
efficient technology among those available and those that are under investigation. It is proposed to
incorporate renewable energy production sources, although it is still necessary to continue depending
on the significant contribution of the traditional energy sources. The need will also be demonstrated
to adopt corrective measures to mitigate against the impact produced on the environment by energy
production and to implement monitoring plans to confirm the validity of these corrective measures.
Finally, turnkey contracts are proposed because osmosis technology is complex, although technology
should be justified by means of a decision support system. One of the determining factors is proposed
in this present analysis.

Keywords: sustainable development; desalination; reverse osmosis; renewable energies;
environmental impacts; decision support systems; types of contract

1. Introduction

“Sustainable development is the one which satisfies the present needs without threatening the
capacity of future generations to meet their own needs”. This definition by Brundtland [1] clearly
shows the idea of limits imposed on technology and “social organization due to the capacity of the
environment to satisfy present and future needs”, as Jonker and Harmsen mention [2].

Population growth has increased dramatically throughout the world in the last two centuries.
Global population is expected to go from the present 7.7 billion inhabitants to some 10 billion people
by the year 2050. One of the biggest challenges to face in the near future is how to guarantee drinking
water supply all over the world. This is an important challenge for humanity, since drinking water
availability will have to increase significantly.

Apart from this important population growth, another effect that has been observed in the past
few decades is the rural exodus to the big cities. This migration is causing demographic imbalance,
depopulating certain areas and causing big population increases in others. In the driest countries,
the most densely populated areas are actually on coastal regions due to very well-known social and
economic reasons.

Sustainability 2020, 12, 5124; doi:10.3390/su12125124 www.mdpi.com/journal/sustainability343
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Siegel [3] says that according to the American government, 40 out of 50 states and in 60% of
the USA surface, there will shortly be an alarming difference between the water available and the
increasing demand for this resource. He also explains how Israel, with 60% desert land, can be an
example for all other countries, not only because of solving their water problem, but also for having
sufficient to provide Palestinians and Jordanians with the resource. Even Iran depends on a similar
water system and China knows enough about the Israeli water system to be able to manage its own
water needs.

The situation in Cape Town, South Africa, as described by Bates Ramírez [4], should serve as an
example, since a critical water situation arose when four million inhabitants ran out of water supply.
This was the first time that such a large number of people were ever put at such a serious risk of
lack of water. The dangerous situation in South Africa was a wakeup call for other cities in similar
circumstances, such as Mexico City, Sao Paulo, and Cairo, who all face water shortages.

As the global population grows and climate change increases temperatures, water will become
even more scarce.

Oceans have roughly 97.5% of the planet’s water, and the 2.5% remaining water deposit is divided
up in glaciers, ice, phreatic layers, rivers, lakes, and atmosphere.

According to the Madrid Complutense University [5], polar ice caps and glaciers hold 69.3%
of fresh water, groundwater, 30.3%, lakes, 0.26% and rivers, just 0.006%. The remaining fresh water
is found in living beings (0.003%) on the planet, including the atmosphere. Therefore, of the total
freshwater reserve on the planet, we only have a volume of 127,679,000 cubic hectometers in rivers
and lakes.

In AQUASTAT [6], three types of water withdrawal are distinguished: agricultural (including
irrigation, livestock, and aquaculture), municipal (including domestic), and industrial water withdrawal.
A fourth type of anthropogenic water use is the water that evaporates from artificial lakes or reservoirs
associated with dams. It is worth highlighting the consensus on the use of water by humans, allocating
12% for domestic use, 19% for industry, and 69% for agricultural use. These numbers, however, are
strongly biased by a few countries which have very high-water withdrawals. Table 1 shows the water
withdrawal ratios by continent.

Table 1. Water withdrawal percentages by continent.

Agricultural Municipal Industrial

World 69 19 12

Europe 21 57 22

Americas 51 34 15

Oceania 60 15 25

Asia 81 10 9

Africa 82 5 13

Source: AQUASTAT.

The above shows not only the scarcity of the water resources and the difficulty to guarantee water
supply, but also that there are not many water supply alternatives. Water desalination is particularly
suitable for cities situated near the coast or with brackish water.

According to data published by the International Desalination Association (IDA) and Global
Water Intelligence (GWI) in the Water Security Handbook 2019–2020 [7], over 17,000 desalination
plants have been contracted, reaching a total of 107 Hm3/day of cumulative installed desalination
capacity in 2019. Desalination is operational in 174 countries. There are more than 300 million people
around the world who rely on desalinated water for some or all their daily needs, with 146 Hm3/day of
cumulative installed reuse capacity in 2019.
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The various desalination technologies are differentiated by cost, product quality, and energy
consumed. Most plants desalinate through a thermal process or using membranes.

Thermal desalination methods use heat to evaporate saltwater and they condense it again, now
without salt. They basically imitate the natural water cycle of evaporation and rainfall.

Urrutia [8] explained that thermal processes that have been used since the appearance of
desalination in the 1950s; they are mainly used in oil exporting countries today.

Torres Corral [9] pointed out that from these beginnings until the 1980s, desalination was mainly
done by distillation processes, building dual water and electric power plants, as long as the market for
the power plant was viable.

In the following section we will show how the cost of the selected desalination technology is the
most significant cost in the final price of desalinated water. Torres justified how the various oil crises
have significantly affected applied technology. The first crisis in 1973 led to optimizing the process.
The second crisis in 1979 caused a shift to the use of the reverse osmosis process, by developing
membranes which removed over 99% of salt, with mechanical resistance capable of withstanding
70 Kg/cm2 to overcome the osmotic pressure.

Reverse osmosis is based on the natural osmosis which occurs in cell membranes in living
organisms, in which water diffusion moves from an area with low concentration of solutes to
another with a higher concentration. The system used to desalinate is the opposite (hence the term
“reverse”)—the saltwater propelled to break the osmotic pressure goes through a semi-permeable
membrane, which retains water with higher saline concentration (brine) and allows water for human
consumption to pass.

According to Stover [10], in the 1990s and 2000s, the innovation in the desalination industry
focused on reducing energy consumption, improving the performance and reliability of the reverse
osmosis membranes and the innovation of energy recovery devices. It is also worth highlighting the
improvement in the processes, such as the use of a second layer of reverse osmosis for the retained
water on the first stage (brine), increasing fresh water compared to raw water and decreasing residual
brine. With these measures, not only did the energy used for desalination fall by half, but it was also
possible to build fairly big reverse osmosis desalination plants.

Scott [11] showed that the fact that desalination costs have decreased in recent years is due to
the progressive incorporation of membrane processes by those countries where energy is expensive,
thus being able to replace thermal processes.

However, even in these oil exporting countries, the tendency is changing due to oil prices, as Ibáñez
Mengual [12] stated, since the evaporating processes are associated with a thermal power plant. When
there is an imbalance between supply and demand for electric energy, this is reflected in desalinated
water production decreasing. This explains why at the time of writing desalination projects in the
Middle East used 50% evaporation technology and 50% reverse osmosis technology, with a tendency
to increase this latter technology.

Another relevant question to consider is the cost. There are several factors that contribute to costs:
the type of technology used, the type of water to desalinate, the quality of the water that is demanded,
the cost of energy, etc. Usually, the cost is divided into three blocks: investment costs, fixed operating
costs and variable operating costs.

Voutchkov [13] estimated a cost share for the membrane desalination technology: approximately
35% costs are for energy; the recovery part roughly 30%, then personnel (5%), taxes (8.5%), and industrial
profit (6%). The remaining percentage to reach 100% would be made up by membrane replacement,
chemical products, maintenance, and other costs. It is clear from these figures how important the cost
of energy is. Voutchkov reported the worldwide evolution of energy consumption, which has gone
from 22 kWh/m3 in the early 1970s to a consumption of the order of 2.8 kWh/m3 (pure desalination)
nowadays. It was during the 1990s when the greatest technological advances occurred. The impact of
these advances can be seen on the production price of the cubic meter of desalinated water, which in the
1980s was around more than $2/m3, and currently it is hovering around $0.60/m3 of desalinated water.
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However, desalination is not free from controversy and criticism related to the impact in the
environment caused by the desalination plants. Latteman and Höpner [14] warned that the Persian
Gulf has always had intense desalination activity, but that other regional centers were prominently
emerging, such as the Mediterranean Sea, the Red Sea, the coastal waters of California, China, and
Australia. Kämpf and Clarke [15] claimed in 2012 that the brine discharge was non-compliant with
the Environmental Impact Assessment (EIA). The monitoring process in South Australia was flawed,
and in 2015 the current license was modified based on the results of an independent review of the
monitoring performed for the desalination plant operations. The Environment Protection Authority
(EPA) has set strict compliance limits and monitoring requirements for the environmental license for
the plant. Fuentes-Bargues [16] published a study on the environmental impact assessment process in
Spain for seawater desalination projects with 12 years’ worth of data, identifying brine discharge as the
main impact. However, Shemer and Semiat [17] defended the use of reverse osmosis desalination and
claimed that brine discharge has minimal impacts. Recently, Saracco [18] warned of the risk of brine
contamination and pointed out how substantial damage to the marine ecosystem can be observed in
the Persian Gulf area, that requires corrective action. Most of the cited authors agree that the main effect
of seawater desalination plants is the discharge of the brine and its impact on the marine environment.
They also agree that the solution is for the environmental authorities of each country to implement
environmental impact studies that establish strict compliance limits and monitoring requirements to
verify that the measures adopted are adequate.

The desalination process has required technology development these past decades at all the stages
of the technology to reduce cost and negative impact and still meet the needs of society. This is more
pressing where there are not enough freshwater resources to supplement quality desalinated water.

Finally, it is worth mentioning that to achieve more efficiency in the process, more complex and
expensive technologies have been developed, resulting in increasing the size of the desalination plants
to decrease operation and maintenance costs. Thus, in 2018, each of the ten biggest desalination plants
in the world produced more than half a million cubic meters a day, with the largest of them reaching a
million cubic meters daily. The following factors have to be taken into account before justifying the
decision to implement a project: technical complexity, efficiency, size, and cost, forcing a search for the
best-suited method of procurement to develop the project, and achieving its objectives.

The objective of the present paper is to study the requirements that new desalination plants need
to meet to be compatible with sustainability requirements. Four areas are considered:

• The desalination technology, the necessary energy, and its production;
• The environmental impact and measures to neutralize it;
• The management of the construction and smooth running of the plants.

2. Desalination Technology

The main desalination technologies are divided into evaporation (distillation) and membranes.
To evaporate, heat and electricity are necessary, while membranes only need electrical energy and have
a considerably low consumption.

Torres [9] explained that in the distillation processes there are several systems depending on the
use of the condensation heat of steam.

The most relevant are:

• Multi-stage evaporation or multi-stage flash distillation, known by its acronym MSF;
• Multi-effect evaporation (MED);
• Mechanical Vapor Compression (MVC).

A multiple-effect evaporator is an apparatus for efficiently using the heat from steam to evaporate
water. In a multiple-effect evaporator, water is boiled in a sequence of vessels, each held at a lower
pressure than the previous one. MSF is a water desalination process that distills sea water by flashing a
portion of the water into steam in multiple stages that are essentially countercurrent heat exchangers.
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The MED is similar to the previous process but operating at a lower pressure. In the case
of multiple-effect evaporation plants, the exhaust vapors from the product are used to heat the
downstream-arranged evaporation effect so that the steam consumption is reduced accordingly.

MVC refers to a distillation process where the evaporation of sea or saline water is obtained by
the application of heat delivered by compressed vapor. This system is the most thermodynamically
efficient process of single-purpose thermal desalination plants.

Reverse osmosis (RO) is a water purification process that uses a partially permeable membrane
to remove ions, unwanted molecules, and larger particles from drinking water. In reverse osmosis,
an applied pressure is used to overcome osmotic pressure. A part of the inlet water is desalinated,
producing a certain amount of water with a high concentration of salt called brine.

Voutchkov [13] estimated a cost share, that approximately 35% goes to energy. Table 2 shows the
energy consumption of the desalination technologies described.

Table 2. Desalination technologies’ power requirements. Own elaboration.

Desalination Technology Energy Requirement (kWh/m3)

MSF 21–58

MED 15–58

MVC 7–12

RO 3–5

Desalination by nanofiltration has a similar principle to the one used for reverse osmosis. The main
difference with the latter is the characteristics of the semipermeable membranes used in this technique,
which offer a higher percentage of rejection of some ions from salts, which can operate at lower pressures
(Parlar et al. [19]). Nanofiltration is a process that has been used in recent years but basically limited to
some stages of the drinking water purification, such as softening, discoloration, and elimination of
micro contaminants.

Desalination by electrodialysis consists of the passage of ions under the effect of a continuous
electric current through a series of selective cationic and anionic permeable membranes, which allows
the electrochemical separation of ions. The membranes, separated from each other by a few millimeters,
are placed between two electrodes so that the incoming water circulates. The membranes let the ions in,
by being transferred through them from a low concentrate to a higher concentrate (Lee and Kang, [20]).

Electrodialysis has proved very viable, especially in brackish water desalination, in effluent
treatment, and in industrial processes. It is suitable for connecting directly to photovoltaic panels,
taking advantage of the use of solar energy, and it is particularly recommended in areas with isolated
saline aquifers where the connection to the electrical network is difficult and expensive.

Asociación Española de Desalación y Reutilización, AEDYR [21] states that nowadays the most
globally used technique to desalinate water is reverse osmosis, which reaches almost 70% of the
total available technologies; followed by MSF (18%), MED (7%), nanofiltration (3%), and finally
electrodialysis (2%).

The question is whether there is room for improvement in desalination technology, although
advances in this field will undoubtedly continue to occur. Inside the reverse osmosis system, the key
component is the membranes. The ones that are used at present are the result of more than 50 years
of research in polymers. In the USA, MIT researchers are experimenting with graphene membranes,
which require less pressure and therefore, less energy. Other researchers have studied the use of
carbon nanotube membranes. Unfortunately, these technologies have not yet been developed for
industrial use.

Jeff Urban [22] from Berkeley Laboratory described the line of open investigation to develop
desalination by direct osmosis through a highly concentrated extraction solution to extract water from
sea water. In a Berkeley Laboratory, they are developing extraction solutions, in gel form, which
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would extract water effectively and would then separate spontaneously from this water thanks to the
application of low amounts of heat. This line is still in the research stage and the first steps would be
taken by giving direct osmosis a complementary role in the brackish water treatment.

Another open line of investigation is desalination by solar energy. Many areas with water scarcity
usually have a decent insolation level that can be used as solar energy. De Luis López and Gómez
Benítez [23] mentioned small installations (up to 15 m3/day) of solar stills to provide drinking water in
Greece. The Freeport Plant, in the Gulf of Mexico, is more important, with a multiple stage system
(LTV, Long Tube Vertical Multiple Effect Distillation), which guarantees a relatively good output
through a progressive evaporation process at a constant decreasing pressure, producing 4000 m3/day
of desalinated water. It is a small installation if we compare it with the big desalination plants that have
been built in recent years. Some current investigations also revealed a model which has a manifold,
an evaporation tower, and a condensation tower, but with no conclusive results yet.

Subramani and Jacangelo [24] made a critical review of new emerging desalination technologies,
considering membranes that incorporate nanoparticles, carbon, or graphene nanotubes; they also
analyzed alternative technologies like the ones based on the deionization and on microbial desalination
cells. From all these options only nanocomposite membranes have been commercialized.

Estevan and García [25] stated that in Spain, desalination has evolved very positively since the
first facilities were launched in the early 1970s, that were designed by thermal type processes (MSF,
MED and MVC). These facilities were large energy users with specific consumption which could
exceed 30–40 kilowatts/hour per cubic meter of desalinated water. In the 1980s the first reverse osmosis
installations were introduced and coexisted with the evaporation technologies, mainly MVC, and with
important energy reduction consumption: 15 kWh/m3 for vapor compression plants and 8–10 kWh/m3

for those of reverse osmosis. The evolution of specific consumption in the field of desalination by
reverse osmosis, through successive technological innovations in energy recovery systems, reduced to
3 kWh/m3, contributing very significantly to the huge increase of production capacity. The graph of
the evolution of the installed capacity/specific consumption ratio in Spain done by Centro de Estudios
y Experimentación de Obras Públicas (CEDEX) is attached below in Figure 1.

Figure 1. Evolution of energy consumption to desalinate in Spain 1970–2010. Source: CEDEX.
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Today, reverse osmosis processes have been achieved under 2.7 kWh/m3, by slowly reducing the
consumption through energy recovery systems and by achieving a higher efficiency in the membranes,
which are the key elements in the process.

Jia et al [26] analyzed the energy consumption, greenhouse gas (GHG) emissions, and cost of
seawater desalination in China. The energy consumption and GHG increased from 81 MWh to
1561 MWh from 2006 to 2016. The unit product cost (UPC) of seawater desalination is shown in the
Table 3. They concluded that there was potential for energy consumption, GHG emission, and cost
reduction with the application of energy recovery units, the integration of desalination plants and
renewable energies or low potential heat, as well as the development of new technologies.

Table 3. Unit product cost of seawater desalination technologies.

Desalination Technology UPC (USD in 2016)

RO 0.8 to 1.3

MED 2.0

MSF 3.6

ED 3.0

Source: Jia et al.

However, the energy cost is still the most significant in large industrial desalination plants, as
well as the consequences regarding the sustainability of generating the necessary energy.

Improvement is still possible, mainly in three aspects:

• Design;
• Equipment and materials, especially highlighting membranes and pumps;
• Energy recovery systems.

The next significant step would be to lower the working pressure, which would reduce energy
consumption [20]. Nevertheless, this cost should be put in the context of what it really involves,
by comparing it to other activities or development, which are either not considered or are even
positive measures, without analyzing them altogether. This is like promoting the electric car without
considering the origin of the energy necessary to charge those vehicles.

The Water Corporation [27], regarding energy consumption, estimated that desalination uses
more energy than water supply by using traditional methods, such as the gravity feeding of water
from a dam. However, the energy used to provide enough desalinated water daily for a family of four
is the same quantity as to operate an air conditioner for just an hour.

AEDYR [21] explained the consumption equivalence to desalinate with the following reasoning:
if we bear in mind that the energy consumption of an average home in Spain is 13,141 kWh/year,
and the daily average consumption per person is 150 liters/day, taking as a reference that the average
energy consumption to produce 1 m3 of desalinated water is 3 kWh/m3, with the energy consumption
of an average home, 80 people can be supplied with desalinated water for a whole year.

For years, there has been progress in renewable energy production plants, mainly solar and wind,
associated with big desalination plants. Kalogirou [28] studied seawater desalination using renewable
energy sources. Charcosset [29] provided a state-of-the art review on membrane processes associated
with renewable energies for seawater and brackish water desalination. Eltawil [30] provided a review
of renewable energy technologies integrated with desalination systems.

Petersen et al. [31] and Lindermann [32] studied wind and solar powered desalination plants
for the Mediterranean, Middle East, and Gulf countries. Ghermandi and Messalem [33] provided a
state-of-the art on renewable powered seawater desalination plants. Palenzuela et al. [34] valued the
use of solar power and desalination plants in arid regions.

Initially, renewable energies were not efficient enough to meet the energy demand of large
desalination plants. The technological development produced in recent years allows a wind or solar
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plant to guarantee the demanded electricity supply. For this reason, it is now common to award
construction contracts for seawater desalination plants associated with photovoltaic or wind solar
plants. In 2019, ACWA Power [35] awarded the Taweelah desalination plant (reverse osmosis) in the
United Arab Emirates with a capacity of 909,000 m3/day, including the construction of a 40 MW solar
photovoltaic plant. In 2020, ACWA Power [36] awarded the construction of the 600,000 m3/day Jubail
3A osmosis plant in Saudi Arabia, associated with a solar plant.

As another example, Southern Seawater Desalination Plant, SSDP, (Figure 2) located in Binningup,
Australia, produces up to 100 billion liters of fresh drinking water a year, around 30% of Perth’s water
supply. It started production in 2011. The plant is owned by Water Corporation, a public company
dependent on the Western Australian Government, which is the main provider of drinking water
supply and wastewater treatment services to more than two million people throughout more than
2.6 million square kilometers in Western Australia. Water Corporation [37] says that since production
commenced in 2011, WC has purchased energy from a wind farm and a solar farm near Geraldton:
Mumbida Wind Farm [38] (55 MW) and Greenough Solar Farm [39] (80 Has, 10 MW). Both the wind
and solar farms were developed on the back of a long-term energy purchase agreement associated
with the Southern Seawater Desalination Plant.

 

Figure 2. SSDP, general view. Source: Water Corporation.

Stover [10], a member of the Board of Directors of the International Desalination Association, claims
that reverse osmosis is still the dominant technology for desalination. Innovation is promoted to increase
freshwater performance, to reduce residual brine, and to deal with harder water sources, because
innovation stimulates the growth of desalination in industrial and inland brackish water applications.

3. Environmental Impact of Desalination Plants

There used to be a huge controversy about the environmental impact of desalination plants,
but measures taken these past few years have improved the situation and people now accept the
technology. The actions taken to minimize the environmental impact have been simultaneously studied
with the technological developments done to make desalination plants more efficient. Some countries
have passed strict environmental regulations for both environment effect investigation and control of
compliance with the corrective measures approved, significantly improving this matter.
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However, the type of technology used to desalinate, and the environmental regulations of certain
countries or regions can still cause significant impacts. Raluy et al [40] studied life cycle assessment
of MSF, MED, and RO; Mezher et al [41] analyzed technoeconomic assessment and environmental
impacts of desalination technologies such as MSF, MED, RO, and hybrid MSF/MED-RO; Van der
Bruggen and Vandecasteele [42] gave an overview of process evolutions in desalination of seawater by
distillation versus membrane filtration; Najafi et al [43] developed environmental cost analysis of MSF,
MED, MVC, and RO, making a performance comparison between MSF and RO (Table 4).

Table 4. Performance comparison of multi-stage flash distillation (MSF) and reverse osmosis (RO).

Component MSF RO

Recovery percentage 10–20% 30–50%

Investment ($/m3.day) 1000–1500 1500–7000
(Including 10% for membranes)

Chemicals $/m3 0.03 to 0.05 0.06 to 0.10

Brine Quality Chemicals and Heat Chemicals

Robustness High
Medium

(Problems: fouling sensitive and
feed water monitoring)

Improvement Potential Low High

Source Najafi et al.

In this respect, Saracco [18] warned of the risk of contamination by brine disposal, which is
significantly higher using evaporation as compared to osmosis. Saracco also pointed out the substantial
damage done to the marine ecosystem in the Persian Gulf area.

Jones et al. [44] reported that according to their estimates, brine production is around 142 Hm3/day,
approximately 50% higher than had been foreseen. Brine production in Saudi Arabia, the United Arab
Emirates, Kuwait, and Qatar represents 55% of the global total, where there are not even emissaries
with diffusers or prior dilution. They warn of the need to establish brine management strategies to limit
negative environmental impacts and to reduce the economic cost of its disposal, thus stimulating new
developments in desalination plants to safeguard water supplies for current and future generations.

According to AEDYR [21], Table 5 shows the salinity of different types of water, indicating the
level of salt reduction that desalination plants must achieve.

Nevertheless, there are already countries that are working on the correction of environmental
impacts. Spain, Australia, and other developed countries have applied legislation that guarantees the
correction of environmental impacts through follow-up programs whose reports are made public.

The environmental impacts and the corresponding corrective measures must be studied as much
during the construction of a plant as during the desalination plant lifetime.

In Spain, Law 21/2013 on Environmental Assessment [45] includes the Directives of the European
Union in this regard. This law requires an Environmental Impact Statement to be made for each
project, which must be approved by the Ministry of the Environment. In the case of desalination plants,
ACUAMED, a public company under the Ministry of the Environment, supervises compliance with
environmental impact measures.
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Table 5. Different salinity water.

Water Type Salinity (gr/l)

Freshwater Less than 1 gr/l

Sea water average salinity 35

Sea water 35–45

Brackish water 3–25

Red Sea 42–46

Persian Gulf 40–44

Mediterranean Sea 36–39

Caribbean Sea 34–38

Indian Ocean 33–37

Pacific Ocean 33–36

Atlantic Ocean 33–36

Baltic Sea 6–18

Caspian Sea 12

Dead Sea 350–370

Source AEDYR.

Martínez de la Vallina [46], Environment Director of the Public Company ACUAMED in charge of
the construction and operation of desalination plants in Spain, presented a technical communication in
the National Environment Congress held in 2008, where he explained the adopted measures to minimize
and restore the environmental impacts caused by the construction and operation of desalination plants
on the coast of the Mediterranean Sea. Among other things, it said:

The environmental impact assessment procedure tries to establish the minimum thresholds
under which alterations to the environment caused by an action would or would not be
acceptable, paying attention not only to the characteristics of the action involved, but also
to the environmental conditions–broadly understood- of the area on which action might
be needed.

And in this sense, it has to be underlined that the impact of a desalination plant is not at all
more than the residual impact of previous larger human actions, such as the urbanization
and extensive occupation of thousands of hectares which lack water resources in quantity
and quality enough to meet the demand typical for this accelerated building process.

From the requirements established by ACUAMED and the experience accumulated in the projects
developed by the authors, the aspects to consider are indicated.

The most relevant points to bear in mind during construction are:

• Starting from the study phase, the representatives of the communities that live near or within the
catchment area of a possible plant location should be included in the decision process that may
affect these communities;

• The location of the plant and its integration into the environment. This is always difficult because
the plant will necessarily always be situated near the coastline;

• The areas affected by work installations, quarries, landfill sites, etc., in order to consider
restoration measures;

• The seawater intake area and its connection to the plant;
• The marine and land fauna which might be either temporarily or permanently affected, which

would require studies for corrective measures;
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• The marine and land flora affected by the works;
• The connections of the plant with the nearby road network and the effects construction vehicles

have on it;
• The connections with the electricity grid and its possible environmental impact;
• The piping connections with the general system supply network.

The most relevant points to consider during the operation of the plant are:

• Maintenance of the adopted measures for the environmental integration of the plant;
• Brine discharge control measures to preserve the marine flora and fauna in the area;
• Purification of reject waters resulting from the treatment of drinking water supplied to the network;
• Conservation and maintenance of the adopted measures not to harm or damage the marine and

land fauna;
• Conservation and maintenance of the road network due to the deterioration by the vehicles from

the plant;
• Adequate surveillance of the plant’s connection pipe network.

The environmental protection measures adopted in Australia are now outlined here for (a) the
construction of large desalination plants compatible with sustainable development, including their
corrective measures and (b) the monitoring measures to make sure the compliance and outcome of the
measures are followed during the operation of the plant.

In the case of Australia during the tender stage for the award and construction of a desalination
plant, all the interested companies were given the report and recommendations from the Environmental
Protection Authority (EPA), Report 1302 [47]. Regarding the specific desalination plant mentioned
above, the Southern Seawater Desalination Project, the Water Corporation transferred this report from
the Environmental Protection Authority in Perth, Western Australia.

The report must set out the key environmental factors identified in the course of the assessment,
and the EPA’s recommendations as to whether or not the proposal may be implemented. If the EPA
recommends that implementation be allowed, the conditions and procedures to which implementation
should be subject.

The EPA decided that the following key environmental factors relevant to the proposal required
detailed evaluation in the report:

(a) Water quality and marine biota—impacts from construction and operation of the desalination plant;
(b) Terrestrial fauna—impacts from clearing of habitat;
(c) Terrestrial vegetation and wetlands—impacts from clearing during infrastructure construction;
(d) Greenhouse gas emissions—proposed no net greenhouse gas emissions.

The following principles were considered by the EPA in relation to the proposal:

(a) The precautionary principle;
(b) The principle of inter-generational equity;
(c) The principle of conservation of biological diversity and ecological integrity; and
(d) The principle of waste minimization.

Having considered the proponent’s information provided, the EPA has developed a set of
conditions that it recommends be imposed if the proposal by the Water Corporation of Western
Australia, to construct and operate an 100 GL per annum reverse osmosis seawater desalination plant
at Binningup, and associated infrastructure, is approved for implementation. Matters addressed in the
conditions include the following:

(1) Water quality and marine biota;
(2) Marine fauna;
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(3) Terrestrial fauna;
(4) Terrestrial flora and vegetation;
(5) Wetlands; and
(6) Greenhouse gas emissions.

For the above-mentioned project, EPA required the set of conditions shown in Table 6.

Table 6. Key environmental factors.

Element Description

General

Capacity 50 Gigalitres per year initial capacity
100 Gigalitres per year ultimate capacity

Power requirement 50 Megawatts annual average

Power source 100% renewable energy from Western Power Grid

Clearing of vegetation required Not more than 20 hectares (at plant site)

Rehabilitation 7 hectares minimum

Offset (rehabilitation) 13 hectares minimum

Seawater intake

Intake volume Average 722 Megaliters per day

Length (indicative) Extending from 400 to 600 m offshore

Number Up to 4 pipes

Diameter Up to 3 m

Concentrated seawater discharge

Discharge volume 418 Megaliters per day (average)

Salinity Up to 65,000 milligrams per liter

Temperature Not more than 2 ◦C above/below ambient seawater

pH 6–8

Length (indicative) Extending not more than 1100 m offshore

Number Up to 4 pipes

Diameter Up to 3 m

Diffuser Located between 600 and 1100 m offshore and up to 450 m in total length

Sludge

Sludge production 30 tons per day (approximately)

Water Transfer Pipeline

Length 30 km (approximately)

Diameter 1400 mm

Destination Harvey Summit Tank Site

Clearing of native vegetation Not more than 7 hectares (in pipeline corridor)

Rehabilitation 7 hectares minimum

Harvey Summit Tank Site

Number of tanks Up to 4

Capacity of each tank 32 Megaliters

Sump size 2 Megaliters (upgradeable to 5 Megaliters)

Clearing of native vegetation Not more than 0.1 hectares

Source: Water Corporation.

Water Corporation manages two plants, both located near the open sea. Due to the increased energy,
the concentrated seawater discharged during the process mixes very quickly with the surrounding
seawater. The discharge and admission pipes on the high seas are designed and located to minimize
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the effects on sensitive marine habitats, such as seagrasses and reef systems. With regard to the effluent
treatment system, the wastewater not assimilable to urban waste is collected and sent to a thickener
and subsequent mechanical dehydration by centrifugal pumps.

Christie and Bonnélye [48], in a conference paper at the world congress of the International
Desalination Association, held in Dubai in 2009, presented the results of two years of monitoring
the operation and environmental impact of the first large desalination plant using reverse osmosis
constructed in Australia, the Perth Seawater Desalination Plant (PSDP), with a production capacity
of 45 GL/year, which was completed in November 2006 and handed to the Water Corporation in
April 2007.

The following conclusions of the study were extracted:

The unprecedented marine monitoring program has included computer modelling for
diffuser design and validation, rhodamine dye tracer tests, extensive far field dissolved
oxygen tests, a water quality monitoring program, diffuser performance monitoring program,
WET testing and Macrobenthic surveys. All studies have proven that the PSDP is having
negligible impact on the surrounding environment. Impacts on seawater habitat are limited
by a validated diffuser design and treatment of suspended solids.

The power consumption of RO plants is decreasing due to increasing technological gains in
plant design, membrane design and energy recovery. RO plants can also easily be powered
(offset) by renewable energies. Energy recovery systems such as that used at the PSDP
(ERI) are now extremely efficient at recovering energy from the brine wastewater (greater
than 96% efficiency). Sourcing power from renewable energy (albeit offset) is an important
sustainability principal employed by the PSDP, which is also now being applied by other
large-scale Australian desalination plants.

In 2018, the Water Corporation [49] published the 2018 Performance Review Report, which
included the result of the environmental monitoring of SSDP during the previous year:

• Environmental factors, risks, and impacts;
• Environmental monitoring plan;
• Environmental behavior;
• Value comparison, best available technology, and improvements in environmental management.

It concludes:

Monitoring results indicate that the SSDP is operating effectively and that the Environmental Quality
Objectives for the marine environment are being maintained. Water Corporation has demonstrated
that the SSDP has met MS792 criteria for salinity and dissolved oxygen and is achieving the required
diffuser performance to meet 99% species protection at the LEPA boundary”.

“Seagrass Health Monitoring continues and while a decline in seagrass shoot density was recorded
post construction, we have seen a recovery and stabilization of seagrass shoot density over the last
three-years of monitoring”.

“Water Corporation is in the process of developing a strategy for the purchase of renewable energy
and/or carbon offsets for the SSDP”.

“Water Corporation and SSWA plan to undertake the following:

• Continuous Seawater intake and effluent discharge water quality and flow monitoring,
• Annual in-situ salinity and diffuser performance monitoring,
• Complete the third year of the three-year Seagrass Health Monitoring Program, and
• Complete the Swell impact on diffuser performance research project”.
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Every year, Water Corporation publishes a detailed monitoring report on the corrective measures
of each of the two desalination plants it operates, PSDP [50] and SSDP [51]. The results obtained
from the monitoring plan are very positive, since they demonstrate that the natural environment is
not affected.

The way to protect the environment developed by countries such as Spain or Australia are
examples to be followed by other countries which are developing important desalination projects
without adopting the necessary environmental protection.

As a conclusion regarding the environmental impact caused by desalination plants, it can be
asserted that by adopting the appropriate corrective measures and monitoring their implementation and
effects, said environmental impact is perfectly acceptable due to the enormous benefits of guaranteeing
drinking water supplies to populations with severe supply shortage. Moreover, the use of desalinated
water frees other sources of supply, allowing the rise of phreatic values, the recharge of aquifers
(depleted in many cases by over-exploitation), freeing river intakes, which allows rivers to be recovered
as a fish habitat, and the recovery of wetlands and natural lakes.

4. Decision Support System and Type of Contract

A significant increase in the size of the plants has been observed due to technological development
and the effect of economies of scale. The bidding process, financing, the selected type of contract,
the operation, and maintenance are the key factors for the achievement of the objectives set in the
development of a desalination plant. This situation makes these plants increasingly complex, making
the choice of contract decisive.

At the end of the 20th century, the type of contract for projects in question was part of the selection
process and professional advisors in the sector proposed contract models that helped investors find the
best contract for each specific project. These decision support methods or systems are known in the
international market as “Decision Support Systems” (DSS). There are numerous authors who have
proposed different methods, such as Gordon [52]; Bennett, Pothecary, and Robinson [53]; Molenaar [54];
Konchar and Sanvido [55]; Ibbs et al. [56]; Gransberg, Koch, and Molenaar [57]; Hale et al. [58]; Touran
et al. [59]; Park and Kwak [60]; Sullivan et al. [61]; and Jiyong, Wang, and Hu [62].

From among the numerous decision support systems, authors have proposed the method of
determining factors [63], published in 2020: (1) client, (2) contractor, (3) contract, (4) budget, (5)
financing, (6) risks, and (7) technological developments. It offers a procedure which adapts to any kind
of project, specially indicated for large-scale infrastructure projects.

This method consists of the quantitative and qualitative evaluation of the mentioned factors.
The qualitative evaluation analyzes the client and contractor capabilities, the suitability of the contract
and the assignment of responsibilities, the feasibility of budget compliance and financial availability
to meet payments, the risks of the development of the project, and the technological innovations
implemented. The quantitative evaluation consists of assigning a score from 1 to 5 to every determining
factor, with an increasing value the higher the degree of compliance. The method that will indicate the
degree of compliance of each determining factor is applied to each contract modality, so that the higher
the score, the more suitable the type of chosen contract will be to develop the project.

The international industrial construction market has great dynamism, which leads those involved
in the project to look for new contracting formulas which adapt to their needs, in order to carry
out the project. It is normally done by combining other types of contract or modifying the existing
ones according to said particular needs. Many authors have written about the most used types of
contracts and their differential characteristics, such as El-Wardani, Messner, and Horman [64]; Ohrn
and Rogers [65]; Hinze [66]; Chamarro [67]; Franz et al. [68]; and Farnsworth [69].

Therefore, updating the list given by Hernández [70], the most used types of contracts are
summarized below:

(a) Traditional contract or “Design then bid” or “Design Bid Build” (DBB). This implies the
participation of at least three parties: client, engineering, and contractor. From the legal point of
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view, it is structured on the conclusion of two contracts: one between client-engineering, and another
between client and contractor. This results in the division of the project into design and construction
phases. The construction will start once the project is completed. The client uses this method when
they feel more confident about a completed project.

(b) Accelerated construction process or “fast track construction”. This contract allows construction
work to begin before the project has been drawn up completely. It implies a fragmentation of the
project into different phases. From the legal point of view, the accelerated construction process can be
structured on the basis of: (1) separated contracts between the client and each of the parties involved
in engineering and construction; (2) a traditional construction contract; (3) a design and build contract
(DB), in which case the contractor will be responsible for the design and the construction; or (4) a
Construction Management or Project Management contract. From these contractual formulas, the best
suited, considering the fragmentation of the project, are the last two, which will be discussed later.

(c) “Project Management”. This attribute the functions of supervision, direction, and coordination
of the project as a whole to an entity, called the Project Manager, which through their services, tends to
get maximum control and a consequent reduction in the time and costs involved in the execution of
the work. Compared to the traditional method, it involves the participation in the process of a fourth
party, which assumes certain functions which are usually attributed to the client, the engineer and/or
the contractor.

(d) “Design and build” (DB) and turnkey contracts imply a progressive expansion of the obligations
assumed by the contractor. It involves that the general contractor is tasked with gathering a group
of designers and constructors to carry out the work. In the late twentieth century, English/American
law had a great influence in the international arena of contracts. Thus, through the design and build
contract, the contractor undertakes to conceive and execute the industrial project in accordance with
the needs and requirements of the client. Therefore, the benefits derived from this contract are limited
to the construction operation itself. Obligations outside the contract, such as the commissioning
of the installation or the training of personnel, are not included in its content, as in the case of the
turnkey contracts.

Based on this difference in content between the two contracts, it can be claimed that while a design
and build contract can never be equated to a turnkey contract, a turnkey contract, however, always
includes the obligations derived from the design and build contract—something that is understandable,
considering that, in the international arena, the design and build contract has served as the basis for
the configuration of international turnkey contracts. Similarly, both contracts have been the benchmark
for the creation of other contractual forms, such as the turnkey product contract and the turnkey
market contract.

(e) BOT and BOOT projects. The formula BOT (Build-Operate and Transfer) as well as the contracts
called BOOT (Build-Own-Operate and Transfer) are different mechanisms used to finance projects
(Project Financing) of mainly infrastructures or public works, through which the public sector has been
transferring to the private sector. Traditionally, this was an activity in which the public sector took
charge drawing on its own financing.

(f) “Engineering” contracts. Through these contracts, a party (the engineering company)
subcontracts another party (called client) to develop manage and supervise a project, and when
agreed, depending of circumstances, other obligations, including the maintenance and management
of the finished work. Despite the fact that in business practice, the engineering contracts may
include different content, a common denominator is observed: they all have an obligation for
results. Be it simple or global, whether it involves the development of a project and/or its execution.
The contractual compliance is borne by a business entity in which the activity of the individual
professional is depersonalized.

(g) “Engineering, Procurement, and Construction Management”, also known by its acronym
EPCM, which means that in this type of Engineering Contract the Contractor will provide the Client
with Engineering Services, Purchasing Management, and Construction Management. In the EPCM
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contract, the Contractor develops engineering, processes acquisition, and manages the work on behalf
of the Client, but does not construct the project. The Contractor, thus, becomes a representative,
working hand in hand with the Client, and managing the contractual relations with Suppliers and
Contractors. In this way, the Client will be ultimately responsible for the acquisitions and approve all
contracts. Thus, the construction risks fall on the client.

(h) “Open Book Estimation”, OBE. An OBE contract consists of an agreement between
Property/Client and Contractor to carry out work in which the costs are reimbursable to the latter, plus
a previously agreed margin. Client and Contractor also agree on how to pay for the works. This type
of contract has become important in recent years and has been generalized as a previous phase to the
award of a turnkey contract for large industrial installations.

(i) “Progressive Design-Build”, PDB, is an emerging variation of alternative contracting methods,
which allows the client to hire a project and construction contractor without a price commitment until
reasonable design details are defined. They have been used for water treatment plants and for airports.
The critical issues are: what responsibilities are transferred to the contractor, the need for the client
participation during the design and the provision of cost saving measures that do not jeopardize the
quality of the project. Gad el al. [71] and Gransberg and Molenaar [72] have studied this new type
of contract.

In the area of desalination, the turnkey contract stands out as the most proven and efficient tool
for the development of projects, offering the following advantages:

• There is a single contractor responsible for design and work, so that engineering and construction
can be developed in parallel, thus shortening deadlines;

• The dialogue is limited to client/contractor;
• The global assumption of responsibility includes not only the quality requirements established by

contract, but also the proposed new technological developments, and consequently, changed or
modified orders which generate deviations of deadlines and budget are eliminated or reduced.

It is advisable to introduce a phase in the modality of open book estimation, prior to hiring,
that allows designs and prices to be adjusted and agreed, which will reduce project risks, contingencies
and deviations during the construction, leading to a better final result. This modality has been
successfully offering the solutions given in the mentioned PDB.

5. Conclusions

In the present paper, we have defined: the most efficient desalination technology, energy supply
sources, corrective measures for environmental impacts, and the most suitable type of contract for
the construction of large desalination plants compatible with sustainable development. A discussion
was also included for every corresponding point of each of the analyzed factors, their evolution,
and present situation.

Considering that the main question is to guarantee the supply of water in quantity, quality,
and safety to millions of people, the proposals made below offer sufficiently argued solutions.
The technological developments in this field have evolved and still do very fast, so it is reasonable to
expect significant improvements in the near future.

However, today, the recommendations and conclusions are the following:

1. The technology to adopt for desalination is reverse osmosis, considering the several stages and
energy recovery measures and opportunities available along the process. In addition, adopting
the latest generation membranes is essential to achieve the best efficiency;

2. Regarding the consumption and production of the energy necessary for desalination, the proposed
technology, including all the measures to improve efficiency, offers the safest possible means
for desalination. Consumption is getting below 2.7 kWh/m3 through reverse osmosis. It is
recommended to associate with the construction of these large desalination plants renewable
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energy production parks, fundamentally solar or wind farms; even if it is utopian to think of
a plant today producing hundreds of thousands of cubic meters a day, through the exclusive
supply of renewable energies;

3. From the environmental point of view, it is essential that the construction of any desalination
plant, wherever it may be, should include an environmental impact study during the construction
of said plant, and also include a monitoring plan that guarantees the corrective measures
and the possibility of adopting new ones if impacts on the environment were detected. This
monitoring must be guaranteed by an independent body from the plant operating company and
must be published regularly with the supporting documentation of the results obtained during
the follow-up.

4. As for the development management of these large infrastructures, it is recommended to use one
of the decision support systems that justifies the chosen contractual modality for the project and
construction. Today, the best contract to achieve the objective of big, complex, and expensive
projects is the turnkey contract. The advantages are mainly that turnkey contracts shorten
deadlines when combining design and construction and avoid or even reduce extra costs because
of the closed price formula. It is, however, advisable to have an Open Book Estimation (OBE)
phase before finally agreeing the binding contract.

5. A significant cost reduction in RO is possible in the short term if the working pressure can be
reduced without the membranes losing efficiency.
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