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Preface

This book is devoted to recent advances in the theory and applications of Partial Dif-
ferential Equations and energy functionals related to the fractional Laplacian oper-
ator p´∆q

s and to more general integro-differential operators with singular kernel of
fractional differentiability order 0 ă s ă 1.

After being investigated firstly in Potential Theory and Harmonic Analysis, frac-
tional operators defined via singular integral are currently attracting great attention in
different research fields related to Partial Differential Equations with nonlocal terms,
since they naturally arise inmany different contexts. The literature is really toowide to
attempt any reasonable account here, and the progress achieved in the last few years
has been very important.

For this, we proposed the leading experts in the field to present their community
recent results togetherwith strategy,methods, sketches of theproofs, and relatedopen
problems.

The contributions to this book are the following,

Chapter 1: Heat kernel for nonsymmetric nonlocal operators
Z.-Q. Chen and X. Zhang present a survey on the recent progress in the study

of heat kernels for a wide class of nonsymmetric nonlocal operators, by focusing on
the existence and some sharp estimates of the heat kernels and their corresponding
connection to jump diffusions.

Chapter 2: Fractional harmonic maps
F. Da Lio gives an overview of the recent results on the regularity and the com-

pactness of fractional harmonic maps, by mainly focusing on the so-called horizontal
1{2-harmonicmaps, which arise from several geometric problems such as for instance
in the studyof free boundarymanifolds. The author describes the techniques that have
been introduced in a series of very recent important papers in order to investigate the
regularity of these maps. Some natural applications to geometric problems are also
mentioned.

Chapter 3: Obstacle problems involving the fractional Laplacian
D. Danielli and S. Salsa investigate fractional obstacle problems, by firstly pre-

senting the very important results concerning the analysis of the solution and the free
boundary of the obstacle for the fractional Laplacian, mainly based on the extension
method. Then, the authors consider the two time-dependent models which can be
seen as the parabolic counterparts of the stationary fractional obstacle problem as
well as the Signorini problem in the cylinder, by discussing some regularity proper-
ties of the solutions and the free boundary.

https://doi.org/10.1515/9783110571561-001
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Chapter 4: Nonlocal minimal surfaces: interior regularity, quantitative esti-
mates and boundary stickiness

S. Dipierro and E. Valdinoci present various important results related to the sur-
faces which minimize the nonlocal perimeter functional. The authors discuss the in-
terior regularity and some rigidity properties (in both a quantitative and a qualitative
way) of these nonlocal minimal surfaces, together with their quite surprising bound-
ary behavior.

Chapter 5: Eigenvalue bounds for the fractional Laplacian: a review
R. L. Frank reviews some recent developments concerning the eigenvalues of the

fractional Laplacian and fractional Schrödinger operators. In particular, the author
focuses his attention on Lieb–Thirring inequalities and their generalizations, as well
as semi-classical asymptotics.

Chapter 6: A survey on the conformal fractional Laplacian and some geometric
applications

M. d. M. Gonzalez reports on recent developments on the conformal fractional
Laplacian, both from the analytic and geometric points of view,with a special sight to-
wards the Partial Differential Equations community. Among other investigations, the
author explains the construction of the conformal fractional Laplacian from a purely
analytic point of view, by relating its original definition coming fromScattering Theory
to a Dirichlet-to-Neumann operator for a related elliptic extension problem, thus al-
lowing for an analytic treatment of Yamabe-type problems in the nonlocal framework.
Several examples and related opens problems are presented.

Chapter 7: Jump processes, nonlocal operators and regularity
M. Kassmann reviews some basic concepts of Probability Theory, by focusing on

the jump processes and their connection to nonlocal operators. Then, the author ex-
plains how to use jump processes for proving regularity results for a very general class
of integro-differential equations.

Chapter 8: Regularity issues involving the fractional p-Laplacian
T. Kuusi, G. Mingione, and Y. Sire deal with a general class of nonlinear integro-

differential equations involving measure data, mainly focusing on zero order poten-
tial estimates. The nonlocal elliptic operators considered are possibly degenerate or
singular and cover the case of the fractional p-Laplacian operator with measurable
coefficients. The authors report recent related existence and regularity results by pro-
viding different, more streamlined proofs.
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Chapter 9: Boundary regularity, Pohozaev identities, and nonexistence results
X. Ros-Oton surveys some recent results on nonlocal Dirichlet problems driven

by a class of integro-differential operators, whose model case is the fractional Lapla-
cian. The author discusses in detail the fine boundary regularity of the solutions, by
sketching the main proofs and the involved blow-up techniques. Related Pohozaev
identities strongly based on the aforementioned boundary regularity results are also
presented, by showing how they can be used in order to deduce nonexistence and
unique continuation properties.

Chapter 10: Variational and topological methods for nonlocal fractional peri-
odic equations

G. Molica Bisci reports on recent existence and multiplicity results for nonlo-
cal fractional problems under periodic boundary conditions. The abstract approach
is based on variational and topological methods. More precisely, for subcritical equa-
tions, mountain pass and linking-type nontrivial solutions are obtained, as well as
solutions for parametric problems, followed by equations at resonance and the ob-
tention of multiple solutions using pseudo-index theory. Finally, in order to overcome
the difficulties related to the lack of compactness in the critical case, the author per-
forms truncation arguments and the Moser iteration scheme in the fractional Sobolev
framework. Some related open problems are briefly presented.

Chapter 11: Change of scales for crystal dislocation dynamics
S. Patrizi presents various results for a class of evolutionary equations driven by

fractional operators, naturally arising in Crystallography, whose corresponding so-
lution has the physical meaning of the atom dislocation inside a crystal structure.
Since different scales come into play in such a description, differentmodels have been
adopted in order to deal with phenomena at atomic, microscopic, mesoscopic and
macroscopic scale. By looking at the asymptotic states of the solutions of equations
modeling the dynamics of dislocations at a given scale, it is shown in particular that
one can deduce the model for the motion of dislocations at a larger scale.

For the sake of the reader, these contributions are preceded by an introduction,
Essentials of nonlocal operators, redacted by C. Bucur, which aims at providing
some basic knowledge of nonlocal operators. Must-know notions on the fractional
Laplacian and on more general nonlocal operators are addressed. The expert users
may completely skip this preliminary chapter.

Finally, we would like to thank all the authors who kindly accepted to write their
contributions for this book. We appreciated very much both their effort in ensuring a
large accessibility of their own chapters to awide audience, and the fact that each con-
tribution does bring aswell newperspectives and proposals, by stimulating the expert
in thefield.Wewould also like to thankall the refereeswhohave contributedwith their
constructive reviews on the improvement of the whole book. Special thanks are lastly
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due to Mauro Palatucci who created the cover image, and to Agnieszka Bednarczyk-
Drag who assisted us in preparing this book.

We hope that our readers enjoy the inspiring insights into the variety of the recent
research topics within the nonlocal theory presented in this book.

Parma, 2017, May 4 Tuomo Kuusi, Giampiero Palatucci



Claudia Bucur
Essentials of Nonlocal Operators

Abstract: This preliminary chapter aims at providing some basic knowledge on non-
local operators. Notions which are necessary to know about the fractional Laplacian
and about more general nonlocal operators will be addressed. The expert users may
skip this introduction.

The goal of this preliminary chapter is to bring the non-expert reader closer to the
beautifulworld of nonlocal operators. By nomeans exhaustive, this introduction gives
a glance at some basic definitions, notations and well known results related to a few
aspects of some nonlocal operators. With these premises, we take a look at fractional
Sobolev spaces, at the fractional Laplacian and at a more general class of nonlocal
operators (of which the fractional p-Laplacian is the typical representative).

0.1 Fractional Sobolev Spaces

Fractional Sobolev spaces are a classical argument in harmonic and functional anal-
ysis (see for instance [17, 23]). The last decades have seen a revival of interest in frac-
tional Sobolev spaces, both for their mathematical importance and for their use in the
study of nonlocal operators and nonlocal equations. In this section, we give an intro-
duction to the topic and state some preliminary results, following the approach in [10]
(the interested reader should check this very nice paper for the detailed argument).

To begin with, we recall the definition of a Ck,α domain. Let k P IN, α P p0, 1s and
let Ω Ď Rn be an open bounded set. We define

Q :“
␣

x “ px1, xnq P Rn´1
ˆ R s.t. |x1

| ă 1, |xn| ă 1
(

,
Q` :“

␣

x “ px1, xnq P Rn´1
ˆ R s.t. |x1

| ă 1, 0 ă xn ă 1
(

,
Q0 :“

␣

x P Q s.t. xn “ 1
(

.

We say the domain Ω is of class Ck,α if there exists M ą 0 such that for any x P BΩ
there exists a ball B “ Brpxq for r ą 0 and a isomorphism T : Q Ñ B such that

T P Ck,αpQq, T´1
P Ck,αpBq, TpQ`q “ B X Ω, TpQ0q “ B X BΩ and

}T}Ck,αpQq
` }T´1

}Ck,αpBq
ď M.

We fix the fractional exponent s P p0, 1q and the summability coefficient p P

r1,8q. Let Ω Ď Rn be an open, possibly non-smooth domain.We define the fractional

Claudia Bucur, School of Mathematics and Statistics, University of Melbourne, 813 Swanston Street,
Parkville VIC 3010, Australia, E-mail: c.bucur@unimelb.edu.au

https://doi.org/10.1515/9783110571561-002
Open Access. © 2018 Claudia Bucur, published by De Gruyter. This work is licensed under the

Creative Commons Attribution-NonCommercial-NoDerivs 4.0 License.
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Sobolev spaceW s,p
pΩq as

W s,p
pΩq :“

#

u P LppΩq s.t. |upxq ´ upyq|

|x ´ y|
n
p `s P LppΩ ˆ Ωq

+

. (0.1.1)

This space is naturally endowed with the norm

}u}W s,ppΩq :“
ˆ
ż

Ω
|u|

p dx
˙

1
p

`

¨

˚

˝

ij

ΩˆΩ

|upxq ´ upyq|
p

|x ´ y|n`sp dx dy

˛

‹

‚

1
p

, (0.1.2)

where the second term on the right hand side

rusW s,ppΩq :“

¨

˚

˝

ij

ΩˆΩ

|upxq ´ upyq|
p

|x ´ y|n`sp dx dy

˛

‹

‚

1
p

(0.1.3)

is the so-called Gagliardo semi-norm.
We defineW s,p

0 pΩq as the closure of C8
0 pΩq in norm } ¨ }W s,ppΩq. Moreover

W s,p
0 pRnq “ W s,p

pRnq,

as stated in Theorem 2.4 in [10]. In other words, the space C8
0 pRnq of smooth functions

with compact support is dense inW s,p
pRnq (actually this happens for any s ą 0).

We point out for p “ 2 the particular Hilbert spaces

HspΩq :“ W s,2
pΩq

and
Hs0pΩq :“ W s,2

0 pΩq,

that are related to the fractional Laplacian, that we introduce in the upcoming Section
0.2.

Fractional Sobolev spaces satisfy some of the classical embeddings properties
(see Chapters 2 and 5 in [10] for the proofs and more details on this argument). Let
u : Ω Ď Rn Ñ R be a measurable function. Then we have the following.

Proposition 0.1. Let 0 ă s ď s1
ă 1 and let Ω Ď Rn be an open set. Then

}u}W s,ppΩq ď C}u}W s1 ,ppΩq

for a suitable positive constant C “ Cpn, s, pq ě 1. In other words we have the continu-
ous embedding

W s1 ,p
pΩq Ď W s,p

pΩq.

One may wonder what happens at the limit case, when s1
“ 1. If the open set Ω is

smooth with bounded boundary, then the embedding is true, as stated in the next
proposition.
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Proposition 0.2. Let Ω Ď Rn be an open set of class C0,1 with bounded boundary.
Then

}u}W s,ppΩq ď C}u}W1,ppΩq

for a suitable positive constant C “ Cpn, s, pq ě 1. In other words we have the continu-
ous embedding

W1,p
pΩq Ď W s,p

pΩq.

Fractional Sobolev spaces enjoy also quite a number of fractional inequalities: the
Sobolev inequality is one of these. Indeed, for p P r1,8q and n ě sp we introduce the
fractional Sobolev critical exponent

p‹
“

$

&

%

np
n ´ sp for sp ă n,

8 for sp “ n.

Then we have the fractional counterpart of the Sobolev inequality:

Theorem 0.3. For any s P p0, 1q, p P p1, n{sq and u P C8
0 pRnq it holds that

}u}Lp‹
pRnq ď CrusW s,ppRnq.

Consequently, we have the continuous embedding

W s,p
pRnq Ď LqpRnq for any q P rp, p‹

s.

Proof. We give here a short proof, that can be found in [21] (or in [5], Theorem 3.2.1).
We have that

|upxq| ď |upxq ´ upyq| ` |upyq|.

For a fixed R (that will be given later on), we integrate over the ball BRpxq and have
that

|BRpxq||upxq| ď

ż

BRpxq

|upxq ´ upyq| dy `

ż

BRpxq

|upyq| dy “ I1 ` I2. (0.1.4)

We apply the Hölder inequality for the exponents p and p{pp ´ 1q in the first integral
and obtain that

I1 “

ż

BRpxq

|upxq ´ upyq|

|x ´ y|
n`sp
p

|x ´ y|
n`sp
p dy

ď R
n`sp
p

˜

ż

BRpxq

|upxq ´ upyq|
p

|x ´ y|n`sp dy
¸

1
p
˜

ż

BRpxq

dy
¸

p´1
p

ď CRn`s
ˆ
ż

Rn

|upxq ´ upyq|
p

|x ´ y|n`sp dy
˙

1
p
.
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The Hölder inequality for np
n´sp and

np
npp´1q`sp gives in the second integral

I2 ď

˜

ż

BRpxq

|upyq|
np

n´sp dy
¸

n´sp
np

˜

ż

BRpxq

dy
¸

npp´1q`sp
np

ď CR
npp´1q`sp

p

ˆ
ż

Rn
|upyq|

np
n´sp dy

˙

n´sp
np

.

Dividing by Rn in (0.1.4) and renaiming the constants, it follows that

|upxq| ď CRs
«

ˆ
ż

Rn

|upxq ´ upyq|
p

|x ´ y|n`sp dy
˙

1
p

` R´ n
p

ˆ
ż

Rn
|upyq|

np
n´sp dy

˙

n´sp
np

ff

.

We take now R such that
ˆ
ż

Rn

|upxq ´ upyq|
p

|x ´ y|n`sp dy
˙

1
p

“ R´ n
p

ˆ
ż

Rn
|upyq|

np
n´sp dy

˙

n´sp
np

and we obtain

|upxq| ď C
ˆ
ż

Rn

|upxq ´ upyq|
p

|x ´ y|n`sp dy
˙

n´sp
np

ˆ
ż

Rn
|upyq|

np
n´sp dy

˙

spn´spq

n2
.

Raising to the power np
n´sp and integrating over R

n, we get that

ż

Rn
|upxq|

np
n´sp dx ď C

ij

RnˆRn

|upxq ´ upyq|
p

|x ´ y|n`sp dx dy
ˆ
ż

Rn
|upyq|

np
n´sp dy

˙

ps
n
.

This leads to the conclusion, namely

ˆ
ż

Rn
|upxq|

np
n´sp dx

˙

n´sp
np

ď C

¨

˚

˝

ij

RnˆRn

|upxq ´ upyq|
p

|x ´ y|n`sp dx dy

˛

‹

‚

1
p

.

Using this fractional Sobolev inequality, one can prove the embedding W s,p
pΩq Ď

LqpΩq for any q P rp, p‹
s, for particular domains Ω for which aW s,p

pΩq function can
be extended to the whole of Rn. These are the extension domains, defined as follows.

Definition 0.4. For any s P p0, 1q and p P r1,8q, we say that Ω Ď Rn is an extension
domain for W s,p if there exists a positive constant C “ Cpn, s, p, Ωq such that for any
u P W s,p

pΩq there exists ũ P W s,p
pRnq such that ũ “ u in Ω and

}ũ}W s,ppRnq ď C}u}W s,ppΩq.

A nice example of an extension domain is any open set of class C0,1 with bounded
boundary.

We state this continuous embedding in the following theorem.
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Theorem 0.5. Let s P p0, 1q and p P r1,8q such that n ě sp. Let Ω Ď Rn be an
extension domain forW s,p. Then there exists a positive constant C “ Cpn, s, p, Ωq such
that for any u P W s,p

pΩq it holds

}u}LqpΩq ď C}u}W s,ppΩq for any q P rp, p‹
s.

In other words, we have the continuous embedding

W s,p
pΩq Ď LqpΩq for any q P rp, p‹

s.

Moreover, if Ω is bounded, the embedding holds for any q P r1, p‹
s.

In the case n ă sp, we have the following embedding (see Theorem 8.2 in [10]) :

Theorem 0.6. Let Ω Ď Rn be an extension domain for W s,p with no external cups.
Then for any p P r1,8q, s P p0, 1q such that sp ą n there exists a positive constant
C “ Cpn, s, p, Ωq such that

}f }C0,αpΩq ď C
´

}f }pLppΩq
` rus

p
W s,ppΩq

¯
1
p

for any u P LppΩq with α :“ sp´n
p .

0.2 The Fractional Laplacian

The fractional Laplace operator has a long history in mathematics, in particular it is
well known in probability as an infinitesimal generator of Lévy processes (A detailed
presentation of this aspect can be found in Chapter 7). Furthermore, this operator has
numerous applications in real life models that describe a nonlocal behaviour, such
as in phase transitions, anomalous diffusion, crystal dislocation, minimal surfaces,
materials science,waterwaves andmanymore. As amatter of fact, Chapter 11 presents
some very nice results on a nonlocal model related to crystal dislocation.

Hence, there is a rich literature on the mathematical models involving the frac-
tional Laplacian, and different aspects of this operator can be studied. In this book,
Chapters 3, 5, 6 present in a self-contained manner some very interesting aspects of
the fractional Laplacian. This section gives some basic definitions and makes some
preliminary observations on the fractional Laplacian. For more detailed information,
the reader can see the above mentioned chapters, and i.e. [5, 22] and other references
therein.

We introduce at first some useful notations. Let n P IN, we denote by S the
Schwartz space of rapidly decaying functions

S :“
"

f P C8
pRnq s.t. for all α, β P INn0 , sup

xPRn
|xβDα f pxq| ă 8

*

.
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Endowed with the family of semi-norms

rf sα,NS “ sup
xPRn

p1 ` |x|q
N ÿ

|α|ďN
|Dα f pxq|,

where N “ 1, 2, . . . , the Schwartz space is a locally convex topological space. We
denote the space of tempered distributions, namely the topological dual of S, by S1

and use x¨, ¨y for the dual pairing between S and S1.
Let s P p0, 1q. For any u P S we define the fractional Laplacian as the singular

integral
p´∆q

supxq :“ Cpn, sqP.V.
ż

Rn

upxq ´ upyq

|x ´ y|n`2s dy

“ Cpn, sq lim
εÑ0

ż

RnzBεpxq

upxq ´ upyq

|x ´ y|n`2s dy,
(0.2.1)

where Cpn, sq is a dimensional constant. The P.V. stands for “in the principal value
sense” and is defined as above. The integral needs to be considered in principle values
since, for s P

ˆ

1
2 , 1

˙

the kernel 1
|x ´ y|n`2s is singular in a neighborhood of x and this

singularity is not integrable near x.
With a change of variables, one can also write the fractional Laplacian as

p´∆q
supxq “ Cpn, sq lim

εÑ0

ż

RnzBεp0q

upxq ´ upx ´ yq

|y|n`2s dy. (0.2.2)

By putting ỹ “ ´y we have that

p´∆q
supxq “ Cpn, sq lim

εÑ0

ż

RnzBεp0q

upxq ´ upx ` ỹq

|ỹ|n`2s dy

and summing this with (0.2.2), we obtain the following equivalent representation

p´∆q
supxq “

Cpn, sq
2

ż

Rn

2upxq ´ upx ´ yq ´ upx ` yq

|y|n`2s dy. (0.2.3)

Notice that this latter formula does not require the P.V. formulation, since for u smooth
enough0.1, taking a second order Taylor expansion near the origin, the first order term
vanishes by symmetry, andweare left onlywith the secondorder reminder, thatmakes
the kernel integrable. More precisely, we have that
ż

B1

|2upxq ´ upx ´ yq ´ upx ` yq|

|y|n`2s dy ď C}D2u}L8pRnq

ż

B1
|y|

´n´2s`2 dy ă 8 and
ż

RnzB1

|upxq ´ upx ´ yq ´ upx ` yq|

|y|n`2s dy ď C}u}L8pRnq

ż

RnzB1
|y|

´n´2s dy ă 8.

0.1 For instance, one can take u P L8pRnq and locally C2.
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The fractional Laplacian is well defined for a wider class of functions. Indeed, as
one may find in [22], it is enough to require that u belongs to a weighted L1 space and
is locally Lipschitz. More precisely, we define

L1s pRnq :“
!

u P L1locpR
n
q s.t.

ż

Rn

|upxq|

1 ` |x|n`2s dx ă 8

)

(notice that that LqpRnq Ď L1s pRnq for any q P r1,8q). Let ε ą 0 be sufficiently small.
Then, if u belongs to L1s pRnq and to C0,2s`ε (or C1,2s`ε´1 for s ě 1{2) in a neighbor-
hood of x P Rn, the fractional Laplacian is well defined in x as in (0.2.3). Indeed, while
the fact that u P L1s pRnq assures that

ż

RnzB1

|2upxq ´ upx ` yq ´ upx ´ yq|

|y|n`2s dy ă 8,

if, taking for instance s P p0, 1{2q and u that is C0,2s`ε in a neighborhood of x, one
has that

ż

B1

|2upxq ´ upx ` yq ´ upx ´ yq|

|y|n`2s dy ď 2
ż

B1
|y|

ε´n dy ď cpεq.

For u P S, the fractional Laplacian can be expressed as a pseudo-differential op-
erator, as stated in the following identity:

p´∆q
supxq “ F´1

´

|ξ |
2s
pupξq

¯

pxq. (0.2.4)

Here, we set the usual notation for the Fourier transform and its inverse, using x, ξ P

Rn as the space, respectively as the frequency variable,

Ff pξq “ pf pξq :“
ż

R
f pxqe´ixξ dx

and
F´1f pxq “ qf pxq :“

ż

R
f pξqeiξx dξ .

Wepoint out that we do not account for the normalization constants in this definition.
We notice here that this expression returns the classical Laplace operator for s “ 1
(and the identity operator, for s “ 0).
The expressions in (0.2.3) and (0.2.4) are equivalent (see [10], Proposition 3.3 for the
proof of this statement). There, the dimensional constant Cpn, sq introduced in (0.2.1),
is defined as

Cpn, sq :“
ˆ
ż

Rn

1 ´ cospη1q

|η|n`2s dη
˙´1

,

where η1 is the first component of η P Rn. The explicit value of Cpn, sq is given by

Cpn, sq “
22ssΓ

` n
2 ` s

˘

π n
2 Γp1 ´ sq

,
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as it is very nicely proved in the Appendix A of Chapter 11. The interested reader can
also see formula (3.1.15) and Appendix B in [5] (and other references therein) for dif-
ferent approaches to the computation of the constant.

At this point, relating to Section 0.1, there is an alternative definition of the frac-
tional Hilbert space HspRnq via Fourier transform. Let

pHspRnq :“
"

u P L2pRnq s.t.
ż

Rn
p1 ` |ξ |

2s
q|pupξq|

2 dξ ă 8

*

.

Then (see Proposition 3.4 in [10]) the two spaces are equivalent, indeed

rus
2
HspRnq “

2
Cpn, sq

ż

Rn
|ξ |

2s
|pupξq|

2 dξ .

Moreover, the connection between the fractional Laplacian and the fractional Hilbert
space is clarified in Proposition 3.6 in [10], as in the next identity

rus
2
HspRnq “

2
Cpn, sq }p´∆q

s
2 u}

2
L2pRnq.

We point out that for u P S, the fractional Laplacian p´∆q
su belongs to C8

pRnq,
but p´∆q

su R S (it is not true that it decays faster than any power of x). In particular,
we define the linear space

Ps :“
"

f P C8
pRnq s. t. for all α P INn0 , sup

xPRn

`

1 ` |x|
n`2s˘

|Dα f pxq| ă `8

*

, (0.2.5)

which endowed with the family of semi-norms

rf sαPs :“ sup
xPRn

`

1 ` |x|
n`2s˘

|Dα f pxq|,

where α P INn0, is a locally convex topological space; we denote by P1
s its topological

dual and by x¨, ¨ys their pairing. Then one has for u P S that p´∆q
su P Ps (see for

instance, the bound (1.10) in [3]). The symmetry of the operator p´∆q
s allows to define

the fractional Laplacian in a distributional sense: for any u P L1s pRnq Ă P1
s one defines

xp´∆q
su, φy :“ xu, p´∆q

sφys for any φ P S.

These spaces are used in the definition of distributional solutions. Indeed, we say
that u P L1s pRnq is a distributional solution of

p´∆q
su “ f , for f P S1

if
xu, p´∆q

svys “ xf , vy for any v P S.

Other type of solutions are defined for more general kernels in Section 0.3.
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0.2.1 The harmonic extension

The fractional Laplacian can be obtained from a local operator acting in a space with
an extra-dimension, via an extension procedure. This extension procedure was first
introduced by Molčanov and Ostrovskĭı in [20], where symmetric stable-processes are
seen as traces of degenerate diffusion processes. We will follow here the approach of
Caffarelli andSilvestre (see [6]), that relies on considering a localNeumann toDirichlet
operator in the half-spaceRn`1

` :“ Rnˆp0,8q. Consider for any s P p0, 1q the number

a :“ 1 ´ 2s,

the function u : Rn Ñ R and the problem in the non-divergence form
$

&

%

∆xU `
a
y ByU ` B

2
yyU “ 0 in Rn`1

`

Upx, 0q “ upxq in Rn .
(0.2.6)

The problem (0.2.6) can equivalently be written in the divergence form as
#

divpya∇Uq “ 0 in Rn`1
`

Upx, 0q “ upxq in Rn .
(0.2.7)

Then one has for any x P Rn, up to constants, that

´ lim
yÑ0`

yaByUpx, yq “ p´∆q
supxq. (0.2.8)

Also, by using the change of variables z “
` y
2s
˘2s the problem (0.2.6) is equivalent to

#

∆zU ` zαBzzU “ 0 in Rn`1
`

Upx, 0q “ upxq in Rn
(0.2.9)

for α “ ´2a{p1 ´ aq “ p2s ´ 1q{s. In this case also, for any x P Rn and with the right
choice of constants, one has that

´BzUpx, 0q “ p´∆q
supxq. (0.2.10)

One way to prove (0.2.8) (see [6] for more details on this and for alternative proofs) is
by means of the Poisson kernel

Ppx, yq “ ks
y1´a

`

|x|2 ` y2
˘

n`1´a
2

,

that by convolution with u gives an explicit solution of the problem (0.2.6) as

Upx, yq “

ż

Rn
Ppx ´ ξ , yqupξq dξ .
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Notice that ks is chosen such that
ż

Rn
Ppx, yq dx “ 1.

One can compute then (up to constants)

lim
yÑ0`

ya Upx, yq ´ Upx, 0q

y “ lim
yÑ0`

ya´1
„
ż

Rn
Ppx ´ ξ , yqupξq dξ ´ upxq



“ lim
yÑ0`

ya´1
ż

Rn

y1´a

`

|x ´ ξ |2 ` y2
˘

n`1´a
2

pupξq ´ upxqq dξ

“ lim
yÑ0`

ż

Rn

upξq ´ upxq
`

|x ´ ξ |2 ` y2
˘

n`1´a
2

dξ

“

ż

Rn

upξq ´ upxq

|x ´ ξ |n`1´a dξ

“ ´ p´∆q
1´a
2 upxq,

for u smooth enough. Recalling that s “ 1´a
2 , this proves formula (0.2.8).

This extension procedure is useful when one solves an equation with the frac-
tional Laplacian on the whole Rn: it overcomes the difficulty of dealing with a non-
local operator, by replacing it with a local (possibly degenerate) one. For instance, a
nonlinear problem of the type

p´∆q
supxq “ f puq in Rn

is translated into the system
$

&

%

divpya∇Uq “ 0
´ lim
yÑ0

yaByU “ f puq , (0.2.11)

where one identifies upxq “ Upx, 0q in a trace sense. At this point, one works with
a local operator, which is of variational type. Indeed, the equation in (0.2.11) is the
Euler-Lagrange equation of the functional

IpUq “

ż

Rn`1
`

ya|∇U|
2 dX.

Here we denoted X “ px, yq P Rn`1
` . See, for instance [11, 4], where a nonlinear, non-

local elliptic problem in the whole spaceRn is dealt with using variational techniques
related to the local extended operator.

0.2.2 Maximum Principle and Harnack inequality

In this subsection, we introduce some natural tools for the study of equations involv-
ing the fractional Laplacian: Maximum Principles and the Harnack inequality. We
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point out that these two type of instruments fail if one wants to apply them in the
classical fashion. More precisely, we need to take into account the nonlocal character
of the operator and have to require some global information on the function.

First of all, a function is s-harmonic in x P Rn if p´∆q
supxq “ 0. Of course, the class

of s-harmonic functions is not trivial, one example is the one-dimensional function
upxq “ px`q

s
“ maxt0, xu

s, that satisfies p´∆q
supxq “ 0 on the half line x ą 0 (see

Theorem 3.4.1 in [5]). See also [12] for some other interesting examples of functions for
which one can explicitly compute the fractional Laplacian.

We notice now that, if u has a global maximum at x0, then by definition (0.2.3)
it is easy to check that p´∆q

supx0q ě 0. On the other hand, this is no longer true if u
merely has a local maximum at x0. The Maximum Principle goes as follows:

Theorem 0.7. If p´∆q
su ě 0 in BR and u ě 0 inRnzBR, then u ě 0 in BR. Furthermore,

either u ą 0 in BR, or u ” 0 in Rn.

Proof. Suppose by contradiction that there exists x P BR such that upxq ă 0 is a min-
imum in BR. Since u is positive outside BR, this is a global minimum. Hence for any
y P B2R we have that 2upxq ´ upx ´ yq ´ upx ` yq ď 0, while for y P RnzB2R, the
inequality |x ˘ y| ě |y| ´ |x| ě R assures that upx ˘ yq ě 0. It yields that

0 ď p´∆q
supxq

“

ż

B2R

2upxq ´ upx ´ yq ´ upx ` yq

|y|n`2s dy

`

ż

RnzB2R

2upxq ´ upx ´ yq ´ upx ` yq

|y|n`2s dy

ď

ż

RnzB2R

2upxq

|y|n`2s dy

“ CupxqR´2s
ă 0.

This gives a contradiction, hence upxq ě 0.
Now, suppose that u is not strictly positive in BR and there exists x0 P BR such

that upx0q “ 0. Then

p´∆q
supx0q “

ż

Rn

´upx0 ´ yq ´ upx0 ` yq

|y|n`2s dy ď 0,

hence p´∆q
supx0q “ 0. Since u ě 0 in Rn, this happens only if u ” 0 in Rn, and this

concludes the proof.

As said before, if a function is s-harmonic and positive only on the ball, this does not
assure that the infimum and supremum on the half-ball are comparable (see [15] for
a counter-example of this type). One needs some global information on the function.
One simple assumption is to take the function nonnegative on the whole of Rn. Then
the Harnack inequality holds, as stated in the next Theorem.
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Theorem 0.8. Let u : Rn Ñ R be nonnegative in Rn such that p´∆q
su “ 0 in B1. Then

there exists a constant C “ Cpn, sq ą 0 such that

sup
B1{2

u ď C inf
B1{2

u.

One way to prove this Theorem is to use the harmonic extension defined in the previ-
ous Subsection0.2.1. Namely, this result follows as the trace inequality onRnˆty “ 0u

of the Harnack inequality holding for the extended local (weighted) operator. See [6]
for all the details of this proof.

Another formulation that loses the strong assumption that u should be nonnega-
tive in Rn is given in the following theorem (see Theorem 2.3 in [16]):

Theorem 0.9. There exists a positive constant c such that for any function u : Rn Ñ R
which is s-harmonic function in B1, the following bound holds for any x, y P B1{2

upxq ď C
˜

upyq `

ż

RnzB1

u´pzq
p|z|2 ´ 1qs|z|n dz

¸

.

Moreover, if the function u is nonnegative in B1, then one has

upxq ď C
˜

upyq `

ż

RnzB1

u´pzq
|z|n`2s dz

¸

.

Here, u´ is the negative part of u, i.e. u´pxq “ maxt´upxq, 0u.

A Harnack inequality for more generals kernels is also stated further on in Subsec-
tion 0.3.1.

0.3 More General Nonlocal Operators

It is natural to continue the study of nonlocal phenomenaby introducingmore general
type of operators. In particular, one can introduce the fractional p-Laplacian

p´∆q
s
pupxq :“ P.V.

ż

Rn

|upxq ´ upyq|
p´2

pupxq ´ upyqq

|x ´ y|n`sp dy

(notice that for p “ 2, one gets the fractional Laplacian defined in (0.2.1)). As a further
topic, on can generalise this formula by taking instead of |x´ y|

´n´sp a different ker-
nel. So, in this section we introduce briefly nonlocal operators obtained by means of
more general kernels andmake some remarks on thewell-posedness of the definition.
Moreover, we shortly defineweak solutions and viscosity solutions, and provide a few
known results on these type of solutions.
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In this book, Chapter 9 present in detail some arguments related to these nonlocal
operators (references therein are of guidance for the interested reader).

We define a general nonlocal operator of fractional parameter s P p0, 1q and
summability coefficient p P p1,8q. Let K : Rn ˆ Rn Ñ r0,8q be a kernel that satisfies

(i) K is a measurable function
(ii) K is symmetric, i.e.

Kpx, yq “ Kpy, xq for almost any px, yq P Rn ˆ Rn;
(iii) there exists λ, Λ ě 1 such that

λ ď Kpx, yq|x ´ y|
n`sp

ď Λ for almost any px, yq P Rn ˆ Rn

for some p ą 1.
(0.3.1)

Then formally one defines for any x P Rn

LKupxq :“ P.V.
ż

Rn
|upxq ´ upyq|

p´2
pupxq ´ upyqq Kpx, yq dy

“ lim
εÑ0

ż

RnzBεpxq

|upxq ´ upyq|
p´2

pupxq ´ upyqq Kpx, yq dy
(0.3.2)

where by P.V. we intend “in the principal value sense”, as defined in the last line of
(0.3.2).

Let us take as an example the case p “ 2 and a general kernel K satisfying (0.3.1)
and see whenLKupxq is pointwise defined. If the kernel K satisfies an additional con-
dition of weak translation invariance, i.e.

Kpx, x ` zq “ Kpx, x ´ zq for a.e. px, zq P Rn ˆ Rn (0.3.3)

and the function u for 𝛾 ą 0 is locally C0,2s`𝛾 (or C1,2s`𝛾´1 if s ą 1{2) and integrable
at infinity respect to the kernel K, then LKupxq is well defined for any x P Rn. Indeed,
for r ą 0 and ε P p0, rq we have that
ż

BrpxqzBεpxq

pupxq ´ upyqqKpx, yq dy “

ż

Brp0qzBεp0q

pupxq ´ upx ` zqqKpx, x ` zq dz.

By the symmetry of the domain of integration and the additional property (0.3.3), we
obtain

ż

BrpxqzBεpxq

pupxq ´ upyqqKpx, yq dy

“
1
2

ż

Brp0qzBεp0q

pupxq ´ upx ` zqq Kpx, x ` zq dz

`
1
2

ż

Brp0qzBεp0q

pupxq´upx ´ zqq Kpx, x ´ zq dz

“
1
2

ż

Brp0qzBεp0q

p2upxq ´ upx ` zq ´ upx ´ zqq Kpx, x ´ zq dz.
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Now, if u is in C1,2s`𝛾´1
pBrpxqq, we have that

|2upxq ´ upx ` zq ´ upx ´ zq| “

ˇ

ˇ

ˇ

ˇ

ˇ

ż 1

0
p∇upx ` tzq ´ ∇upx ´ tzqq ¨ z dt

ˇ

ˇ

ˇ

ˇ

ˇ

ď rusC1,2s`𝛾´1pBrpxqq |z|2s`𝛾
ż 1

0
p2tq2s`𝛾´1 dt

ď
22s`𝛾´1

2s ` 𝛾
rusC1,2s`𝛾´1pBrpxqq |z|2s`𝛾 .

Therefore we obtain
ż

BrpxqzBεpxq

pupxq ´ upyqqKpx, yq dy

ď
22s`𝛾´1

2s ` 𝛾
rusC1,2s`𝛾´1pBrpxqq Λ

ż

Brp0qzBεp0q

|z|´n`𝛾 dz ď
cpnq

𝛾
rusC1,2s`𝛾´1pBrpxqq r

𝛾 .

Hence, for such 𝛾 ą 0, the principal value exists and, moreover,
ˇ

ˇ

ˇ

ˇ

ˇ

ż

Brpxq

pupxq´upyqqKpx, yq dy
ˇ

ˇ

ˇ

ˇ

ˇ

ď c rusC1,2s`𝛾´1pBrpxqq r
𝛾 .

0.3.1 Some remarks on weak and viscosity solutions

We give now an idea of different concepts of solutions and give some introductory
properties on solutions of linear equations of the type

#

LKupxq “ 0 in Ω Ď Rn

u satisfies some “boundary condition” in RnzΩ,
(0.3.4)

where Ω Ă Rn is an open bounded set. Notice at first that the boundary condition is
given in the whole of the complement of Ω. This depends on the nonlocal character of
the operator.

We have seen that, in the case p “ 2, adding the weak translation invariance on
K and proving sufficient regularity on u, then LKu is pointwise defined. In this case,
pointwise solutions of problem (0.3.4) can be considered.

The concept of pointwise solution is however reductive; in general, the boundary
data is given in a trace sense or one can guarantee less regularity on the solution. We
introduce two other concepts of solution, the weak and the viscosity notions.

We fix s P p0, 1q and p P p1,8q.We consider the followingDirichlet problem,with
given boundary data g P W s,p

pRnq

#

LKupxq “ 0 in Ω Ď Rn

upxq “ gpxq in RnzΩ.
(0.3.5)



Essentials of Nonlocal Operators | 19

We recall the definition ofW s,p
pRnq as in (0.1.1)

W s,p
pRnq :“

!

v P LppRnq s.t. |vpxq ´ vpyq|

|x ´ y|n{p`s P LppRn ˆ Rnq

)

and we say that v P W s,p
0 pΩq if v P W s,p

pRnq and v “ 0 almost everywhere in RnzΩ.
In principle, this is a different way of defining the space W s,p

0 pΩq when Ω is not a
bounded Lipschitz open set (see for example the observations in Appendix B in [2]).
We define the convex spaces

K˘
g :“ tv P W s,p

pRnq s.t. pg ´ vq˘ P W s,p
0 pΩqu

and
Kg :“ K`

g X K´
g “ tv P W s,p

pRnq s.t. v ´ g P W s,p
0 pΩqu.

The problem has a variational structure, and we introduce a functional whose mini-
mization leads to the solution of the problem (0.3.5). For u P Kg we define the func-
tional

EKpuq :“
ż

Rn

ż

Rn
|upxq ´ upyq|

pKpx, yq dx dy . (0.3.6)

We have the following definition:

Definition 0.10. Let Ω be an open set of Rn. We say that u is a weak subsolution (su-
persolution) of the problem (0.3.5) if u P K´

g pK`
g q and it satisfies

ż

Rn

ż

Rn
|upxq ´ upyq|

p´2
pupxq ´ upyqqpφpxq ´ φpyqqKpx, yq dx dy ď pěq0

for every nonnegative φ P W s,p
0 pΩq. Moreover, a function u is a weak solution if u P Kg

is both a super and a subsolution of the problem (0.3.5), i.e. if
ż

Rn

ż

Rn
|upxq ´ upyq|

p´2
pupxq ´ upyqqpφpxq ´ φpyqqKpx, yq dx dy “ 0

for every nonnegative φ P W s,p
0 pΩq.

Using the notion of weak solution introduced in definition (0.10), we have the follow-
ing existence theorem.

Theorem 0.11 (Existence). Let s P p0, 1q, p P p1,8q and g P W s,p
pRnq. Then there

exists a unique minimizer u of EK over Kg. Moreover, a function u P Kg is a minimizer
of EK overKg if and only if it is a weak solution to the problem (0.3.5).

One can prove the existence of a uniqueminimizer by standard variational techniques
(see Theorem 2.3 in [9] for details). We give here a sketch of the proof that a minimizer
of the energy is a solution of the problem (0.3.5) and vice-versa.
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Sketch of the proof. Let u be a minimizer of the functional Ek. Consider u ` tφ to be a
perturbation of u with φ P W s,p

0 pΩq. We compute formally

0 “
d
dtEkpu ` tφq

ˇ

ˇ

ˇ

t“0

“
d
dt

ż

Rn

ż

Rn
|upxq ` tφpxq ´ upyq ´ tφpyq|

pKpx, yq dx dy
ˇ

ˇ

ˇ

t“0

“ p
ż

Rn

ż

Rn
|upxq ´ upyq|

p´2
pupxq ´ upyqq pφpxq ´ φpyqq dx dy.

This proves that u is a weak solution of (0.3.5), as introduced in Definition (0.10).
On the other hand, if u is a weak solution of (0.3.5), let v P Kg ant let φ “ u ´ v P

W s,p
0 pΩq. Then we have that

0 “

ż

Rn

ż

Rn
|upxq ´ upyq|

p´2
ppupxq ´ upyqq pφpxq ´ φpyqq Kpx, yq dx dy

“

ż

Rn

ż

Rn
|upxq ´ upyq|

pKpx, yq dx dy

´

ż

Rn

ż

Rn
|upxq ´ upyq|

p´2
pupxq ´ upyqqpvpxq ´ vpyqqKpx, yq dx dy.

Using the Young inequality, we continue

0 ě
1
p

ż

Rn

ż

Rn
|upxq ´ upyq|

pKpx, yq dx dy ´
1
p

ż

Rn

ż

Rn
|vpxq ´ vpyq|

pKpx, yq dx dy

“ Ekpuq ´ Ekpvq.

HenceEkpuq ď Ekpvq for any v P Kg and therefore theweak solution u P Kgminimizes
the functional Ek.

In order to obtain some boundedness and regularity results, we introduce the impor-
tant concept of nonlocal tail (given in [9]). The nonlocal tail takes into account the
contribution of a function “coming from far”, namely it allows to have a quantitative
control of the “nonlocality” of the operator. The definition goes as follows:

Tailpv; x0, Rq :“
«

Rsp
ż

RnzBRpx0q

|vpxq|
p´1

|x ´ x0|n`sp

ff
1

p´1

. (0.3.7)

Notice that this quantity is finite when v P LqpRnq, with q ě p ´ 1 and R ą 0.
With this in hand, we have the following local boundedness result (see Theorem

1.1 in [9] for the proof and details).

Lemma 0.12 (Local boundedness). Let s P p0, 1q, p P p1,8q and let u P W s,p
pRnq be

a weak solution of the problem (0.3.5). Let r ą 0 such that Brpx0q Ď Ω. Then

sup
Br{2px0q

u ď δTail
´

u`; x0,
r
2
¯

` cδ´
pp´1qn
sp2

˜

´

ż

Brpx0q

up` dx
¸

1
p

,

where u` “ maxtu, 0u is the positive part of u and c “ cpn, p, s, λ, Λq.
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Here, δ P p0, 1s behaves as an interpolation parameter between local and nonlocal
terms.

Using the nonlocal tail, one can state also the Harnack inequality in this general
case (see Theorem 1.1 in [8] for the proof of the statement).

Theorem 0.13. Let u P W s,p
pRnq be a weak solution of (0.3.5) and u ě 0 in BRpx0q Ă

Ω. Then for any Br :“ Brpx0q Ă B R
2

px0q we have that

sup
Br
u ď C inf

Br
u ` C

´ r
R
¯

sp
p´1 Tailpu´; x0, Rq,

where u´ “ maxt´u, 0u is the negative part of u and C “ Cpn, s, p, λ, Λq.

We point out that a Harnack inequality for nonlocal general operators in the case p “

2 is obtained in [1].
Viscosity solutions take into account solutions which are only continuous. The

idea is to “trap” the solution, which needs to be only continuous, between two func-
tions which are C2 (or at least C1,𝛾). We introduce here the notion of viscosity solution
for the problem (0.3.5), as given in [7].

Definition 0.14. Let u : Rn Ñ R be an upper (lower) semi-continuous function on Ω.
The function u is said to be a subsolution (supersolution) of LKu “ 0 and we write
LKu ď 0 (LKu ě 0) if the following happens. If:
– x is any point in Ω

– N :“ Npxq Ă Ω is a neighborhood of x

– φ is some C2pNq function

– φpxq “ upxq

– φpyq ą upyq for any y P Nztxu

then, setting

v :“
#

φ, in N
u, in RnzN

we have that LKv ď 0 (LKv ě 0). Moreover, u is a viscosity solution if it is both a
subsolution and a supersolution.

Existence and uniqueness of viscosity solutions of problems such as (0.3.5) are estab-
lished in [14]. We introduce here a Hölder regularity result for viscosity solutions of
the problem (0.3.5) (see [18] for more details and Theorem 1 therein for the proof).
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Theorem 0.15. Let s P p0, 1q and p P p1,8q (in the case p ă 2we require additionally
that p ą 1{p1 ´ sq). Assume that K satisfies Kpx, yq “ Kpx,´yq and there exist Λ ě

λ ą 0, M ą 0 and 𝛾 ą 0 such that

λ
|y|n`sp ď Kpx, yq ď

Λ
|y|n`sp for y P B2, x P B2

and
0 ď Kpx, yq ď

M
|y|n`𝛾

for y P RnzB1{4, x P B2,

Let u P L8
pRnq be a viscosity solution of LKu “ 0 in B2. Then u is Hölder continuous

in B1 and in particular there exist α “ αpλ, Λ,M, 𝛾, p, sq and C “ Cpλ, Λ,M, 𝛾, p, sq
such that

}u}CαpB1q ď C}u}L8pRnq.

Of course, much remains to be said about the arguments we presented in this intro-
duction, and about the nonlocal setting in general. The fractional Laplace operator
and operators of a more general type introduced here will be studied and beautifully
presented in the following Chapters 3, 5, 6, 7, 8, 9, 11. Other very interesting topics are
dealt with in upcoming chapters. In Chapter 1 some bounds on heat kernels for non-
symmetric nonlocal equations are obtained. Chapter 2 deals with fractional harmonic
maps. In Chapter 4, nonlocalminimal surfaces are discussed. Furthermore, Chapter 10
dealswith the existence of aweak solution of some fractional nonlinear problemswith
periodic boundary conditions.
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Operators

Abstract: We survey some recent progress in the study of heat kernels for a class of
non-symmetric non-local operators. We focus on the existence and sharp two-sided
estimates of the heat kernels and their connection to jump diffusions.
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1.1 Introduction

Second order elliptic differential operators and diffusion processes take up, respec-
tively, a central place in the theory of partial differential equations (PDE) and the the-
ory of probability. There are close relationships between these two subjects. For a large
class of second order elliptic differential operators L on Rd, there is a diffusion pro-
cess X on Rd associated with it so that L is the infinitesimal generator of X, and vice
versa. The connection between L and X can also be seen as follows. The fundamen-
tal solution (also called heat kernel) for L is the transition density function of X. For
example, when

L “
1
2

d
ÿ

i,j“1
aijpxq

B
2

BxiBxj
`

d
ÿ

i“1
bipxq

B

Bxi
,

where paijpxqq1ďi,jďd is a d ˆ d symmetric matrix-valued continuous function on Rd

that is uniformly elliptic and bounded, and bpxq “ pb1pxq, . . . , bdpxqq is a bounded
Rd-valued function, there is a unique diffusion X “ tXt , t ě 0;Px , x P Rdu on Rd

that solves the martingale problem for pL, C2c pRdqq. That is, for every x P Rd, there is
a unique probability measure Px on the space Cpr0,8q;Rdq of continuous Rd-valued
functions on r0,8q so that PxpX0 “ xq “ 1 and for every f P C2c pRdq,

Mf
t :“ f pXtq ´ f pX0q ´

ż t

0
Lf pXsqds

is aPx-martingale. Here Xtpωq “ ωptq is the coordinatemap on Cpr0,8q;Rdq. It is also
known that pX, Pxq is the unique weak solution to the following stochastic differential

Zhen-Qing Chen, Department of Mathematics, University of Washington, Seattle, WA 98195, USA,
E-mail: zqchen@uw.edu
Xicheng Zhang, School of Mathematics and Statistics, Wuhan University, Hubei 430072, P. R. China,
E-mail: XichengZhang@gmail.com

https://doi.org/10.1515/9783110571561-003
Open Access. © 2018 Zhen-Qing Chen and Xicheng Zhang, published by De Gruyter. This work is

licensed under the Creative Commons Attribution-NonCommercial-NoDerivs 4.0 License.



Heat Kernels for Non-symmetric Non-local Operators | 25

equation
dXt “ σpXtqdWt ` bpXtqdt, X0 “ x,

where Wt is a d-dimensional Brownian motion and σpxq “ apxq
1{2 is the symmetric

square root matrix of apxq “ paijpxqq1ďi,jďd.
When a is Hölder continuous, it is known that L has a jointly continuous heat

kernel ppt, x, yqwith respect to the Lebesguemeasure onRd that enjoys the following
Aronson’s estimate (see Theorem 1.8 below): there are constants ck ą 0, k “ 1, ¨ ¨ ¨ , 4,
so that

c1t´d{2 expp´c2|x ´ y|
2
{tq ď ppt, x, yq ď c3t´d{2 expp´c4|x ´ y|

2
{tq (1.1.1)

for all t ą 0 and x, y P Rd. The kernel ppt, x, yq is the transition density function of
the diffusion X.

As many physical and economic systems exhibit discontinuity or jumps, in-depth
study on non-Gaussian jump processes are called for. See for example, [6, 31, 37, 43]
and the references therein. The infinitesimal generator of a discontinuous Markov
process in Rd is no longer a differential operator but rather a non-local (or, integro-
differential) operator. For instance, the infinitesimal generator of an isotropically sym-
metric α-stable process in Rd with α P p0, 2q is up to a constant multiple a fractional
Laplacian operator ∆α{2 :“ ´ p´∆q

α{2. During the past several years there is also a lot
of interest from the theory of PDE (such as singular obstacle problems) to study non-
local operators; see, for example, [9, 45] and the references therein. A lot of progress
has been made in the last fifteen years on the development of the De Giorgi-Nash-
Moser-Aronson type theory for non-local operators. For example, Kolokoltsov [38] ob-
tained two-sided heat kernel estimates for certain stable-like processes in Rd, whose
infinitesimal generators are a class of pseudo-differential operators having smooth
symbols. Bass and Levin [4] used a completely different approach to obtain similar es-
timates for discrete time Markov chain on Zd, where the conductance between x and
y is comparable to |x ´ y|

´n´α for α P p0, 2q. In Chen and Kumagai [18], two-sided
heat kernel estimates and a scale-invariant parabolic Harnack inequality (PHI in ab-
breviation) for symmetric α-stable-like processes on d-sets are obtained. Recently in
[19], two-sided heat kernel estimates and PHI are established for symmetric non-local
operators of variable order. The De Giorgi-Nash-Moser-Aronson type theory is studied
very recently in [20] for symmetric diffusions with jumps. We refer the reader to the
survey articles [11, 30] and the references therein on the study of heat kernels for sym-
metric non-local operators. However, for non-symmetric non-local operators, much
less is known. In this article, we will survey the recent development in the study of
heat kernels for non-symmetric non-local operators. We will concentrate on the re-
cent progress made in [26, 27] and [14]. In Section 1.5 of this paper, we summarize
some other recent work on heat kernels for non-symmetric non-local operators. We
also take this opportunity to fill a gap in the proof of [26, (3.20)], which is (1.3.23) of
this paper. The proof in [26] works for the case |x| ě t1{α. In Section 3, a proof is sup-
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plied for the case |x| ď t1{α. In fact, a slight modification of the original proof for [26,
Theorem 2.5] gives a better estimate (1.3.20) than (1.3.23).

In this survey, we concentrate on heat kernel on the whole Euclidean spaces and
on the work that the authors are involved. We will not discuss Dirichlet heat kernels
in this article.

1.2 Lévy Process

A Lévy process on Rd is a right continuous process X “ tXt; t ě 0u having left limits
that has independent stationary increments. It is uniquely characterized by its Lévy
exponenent ψ:

E0 exppiξ ¨ Xtq “ expp´tψpξqq, ξ P Rd . (1.2.1)

Here for x P Rd, the subscript x in the mathematical expectation Ex and the probabil-
ity Px means that the process Xt starts from x. The Lévy exponent ψ admits a unique
decomposition:

ψpξq “ ib ¨ ξ `

d
ÿ

i,j“1
aijξiξj `

ż

Rd

´

1 ´ eiξ ¨z
` iξ ¨ z1t|z|ď1u

¯

Πpdzq, (1.2.2)

where b P Rd is a constant vector, paijq is a non-negative definite symmetric constant
matrix, and Πpdzq is a positive measure on Rdzt0u so that

ş

Rd p1 ^ |z|2qΠpdzq ă 8.
The Lévy measure Πpdzq has a strong probabilistic meaning. It describes the jumping
intensity of X making a jump of size z. Denote by tPt; t ě 0u the transition semigroup
of X; that is, Pt f pxq “ Ex f pXtq “ E0f px ` Xtq. For an integrable function f , its Fourier
transform is defined to be pf pξq “

ş

Rd e
iξ ¨x f pxqdx. Then we have by (1.2.1) and Fubini’s

theorem,

yPt f pξq “

ż

Rd
eiξ ¨xE0f px ` Xtqdx “ E0

„

e´iξ ¨Xt
ˆ
ż

Rd
eiξ ¨px`Xtqf px ` Xtqdx

˙

“e´tψp´ξq
pf pξq.

If we denote the infinitesimal generator of tPt; t ě 0u (or X) by L, then

xLf pξq “
d
dt

ˇ

ˇ

ˇ

t“0
yPt f pξq “ ´ψp´ξqpf pξq. (1.2.3)

Hence ´ψp´ξq is the Fourier multiplier (or symbol) for the infinitesimal generator L
of X. One can derive a more explicit expression for the generator L: for f P C2c pRdq,

Lf pxq “

d
ÿ

i,j“1
aij

B
2f

BxiBxj
pxq`b¨∇f pxq`

ż

Rd

´

f px ` zq ´ f pxq ´ ∇f pxq ¨ z1t|z|ď1u

¯

Πpdzq.

(1.2.4)
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When b “ 0, Π “ 0 and paijq “ Idˆd the identity matrix, that is when ψpξq “

|ξ |
2, X is a Brownian motion in Rd with variance 2t and infinitesimal generator ∆ :“

řd
i“1

B
2

Bx2i
. When b “ 0, aij “ 0 for all 1 ď i, j ď d and Πpdzq “ Apd,´αq|z|´pd`αqdz

for 0 ă α ă 2, where Apd,´αq is a normalizing constant so that ψpξq “ |ξ |
α, X is

a rotationally symmetric α-stable process in Rd, whose infinitesimal generator is the
fractional Laplacian ∆α{2 :“ ´p´∆q

α{2.
Unlike in case of Brownian motion, explicit formula for the transition density

function of symmetric α-stable processes is not known except for a very few cases.
However we can get its two-sided estimates as follows. It follows from (1.2.1) that un-
der P0, (i) AXt has the same distribution as Xt for every t ą 0 and rotation A (an
orthogonal matrix); (ii) for every λ ą 0, Xλt has the same distribution as λ1{αXt. Let
ppt, xq be the density function of Xt under P0; that is,

ppt, xq “ p2πq
´d

ż

Rd
e´ix¨ξ e´t|ξ |

α
dξ .

Then ppt, xq is a function of t and |x| and ppt, xq “ t´d{αpp1, t´1{αxq. Using Fourier’s
inversion, one gets

lim
|x|Ñ8

|x|
d`αpp1, xq “ α2α´1π´pd{2`1q sinpαπ{2qΓppd ` αq{2qΓpα{2q.

(See Pólya [42] when d “ 1 and Blumenthal-Getoor [7, Theorem 2.1] when d ě 2.) It
follows that pp1, xq — 1 ^ 1

|x|d`α . Consequently,

ppt, xq — t´d{α
^

t
|x|d`α —

t
pt1{α ` |x|qd`α . (1.2.5)

Here for a, b P R, a ^ b :“ minta, bu, and for two functions f , g, f — g means that
f {g is bounded between two positive constants.

In real world, almost every media we encounter has impurities so we need to con-
sider state-dependent stochastic processes and state-dependent local and non-local
operators. Intuitively speaking, we need to consider processes and operators where
ψpξq is dependent on x; that is,ψpx, ξq. If one uses Fouriermultiplier approach (1.2.3),
one gets pseudo differential operators. The connection between pseudo differential
operators andMarkov processes has been nicely exposited in N. Jacob [32]. In this sur-
vey, we take (1.2.4) as a starting point but with aijpxq, bpxq and Πpx, dzq being func-
tions of x P Rd. That is,

Lf pxq “

d
ÿ

i,j“1
aijpxq

B
2f

BxiBxj
pxq ` bpxq ¨ ∇f pxq

`

ż

Rd

´

f px ` zq ´ f pxq ´ ∇f pxq ¨ z1t|z|ď1u

¯

Πpx, dzq.

We will concentrate on the case where Πpx, dzq “
κpx,zq
|z|d`α dz for some α P p0, 2q

and a measurable function κpx, zq on Rd ˆ Rd satisfying for any x, y, z P Rd,

0 ă κ0 ď kpx, zq ď κ1 ă 8, κpx, zq “ κpx,´zq, (1.2.6)
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and for some β P p0, 1q,

|κpx, zq ´ κpy, zq| ď κ2|x ´ y|
β . (1.2.7)

1.3 Stable-Like Processes and their Heat Kernels

In this section, we consider the case where aij “ 0, b “ 0 and Πpx, dzq “
κpx,zq
|z|d`α dz;

that is,
Lf pxq “ p.v.

ż

Rd
pf px ` zq ´ f pxqq

κpx, zq
|z|d`α dz, (1.3.1)

where κpx, zq is a function onRd ˆRd satisfying (1.2.6) and (1.2.7). Here p.v. stands for
the Cauchy principal value, that is,

Lf pxq “ lim
εÑ0

ż

tzPRd:|x|ěεu
pf px ` zq ´ f pxqq

κpx, zq
|z|d`α dz.

Since κpx, zq is symmetric in z, when f P C2bpRdq, we can rewrite Lf pxq as

Lf pxq “

ż

Rd

´

f px ` zq ´ f pxq ´ ∇f pxq ¨ z1t|z|ď1u

¯ κpx, zq
|z|d`α dz. (1.3.2)

The non-local operator L of (1.3.1) typically is not symmetric, as oppose to non-local
operator given by

rLf pxq :“ lim
εÑ0

ż

tyPRd:|y´x|ěεu
pf pyq ´ f pxqq

cpx, yq

|x ´ y|d`α dz (1.3.3)

in the distributional sense. Here cpx, yq is a symmetric function that is bounded be-
tween two positive constants. The operator rL is the infinitesimal generator of the sym-
metric α-stable-like process studied in Chen and Kumagai [18], where it is shown that
rL has a jointly Hölder continuous heat kernel that admits two-sided estimates in the
same form as (1.2.5).

The following result is recently established in [26].

Theorem 1.1. ([26, Theorem 1.1]) Under (1.2.6) and (1.2.7), there exists a unique non-
negative jointly continuous function ppt, x, yq in pt, x, yq P p0, 1s ˆ Rd ˆ Rd solving

B

Bt ppt, x, yq “ Lppt, ¨, yqpxq, x “ y, (1.3.4)

and enjoying the following four properties:
(i) (Upper bound) There is a constant c1 ą 0 so that for all t P p0, 1s and x, y P Rd,

ppt, x, yq ď c1tpt1{α
` |x ´ y|q

´d´α . (1.3.5)
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(ii) (Hölder’s estimate) For every 𝛾 P p0, α ^ 1q, there is a constant c2 ą 0 so that
for every t P p0, 1s and x, y, z P Rd,

|ppt, x, zq ´ ppt, y, zq| ď c2|x ´ y|
𝛾 t1´p𝛾{αq

´

t1{α
` |x ´ z| ^ |y ´ z|

¯´d´α
.

(1.3.6)

(iii) (Fractional derivative estimate) For all x “ y P Rd, the mapping t ÞÑ

Lppt, ¨, yqpxq is continuous on p0, 1s, and

|Lppt, ¨, yqpxq| ď c3pt1{α
` |x ´ y|q

´d´α . (1.3.7)

(iv) (Continuity) For any bounded and uniformly continuous function f : Rd Ñ R,

lim
tÓ0

sup
xPRd

ˇ

ˇ

ˇ

ˇ

ż

Rd
ppt, x, yqf pyqdy ´ f pxq

ˇ

ˇ

ˇ

ˇ

“ 0. (1.3.8)

Moreover, we have the following conclusions.
(v) The constants c1, c2 and c3 in (i)-(iii) above can be chosen so that they de-
pend only on pd, α, β, κ0, κ1, κ2q, pd, α, β, 𝛾, κ0, κ1, κ2q, and pd, α, β, κ0, κ1, κ2q,
respectively.
(vi) (Conservativeness) For all pt, x, yq P p0, 1s ˆ Rd ˆ Rd, ppt, x, yq ě 0 and

ż

Rd
ppt, x, yqdy “ 1. (1.3.9)

(vii) (C-K equation) For all s, t P p0, 1swith t`s P p0, 1sand x, y P Rd, the following
Chapman-Kolmogorov equation holds:

ż

Rd
ppt, x, zqpps, z, yqdz “ ppt ` s, x, yq. (1.3.10)

(viii) (Lower bound) There exists c4 “ c4pd, α, β, κ0, κ1, κ2q ą 0 so that for all
t P p0, 1s and x, y P Rd,

ppt, x, yq ě c4tpt1{α
` |x ´ y|q

´d´α . (1.3.11)

(ix) (Gradient estimate) For α P r1, 2q, there exists c5 “ c5pd, α, β, κ0, κ1, κ2q ą 0
so that for all x “ y in Rd and t P p0, 1s,

|∇x log ppt, x, yq| ď c5t´1{α . (1.3.12)

1.3.1 Approach

We now sketch the main idea behind the proof of Theorem 1.1.
To emphasize the dependence ofL in (1.3.1) on κ, we write it asLκ. For each fixed

y P Rd, we consider a symmetric Lévy process (starting from 0) with Lévy measure
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Πypdzq “
κpy,zq
|z|d`α dz, and denote its marginal probability density function and infinites-

imal generator by pypt, xq and Lκpyq, respectively. Then we have

B

Bt pypt, xq “ Lκpyqpypt, xq. (1.3.13)

We use Levi’s idea and search for heat kernel ppt, x, yq forLκ with the following form:

ppt, x, yq “ pypt, x ´ yq `

ż t

0

ż

Rd
pzpt ´ s, x ´ zqqps, z, yqdzdy (1.3.14)

with function qps, z, yq to be determined below. We want

B

Bt ppt, x, yq “ Lκppt, ¨, yqpxq “ Lκpxqppt, ¨, yqpxq.

Formally,

B

Bt ppt, x, yq “Lκpyqpypt, x ´ yq ` qpt, x, yq `

ż t

0

ż

Rd
Btpzpt ´ s, x ´ zqqps, z, yqdzds

“Lκpyqpypt, x ´ yq ` qpt, x, yq `

ż t

0

ż

Rd
Lκpzqpzpt ´ s, x ´ zqqps, z, yqdzds,

while

Lκpxqppt, x, yq “Lκpxqpypt, x ´ yq `

ż t

0

ż

Rd
Lκpxqpzpt ´ s, x ´ zqqps, z, yqdzds

“Lκpxqpypt, x ´ yq `

ż t

0

ż

Rd
q0pt ´ s, x, zqqps, z, yqdzds

`

ż

Rd
Lκpzqpzpt ´ s, x ´ zqqps, z, yqdzds,

where
q0pt, x, zq “ pLκpxq

´ Lκpzq
qpzpt, x ´ zq.

It follows from (1.3.13) that qpt, x, yq should satisfy

qpt, x, yq “ q0pt, x, yq `

ż t

0

ż

Rd
q0pt ´ s, x, zqqps, z, yqdzds. (1.3.15)

Thus for the construction and the upper bound heat kernel estimates of ppt, x, yq, the
main task is to solve qpt, x, yq, and to make the above argument rigorous. We use Pi-
card’s iteration to solve (1.3.15). For n ě 1, define

qnpt, x, yq “

ż t

0

ż

Rd
q0pt ´ s, x, zqqn´1ps, z, yqdzds. (1.3.16)

Then it can be shown that

qpt, x, yq :“
8
ÿ

n“0
qnpt, x, yq (1.3.17)
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converges absolutely and locally uniformly on p0, 1s ˆ Rd ˆ Rd. Moreover, qpt, x, yq

is jointly continuous in pt, x, yq and has the following upper bound estimate

|qpt, x, yq| ď C
´

ϱβ0 ` ϱ0β
¯

pt, x ´ yq,

where
ϱβ𝛾pt, xq :“ t𝛾{α

p|x|
β

^ 1q

pt1{α ` |x|qd`α .

We then need to address the following issues.

(i) Show that ppt, x, yq constructed through (1.3.14) and (1.3.17) is non-negative,
has the property

ş

Rd ppt, x, yqdy “ 1 and satisfies the Chapman-Kolmogorov
equation.
(ii) The kernel ppt, x, yq has the claimed two-sided estimates, and derivative es-
timates.
(iii) Uniqueness of ppt, x, yq.

This requires detailed studies on the kernel pκαpt, x ´ yq for the symmetric Lévy
process with Lévy measure κpzq

|z|d`α dz, including its fractional derivative estimates, and
its continuousdependenceon κpzq,whichwill be outlined in thenext two subsections.

1.3.2 Upper bound estimates

Key observation: For any symmetric function κpzq with κ0 ď κpzq ď κ1, let pκpzq :“
κpzq ´

κ0
2 . Since the Lévy process with Lévy measure κpzq

|z|d`α dz can be decomposed as

the independent sum of Lévy processes having respectively Lévy measures pκpzq
|z|d`α dz

and κ0{2
|z|d`α dz, we have

pκpzq
α pt, xq “

ż

Rd
pκ0{2
α pt, x ´ yqppκpzq

α pt, yqdy.

Thus the gradient and fractional derivative estimates on pκpzq
α pt, xq can be obtained

from those on pκ0{2
α pt, xq. On the other hand, it follows from [18] that there is a constant

c “ cpd, κ0, κ1q ě 1 so that

c´1ϱ0αpt, xq ď pκpzq
α pt, xq ď cϱ0αpt, xq for all t ą 0 and x P Rd . (1.3.18)

First one can establish that for 𝛾1, 𝛾2, β1, β2 ě 0with β1`𝛾1 ą 0 and β2`𝛾2 ą 0,
ż t

0

ż

Rd
ϱβ1𝛾1pt ´ s, x ´ zqϱβ2𝛾2ps, zqdzds

ď Bp
𝛾1`β1
α , 𝛾2`β2

α q

´

ϱ0𝛾1`𝛾2`β1`β2 ` ϱβ1
𝛾1`𝛾2`β2 ` ϱβ2

𝛾1`𝛾2`β1

¯

pt, xq,(1.3.19)

whereB denotes the usual β-function.
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Next we establish the continuous dependence of pκpzq
α pt, yq on the symmetric

function κpzq. Let κpzq and rκpzq be two symmetric functions that are bounded between
κ0 and κ1. Then for every 0 ă 𝛾 ă α{4, there is a constant c ą 0 so that the following
estimates hold for all t P p0, 1s and x P Rd,

|pκpzq
α pt, xq ´ prκpzq

α pt, xq| ď c}κ ´ rκ}8 ϱ0αpt, xq, (1.3.20)
|∇xpκpzq

α pt, xq ´ ∇xprκpzq
α pt, xq| ď c}κ ´ rκ}8t´1{α ϱ0αpt, xq, (1.3.21)

ż

Rd
|δpκα pt, x; zq ´ δprκα pt, x; zq|

dz
|z|d`α ď c}κ ´ rκ}8 ϱ00pt, xq. (1.3.22)

Here }κ ´ rκ}8 :“ supxPRd |κpzq ´ rκpzq| and δf pt, x; zq :“ f pt, x ` zq ` f pt, x ´ zq ´

2f pt, xq. The above estimates are established in [26, Theorem 2.5], but with an extra
term on their right hand sides. For example, (1.3.20) corresponds to [26, (2.30)] where
the estimate is

|pκpzq
α pt, xq ´ prκpzq

α pt, xq| ď c}κ ´ rκ}8

´

ϱ0α ` ϱ𝛾α´𝛾

¯

pt, xq. (1.3.23)

We take this opportunity to fill a gap in the proof of [26, (3.20)]. The proof there works
only for |x| ě t1{α and t P p0, 1s, as in this case, by [26, (2.2)],

ż t

0

ż

Rd
ϱ𝛾0 pt ´ s, x ´ yqϱ0α´𝛾ps, xqdyds ď c1ϱ0α´𝛾pt, xq

ż t

0

ż

Rd
ϱ𝛾0 ps, yqdyds

ď c2ϱ0α´𝛾pt, xqt𝛾{α
“ c2ϱ0αpt, xq,

which gives (1.3.23) by line 8 on p.284 of [26]. On the other hand, one deduces by the
inverse Fourier transform that

sup
yPRd

ˇ

ˇ

ˇ
pκpzq
α pt, yq ´ prκpzq

α pt, yq

ˇ

ˇ

ˇ
ď p2πq

d
ż

Rd
|e´tψκpξq

´ e´tψ
rκpξq

|dξ ď c3}κ ´ rκ}8t´d{α .

Thus when |x| ď t1{α,
ˇ

ˇ

ˇ
pκpzq
α pt, xq ´ prκpzq

α pt, xq

ˇ

ˇ

ˇ
ď c3}κ ´ rκ}8t´d{α

ď c4}κ ´ rκ}8ϱ0αpt, xq.

In fact, by a slight modification of the original proof given in [26] for (1.3.23), we
can get estimate (1.3.20). Indeed, by the symmetry of Lκpzq and Lrκpzq,

pκpzq
α pt, xq ´ pκ̃pzq

α pt, xq

“

ż t

0

d
ds

ˆ
ż

Rd
pκpzq
α ps, yqpκ̃pzq

α pt ´ s, x ´ yqdy
˙

ds

“

ż t

0

ˆ
ż

Rd

´

L
κpzq
α pκpzq

α ps, ¨qpyqpκ̃pzq
α pt ´ s, x ´ yq

´pκpzq
α ps, yqL

κ̃pzq
α pκ̃pzq

α pt ´ s, ¨qpx ´ yq

¯

dy
¯

ds

“

ż t{2

0

ˆ
ż

Rd
pκpzq
α ps, yq

´

L
κpzq
α ´ L

κ̃pzq
α

¯

pκ̃pzq
α pt ´ s, ¨qpx ´ yqdy

˙

ds
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`

ż t

t{2

ˆ
ż

Rd
pκ̃pzq
α pt ´ s, x ´ yq

´

L
κpzq
α ´ L

κ̃pzq
α

¯

pκpzq
α ps, ¨qpyqdy

˙

ds.

Hence by (1.3.18) and [26, (2.28)],

|pκpzq
α pt, xq ´ pκ̃pzq

α pt, xq| ď c}κ ´ κ̃}8

ż t{2

0

ż

Rd
ϱ0αps, yqϱ00pt ´ s, x ´ yqdyds

`c}κ ´ κ̃}8

ż t

t{2

ż

Rd
ϱ00ps, yqϱ0αpt ´ s, x ´ yqdyds

ď
c}κ ´ κ̃}8

t

ż t

0

ż

Rd
ϱ0αps, yqϱ0αpt ´ s, x ´ yqdyds

ď c}κ ´ κ̃}8 ϱ0αpt, xq.

The same proof as that for [26, Theorem 2.5] but using (1.3.20) instead of (1.3.23) then
gives (1.3.21)-(1.3.22).

Since

Lκpzqf pxq “ p.v.
ż

Rd
pf px ` zq ´ f pxqq

κpzq
|z|d`α dz “

1
2

ż

Rd
δf px; zq

κpzq
|z|d`α dz,

estimate (1.3.22) implies that

|Lκpzqpκpzq
α pt, xq ´ L

rκpzqprκpzq
α pt, xq| ď c}κ ´ rκ}8 ϱ0αpt, xq.

From these estimates, one can establish the first part ((i)-(iv)) of the Theorem 1.1 as
well as

ppt, x, yq ě ct´d{α for t P p0, 1s and |x ´ y| ď 3t1{α . (1.3.24)

1.3.3 Lower bound estimates

The upper bound estimates in Theorem 1.1 are established using analytic method,
while the lower bound estimate in Theorem 1.1 are obtained mainly by probabilistic
argument.

From (i)-(iv) of Theorem 1.1, we see that Pt f pxq :“
ş

Rd ppt, x, yqf pyqdy is a Feller
semigroup. Hence, it determines a Feller process pΩ,F, pPxqxPRd , pXtqtě0q having
strong Feller property on Rd.

We first claim the following.

Theorem 1.2. Let Ft :“ σtXs , s ď tu. Then for each x P Rd and every f P C2bpRdq,
under Px,

Mf
t :“ f pXtq ´ f pX0q ´

ż t

0
Lf pXsqds is an Ft-martingale. (1.3.25)

In other words, Px solves the martingale problem for pL, C2bpRdqq. Thus Px in particular
solves the martingale problem for pL, C8

c pRdqq.



34 | Zhen-Qing Chen and Xicheng Zhang

Sketch of Proof. For f P C2bpRdq, define upt, xq “ f pxq `
şt
0 PsLf pxqds. Then we have

by (1.3.4) in Theorem 1.1 that

Lupt, xq “ Lf pxq `

ż t

0
LPsLf pxqds “ Lf pxq `

ż t

0
BspPsLf qpxq “ PtLf pxq “ Btupt, xq.

Since Pt f also satisfies the equation BtPt f “ LpPt f q with P0f “ f , we have

Pt f pxq “ f pxq `

ż t

0
PsLf pxqds. (1.3.26)

The desired property (1.3.25) now follows from (1.3.26) and the Markov property of
X.

Theorem 1.2 allows us to derive a Lévy system of X by following an approach from
[16]. It is easy to see from (1.3.25) that Xt “ pX1t , . . . , Xdt q is a semi-martingale. For any
f P C8

c pRdq, we have by Itô’s formula that

f pXtq ´ f pX0q “

d
ÿ

i“1

ż t

0
Bi f pXs´qdXis `

ÿ

sďt
ηspf q `

1
2𝛾tpf q, (1.3.27)

where

ηspf q “ f pXsq ´ f pXs´q ´

d
ÿ

i“1
Bi f pXs´qpXis ´ Xis´q (1.3.28)

and

𝛾tpf q “

d
ÿ

i,j“1

ż t

0
BiBj f pXs´qdxXi,c , Xj,cys . (1.3.29)

Here Xi,c is the continuous local martingale part of the semimartingale Xi and
xXi,c , Xj,cy is the covariational process of Xi,c and Xj,c.

Now suppose that A and B are two bounded closed subsets ofRd having a positive
distance from each other. Let f P C8

c pRdq with f “ 0 on A and f “ 1 on B. Let Mf be
defined as in (1.3.25). Clearly, N ft :“

şt
0 1ApXs´qdMf

s is a martingale. Define

Jpx, yq “ kpx, y ´ xq{|y ´ x|
d`α , (1.3.30)

so L can be rewritten as

Lf pxq “ lim
εÑ0

ż

t|y´x|ąεu
pf pyq ´ f pxqqJpx, yqdy. (1.3.31)

We get by (1.3.25)–(1.3.29) and (1.3.31),

N ft “
ÿ

sďt
1ApXs´qpf pXsq ´ f pXs´qq ´

ż t

0
1ApXsqLf pXsqds

“
ÿ

sďt
1ApXs´qf pXsq ´

ż t

0
1ApXsq

ż

Rd
f pyqJpXs , yqdyds.
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By taking a sequence of functions fn P C8
c pRdq with fn “ 0 on A, fn “ 1 on B and

fn Ó 1B, we get that, for any x P Rd,
ÿ

sďt
1ApXs´q1BpXsq ´

ż t

0
1ApXsq

ż

B
JpXs , yqdyds

is a martingale with respect to Px. Thus,

Ex

«

ÿ

sďt
1ApXs´q1BpXsq

ff

“ Ex

«

ż t

0

ż

Rd
1ApXsq1BpyqJpXs , yqdyds

ff

.

Using this and a routine measure theoretic argument, we get

Ex

«

ÿ

sďt
f pXs´, Xsq

ff

“ Ex

«

ż t

0

ż

Rd
f pXs , yqJpXs , yqdyds

ff

for any non-negative measurable function f on Rd ˆ Rd vanishing on tpx, yq P Rd ˆ

Rd : x “ yu. Finally, following the same arguments as in [18, Lemma 4.7] and [19,
Appendix A], we get

Theorem 1.3. X has a Lévy system pJ, tq with J given by (1.3.3); that is, for any x P Rd

and any non-negative measurable function f onR` ˆRd ˆRd vanishing on tps, x, yq P

R` ˆ Rd ˆ Rd : x “ yu and pFtq-stopping time T,

Ex

«

ÿ

sďT
f ps, Xs´, Xsq

ff

“ Ex

«

ż T

0

ˆ
ż

Rd
f ps, Xs , yqJpXs , yqdy

˙

ds
ff

. (1.3.32)

For a set K Ă Rd, denote

σK :“ inftt ě 0 : Xt P Ku, τK :“ inftt ě 0 : Xt R Ku.

Denote by Bpx, rq the open ball with radius r and center x. We need the following
lemma (see [3, 18]).

Lemma 1.4. For each 𝛾 P p0, 1q, there exists R0 ą 0 such that for every R ą R0 and
r P p0, 1q,

PxpτBpx,Rrq ď rαq ď 𝛾. (1.3.33)

Proof. Without loss of generality, we assume that x “ 0. Given f P C2bpRdqwith f p0q “

0 and f pxq “ 1 for |x| ě 1, we set

frpxq :“ f px{rq, r ą 0.

By the definition of fr, we have

P0pτBp0,Rrq ď rαq ď E0
”

fRrpXτBp0,Rrq^rα q

ı

p1.3.25q
“ E0

˜

ż τBp0,Rrq^rα

0
LfRrpXsqds

¸

.

(1.3.34)
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On the other hand, by the definition of L, we have for λ ą 0,

|LfRrpxq| “
1
2

ˇ

ˇ

ˇ

ˇ

ż

Rd
pfRrpx ` zq ` fRrpx ´ zq ´ 2fRrpxqqκpx, zq|z|´d´αdz

ˇ

ˇ

ˇ

ˇ

ď
κ1}∇2fRr}8

2

ż

|z|ďλr
|z|2´d´αdz ` 2κ1}fRr}8

ż

|z|ěλr
|z|´d´αdz

“ κ1
}∇2f }8

pRrq2
pλrq2´α

2p2 ´ αq
s1 ` 2κ1}f }8

pλrq´α

α s1

“ κ1s1

˜

}∇2f }8

R2
λ2´α

2p2 ´ αq
` 2}f }8

λ´α

α

¸

r´α ,

where s1 is the sphere area of the unit ball. Substituting this into (1.3.34), we get

P0pτBp0,Rrq ď rαq ď κ1s1

˜

}∇2f }8

R2
λ2p2´αq

2 ´ α ` 2}f }8
λ´α

α

¸

.

Choosing first λ large enough and then R large enough yield the desired estimate.

We can now proceed to establish the lower bound heat kernel estimate (1.3.11). By
Lemma 1.4, there is a constant λ P p0, 12 q such that for all t P p0, 1q,

PxpτBpx,t1{α{2q ą λtq ě 1
2 . (1.3.35)

In view of the estimate (1.3.24), it remains to consider the case that |x ´ y| ą 3t1{α.
Using (1.3.35) and the Lévy system of X,

PxpXλt P Bpy, t1{α
qq

ě Px
´

X hits Bpy, t1{α
{2q before λt and then travels less than

distance t1{α
{2 for at least λt units of time

¯

ě PxpσBpy,t1{α{2q ă λtq inf
zPBpy,t1{α{2q

PzpτBpz,t1{α{2q ą λtq

ě c1PxpXpλtq^τBpx,t1{αq
P Bpy, t1{α

{2qq

“ Ex
ż pλtq^τBpx,t1{αq

0

ż

Bpy,t1{α{2q

JpXs , uq du ds

ě c2Ex
”

pλtq ^ τBpx,t1{αq

ı

ż

Bpy,t1{α{2q

1
|x ´ y|d`α du

ě c3
tpd`αq{α

|x ´ y|d`α .

Thus

ppt, x, yq ě

ż

Bpy,t1{αq

ppλt, x, zqppp1 ´ λqt, z, yq dz



Heat Kernels for Non-symmetric Non-local Operators | 37

ě PxpXλt P Bpy, t1{α
qq inf

zPBpy,t1{αq
ppp1 ´ λt, z, yq

ě c4t´d{α tpd`αq{α 1
|x ´ y|d`α

“
c4t

|x ´ y|d`α .

This proves that

ppt, x, yq ě c
ˆ

t´d{α
^

t
|x ´ y|d`α

˙

for every x, y P Rd and t ď 1.

1.3.4 Strong stability

In real world applications and modeling, state-dependent parameter κpx, zq of (1.3.1)
is an approximation of real data. So a natural question is how reliable the conclusion
is when using such an approximation. The following strong stability result is recently
obtained in [27].

Theorem 1.5. Suppose β P p0, α{4s, and κ and rκ are two functions satisfying (1.2.6) and
(1.2.7). Denote the corresponding fundamental solution of Lκ and Lrκ by pκpt, x, yq and
prκpt, x, yq, respectively. Then for every 𝛾 P p0, βq and η P p0, 1q, there exists a constant
C “ Cpd, α, β, κ0, κ1, κ2, 𝛾, ηq ą 0 so that for all t P p0, 1s and x, y P Rd,

|pκαpt, x, yq´prκαpt, x, yq| ď C}κ´rκ}
1´η
8

´

1 ` t´𝛾{α
p|x ´ y|

𝛾
^ 1q

¯ t
pt1{α ` |x ´ y|qd`α .

(1.3.36)
Here }κ ´ rκ}8 :“ supx,zPRd |κpx, zq ´ rκpx, zq|.

Observe that by (1.3.5) and (1.3.11), the term t
pt1{α`|x´y|qd`α in (1.3.36) is comparable to

pκαpt, x, yq and to prκαpt, x, yq. So the error bound (1.3.36) is also a relative error bound,
which is good even in the region when |x ´ y| is large.

Let tPκt ; t ě 0u and tPrκt ; t ě 0u be the semigroups generated by Lκ and Lrκ, re-
spectively. For p ě 1, denote by }Pκt ´ Prκt }p,p the operator norm of Pκt ´ Prκt in Banach
space LppRd; dxq.

Corrolary 1.1. Suppose β P p0, α{4s, and κ and rκ are two functions satisfying (1.2.6)
and (1.2.7). Then for every 𝛾 P p0, βq and η P p0, 1q, there exists a constant C “

Cpd, α, β, κ0, κ1, κ2, 𝛾, ηq ą 0 so that for every p ě 1 and t P p0, 1s,

}Pκt ´ Prκt }p,p ď Ct´𝛾{α
}κ ´ rκ}

1´η
8 . (1.3.37)

Theorem 1.5 is derived by estimating each |qκnpt, x, yq ´ qrκnpt, x, yq| for qκnpt, x, yq and
qrκnpt, x, yq of (1.3.16). Corollary 1.1 is a direct consequence of Theorem 1.5.
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For uniformly elliptic divergence form operators L and rL on Rd, pointwise esti-
mate on |ppt, x, yq ´ rppt, x, yq| and the Lp-operator norm estimates on Pt ´ rPt are ob-
tained in Chen, Hu, Qian and Zheng [15] in terms of the local L2-distance between the
diffusionmatrix ofL and rL. Recently, Bass and Ren [5] obtained strong stability result
for symmetric α-stable-like non-local operators of (1.3.3), with error bound expressed
in terms of the Lq-norm on the function cpxq :“ supyPRd |cpx, yq ´ rcpx, yq|.

1.3.5 Applications to SDE driven by stable processes

Suppose that σpxq “ pσijpxqq1ďi,jďd is a bounded continuous d ˆ d-matrix-valued
function on Rd that is non-degenerate at every x P Rd, and Y is a (rotationally) sym-
metric α-stable process on Rd for some 0 ă α ă 2. It is shown in Bass and Chen [2,
Theorem 7.1] that for every x P Rd, SDE

dXt “ σpXt´qdYt , X0 “ x, (1.3.38)

has a unique weak solution. (Although in [2] it is assumed d ě 2, the results there are
valid for d “ 1 as well.) The family of these weak solutions forms a strong Markov
process tX, Px , x P Rdu. Using Itô’s formula, one deduces (see the display above (7.2)
in [2]) that X has generator

Lf pxq “ p.v.
ż

Rd
pf px ` σpxqyq ´ f pxqq

Apd,´αq

|y|d`α dy. (1.3.39)

A change of variable formula z “ σpxqy yields

Lf pxq “ p.v.
ż

Rd
pf px ` zq ´ f pxqq

κpx, zq
|z|d`α dz, (1.3.40)

where

κpx, zq “
Apd,´αq

|detσpxq|

ˆ

|z|
|σpxq´1z|

˙d`α
. (1.3.41)

Here detpσpxqq is the determinant of the matrix σpxq and σpxq
´1 is the inverse of σpxq.

As an application of Theorem 1.1, we have

Corrolary 1.2. ([2, Corollary 1.2]) Suppose that σpxq “ pσijpxqq is a dˆdmatrix-valued
function on Rd such that there are positive constants λ0, λ1, λ2 and β P p0, 1q so that

λ0Idˆd ď σpxq ď λ1Idˆd for every x P Rd , (1.3.42)

and
|σijpxq ´ σijpyq| ď λ2|x ´ y|

β for 1 ď i, j ď d. (1.3.43)

Then the strongMarkov process X formedby the uniqueweak solution to SDE (1.3.38)has
a jointly continuous transition density function ppt, x, yq with respect to the Lebesgue
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measure on Rd, and there is a constant C ě 1 that depends only on pd, α, β, λ0, λ1q so
that

C´1 t
pt1{α ` |x ´ y|qd`α ď ppt, x, yq ď C t

pt1{α ` |x ´ y|qd`α

for every t P p0, 1s and x, y P Rd. Moreover, ppt, x, yq enjoys all the properties stated in
the conclusions of Theorem 1.1 with κ0 “ Apd,´αqλd`α

0 λ´d
1 , κ1 “ Apd,´αqλ´d

0 λd`α
1

and κ2 “ κ2pd, λ0, λ1, λ2q.

The following strong stability result for SDE (1.3.38) is a direct consequence of Corol-
lary 1.1 and (1.3.41).

Corrolary 1.3. Suppose that σpxq “ pσijpxqq and rσpxq “ prσijpxqq are d ˆ d matrix-
valued functions on Rd satisfying conditions (1.3.42) and (1.3.43). Let ppt, x, yq and
rppt, x, yq be the transition density functions of the corresponding strong Markov pro-
cesses X and rX that solve SDE (1.3.38), respectively. Then for every 𝛾 P p0, βq and
η P p0, 1q, there exists a constant C “ Cpd, α, β, λ0, λ1, λ2, 𝛾, ηq ą 0 so that for all
t P p0, 1s and x, y P Rd,

|ppt, x, yq ´ rppt, x, yq| ď C}σ ´ rσ}
1´η
8

´

1 ` t´𝛾{α
p|x ´ y|

𝛾
^ 1q

¯ t
pt1{α ` |x ´ y|qd`α ,

(1.3.44)
where }σ ´ rσ}8 :“

řd
i,j“1 supx,yPRd |σijpxq ´ rσijpxq|.

1.4 Diffusion with Jumps

In this section, we consider non-local operators that have both elliptic differential op-
erator part and pure non-local part:

Lf pxq :“ La f pxq ` b ¨ ∇f pxq ` Lκ f pxq, (1.4.1)

where

La f pxq :“ 1
2

d
ÿ

i,j“1
aijpxqB

2
ij f pxq, b ¨ ∇f pxq :“

d
ÿ

i“1
bipxqBi f pxq,

Lκ f pxq :“
ż

Rd

´

f px ` zq ´ f pxq ´ 1t|z|ď1uz ¨ ∇f pxq

¯ κpx, zq
|z|d`α dz.

Here apxq :“ paijpxqq1ďi,jďd is a d ˆ d-symmetric matrix-valued measurable function
on Rd, bpxq : Rd Ñ Rd and κpx, zq : Rd ˆ Rd Ñ R are measurable functions, and
α P p0, 2q.

For convenience, we assume d ě 2. Throughout this section, we impose the fol-
lowing assumptions on a and κ:
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(Ha) There are c1 ą 0 and β P p0, 1q such that for any x, y P Rd,

|apxq ´ apyq| ď c1|x ´ y|
β , (1.4.2)

and for some c2 ě 1,

c´1
2 Idˆd ď apxq ď c2Idˆd . (1.4.3)

(Hκ) κpx, zq is a bounded measurable function and if α “ 1, we require
ż

ră|z|ďR
κpx, zq|z|´d´1dz “ 0 for any 0 ă r ă R ă 8. (1.4.4)

Note that when κpx, zq is a positive constant function,

L “ La ` b ¨ ∇ ` c∆α{2

for some constant c ą 0. A function f defined on Rd is said to be in Kato class K2 if
f P L1locpR

d
q and

lim
δÑ0

sup
xPRd

ż δ

0

ż

Rd

t1{2
|f pyq|

pt1{2 ` |x ´ y|qd`2 dydt “ 0. (1.4.5)

Let qpt, x, yq be the fundamental solution of La; see Theorem 1.8 below for more
information. Since L can be viewed as a perturbation of La by Lb,κ :“ b ¨ ∇ ` Lκ,
heuristically the fundamental solution (or heat kernel) ppt, x, yq of L should satisfy
the following Duhamel’s formula: for all t ą 0 and x, y P Rd,

ppt, x, yq “ qpt, x, yq `

ż t

0

ż

Rd
ppr, x, zqLb,κqpt ´ r, ¨, yqpzqdzdr (1.4.6)

or
ppt, x, yq “ qpt, x, yq `

ż t

0

ż

Rd
qpr, x, zqLb,κppt ´ r, ¨, yqpzqdzdr. (1.4.7)

The following is a special case of themain results in [14], where the corresponding
results are also obtained for time-inhomogeneous operators.

Theorem 1.6. ([14, Theorem 1.1]) Let α P p0, 2q. Under (Ha), (Hκ) and b P K2, there is
a unique continuous function ppt, x; yq that satisfies (1.4.6), and

(i) (Upper-bound estimate) For any T ą 0, there exist constants C0, λ0 ą 0 such
that for t P p0, Ts and x, y P Rd,

|ppt, x, yq| ď C0
ˆ

t´d{2e´λ0|x´y|
2
{t

`
}κ}8 t

pt1{2 ` |x ´ y|qd`α

˙

. (1.4.8)

(ii) (C-K equation) For all s, t ą 0 and x, y P Rd, we have
ż

Rd
pps, x, zqppt, z, yqdz “ pps ` t, x, yq. (1.4.9)
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(iii) (Gradient estimate) For any T ą 0, there exist constants C1, λ1 ą 0 such that
for t P p0, Ts and x, y P Rd,

|∇xppt, x, yq| ď C1t´1{2
ˆ

t´d{2e´λ1|x´y|
2
{t

`
}κ}8 t

pt1{2 ` |x ´ y|qd`α

˙

. (1.4.10)

(iv) (Conservativeness) For any t ą 0 and x P Rd,
ş

Rd ppt, x, yqdy “ 1.
(v) (Generator) Define Pt f pxq “

ş

Rd ppt, x, yqf pyqdy. Then for any f P C2bpRdq, we
have

Pt f pxq ´ f pxq “

ż t

0
PsLf pxqds. (1.4.11)

(vi) (Continuity) For any bounded and uniformly continuous function f ,
limtÑ0 }Pt f ´ f }8 “ 0.

Define mκ “ infxPRd essinfzPRd kpx, zq.

Theorem 1.7. ([14, Theorem 1.3]) If κ is a bounded function satisfying pHκq and that for
each x P Rd,

κpx, zq ě 0 for a.e. z P Rd , (1.4.12)

then ppt, x, yq ě 0. Furthermore, if mκ ą 0, then for any T ą 0, there are constants
C1, λ2 ą 0 such that for any t P p0, Ts and x, y P Rd,

ppt, x, yq ě C1
ˆ

t´d{2e´λ2|x´y|
2
{t

`
mκ t

pt1{2 ` |x ´ y|qd`α

˙

. (1.4.13)

We have by Theorems 1.6 and 1.7 that when κ ě 0, then there is a conservative Feller
process X “ tXt , t ě 0;Px , x P Rdu having ppt, x, yq as its transition density function
with respect to the Lebesguemeasure. It follows from (1.4.11) that X is a solution to the
martingale problem for pL, C2bpRdqq.

When a is the identity matrix, b “ 0 and κpx, zq is a positive constant, L “

∆ ` c∆α{2 for some positive constant c ą 0. In this case, the corresponding Markov
process X is a symmetric Lévy process that is the sum of a BrownianmotionW and an
independent rotationally symmetric α-stable process Y. Thus the heat kernel ppt, x, yq

for L is the convolution of the transition density function ofW and Y. In this case, its
two-sided bounds can be obtained through a direct calculation. Indeed such a com-
putation is carried out in Song and Vondraček [46] by dividing into four cases with
different expressions for each cases. The two-sided estimates (1.4.8) and (1.4.13) first
appeared in Chen and Kumagai [20] for symmetric diffusions with jumps, including
the symmetry Lévy process case.

Symmetric diffusionswith jumps corresponding to symmetric non-local operators
on Rd with variable coefficients of the the following form have been studied in [20]:

Lf pxq “

d
ÿ

i,j“1

B

Bxi

ˆ

aijpxq
Bf pxq

Bxi

˙

` lim
εÑ0

ż

|x´y|ąε
pf pyq ´ f pxqq

cpx, yq

|x ´ y|d`α dy, (1.4.14)
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where apxq :“ paijpxqq1ďi,jďd is a dˆd-symmetricmatrix-valuedmeasurable function
onRd, cpx, yq is a symmetricmeasurable function onRdˆRd that is boundedbetween
two positive constants, and α P p0, 2q. Clearly, when apxq is the identity matrix and
cpx, yq is a positive constant, the above non-local operator is ∆` c0∆α{2 for some c0 ą

0. Among other things, it is established in Chen and Kumagai [20] that the symmetric
non-local operator L of (1.4.14) has a jointly Hölder continuous heat kernel ppt, x, yq

and there are positive constants ci, 1 ď i ď 4 so that

c1
´

t´d{2
^ t´d{α

¯

^

ˆ

t´d{2e´c2|x´y|
2
{t

` t´d{α
^

t
|x ´ y|d`α

˙

ď ppt, x, yq ď c3
´

t´d{2
^ t´d{α

¯

^

ˆ

t´d{2e´c4|x´y|
2
{t

` t´d{α
^

t
|x ´ y|d`α

˙

(1.4.15)

for all t ą 0 and x, y P Rd. It is easy to see that for each fixed T ą 0, the two-sided
estimates (1.4.15) on p0, Ts ˆ Rd ˆ Rd is equivalent to

rc1
ˆ

t´d{2e´c2|x´y|
2
{t

`
t

pt1{2 ` |x ´ y|qd`α

˙

ď ppt, x, yq

ď rc3
ˆ

t´d{2e´c4|x´y|
2
{t

`
t

pt1{2 ` |x ´ y|qd`α

˙

.

When a is the identity matrix and b “ 0, the results in Theorems 1.6 and 1.7 have
been obtained recently in [50] for κpx, zq that is symmetric in z.

1.4.1 Approach

The approach in [14] is to treat L as La under lower order perturbation b ¨ ∇ ` Lκ,
and thus one can construct the fundamental solution for L from that of La through
Duhamel’s formula.

The following result is essentially known in literature; see [29] (see also [14, The-
orem 2.3]).

Theorem 1.8. Under (Ha), there exists a nonnegative continuous function qpt, x, yq,
called the fundamental solution or heat kernel of La, with the following properties:

(i) (Two-sided estimates) For any T ą 0, there exist constants C, λ ą 0 such that
for t P p0, Ts and x, y P Rd,

C´1t´d{2e´λ´1
|x´y|

2
{t

ď qpt, x, yq ď Ct´d{2e´λ|x´y|
2
{t . (1.4.16)

(ii) (Gradient estimate) For j “ 1, 2 and T ą 0, there exist constants C, λ ą 0 such
that for t P p0, Ts and x, y P Rd,

|∇j
xqpt, x, yq| ď Ct´pd`jq{2e´λ|x´y|

2
{t . (1.4.17)
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(iii) (Hölder estimate in y) For j “ 0, 1, η P p0, βq and T ą 0, there exist constants
C, λ ą 0 such that for t P p0, Ts, x, y, z P Rd,

|∇j
xqpt, x, yq ´ ∇j

xqpt, x, zq| ď C|y ´ z|η t´pd`j`ηq{2
´

e´λ|x´y|
2
{t

` e´λ|x´z|2{t
¯

.
(1.4.18)

Moreover, for bounded measurable f : Rd Ñ R, let Qt f pxq :“
ş

Rd qpt, x, yqf pyqdy.
We have
(iv) (Continuity) For any bounded and uniformly continuous function f ,

limtÑ0 }Qt f ´ f }8 “ 0.
(v) (C-K equation) For all 0 ď t ă r ă s ă 8, QtQs “ Qt`s.
(vi) (Conservativeness) For all 0 ď t ă s ă 8, Qt1 “ 1.
(vii) (Generator) For any f P C2bpRdq, we have

Qt f pxq ´ f pxq “

ż t

0
QsLa f pxqdr “

ż t

0
LaQs f pxqds.

As mentioned earlier, it is expected that the fundamental solution ppt, x, yq of L
should satisfy Duhamel’s formula (1.4.6). We construct ppt, x, yq recursively. Let
p0pt, x, yq “ qpt, x, yq, and define for n ě 1,

pnpt, x, yq :“
ż t

0

ż

Rd
pn´1pt ´ s, x, zqLb,κqps, ¨, yqpzqdzds.

Using Theorem 1.8, one can show that pnpt, x, yq is well defined and that
ř8
n“0 pnpt, x, yq converges locally uniformly to some function ppt, x, yq, and that

ppt, x, yq is the unique solution stated in Theorem 1.6. The positivity (1.4.12) of The-
orem 1.7 can be established by using Hille-Yosida-Ray theorem and Courrége’s first
theorem.

The Gaussian part in the lower bound estimate on ppt, x, yq in Theorem 1.7 is ob-
tained from the near diagonal lower bound estimate on ppt, x, yq and a chaining ball
argument, while the pure jump part in the lower bound estimate on ppt, x, yq is ob-
tained by using a probabilistic argument through the Lévy system, similar to that in
Section 3.

1.4.2 Application to SDE

Let σpxq be a d ˆ d-matrix valued function on Rd that is uniformly elliptic and
bounded, and each entry σij is β-Hölder continuous on Rd, b P K2 and rσ a bounded
d ˆ d-matrix valued measurable function on Rd. Suppose X solves the following
stochastic differential equation:

dXt “ σpXtqdBt ` bpXtqdt ` rσpXt´qdYt ,

where B is a Brownianmotion onRd and Y is a rotationally symmetric α-stable process
onRd. By Itô’s formula, the infinitesimal generatorL of X is of the formLa`b ¨∇`Lκ
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with apxq “ σpxqσpxq
˚ and

κpx, zq “
Apd,´αq

|detrσpxq|

ˆ

|z|
|rσpxq´1z|

˙d`α
.

So by Theorems 1.6 and 1.7, X has a transition density function ppt, x, yq satisfying the
properties there. If in addition, rσ is uniformly elliptic, then for any T ą 0,

c1
ˆ

t´d{2e´λ1|x´y|
2
{t

`
t

pt1{2 ` |x ´ y|qd`α

˙

ď ppt, x, yq

ď c2
ˆ

t´d{2e´λ2|x´y|
2
{t

`
t

pt1{2 ` |x ´ y|qd`α

˙

for t P p0, Ts and x, y P Rd.

1.5 Other Related Work

In this section, we briefly mention some other recent work on heat kernels of non-
symmetric non-local operators.

Using a perturbation argument, Bogdan and Jakubowski [8] constructed a par-
ticular heat kernel (also called fundamental solution) qbpt, x, yq for operator Lb :“
∆α{2

` b ¨ ∇ on Rd, where d ě 1, α P p1, 2q and b is a function on Rd that is in a suit-
able Kato class. It is based on the following heuristics: qbpt, x, yq of Lb can be related
to the fundamental solution ppt, x, yq of L0

“ ∆α{2, which is the transition density of
the rotationally symmetric α-stable process Y, by the following Duhamel’s formula:

qbpt, x, yq “ ppt, x, yq `

ż t

0

ż

Rd
qbps, x, zq bpzq ¨ ∇zppt ´ s, z, yqdzds. (1.5.1)

Applying the above formula recursively, one expects that

qbpt, x, yq :“
8
ÿ

k“0
qbk pt, x, yq (1.5.2)

is a fundamental solution for Lb, where qb0pt, x, yq :“ ppt, x, yq and for k ě 1,

qbk pt, x, yq :“
ż t

0

ż

Rd
qbk´1ps, x, zq bpzq ¨ ∇zppt ´ s, z, yqdz.

It is shown in [8] that the series in (1.5.2) converges absolutely and, for every T ą 0,
such defined qbpt, x, yq is a conservative transition density function and is compa-
rable to ppt, x, yq on p0, Ts ˆ Rd ˆ Rd. Recall that ppt, x, yq has two-sided estimate
(1.2.5). In [23], Chen and Wang showed that the Markov process Xt having qbpt, x, yq

as its transition density function is the unique solution to the martingale problem
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pLb , C2bpRdq; moreover, it is the unique weak solution to the following stochastic dif-
ferential equation:

dXt “ dYt ` bpXtqdt,

where Yt is the rotationally symmetric α-stable process on Rd. Dirichlet heat kernel
estimate for Lb in a bounded C1,1 open set has been obtained in [16]. In [34, 35], Kim
and Song extended results in [1, 8, 17] to ∆α{2

` µ ¨ ∇, where µ “ pµ1, . . . , µdq are
signedmeasures in suitable Kato class. These can be regarded as heat kernels for frac-
tional Laplacianunder gradient perturbation.Heat kernel estimates for relativistic sta-
ble processes and for mixed Brownian motions and stable processes with drifts have
recently been studied in [24] and [13], respectively. See [12] for drift perturbation of
subordinate Brownian motion of pure jump type and its heat kernel estimate. While
in [52], Xie and Zhang considered the critical operator Lb :“ a∆1{2

` b ¨ ∇, where
for some 0 ă c0 ă c1, a : Rd Ñ rc0, c1s and b : Rd Ñ Rd are two Hölder continu-
ous functions. They established two-sided estimates for the heat kernel ofLb by using
Levi’s method as described in Subsection 3.1.

In the same spirit, Wang and Zhang in [48] considered more general fractional
diffusion operators over a complete Riemannian manifold perturbed by a time-
dependent gradient term, and showed two-sided estimates and gradient estimate of
the heat kernel.More precisely, letM be a d-dimensional connected complete Rieman-
nian manifold with Riemannian distance ρ. Let ∆M be the Laplace-Beltrami operator.
Suppose that the heat kernel ppt, x, yq of ∆M with respect to the Riemannian volume
dx exists and has the following two-sided estimates:

c1t´d{2e´c2ρpx,yq
2
{t

ď ppt, x, yq ď c3t´d{2e´c4ρpx,yq
2
{t , t ą 0, x, y P M, (1.5.3)

and gradient estimate

|∇xppt, x, yq| ď c5t´pd`1q{2e´c4ρpx,yq
2
{t , (1.5.4)

where ∇x denotes the covariant derivative. Let Pt be the corresponding semigroup,
that is,

Pt f pxq :“
ż

M
ppt, x, yqf pyqdx, f P CbpMq.

For 0 ă α ă 2, consider the pα{2q-stable subordination of Pt

Ppαq

t :“
ż 8

0
Ps µpα{2q

t pdsq, t ě 0,

where µpα{2q

t is a probability measure on r0,8q with Laplace transform
ż 8

0
e´λsµpα{2q

t pdsq “ e´tλα{2
, λ ě 0.

Then Ppαq

t is a C0-contraction semigroup on CbpMq. Let Lpαq be the infinitesimal gen-
erator of Ppαq

t . In [48], Wang and Zhang considered the following operator

L
pαq

b,c f pt, xq :“ Lpαqf pxq ` xbpt, xq,∇x f pxqy ` cpt, xqf pxq, f P C2bpMq,
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where b : R` ˆ M Ñ TM and c : R` ˆ M Ñ R are measurable. For α P p0, 2q, one
says that a measurable function f : R` ˆ M Ñ R belongs to Kato’s classKα if

lim
εÑ0

sup
pt,xqPr0,8qˆM

ε1{α
ż ε

0

ż

M

s1´1{α
pε ´ sq´1{α

|f pt ˘ s, yq|

ps1{α ` ρpx, yqqd`α dyds “ 0.

Notice that when α “ 2 and f is time-independent,Kα is the same as in (1.4.5).
The following result is shown in [48].

Theorem 1.9. Assume (1.5.3), (1.5.4) and α P p1, 2q. If |b|, c P Kα, then there is a unique
continuous function ppαq

b,cpt, x; s, yq having the following properties:
(i) (Two-sided estimates) There is a constant c1 ą 0 such that for all t ´ s P

p0, 1s, x, y P M,

c´1
1

t ´ s
ppt ´ sq1{α ` ρpx, yqqd`α ď ppαq

b,cpt, x; s, yq ď c1
t ´ s

ppt ´ sq1{α ` ρpx, yqqd`α .

(ii) (Gradient estimate) There is a constant c2 ą 0 such that for all t ´ s P

p0, 1s, x, y P M,

|∇xppαq

b,cpt, x; s, yq| ď c2
pt ´ sq1´1{α

ppt ´ sq1{α ` ρpx, yqqd`α .

(iii) (C-K equation) For any 0 ď s ă r ă t and x, y P M,

ppαq

b,cpt, x; s, yq “

ż

M
ppαq

b,cpt, x; r, zqp
pαq

b,cpr, z; s, yqdz.

(iv) (Generator) If b P Cpr0,8q; L1locpM, dx; TMqq and c P

Cpr0,8q; L1locpM, dx;Rqq, then for any φ, ψ P C20pMq,

lim
tÓs

1
t ´ s

ż

M
ψpPb,ct,s φ ´ φqdx “

ż

M
ψLpαq

b,cps, ¨qφdx, s ě 0,

where Pb,ct,s φ :“
ş

M p
pαq

b,cpt, ¨; s, yqφpyqdy.

The above results indicate that, under suitable Kato class condition, heat kernel esti-
mates are stable under gradient perturbation.

In [21], Chen and Wang studied heat kernels for fractional Laplacian under non-
local perturbation of high intensity; that is, heat kernels for

Lκ f pxq “ ∆α{2f pxq ` Sκ f pxq, f P C2bpRdq, (1.5.5)

where

Sκ f pxq :“ Apd,´βq

ż

Rd

´

f px ` zq ´ f pxq ´ ∇f pxq ¨ z1t|z|ď1u

¯ κpx, zq
|z|d`β dz (1.5.6)
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for some 0 ă β ă α ă 2 and a real-valued bounded function κpx, zq on Rd ˆ Rd

satisfying
κpx, zq “ κpx,´zq for every x, z P Rd .

Uniqueness and existence of fundamental solution qκpt, x, yq is established in [21].
The approach is also a perturbation argument by viewing Lκ “ ∆α{2

` Sκ as a lower
order perturbation of L0

“ ∆α{2 by Sκ. So heuristically, the fundamental solution (or
heat kernel) qκpt, x, yq of Lκ should satisfy the following Duhamel’s formula:

qκpt, x, yq “ ppt, x, yq `

ż t

0

ż

Rd
qκpt ´ s, x, zqSκzpps, z, yqdzds (1.5.7)

for t ą 0 and x, y P Rd. Here the notation Sκzpps, z, yq means that the non-local
operator Sκ is applied to the function z ÞÑ pps, z, yq. Similar notation will also be
used for other operators, for example, ∆α{2

z . Applying (1.5.7) recursively, it is reason-
able to conjecture that

ř8
n“0 q

κ
npt, x, yq, if convergent, is a solution to (1.5.7), where

qκ0pt, x, yq :“ ppt, x, yq and

qκnpt, x, yq :“
ż t

0

ż

Rd
qκn´1pt ´ s, x, zqSκzpps, z, yqdzds for n ě 1. (1.5.8)

The hard part is the estimates on Sκzpps, z, yq and on each qκnpt, x, yq. In contrast to the
gradient perturbation case, the fundamental solution to the non-local perturbation
(1.5.5) does not need to be positive, and when the kernel is positive, it does not need
to be comparable to ppt, x, yq. One can rewrite Lκ of (1.5.5) as follows:

Lκ f pxq “

ż

Rd

´

f px ` zq ´ f pxq ´ x∇f pxq, zy1t|z|ď1u

¯

jκpx, zqdz,

where
jκpx, zq “

Apd,´αq

|z|d`α

ˆ

1 `
Apd,´βq

Apd,´αq
κpx, zq |z|α´β

˙

. (1.5.9)

It is shown in [21] that the fundamental solution qκ ě 0 if jκpx, zq ě 0; that is, if

κpx, zq ě ´
Apd,´αq

Apd,´βq
|z|β´α for a.e. z P Rd . (1.5.10)

When κpx, zq is continuous in x, the above condition is also necessary for the non-
negativity of qκpt, x, yq. Under condition (1.5.10), various sharp heat kernel estimates
have been obtained in [21]. In particular, it is shown in [21] that if there are constants
0 ă c1 ď c2 so that

c1
|z|d`α ď jκpx, zq ď

c2
|z|d`α for x, z P Rd ,

then for every T ą 0, qκpt, x, yq — ppt, x, yq on p0, Ts ˆRd ˆRd. Dirichlet heat kernel
estimates for Lκ of (1.5.5) has recently been studied in Chen and Yang [25].



48 | Zhen-Qing Chen and Xicheng Zhang

In a subsequent work [50], Wang studied fundamental solution for ∆` Sκ and its
two-sided heat kernel estimates. In [17], Chen, Kim and Song established stability of
heat kernel estimates under (local and non-local) Feynman-Kac transforms for a class
of jump processes; see also C. Wang [47] on a related work. Very recently, stability of
heat kernel estimates for diffusions with jumps (both symmetric and non-symmetric)
under Feynman-Kac transform has been studied in Chen and Wang [22]. On the other
hand, by employing the strategy and road map from Chen and Zhang [26] as outlined
in Section 3 of this paper, Kim, Song and Vondracek [36] has extended Theorem 1.1 to
more general non-local operator L of (1.3.1) with 1

|z|d`α being replaced by the density
of Lévy measure of certain subordinate Brownian motions. In a recent work [10], X.
Chen, Z.-Q. Chen and J. Wang have used Levi’s freezing coefficient method to obtain
upper and lower bound estimates for heat kernels of the following type of non-local
operators of variable order:

Lf pxq :“
ż

Rd

´

f px ` zq ´ f pxq ´ ∇f pxq ¨ z1t|z|ď1u

¯ κpx, zq
|z|d`αpxq

dz, f P C2c pRdq,

where αpxq is a Hölder continuous function on Rd such that

0 ă α1 ď αpxq ď α2 ă 2 for all x P Rd ,

and κpx, zq satisfies conditions (1.2.6)-(1.2.7).
Very recently Chen and Zhang [28] have improved the results of Theorem 1.3.1 by

dropping the symmetry assumption on kpx, zq in z from (1.2.6). See also [33].
In this survey, we mainly concentrate on the quantitive estimates of the heat ker-

nels of non-symmetric nonlocal operators. For derivative formula of the heat kernel
associated with stochastic differential equations with jumps, we refer the interested
reader to [53, 51, 49]. For other results on the existence and smoothness of heat kernels
or fundamental solutions for non-symmetric jump processes or non-local operators
under Hörmander’s type conditions, see [44, 40] for the studies of linear Ornstein-
Uhlenbeck processes with jumps, and [54, 55, 56] and the references therein for the
studies of general stochastic differential equationswith jumps.Wedonot survey these
results in this article since the arguments in the above references are mainly based on
the Malliavin calculus and thus belong to another topic.
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ing out a gap in the proof of (2.30) in [26].
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Francesca Da Lio
Fractional Harmonic Maps

Abstract: The theory of α-harmonicmaps has been initiated some years ago by the au-
thor and Tristan Rivière in [8]. Thesemaps are critical points of the following nonlocal
energy

Lαpuq “

ż

Rk
|p´∆q

α
2 upxq|

2dxk , (2.0.1)

where u P 9HαpRk ,Nq, N Ă Rm is an at least C2 closed (compact without boundary)
n-dimensional smooth manifold. In a recent paper [10] we also introduce the notion
of horizontal α-harmonic maps. Precisely, given a C1 plane distribution PT on all Rm,
these are maps u P 9HαpRk ,Rmq, α ě 1{2, satisfying

#

PTpuq∇u “ ∇u inD1
pRkq

PTpuqp´∆q
αu “ 0 inD1

pRkq.

If the distribution of planes is integrable, thenwe recover the case of α-harmonicmaps
with values into a manifold. We will concentrate here to the case α “ 1{2 and k “

1 which corresponds to a critical situation. Such maps arise from several geometric
problems such as for instance in the study of free boundarymanifolds. After giving an
overview of the recent results on the regularity and the compactness of horizontal1{2-
harmonic maps, we will describe the techniques that have been introduced in [8, 9]
to investigate the regularity of such maps and mention some relevant applications to
geometric problems.

2.1 Overview

Since the early 50’s the analysis of critical points to conformal invariant Lagrangians
has raised a special interest, due to the important role they play in physics and geom-
etry.

Themost elementary example of a2-dimensional conformal invariant Lagrangian
is the Dirichlet Energy

Lpuq “

ż

D
|∇upx, yq|

2dxdy , (2.1.1)

where D Ď R2 is an open set, u : D Ñ Rm and∇u is the gradient of u .
We can define the Lagrangian (2.1.1) in the set of maps taking values in an at

least C2 closed n- dimensional submanifold N Ď Rm. In this case critical points
u P W1,2

pD,Nq of L satisfy in a weak sense the equation

Francesca Da Lio, Department of Mathematics, ETH Zürich, Rämistrasse 101, 8092 Zürich, Switzer-
land, E-mail: francesca.dalio@math.ethz.ch

https://doi.org/10.1515/9783110571561-004
Open Access. © 2018 Francesca Da Lio, published by De Gruyter. This work is licensed under the

Creative Commons Attribution-NonCommercial-NoDerivs 4.0 License.



Fractional Harmonic Maps | 53

´ ∆u K TuN , (2.1.2)

where TξN is the tangent plane aN at the point ξ P N, or in a equivalent way

´ ∆u “ Apuqp∇u,∇uq :“ ApuqpBxu, Bxuq ` ApuqpByu, Byuq, (2.1.3)

where Apξq is the second fundamental form at the point ξ P N (see for instance [17]).
The equation (2.1.3) is called the harmonic map equation intoN .

In the case whenN is an oriented hypersurface ofRm the harmonicmap equation
reads as

´ ∆u “ 𝜈puqx∇𝜈puq,∇uy , (2.1.4)

where 𝜈 is the unit normal vector field toN .
The key point to get the regularity of the harmonic maps with values into the

sphere Sm´1 was to rewrite the r.h.s of the equations as a sum of a Jacobians. More
precisely Hélein in [17] wrote the equation (2.1.4) in the form

´ ∆u “ ∇KB ¨ ∇u, (2.1.5)

where ∇KB “ p∇KBijq with ∇KBij “ ui∇uj ´ uj∇ui , (for every vector field v : R2
Ñ

Rm,∇Kv denotes the π{2 rotation of the gradient∇v, namely∇Kv “ p´Byv, Bxvqq .
The r.h.s of (2.1.5) can be written actually as a sum of Jacobians:

∇KBij∇uj “ BxujByBij ´ ByujBxBij .

This particular structure permitted to apply to the equation (2.1.5) the following result

Theorem 2.1. [28] Let D be a smooth bounded domain of R2. Let a and b be two mea-
surable functions in D whose gradients are in L2pDq. Then there exists a unique solution
φ P W1,2

pDq to
$

&

%

´∆φ “
Ba
Bx

Bb
By ´

Ba
By

Bb
Bx , in D

φ “ 0 on BD .
(2.1.6)

Moreover there exists a constant C ą 0 independent of a and b such that

||φ||8 ` ||∇φ||L2 ď C||∇a||L2 ||∇b||L2 .

In particular φ is a continuous in D .

In the case of an oriented hypersurfaceN ofRm by using the fact that∇u is orthogonal
to 𝜈puq the equation (2.1.4) can be reformulated as follows

´ ∆ui “

m
ÿ

j“1

´

𝜈puq
i ∇p𝜈puqqj ´ 𝜈puqj ∇p𝜈puqq

i
¯

¨ ∇uj . (2.1.7)
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Unlike the sphere case there is no reason for which the vector field

𝜈puq
i ∇p𝜈puqqj ´ 𝜈puqj ∇p𝜈puqq

i

is divergence-free. What remains true is the anti-symmetry of the matrix

Ω :“
´

𝜈puq
i ∇p𝜈puqqj ´ 𝜈puqj ∇p𝜈puqq

i
¯

i,j“1¨¨¨m
. (2.1.8)

Actually Rivière in [20] identified the anti-symmetry of the 1-form in (2.1.8) as the es-
sential structure of equation (2.1.4) and he succeeded in writing the harmonic map
system in the form of a conservation law whose constituents satisfy elliptic equations
with a Jacobian structure to which Wente’s regularity result (Theorem 2.1) could be
applied.

Let us now introduce PTpzq, PNpzq the orthogonal projections respectively to the
tangent space TzN and to the normal space pTzNq

K. Then the equation (2.1.2) can be
re-formulated as follows

PTpuq∆u “ 0, inD1
pDq. (2.1.9)

We are going to release the assumption that the field of orthogonal projections is
associated to a sub-manifoldN and to consider the equation (2.1.9) for a general field
of orthogonal projections PT and for horizontal maps u satisfying

PNpuq∇u “ 0, inD1
pDq. (2.1.10)

We will assume that PT P C1pRm ,MmpRqq and PN P C1pRm ,MmpRqq satisfy
$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

PT ˝ PT “ PT PN ˝ PN “ PN

PT ` PN “ Im

@ z P Rm @U, V P TzRm ă PTpzqU, PNpzqV ą“ 0

}BzPT}L8pRmq ă `8

(2.1.11)

where ă ¨, ¨ ą denotes the standard scalar product in Rm. In other words PT is a C1

map into the orthogonal projections of Rm. For such a distribution of projections PT
we denote by

n :“ rankpPTq.

Such a distribution identifies naturally with the distribution of n-planes given by the
images of PT (or theKernel of PT) and conversely, any C1 distribution of n-dimensional
planes defines uniquely PT satisfying (2.1.11).

For any α ě 1{2 and for k ě 1we define the space of Hα-Sobolev horizontal maps

HαpRkq :“
!

u P HαpRk ,Rmq; PNpuq∇u “ 0 inD1
pRkq

)

.

Observe that this definition makes sense since we have respectively PN ˝ u P

HαpRk ,MmpRqq and∇u P Hα´1
pRk ,Rmq. Next we give the following definition.
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Definition 2.2. Given a C1 plane distribution PT in Rm satisfying (2.1.11), a map u in
the space HαpRkq is called horizontal α-harmonic with respect to PT if

@ i “ 1 ¨ ¨ ¨m
m
ÿ

j“1
PijTpuqp´∆q

αuj “ 0 inD1
pRkq (2.1.12)

and we shall use the following notation

PTpuq p´∆q
αu “ 0 inD1

pRkq.

When the plane distribution PT is integrable that is to say when

@ X, Y P C1pRm ,Rmq PNrPT X, PT Ys ” 0, (2.1.13)

where r¨, ¨s denotes the Lie Bracket of vector-fields, using Frobenius theorem the plane
distribution corresponds to the tangent plane distribution of a n´dimensional folia-
tion F. A smooth map u in HαpRmq takes values everywhere into a leaf of F that we
denote Nn and we are back to the classical theory of harmonic maps into manifolds.
Observe that our definition includes the case of α-harmonic maps with values into
a sub-manifold of the euclidean space and horizontal with respect to a plane distri-
bution in this sub-manifold. Indeed it is sufficient to add to such a distribution the
projection to the sub-manifold and extend the all to a tubular neighborhood of the
sub-manifold.

In [10] we have proved the following result

Theorem 2.3 (Theorem 2.1, [10]). Let PT be a C1 distribution of planes (or projections)
satisfying (2.1.11). Any map u P H1

pDq

PTpuq ∆u “ 0 inD1
pDq (2.1.14)

is in Xδă1C0,δloc pDq.

The main idea to prove Theorem 2.3 is to show that u satisfies an elliptic Schrödinger
type system with an antisymmetric potential Ω P L2pRk ,Rk b sopmqq (whose con-
struction depends on PT) of the form

´ ∆u “ Ω ¨ ∇u. (2.1.15)

Hence, following the analysis in [20] the authors deduced in dimension 2 the local ex-
istence on a diskD of A P L8

XW1,2
pD, GlmpRqq and B P W1,2

pD,MmpRqq, depending
both on PTpuq, such that

div pA∇uq “ ∇KB ¨ ∇u (2.1.16)

from which the regularity of u can be deduced using Wente’s Theorem 2.1.2.1

2.1 We denote by sopmq the space of antisymmetric matrices of order m and by GLm the space of
invertible matrices of order m.



56 | Francesca Da Lio

Nowwe turn our attention to an analogous fractional problem in dimension 1. We
consider the following Lagrangian that we will call L´energy (L stands for “Line”)

L1{2
puq :“

ż

R
|p´∆q

1{4u|
2 dx (2.1.17)

within
9H1{2

pR,Nq :“
!

u P 9H1{2
pR,Rmq ; upxq P N for a. e. x P R

)

.

The operator p´∆q
α on R is defined by means of the Fourier transform as follows

{p´∆qαu “ |ξ |
2α û ,

(given a function f , both f̂ and Frf s denote the Fourier transform of f ).
The Lagrangian (2.1.17) is invariant with respect to the Möbius group and it satis-

fies the following identity
ż

R
|p´∆q

1{4upxq|
2dx “ inf

#

ż

R2
`

|∇ũ|
2dx : ũ P W1,2

pR2
`,Rmq, trace ũ “ u

+

.

In [8] we introduced the following Definition:

Definition 2.4. Amap u P 9H1{2
pR,Nq is called a weak 1{2-harmonic map intoN if for

any φ P 9H1{2
pR,Rmq X L8

pR,Rmq there holds

d
dtL

1{2
pπNpu ` tφqq|t“0 “ 0,

where ΠN is the orthogonal projection onN .

In short we say that a weak 1{2-harmonic map is a critical point of L1{2 in 9H1{2
pR,Nq

for perturbations in the target.
Weak 1{2-harmonic maps satisfy the Euler-Lagrange equation

𝜈puq ^ p´∆q
1{2u “ 0 inD1

pRq. (2.1.18)

Let Π´i : S1zt´iu Ñ R, Π´ipξ ` iηq “
ξ

1`η be the stereographic projection from
the south pole, then the following relation between the 1{2 Laplacian in R and in S1

holds:

Proposition 2.5 (Proposition 4.1, [7]). Given u : R Ñ Rm, we set v :“ u ˝ Π´i : S1 Ñ

Rm. Then u P L 1
2

pRq
2.2 if and only if v P L1pS1q. In this case

p´∆q
1
2
S1vpeiϑq “

pp´∆q
1
2
RuqpΠ´ipeiϑqq

1 ` sin ϑ inD1
pS1zt´iuq, (2.1.19)

2.2 We recall that L 1
2
pRq :“

!

u P L1locpRq :
ş

R
|upxq|

1`x2 dx ă 8

)
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Observe that p1 ` sinpϑqq
´1

“ |Π1
´ipϑq|, and hence we have

ż

S1
p´∆q

1
2 vpeiϑqφpeiϑq dϑ “

ż

R
p´∆q

1
2 upxqφpΠ´1

´i pxqq dx for every φ P C8
0 pS1zt´iuq.

From (2.1.19) and the invariance of the Lagrangian (2.1.17) with respect to the trace of
conformal maps in C it follows that a map u P 9H1{2

pR,Nq is weak 1{2-harmonic in R
if and only if v “ u ˝ Π´i P 9H1{2

pS1,Nq is weak 1{2-harmonic in S1.
Indeed v P 9H1{2

pS1,Nq satisfies

𝜈pvq ^ p´∆q
1{2v “ 0 inD1

pS1zt´iuq. (2.1.20)

Consider now the stereographic projection from thenorth poleΠi : S1ztiu Ñ R, Πipξ`

iηq “
ξ

1´η and ũ “ v ˝ Π´1
i “ u ˝

1
z . Since

1
z : Czt0u Ñ Czt0u is a conformal map,

ũ P 9H1{2
pR,Nq is weak 1{2-harmonic in Rzt0u. By applying Proposition 2.2 in [5] (a

singular point removability type result on R) we deduce that ũ is weak 1{2-harmonic
in R and in particular continuous in R. Therefore not only v is weak 1{2-harmonic in
S1 but we deduce that

lim
xÑ`8

upxq “ lim
xÑ`8

upxq and lim
zÑ´i`
zPS1

vpzq “ lim
zÑ´i´
zPS1

vpzq.

Fractional harmonic maps appear in several geometric problems and wemention
some of them below.

1. The first application is the connection between weak 1{2-harmonic maps and
free boundary minimal disks. The following characterization of weak 1{2-harmonic
maps of S1 into sub-manifolds of Rn holds, (see [7] and [18]).

Theorem 2.6. Let u P 9H1{2
pS1,Nq, where N is a n-dimensional closed smooth sub-

manifold ofRm. If u is a nontrivial weak 1{2-harmonicmap, then its harmonic extension
ũ P W1,2

pD,Rmq is conformal and

𝜈puq ^
Bũ
Br “ 0 inD1

pS1q. (2.1.21)

From Theorem 2.6 it follows that ũ is a minimal disk whose boundary lies in N and
meetsN orthogonally, namely its outward normal vector Bũ

Br is othogonal toN at each
point of ũpS1q. Moreover we can deduce the following two characterizations of 1{2-
harmonic maps in the case whereN “ S1 andN “ S2.

Theorem 2.7. i) Weak 1{2-harmonic maps u : S1 Ñ S1 with degpuq “ 1 coincide with
the trace of Möbius transformations of the disk B2p0, 1q Ď R2 .

ii) If u : S1 Ñ S2 is a weak 1{2-harmonic map then upS1q is an equatorial plane and
it is the composition of weak 1{2-harmonic map u : S1 Ñ S1 with an isometry τ : S2 Ñ

S2 .
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2. Another geometrical application concerns the so-called Steklov eigenvalue problem
that is the first eigenvalue σ1 of the Dirichlet-to-Neumann map on some Riemannian
surfaces pM, gq with boundary BM. In [14] the authors show the following

Theorem 2.8 ( Proposition 2.8, [14]). IfM is a surfacewith boundary, and g0 is ametric
on M with

σ1pg0qLg0pBMq “ max
g
σ1pgqLgpBMq,

where LgpBMq is the lenght of BM, the max is over all smooth metrics onM in the confor-
mal class of g0. Then there exist independent eigenfunctions u1, . . . , un corresponding
to the eigenvalue σ1pg0q which give a conformal minimal immersion u “ pu1, . . . , unq

of M into the unit ball Bn and upMq is a free boundary solution. That is, u : pM, BMq Ñ

pBn , BBnq is a harmonic map such that upBMq meets BBn orthogonally. Hence u|BM is
1{2-harmonic.

3. 1{2-harmonic maps appear in the asymptotics of fractional Ginzburg-Landau equa-
tion, (see [18]) and in connections with regularity of critical knots of Möbius energy
(see [2]).

The theory of weak 1{2 harmonic maps with values into a closed n-dimensional
sub-manifold N has been initiated some years ago by the author and Tristan Rivière
in [8]. Since then several extensions have been considered (see [4, 12, 9]). The main
novelty in the regularity of1{2-harmonicwas the re-formulationof theEuler-Lagrange
equation in termsof special algebraic quantities called 3-terms commutatorswhich are
roughly speaking bilinear pseudo-differential operators satisfying some integrability
by compensation properties.

As in the local case we can consider a plane distribution PT satisfying (2.1.11) and
solutions of

PTpuq p´∆q
1{2u “ 0 inD1

pRq (2.1.22)

under the constraint PNpuq∇u “ 0 inD1
pRq. Maps u P H1{2

pRq satisfying (2.1.22) are
called horizontal 1{2-harmonic maps. One of the main result in [10] is the following
Theorem.

Theorem 2.9. Let PT be a C1 distribution of planes satisfying (2.1.11). Any map u P

H1{2
pRq

PTpuq p´∆q
1{2u “ 0 inD1

pRq (2.1.23)

is in Xδă1C0,δloc pRq.

In [10] conservation laws corresponding to horizontal 1{2-harmonic maps have been
discovered: locally, modulo some smoother terms coming from the application of
non-local operators on cut-off functions, we construct out of PTpuq A P L8

X
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9H1{2
pR, GlmpRqq and B P 9H1{2

pR,MmpRqq such that

p´∆q
1{4

pA vq “ JpB, vq ` cut-off, (2.1.24)

where v :“ pPT p´∆q
1{4u,RpPNp´∆q

1{4uqq
t, R denotes the Riesz operator defined by

xRf pξq “ i ξ
|ξ |
f̂ and J is a bilinear pseudo-differential operator satisfying

}JpB, vq} 9H´1{2pRq
ď C }p´∆q

1{4B}L2pRq }v}L2pRq. (2.1.25)

As we will see later, the conservation law (2.1.24) will be crucial in the quantization
analysis of sequences of horizontal 1{2-harmonic maps.

By assuming that PT P C2pRmq and by bootstrapping arguments one gets that
every horizontal 1{2-harmonic map u P H1{2

pRq is C1,αloc pRq, for every α ă 1 (see [11]).
We would like to mention that in the non-integrable case it seems not feasible to

get the regularity of the horizontal 1{2-harmonicmaps by the techniques in [23] or [18]
which consist in transforming the a-priori non-local PDE (2.1.18) into a local one and
in performing ad-hoc extensions and reflections.

Also in the nonintegrable case the following geometric characterization holds.

Proposition 2.10. An element in H1{2 satisfying (2.1.22) has a harmonic extension ũ
in B2p0, 1q which is conformal and hence it is the boundary of a minimal disk whose
exterior normal derivative Br ũ is orthogonal to the plane distribution given by PT .

Example : We consider the following field of non-integrable projections in C2
zt0u.

PTpzq Z :“ Z ´ |z|´2
rZ ¨ pz1, z2q pz1, z2q ` Z ¨ piz1, iz2q piz1, iz2qs . (2.1.26)

An example of u satisfying (2.1.23) is given by solutions to the system
$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

Bũ
Br ^ u ^ iu “ 0 inD1

pS1q

u ¨
Bu
Bϑ “ 0 inD1

pS1q

i u ¨
Bu
Bϑ “ 0 inD1

pS1q

an at least (2.1.27)

where ũ denotes the harmonic extension of u which happens to be conformal due to
Proposition 2.10 and define a minimal disk. An example of such maps is given by

upϑq :“ 1
?
2

peiϑ , e´iϑ
q where ũpz, zq “

1
?
2

pz, zq. (2.1.28)

Observe that the solution in (2.1.28) is also a 1{2-harmonic map into S3 and it would
be interesting to investigate whether this is the unique solution.

From a geometrical point of view to find a solution to (2.1.23) means to find amin-
imal disk whose boundary is horizontal and the normal direction is vertical.
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One natural question is to see if this problem is variational. A priori if ũ is a crit-
ical point of the Dirichlet energy whose boundary is horizontal, then its exterior nor-
mal derivative Br ũ does not belong necessarily to ImpPNq. Despite the geometric rel-
evance of equations (2.1.12) in the non-integrable case, it is however a-priori not the
Euler-Lagrange equation of the variational problem consisting in finding the critical
points of }p´∆q

α{2u}
2
L2 within Hα when PT is not satisfying (2.1.13). This can be seen

in the particular case where α “ 1 where the critical points to the Dirichlet Energy
have been extensively studied in relation with the computation of normal geodesics in
sub-riemannian geometry. We then introduce the following definition:

Definition 2.11. A map u in Hα is called variational α´harmonic into the plane dis-
tribution PT if it is a critical point of the }p´∆q

α{2u}
2
L2 within variations inH

α i.e. for any
ut P C1pp´1, 1q,Hαq we have

d
dt }p´∆q

α{2ut}2L2
ˇ

ˇ

ˇ

ˇ

t“0
“ 0. (2.1.29)

Example of variational harmonic maps from S1 into a plane distribution is given by
the sub-riemannian geodesics.

A priori the equation (2.1.22) is not the Euler-Lagrange equation associated to
(2.1.29). The main difficulty is that we have not a pointwise constraint but a constraint
on the gradient. In order to study critical points of (2.1.29) we use a convexification
of the above variational problem following the spirit of the approach introduced by
Strichartz in [27] for normal geodesics in sub-riemannian geometry. We prove in par-
ticular for the case α “ 1{2 that the smooth critical points of

L1{2
pu, ξq :“

ż

S1

|p´∆q
´1{4
0 pPTpuqξq|

2

2 dϑ

´

ż

S1

⟨
p´∆q

´1{4
0 pPTpuqξq, p´∆q

´1{4
0

ˆ

PTpuq
du
dϑ

˙
⟩
dϑ

´

ż

S1

⟨
p´∆q

´1{4
0 pPNpuqξq, p´∆q

´1{4
0

ˆ

PNpuq
du
dϑ

˙
⟩
dϑ

(2.1.30)

in the co-dimension m Hilbert subspace of 9H1{2
pS1,Rmq ˆ 9H´1{2

pS1,Rmq given by2.3

E :“

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

pu, ξq P 9H1{2
pS1,Rmq ˆ H´1{2

pS1,Rmq s. t.

ˆ

PNpuq, dudϑ

˙

9H1{2 , 9H´1{2
“ 0

p´∆q
´1{4
0 pPTpuqξq P L2pS1q and p´∆q

´1{4
0

ˆ

PTpuq
du
dϑ

˙

P L2pS1q

,

/

/

/

/

/

/

/

/

.

/

/

/

/

/

/

/

/

-

2.3 Given f P 9H1{2, g P 9H´1{2 we denote by pf , gq 9H1{2 , 9H´1{2 the duality between f and g.
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at the point where the constraint
´

PNpuq, dudϑ
¯

9H1{2 , 9H´1{2
“ 0 is non-degenerate

are “variational 1{2-harmonic" into the plane distribution PT in the sense of defini-
tion 2.11. It remains open the regularity of critical points of (2.1.30) or even of the 1{2
energy (2.1.17) in H1{2 in the case when the constraint

´

PNpuq, dudϑ
¯

9H1{2 ,H´1{2
“ 0 is

degenerate.
In a joint paper with P. Laurain and T. Rivière we investigate compactness and

quantization properties of sequences of horizontal 1{2 harmonic maps uk P H1{2
pRq

by extending the results obtainedby the author in [5] in the case of1{2-harmonicmaps
with values into a sphere. Our first main result is the following:

Theorem 2.12. [Theorem 1.2 in [6]] Let uk P H1{2
pRq be a sequence of horizontal

1{2-harmonic maps such that

}uk} 9H1{2 ď C, }p´∆q
1{2uk}L1 ď C . (2.1.31)

Then it holds:
1. There exist u8 P H1{2

pRq and a possibly empty set ta1, . . . , aℓu, ℓ ě 1 , such
that up to subsequence

uk Ñ u8 in 9W1{2,p
loc pRzta1, . . . , aℓuq, p ě 2 as k Ñ `8 (2.1.32)

and
PTpu8qp´∆q

1{2u8 “ 0, inD1
pRq . (2.1.33)

2. There is a family ũi,j8 P 9H
1{2

pRq of horizontal 1{2-harmonic maps pi P

t1, . . . , ℓu, j P t1, . . . , Niuq, such that up to subsequence
›

›

›

›

›

›

p´∆q
1{4

¨

˝uk ´ u8 ´
ÿ

i,j
ũi,j8ppx ´ xki,jq{rki,jq

˛

‚

›

›

›

›

›

›

L2locpRq

Ñ 0, as k Ñ `8 .

(2.1.34)
for some sequences rki,j Ñ 0 and xki,j P R.

Aswehave already remarked in [6] the condition }p´∆q
1{2uk}L1 ď C is always satisfied

in the case the maps uk take values into a closed manifold of Rm (case of sequences
of 1{2 harmonic maps) as soon as }uk} 9H1{2 ď C. This follows from the fact that if u is a
1{2-harmonic maps with values into a closed manifold ofN of Rm then the following
inequality holds (see Proposition 5.1 in [6])

}p´∆q
1{2u}L1pRq ď C}p´∆q

1{4u}
2
L2pRq. (2.1.35)

Hence in the case of 1{2-harmonicmaps defined in S1 wehave the following corollary.

Corollary 2.13. [Corollary 1.1 in [6]] LetN be a closed C2 submanifold of Rm and let
uk P H1{2

pS1,Nq be a sequence of 1{2-harmonic maps such that

}uk} 9H1{2pS1q
ď C (2.1.36)
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then the conclusions of Ttheseheorem 2.12 hold. In particular up to subsequencewe have
the following energy identity

lim
kÑ`8

ż

S1
|p´∆q

1{4uk|
2 dϑ “

ż

S1
|p´∆q

1{4u8|
2 dϑ `

ÿ

i,j

ż

S1
|p´∆q

1{4ũi,j8|
2 dϑ (2.1.37)

where ũi,j8 are the bubbles associated to the weak convergence.

For themoment it remains openwhether the bound (2.1.35) holds or not in the general
case of horizontal 1{2-harmonic maps.

The compactness issue (first part of Theorem 2.12) is quite standard. Themost del-
icate part is the quantization analysis consisting in verifying that there is no dissipa-
tion of the energy in the region between u8 and the bubbles ũi,j8 and between the
bubbles themselves (the so-called neck-regions). Such an analysis has been achieved
in [6] by performing a precise asymptotic development of horizontal 1{2-harmonic
maps in these neck-regions, that was possible thanks to the conservation law (2.1.24)
and an application of new Pohozaev-type identities in 1-D discovered in [6]. We refer
the reader to [6] for a complete description of compactness and quantization issues of
horizontal 1{2-harmonic maps.

We conclude this section by mentioning that the partial regularity of 1{2-
harmonicmap in dimension k ě 2with values into a sphere has been been deduced in
[18] from existing regularity results of harmonic maps with free boundary. Schikorra
[25] has also studied the partial regularity of weak solutions to nonlocal linear systems
with an antisymmetric potential in the supercritical case under a crucialmonotonicity
assumption on the solutions which allows us to reduce it to the critical case.

It still remains open a direct proof of the partial regularity without an ad-hoc
monotonicity assumption.

2.2 3-Commutators Estimates

As we have already mentioned in the previous section, when the notion of 1{2-
harmonicmapwas introduced in [8], one of themainnoveltywas the re-formulationof
the Euler-Lagrange equation in terms of three-terms-commutators which have played
a key role in all the results that have been obtained later.

In this section we will introduce such commutators and recall some important
estimates and properties. Such properties will be crucial to get regularity results of
1{2-harmonicmaps and to re-write the system (satisfied by a horizontal 1{2-harmonic
map)

$

’

&

’

%

PTpuqp´∆q
1{2u “ 0

PNpuq∇u “ 0
(2.2.1)
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in term of a conservation law.
We first introduce some functional spaces.
H1

pRnq denotes the Hardy space which is the space of L1 functions f on
Rnsatisfying

ż

Rn
sup
tPR

|φt ˚ f |pxq dx ă `8 ,

where φtpxq :“ t´n φpt´1xq and where φ is some function in the Schwartz space
SpRnq satisfying

ş

Rn φpxq dx “ 1. For more properties on the Hardy spaceH1 we refer
to [15, 16, 26].

The L2,8pRq is the space of measurable functions f such that

sup
λą0

λ|tx P R : |f pxq| ě λu|
1{2

ă `8 .

L2,1pRq is the Lorentz space of measurable functions satisfying
ż `8

0
|tx P R : |f pxq| ě λu|

1{2dλ ă `8 .

In [8] the following two three-terms commutators have been introduced:

TpQ, vq :“ p´∆q
1{4

pQvq ´ Qp´∆q
1{4v ` p´∆q

1{4Qv (2.2.2)

and
SpQ, vq :“ p´∆q

1{4
rQvs ´ RpQRp´∆q

1{4vq ` Rpp´∆q
1{4QRvq, (2.2.3)

where R is the Riesz operator.
In [8] the authors obtained the following estimates.

Theorem 2.14. Let v P L2pRq, Q P 9H1{2
pRq . Then TpQ, vq, SpQ, vq P H´1{2

pRq and

}TpQ, vq}H´1{2pRq ď C }Q} 9H1{2pRq
}v}L2,8pRq ; (2.2.4)

}SpQ, vq}H´1{2pRq ď C }Q} 9H1{2pRq
}v}L2,8pRq . (2.2.5)

We observe that under our assumptions u P 9H1{2
pR,Rmq and Q P 9H1{2

pR,MℓˆmpRqq

each term individually in T and S - like for instance p´∆q
1{4

pQp´∆q
1{4uq or Qp´∆q

1{2u
... - are not in H´1{2 but the special linear combination of them constituting T and S
are in H´1{2. In a similar way, in dimension 2, Jpa, bq :“ Ba

Bx
Bb
By ´ Ba

By
Bb
Bx satisfies, as a

direct consequence of Wente’s theorem 2.1

}Jpa, bq} 9H´1 ď C }a} 9H1 }b} 9H1 (2.2.6)

whereas, individually, the terms Ba
Bx

Bb
By and

Ba
By

Bb
Bx are not in H

´1.
Actually in [5] we improve the estimates on the operators T, S.
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Theorem 2.15. Let v P L2pRq, Q P 9H1{2
pRq. Then TpQ, vq, SpQ, vq P H1

pRq and

}TpQ, vq}H1pRq ď C}Q} 9H1{2pRq
}v}L2pRq . (2.2.7)

}SpQ, vq}H1pRq ď C}Q} 9H1{2pRq
}v}L2pRq . (2.2.8)

We refer the reader to [8] and [5] for the proof of respectively Theorem 2.14 and The-
orem 2.15. We just mention that the above estimates is based on a well-known tool
in harmonic analysis, the Littlewood-Paley dyadic decomposition of unity that we
briefly recall here. Such a decomposition can be obtained as follows. Let φpξq be a
radial Schwartz function supported in tξ P Rn : |ξ | ď 2u, which is equal to 1 in
tξ P Rn : |ξ | ď 1u . Let ψpξq be the function given by

ψpξq :“ φpξq ´ φp2ξq

ψ is then a ”bump function” supported in the annulus tξ P Rn : 1{2 ď |ξ | ď 2u .

Let ψ0 “ φ, ψjpξq “ ψp2´jξq for j ‰ 0 . The functions ψj, for j P Z, are supported
in tξ P Rn : 2j´1

ď |ξ | ď 2j`1
u and they realize a dyadic decomposition of the unity:

ÿ

jPZ
ψjpxq “ 1 .

We further denote

φjpξq :“
j
ÿ

k“´8

ψkpξq .

The function φj is supported on tξ , |ξ | ď 2j`1
u.

For every j P Z and f P S1
pRq we define the Littlewood-Paley projection operators

Pj and Pďj by

yPj f “ ψj f̂ zPďj f “ φj f̂ .

Informally Pj is a frequency projection to the annulus t2j´1
ď |ξ | ď 2ju, while Pďj is

a frequency projection to the ball t|ξ | ď 2ju .We will set fj “ Pj f and f j “ Pďj f .
We observe that f j “

řj
k“´8

fk and f “
ř`8
k“´8

fk (where the convergence is in
S1

pRq) .
Given f , g P S1

pRq we can split the product in the following way

fg “ Π1pf , gq ` Π2pf , gq ` Π3pf , gq, (2.2.9)

where

Π1pf , gq “

`8
ÿ

´8

fj
ÿ

kďj´4
gk “

`8
ÿ

´8

fjgj´4 ;

Π2pf , gq “

`8
ÿ

´8

fj
ÿ

kěj`4
gk “

`8
ÿ

´8

gj f j´4 ;
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Π3pf , gq “

`8
ÿ

´8

fj
ÿ

|k´j|ă4
gk .

We observe that for every j we have

suppFrf j´4gjs Ă t2j´2
ď |ξ | ď 2j`2

u;

suppFr
řj`3
k“j´3 fjgks Ă t|ξ | ď 2j`5

u .

The three pieces of the decomposition (2.2.9) are examples of paraproducts. Informally
the first paraproduct Π1 is an operator which allows high frequences of f p∼ 2jq mul-
tiplied by low frequences of g p! 2jq to produce high frequences in the output. The
second paraproduct Π2 multiplies low fequences of f with high frequences of g to
produce high fequences in the output. The third paraproduct Π3 multiply high fre-
quences of f with high frequences of g to produce comparable or lower frequences in
the output. For a presentation of these paraproductswe refer to the reader for instance
to the book [16] .

The compensations of the 3 different terms in TpQ, vq will be clear just from the
Littlewood-Paley decomposition of the different products. With this regards to get for
instance the estimate (2.2.7) we shall need the following groupings

– i) For Π1pTpQ, vqq we proceed to the following decomposition

Π1pTpQ, vqq “ Π1pp´∆q
1{4

pQvqq
loooooooooomoooooooooon

`Π1Qp´∆q
1{4v ` p´∆q

1{4Qvq
loooooooooooooooooomoooooooooooooooooon

.

– ii) For Π2pRpQ, uqq we decompose as follows

Π2pTpQ, vqq “ Π2pp´∆q
1{4

pQvq ´ Qp´∆q
1{4vq

loooooooooooooooooooomoooooooooooooooooooon

`Π2pp´∆q
1{4Qvq

looooooooomooooooooon

.

– ii) Finally, for Π3pRpQ, uqq we decompose as follows

Π3pTpQ, vqq “ Π3pp´∆q
1{4

pQvqq
loooooooooomoooooooooon

´Π3pQp´∆q
1{4vq

looooooooomooooooooon

`Π3pp´∆q
1{4Qvq

looooooooomooooooooon

.

The following 2-terms commutators have also been used in [9, 10]:

FpQ, vq :“ RrQsRrvs ´ Qv. (2.2.10)

ΛpQ, vq :“ Qv ` RrQRrvss. (2.2.11)

Theorem 2.16. [Theorem 3.6 in [10]] For f , v P L2 it holds

}Fpf , vq}H´1{2pRq ď C}f }L2pRq}v}L2,8pRq, (2.2.12)

and
}Fpf , vq}H1pRq ď C}f }L2pRq}v}L2pRq . l (2.2.13)
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Theorem 2.17. [Theorem 3.7 in [10]] For Q P 9H1{2
pRq, v P L2pRq it holds

}p´∆q
1{4

pΛpQ, vqq}H1pRq ď C}Q}H1{2pRq}v}L2pRq . (2.2.14)

Actually the estimate (2.2.13) is a consequence of the Coifman-Rochberg-Weiss esti-
mate [3].

From Theorem 2.17 we deduce that under the same assumptions it holds ΛpQ, vq P

L2,1pRq with
}ΛpQ, vq}L2,1pRq ď C}Q}H1{2pRq}v}L2pRq.

We finally remark that we can simply write the operator S as follows:

SpQ, vq “ RTpQ,Rvq ´ Rp´∆q
1{4

rΛpQ,Rvqs. (2.2.15)

Therefore the estimate (2.2.8) for S can be deduced from the estimate (2.2.8) for the
operator T and Theorem 2.17.

In [10] we have proved a sort of stability of of the operators T, Swith respect to the
multiplication by a function P P H1{2

pRq X L8
pRq. Roughly speaking if we multiply

TpQ, vq or SpQ, vq by a function P P H1{2
pRq X L8

pRq we get a decomposition into the
sum of a function in the Hardy Space and a term which is the product of function in
L2,1 by one in L2.

Theorem 2.18. [Multiplication of T by P P H1{2
pRq X L8

pRq] Let P, Q P H1{2
pRq X

L8
pRq and v P L2pRq. Then

PTpQ, vq “ JTpP, Q, vq ` ATpP, Qqv, (2.2.16)

where
ATpP, Qq “ Pp´∆q

1{4
rQs ` p´∆q

1{4
rPsQ ´ p´∆q

1{4
rPQs P L2,1

with
}ATpP, Qq}L2,1 ď C}p´∆q

1{4
rPs}L2}p´∆q

1{4
rQs}L2 , (2.2.17)

and
JTpP, Q, vq :“ TpPQ, vq ´ TpP, Qvq P H1

pRq

with

}JTpP, Q, vq}H1pRq ď Cp}P}L8 ` }Q}L8 q

´

}p´∆q
1{4

rPs}L2 ` }p´∆q
1{4

rQs}L2
¯

}v}L2 .
(2.2.18)

Proof of Theorem 2.18.We have

PTpQ, vq “ Pp´∆q
1{4

rQvs ´ PQp´∆q
1{4

rvs ` Pp´∆q
1{4

rQsv
“ tPp´∆q

1{4
rQs ´ p´∆q

1{4
rPQs ` p´∆q

1{4
rPsQuv

` p´∆q
1{4

rPQvs ´ PQp´∆q
1{4v ` p´∆q

1{4
rPQsv
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´

´

p´∆q
1{4

rPQvs ` Pp´∆q
1{4

pQvq ´ p´∆q
1{4

rPsQv
¯

“ rPp´∆q
1{4

rQs ` p´∆q
1{4

rPsQ ´ p´∆q
1{4

rPQssv
` TpPQ, vq ´ TpP, Qvq.

Finally the estimates (2.2.17), (11.5.4) follow from Theorems 3.2 and 3.3 in [10].

An analogous property holds for the operator RS. We just state the Theorem and we
refer for proof to Theorem 3.10 in [10].

Theorem 2.19. [Multiplication ofRS by a rotation P P H1{2
pRqXL8

pRq] Let P, Q P

H1{2
pRq X L8

pRq and v P L2pRq. Then

PRrSpQ, vqs “ ASpP, Qqv ` JSpP, Q, vq (2.2.19)

whereASpP, Qq P L2,1, JSpP, Q, vq P H1
pRq with

}ASpP, Qq}L2,1 ď C}p´∆q
1{4

rPs}L2}p´∆q
1{4

rQs}L2 ,

and

}JSpP, Q, vq}H1pRq ď Cp}P}L8 ` }Q}L8 q

´

}p´∆q
1{4

rPs}L2 ` }p´∆q
1{4

rQs}L2
¯

}v}L2 .

We justmention that the operatorsASpP, Qq, JSpP, Q, vq andATpP, Qq, JTpP, Q, vq can
be expressed in turn as a combinations of the operators F, T, S.

Remark 2.1. We remark without going into detail that in 2-D the Jacobian Jpa, bq “

∇paq∇K
pbq satisfies a stability property enjoyed by the operators (2.2.2), (2.2.3),

(2.2.10) with respect to the multiplication by P P W1,2
pR2

q X L8
pR2

q as well. More
precisely we may define the following two zero-order pseudo-differential operators:
GradpXq :“ ∇divp´∆q

´1
pXq, RotpYq “ ∇Kcurlp´∆q

´1
pYq. If a, b P W1,2

pR2
q and

P P W1,2
pR2

q X L8
pR2

q then

Jpa, bq “ ∇paq∇K
pbq (2.2.20)

“ Gradp∇paqqRotp∇K
pbqq ´ Rotp∇paqqGradp∇K

pbqq;

and

P Jpa, bq “ P∇paq∇K
pbq (2.2.21)

“ rPGradp∇paqq ´ GradpP∇paqqs
loooooooooooooooooooomoooooooooooooooooooon

PL2,1pR2q

Rotp∇K
pbqq

` GradpP∇paqqRotp∇K
pbqq ´ RotpP∇paqqGradp∇K

pbqq
looooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooon

PH1pR2q

.
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2.3 Regularity of Horizontal 1{2-harmonic Maps and
Applications

In this section we describe the regularity results we have obtained respectively in [8,
9, 10].

2.3.1 Case of 1{2-harmonic maps with values into a sphere

In [8]we started the investigation ofweak1{2-harmonicmaps u P H1{2
pR, Sm´1

qwith
values into the sphere Sm´1 which are critical points of the Lagrangian

L1{2
puq “

ż

R
|p´∆q

1{4upxq|
2dx. (2.3.1)

The main novelty in [8] is the rewriting of the Euler-Lagrange equation. To this
purpose we recall the following equivalent relations.

Theorem 2.20. All weak 1{2-harmonic maps u P H1{2
pR, Sm´1

q satisfy in a weak
sense

i) the equation
ż

R
p´∆q

1{2u ¨ v dx “ 0, (2.3.2)

for every v P H1{2
pR,Rmq X L8

pR,Rmq and v P TupxqSm´1 almost everywhere, or in a
equivalent way

ii) the equation
p´∆q

1{2u ^ u “ 0 inD1, (2.3.3)

or
iii) the equation

p´∆q
1{4

pu ^ p´∆q
1{4uq “ TpQ, uq inD1, (2.3.4)

with Q “ u ^ .

Proof of Theorem 2.20
i) The proof of (2.3.2) is analogous of Lemma 1.4.10 in [17].
Let v P H1{2

pR,Rmq X L8
pR,Rmq and v P TupxqSm´1. We have

ΠSm´1pu ` tvq “ u ` twt ,

where ΠSm´1 is the orthogonal projection onto Sm´1 and

wt “

ż 1

0

BΠSm´1

Byj
pu ` tsvqvjds .
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Hence

L1{2
pΠSm´1pu ` tvqq “

ż

R
|p´∆q

1{4u|
2dx ` 2t

ż

R
p´∆q

1{2u ¨ wtdx ` optq ,

as t Ñ 0.
Thus to be a critical point of (11.2.1) is equivalent to

lim
tÑ0

ż

R
p´∆q

1{2u ¨ wtdx “ 0 .

Since ΠSm´1 is smooth it follows that wt Ñ w0 “ dΠSm´1puqpvq in H1{2
pR,Rmq X

L8
pR,Rmq and therefore

ż

R
p´∆q

1{4u dΠSm´1puqpvqdx “ 0 .

Since v P TupxqSm´1 a.e., we have dΠSm´1puqpvq “ v a.e. and thus equation (2.3.2)
follows immediately.

ii)We prove (2.3.3). We take φ P C8
0 pR,

Ź

m´2pRmqq. The following holds
ż

R
φ ^ u ^ p´∆q

1{2u dx “

ˆ
ż

R
˚pφ ^ uq ¨ p´∆q

1{2u dx
˙

e1 ^ . . . ^ em . (2.3.5)

Claim : v “ ˚pφ ^ uq P 9H1{2
pR,Rmq

2.4 and vpxq P TupxqSm´1 a.e.
Proof of the claim.
The fact that v P H1{2

pR,Rmq X L8
pR,Rmq follows form the fact that its compo-

nents are the product of two functions which are in 9H1{2
pR,Rmq X L8

pR,Rmq, which
is an algebra .

We have
v ¨ u “ ˚pu ^ φq ¨ u “ ˚pu ^ φ ^ uq “ 0 . (2.3.6)

It follows from (2.3.2) and (2.3.5) that
ż

R
φ ^ u ^ p´∆q

1{2u dx “ 0 .

This shows that p´∆q
1{2u ^ u “ 0 inD1 , and we can conclude .

iii) As far as equation (2.3.4) is concerned it is enough to observe that p´∆q
1{2u ^

u “ 0 and p´∆q
1{4u ^ p´∆q

1{4u “ 0 . l

The Euler Lagrange equation (2.3.4) will often be completed by the following
“structure equation” which is a consequence of the fact that u P Sm´1 almost every-
where:

2.4 the symbol ˚ we denote the Hodge-star operator, ˚ :
Ź

ppRmq Ñ
Ź

m´ppRmq, defined by ˚β “

pe1 ^ . . . ^ enq ‚ β, the symbol ‚ is the first order contraction between multivectors, for every p “

1, . . . ,m,
Ź

ppRmq is the vector space of p-vectors.
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Proposition 2.21. All maps in 9H1{2
pR, Sm´1

q satisfy the following identity

p´∆q
1{4

pu ¨ p´∆q
1{4uq “ Spu¨, uq ´ Rpp´∆q

1{4u ¨ Rp´∆q
1{4uq, (2.3.7)

where, in general for an arbitrary integer n, for every Q P 9H1{2
pRn ,MℓˆmpRqq, ℓ ě 1

and u P 9H1{2
pRn ,Rmq, S is the operator defined by (2.2.3).

Proof of Proposition 2.21.We observe that if u P H1{2
pR,Rm´1

q then the Leibniz’s
rule holds. Thus

∇|u|
2

“ 2u ¨ ∇u in D1 . (2.3.8)

Indeed the equality (2.3.8) trivially holds if u P C8
0 pR,Rm´1

q. Let u P H1{2
pR,Rm´1

q

and uj P C8
0 pR,Rmq be such that uj Ñ u as j Ñ `8 in H1{2

pR,Rmq . Then∇uj Ñ ∇u
as j Ñ `8 in H´1{2

pR,Rm´1
q. Thus uj ¨ ∇uj Ñ u ¨ ∇u inD1 and (2.3.8) follows.

If u P H1{2
pR, Sm´1

q, then∇|u|
2

“ 0 and thus u ¨∇u “ 0 inD1 aswell. Thus u satisfies
equation (2.3.7) and this conclude the proof. l

We remark that in the sphere case the term Rpp´∆q
1{4u ¨ Rp´∆q

1{4uq is in the
Hardy-Space H1

pRq as well (see Corollary 3.1 in [8]). The estimates (2.2.4) and (2.2.5)
imply in particular that if u P 9H1{2

pR, Sm´1
q is a 1{2-harmonic map then

}p´∆q
1{4u}L2pRq ď C}p´∆q

1{4u}
2
L2pRq . (2.3.9)

where the constant C is independent of u.
From the inequality (2.3.9) it follows that if ε0 :“ }p´∆q

1{4u}L2pRq is small enough
so that

Cε0 ă 1 (2.3.10)

then the solution is constant. This the so-calledbootstrap test and it is the key observa-
tion to prove Morrey-type estimates and to deduce Hölder regularity of 1{2-harmonic
maps.

Indeed by combining Theorem 2.20, Proposition 2.21 and suitable localization es-
timates obtained in Section 4 in [8] we get the local Hölder regularity of weak 1{2-
harmonic maps.

Theorem 2.22. [Theorem 5.2, [8]] Let u P 9H1{2
pR, Sm´1

q be a weak 1{2-harmonic
map. Then u P C0,αloc pR, Sm´1

q, for all α P p0, 1q.

Sketch of Proof of 2.22. The strategy of proof is to show some decrease energy es-
timates. From Proposition 4.1 and 4.2 in [8] by using the fact that u ^ p´∆q

1{4u and
u ¨ p´∆q

1{4u satisfy respectively (2.3.4) and (2.3.7) one deduces that there exist C ą 0
depending on }p´∆q

1{4u}L2pRq, k P Z depending on ε0 in (2.3.10), such that that for
every x0 P R, for all k ă k the following estimate holds

||p´∆q
1{4u||

2
L2pB2k q ď C

8
ÿ

h“k
p2

k´h
2 q||p´∆q

1{4u||
2
L2pAhq (2.3.11)
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where B2k “ Bpx0, 2kq, Ah “ B2h`1zB2h´1 . On the other hand one has

2´1
k´1
ÿ

h“´8

||p´∆q
1{4u||

2
L2pAhq ď ||p´∆q

1{4u||
2
L2pB2k q ď

k´1
ÿ

h“´8

||p´∆q
1{4u||

2
L2pAhq.(2.3.12)

By combining (2.3.11) and (2.3.12) we get

k´1
ÿ

h“´8

||p´∆q
1{4u||

2
L2pAhq ď C

8
ÿ

h“k
p2

k´h
2 q||p´∆q

1{4u||
2
L2pAhq.

This implies by an iteration argument (see Proposition A.1 in [8], or Lemma A.1 in [24])

sup
xPBpx0 ,ρq

0ărăρ{8

r´β
ż

Bpx,rq
|p´∆q

1{4u|
2dx ď C , (2.3.13)

for ρ small enough, for some 0 ă β ă 1 independent on x0 and C ą 0 depending only
on the dimension and on }p´∆q

1{4u}
2
L2pRq.

Condition (2.3.13) yields that u P C0,β{2
loc pRq , (see for instance [1] or [11] for the details).

By bootstrapping into the equations (2.3.4) and (2.3.7) we can deduce that u P C0,αloc pRq

for all α P p0, 1q. l

We mention that Schikorra in [24] and the author and Schikorra in [12] extended
the local the Hölder continuity of respectively k{2-harmonic maps (k ą 1 odd) and
k{p-harmonic maps (p P p1,8q, k{p P p0, kq) from subsets of Rk into a sphere.

k{p-harmonic maps with values into a sphere are defined as critical points of the
following nonlocal Lagrangian

ż

Rk
|p´∆q

k
2p u|

p dxk ,

where upxq P Sm´1, a.e. and
ş

Rk |p´∆q
k
2p u|

p dxk ă `8.

2.3.2 Case of 1{2-harmonic maps into a closed manifold

We consider the case of 1{2-harmonic maps with values into a closed C2 n-
dimensional manifoldN Ă Rm. Let ΠN be the orthogonal projection onN .We denote
by PT and PN respectively the tangent and the normal projection to the manifoldN.

They verify the following properties: pPTq
t

“ PT , pPNq
t

“ PN (namely they are
symmetric operators), pPTq

2
“ PT , pPNq

2
“ PN , PT ` PN “ Id, PNPT “ PTPN “ 0 .

In this case the Euler-Lagrange equation associated to the energy (11.2.1) and the
structural equation can be expressed as follows:

#

PTpuqp´∆q
1{2u “ 0 inD1

pRq

PN∇u “ 0 inD1
pRq.

(2.3.14)
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The second step is to reformulate the two equations in (2.3.14) by using the commu-
tators introduced in the previous section. The Euler equation (2.3.4) and structural
equation (2.3.7) become in this case respectively

p´∆q
1{4

pPTp´∆q
1{4uq “ TpPT , uq ´ pp´∆q

1{4PTqp´∆q
1{4u

looooooooooooomooooooooooooon

p1q

. (2.3.15)

and

p´∆q
1{4

pRpPNp´∆q
1{4uqq “ RpSpPN , uqq ´ pp´∆q

1{4PNqpRp´∆q
1{4uq

loooooooooooooooomoooooooooooooooon

p2q

. (2.3.16)

Unlike the sphere case the term p1q in (2.3.15) is not zero and term p2q in (2.3.16) is not
in the Hardy Space.

Themain idea in Proposition 1.1 in [9] is the re-writing of the terms p1q and p2q and
to show that v “ pPTp´∆q

1{4u,RPNp´∆q
1{4uq

t satisfies a nonlocal Schrödinger type
system with a antisymmetric potential. Precisely, we obtained the following result.

Proposition 2.23. [Proposition 1.1, [9]] Let u P 9H1{2
pR,Nq be a weak 1{2-harmonic

map. Then the following equation holds

p´∆q
1{4v “ p´∆q

1{4
˜

PTp´∆q
1{4u

RPNp´∆q
1{4u

¸

“ Ω̃ ` Ω1

˜

PTp´∆q
1{4u

RPNp´∆q
1{4u

¸

(2.3.17)

` Ω
˜

PTp´∆q
1{4u

RPNp´∆q
1{4u

¸

,

where Ω “ Ω P L2pR, sop2mqq, Ω1 “ Ω1 P L2,1pR,Mmˆmq with

}Ω}L2 , }Ω1}L2,1 ď Cp}PT} 9H1{2 ` }PT}
2
9H1{2q,

Ω̃ “
¨

˚

˝

´2Fpω1, pPN∆1{4uqq ` TpPT , p´∆q
1{4uq

´2FpRpp´∆q
1{4PNq,Rpp´∆q

1{4uqq ´ 2Fpω2, PNpp´∆q
1{4uq ` RpSpPN , p´∆q

1{4uqq

˛

‹

‚

ω1, ω2 P L2pR,Mmˆmq and

}ω1}L2 , }ω2}L2 ď Cp}PT} 9H1{2 ` }PT}
2
9H1{2q.2.5

We would like to make some comments on Proposition 2.23.

2.5 The matrices Ω, Ω1, ω1 and ω2 are constructed out of the projection PT .
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In [20] and [21] the author proved the sub-criticality of local a-priori critical
Schödinger systems of the form

@i “ 1 ¨ ¨ ¨m ´ ∆ui “

m
ÿ

j“1
Ωij ¨ ∇uj , (2.3.18)

where u “ pu1, ¨ ¨ ¨ , umq P W1,2
pD,Rmq and Ω P L2pD,R2

b sopmqq, or of the form

@i “ 1 ¨ ¨ ¨m ´ ∆vi “

m
ÿ

j“1
Ωij v

j , (2.3.19)

where v P Ln{pn´2q
pBn ,Rmq and Ω P Ln{2

pBn , sopmqq. In each of these two situations
the antisymmetry of Ω was responsible for the regularity of the solutions or for the
stability of the system under weak convergence.

One of the main result in the paper [9] was to establish the sub-criticality of non-
local Schrödinger systems of the form

p´∆q
1{4v “ Ωv ` Ω1v ` ZpQ, vq ` gpxq (2.3.20)

where v P L2pRq, Q P 9H1{2
pRq, Z : 9H1{2

pRq ˆ L2pRq Ñ H1
pRq is a linear combination

of the operators (2.2.10), (2.2.2) and (2.2.3) introduced in the previous section, Ω P

L2pR, sopmqq, Ω1 P L2,1pRq. Precisely we prove the following theorem which extends
to a non-local setting the phenomena observed in [20] and [21] for the above local
systems.

Theorem 2.24. [Theorem 1.1, [9]] Let v P L2pRq be a weak solution of (2.3.20). Then
v P LplocpRq for every 1 ď p ă `8.

From Theorem 2.24 it follows that p´∆q
1{4u P LplocpRq, for all p ě 1 as well, (u as in

Proposition 2.23). This implies that u P C0,αloc for all 0 ă α ă 1, since W1{2,p
loc pRq ãÑ

C0,αloc pRq if p ą 2 (see for instance [1]).
The main technique to prove Theorem 2.24 is to perform a change of gauge by

rewriting the system after having multiplied v by a well chosen rotation valued map
P P H1{2

pR, SOpmqq . 2.6 In [20] the choice of P for systems of the form (2.3.18) was
given by the geometrically relevant Coulomb Gauge satisfying

div
”

P´1∇P ` P´1ΩP
ı

“ 0 . (2.3.21)

In this context there is not hope to solve an equation of the form (2.3.21) with the op-
erator ∇ replaced by p´∆q

1{4, since for P P SOpmq the matrix P´1
p´∆q

1{4P is not in
general antisymmetric. The novelty in [9] was to choose the gauge P satisfying the

2.6 SOpmq is the space of m ˆ m matrices R satisying RtR “ RRt “ Id and detpRq “ `1
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following (maybe less geometrically relevant) equation which involves the antisym-
metric part of P´1

p´∆q
1{4P2.7:

Asymm
´

P´1
p´∆q

1{4P
¯

:“ 2´1
”

P´1
p´∆q

1{4P ´ p´∆q
1{4P´1P

ı

“ Ω . (2.3.22)

The local existence of such P is given by the following theorem.

Theorem 2.25. There exists ε ą 0 and C ą 0 such that for every Ω P L2pR; sopmqq

satisfying
ş

R |Ω|
2dx ď ε, there exists P P 9H1{2

pR, SOpmqq such that
$

’

’

’

&

’

’

’

%

piq P´1
p´∆q

1{4P ´ p´∆q
1{4P´1P “ 2Ω ;

piiq
ż

R
|p´∆q

1{4P|
2dx ď C

ż

R
|Ω|

2dx .
(2.3.23)

l

The proof of this theorem is established by following an approach introduced by
K.Uhlenbeck in [29] to construct Coulomb Gauges for L2 curvatures in 4 dimension.
The construction does not provide the continuity of the map which to Ω P L2 assigns
P P 9H1{2. This illustrates the difficulty of the proof of Theorem 10.4.5 which is not a
direct consequence of an application of the local inversion theorem but requires more
elaborated arguments.

Thus if the L2 norm of Ω is small, Theorem 10.4.5 gives a P for which w :“ Pv
satisfies

p´∆q
1{4w “ ´

”

PΩP´1
´ p´∆q

1{4P P´1
ı

w ` TpP, P´1wq ` PΩ1P´1w

` PZpQ, P´1wq “ ´Symm
´

pp´∆q
1{4Pq P´1

¯

w ` TpP, P´1wq

` PΩ1P´1w ` PZpQ, P´1wq . (2.3.24)

The matrix Symm
´

pp´∆q
1{4Pq P´1

¯

belongs to L2,1pRq and this fact comes from
the combination of the following lemma according to which

p´∆q
1{4

pSymm
´

pp´∆q
1{4Pq P´1

¯

q P H1
pRq

and the sharp Sobolev embedding 2.8 which says that f P H1
pRq implies that

p´∆q
´1{4f P L2,1. Precisely we have

2.7 Given a m ˆ m matrix M, we denote by AsymmpMq and by SymmpMq respectively the antisym-
metric and the symmetric part ofM, namely AsymmpMq :“ M´Mt

2 and SymmpMq :“ M`Mt

2 ,Mt is the
transpose of M .
2.8 The fact that v P H1 implies p´∆q´1{4v P L2,1 is deduced by duality from the fact that p´∆q1{4v P

L2,8 implies that v P BMOpRq. This last embedding has been proved by Adams in [1]
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Lemma 2.26. Let P P H1{2
pR, SOpmqq then p´∆q

1{4
pSymm

´

p´∆q
1{4P P´1

¯

q is in the
Hardy spaceH1

pRq and the following estimates hold

}p´∆q
1{4

rp´∆q
1{4P P´1

` P p´∆q
1{4P´1

s}H1 ď C}P}
2
9H1{2 ,

where C ą 0 is a constant independent of P. This implies in particular that

}Symm
´

pp´∆q
1{4Pq P´1

¯

}L2,1 ď C}P}
2
9H1{2 . (2.3.25)

The proof of Lemma 2.26 is a consequence of the Theorem 1.5 in [9].

By combining the different properties of the commutators (2.2.2), (2.2.3), (2.2.10)
mentioned in section 2.2, in [10] we proved that the system (2.3.20) is “equivalent" to
a conservation law.

Theorem 2.27. Let v P L2pR,Rmq be a solution of (2.3.20), where Ω P L2pR, sopmqq,
Ω1 P L2,1pRq, Z is a linear combination of the operators (2.2.10), (2.2.2) and (2.2.3),
ZpQ, vq P H1 for every Q P 9H1{2, v P L2 with

}ZpQ, vqq}H1 ď C}Q} 9H1{2}v}L2 .

There exists ε0 ą 0 such that if

p}Ω}L2 ` }Ω1}L2,1 ` }Q} 9H1{2q ă ε0,

then there exist A P 9H1{2
pR, GLmpRqqq and an operator B P 9H1{2

pRq (both constructed
out of pΩ, Ω1, Qq) such that

}A} 9H1{2 ` }B} 9H1{2 ď Cp}Ω}L2 ` }Ω1}L2,1 ` }Q} 9H1{2q (2.3.26)
distptA, A´1

u, SOpmqq ď Cp}Ω}L2 ` }Ω1}L2,1 ` }Q} 9H1{2q (2.3.27)

and
p´∆q

1{4
rAvs “ JpB, vq ` Ag, (2.3.28)

where J is a linear operator in B, v, JpB, vq P H1
pRq and

}JpB, vq}H1pRq ď C}B} 9H1{2}v}L2 . (2.3.29)

Wemention that the case of k{2-harmonic maps (k ě 3 odd) with values into a closed
manifold has been considered in [4].

2.3.3 Case of horizontal 1{2-harmonic maps

We release the assumption that the field of orthogonal projection PT is integrable and
associated to a sub-manifoldN and to consider the equation (2.3.14) for a general field
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of orthogonal projections PT defined on the whole of Rm and for horizontal maps u
satisfying PTpuq∇u “ ∇u.

Precisely we consider PT P C1pRm ,MmpRqq and PN P C1pRm ,MmpRqq such that
$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

PT ˝ PT “ PT PN ˝ PN “ PN

PT ` PN “ Im

@ z P Rm @U, V P TzpRmq ă PTpzqU, PNpzqV ą“ 0

}BzPT}L8pRmq ă `8

(2.3.30)

For such a distribution of projections PT we denote by

n :“ rankpPTq.

Such a distribution identifies naturally with the distribution of n´planes given
by the images of PT (or the Kernel of PT) and conversely, any C1 distribution of
n´dimensional planes defines uniquely PT satisfying (2.3.30).

We will present here the proof of the Cαloc of horizontal 1{2-harmonic maps which
directly uses the conservation law (2.3.28) and which is a refinement of the arguments
used in Theorem 2.24 (Theorem 1.1 in [9]). We premise the following result.

Theorem 2.28. Let m P IN˚, then there exists δ ą 0 such that for any PT , PN P

9H1{2
pR,Mmq satisfying

$

&

%

PT ˝ PT “ PT , PN “ Im ´ PT

@ X, Y P Rm , for a.e x P R ă PTpxqX, PNpxqY ą“ 0
(2.3.31)

and
ż

R
|p´∆q

1{4PT |
2 dϑ ď δ (2.3.32)

then for any f P H´1{2
pRq

pPT ` PN Rq f “ 0 ùñ f “ 0. (2.3.33)

Proof of Theorem 2.28.
We first set f :“ p´∆q

1{2u. From (2.3.33) it follows that
$

’

&

’

%

PTp´∆q
1{2u “ 0

PNRp´∆q
1{2u “ 0

(2.3.34)

Then set v “ pPTp´∆q
1{4u,RpPNp´∆q

1{4uqq
t. Therefore v satisfies a systemof the form

(2.3.20) with Ω P L2pR, sopRmqq Ω1 P L2,1, (Ω and Ω1 depend on PT), ZpPT , vq is a
linear operator in PT , v, ZpPT , vq P H1 with

}Ω}L2 “ }Ω}L2 ď C}PT} 9H1{2
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}Ω1}L2,1 “ }Ω1}L2,1 ď C}PT} 9H1{2

}ZpPT , vqq}H1 ď C}PT} 9H1{2}v}L2

From Theorem 2.27 it follows that if δ is small enough then there exist A P L8
X

9H1{2
pR, GLmpRqq and B P 9H1{2

pR,MmˆmpRqq such that

p´∆q
1{4

rAvs “ JpB, vq (2.3.35)

and

}A} 9H1{2 ` }B} 9H1{2 ď C}PT} 9H1{2

distptA, A´1
u, SOpmqq ď ď C}PT} 9H1{2 (2.3.36)

}JpB, vq}H1pRq ď C}B} 9H1{2}v}L2 .

From (2.3.35) and (2.3.36) it follows that

}v}L2 “ }A´1Av}L2 ď C}A´1
}L8 }Av}L2 (2.3.37)

ď C}p´∆q
´1{4JpB, vq}L2,1 ď C}B} 9H1{2}v}L2

ď C}PT} 9H1{2}v}L2 ď Cδ}v}L2 .

Again if δ is small enough then (2.3.37) yields v ” 0 a.e. and therefore f “ 0 a.e. as
well. l

Proof of Theorem 2.9. The proof of Theorem 2.9 follows by combining Theorem
2.28 and localization arguments used in [9]. l

2.3.4 Applications

In this section we mention two geometric applications related to 1{2-harmonic maps.
We start by proving Theorem 2.7 .

Proof of Theorem 2.7 . 1) (see [5, 14, 18] ). IfN “ S1, then its harmonic extension
ũ, which is conformal thanks to Theorem 2.6, maps the unit disk B2p0, 1q into itsself
because of themaximumprinciple. On theother hand it turns out that every conformal
transformation with finite energy from B2p0, 1q into B2p0, 1q and sending S1 into S1

has to be a finite Blaschke product, namely there exist d ą 0, ϑ0 P R, a1, . . . , ad P

B2p0, 1q such that

ũpzq “

d
ź

i“1
eiϑ0 z ´ ai

1 ´ zai
.

Since degpuq “ 1 then d “ 1 and ũ coincides with a Möbius transformation of the
disk.

2)We are going to use the following result by Nitsche [19]: if Σ is a regular minimal
immersion in B3p0, 1q Ă R3 that meets B3p0, 1q orthogonally then BΣ is a great circle.
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Let ũ : B2p0, 1q Ñ B3p0, 1q be the harmonic extension of u. In [11] it has been
shown that u P C1,αpS1q, therefore ũ P C1,αpB2q. Moreover ũ is conformal in B2p0, 1q

(see Proposition 2.29 below)2.9 and by Maximum Principle ũ takes values in B3p0, 1q.
We set h “ |ũ|

2. We have ´∆h ď 0, and h “ 1 on S2. By Hopf Boundary Lemma we
have Bh

Br ‰ 0 on S1. Since ũ is conformal up to the boundary, this implies in particular
∇ũ ‰ 0 on S1 and therefore ũ is a minimal immersion up to the boundary. Since it
meets B3p0, 1q orthogonally then by Nitsche’s result [19] ũpS1q “ upS1q is an equato-
rial circle. Let T : S2 Ñ S2 be an isometry,2.10 σ :“ taz ` by ` cx “ 0, a, b, c P Ru

be a plane in R3 such that upS1q “ σ X S2. Define τ “ T|σXS2 : σ X S2 Ñ S1. Let
v :“ τ ˝ u : S1 Ñ S1 and we show that it is 1{2-harmonic in S1.

#

∆pĆτ ˝ uq “ 0 in B2
Ćτ ˝ u “ τ ˝ u in BB2

(2.3.38)

Since τ can be identified with a rotation in R3, we have

BĆτ ˝ u
B𝜈

“ τ Bũ
B𝜈 .

It follows that

p´∆q
1{2

pτ ˝ uq “
BĆτ ˝ u

B𝜈
“ τ Bũ

B𝜈

“ τp´∆q
1{2u || τ ˝ u .

We can conclude the proof. l

Proposition 2.29. [Proposition 1.1, [10]] An element in H1{2 satisfying

PTpuq p´∆q
1{2u “ 0 inD1

pS1q (2.3.39)

has a harmonic extension ũ in B2p0, 1q which is conformal in B2p0, 1q and hence it is
the boundary of a minimal disk whose exterior normal derivative Br ũ is orthogonal to
the plane distribution given by PT .

Proof of Proposition 2.29. We prove the result by assuming that PT P C2pRmq. In
that case we have that u P C1,αpS1q, (see [11]). Denote ũ the harmonic extension of u.
It is well known that the Hopf differential of ũ

|Bx1 ũ|
2

´ |Bx2 ũ|
2

´ 2 i ⟨Bx1 ũ, Bx2 ũ⟩ “ f pzq

is holomorphic. Considering on S1 “ BB2

2 ⟨Br ũ, Bϑ ũ⟩ “ ´ sin 2ϑ
´

|Bx1 ũ|
2

´ |Bx2 ũ|
2
¯

´ cos 2 ϑ p´2 ⟨Bx1 ũ, Bx2 ũ⟩q “ ´ Im
´

z2 f pzq
¯

.

2.9 We refer to the book [22] for an overview of the the regularity of minimal disks up to the boundary
(solution of the Plateau problem)
2.10 The isometry group of the sphere S2 is isomorphic to the group SOp3q of orthogonal matrices.
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Since 0 “ PTpuq p´∆q
1{2u “ PTpuq Br ũ and 0 “ PNpuq Bϑu “ PNpuq Bϑ ũ on S1 we have

that
Im

´

z2 f pzq
¯

“ 0 on S1.

Hence the holomorphic function z2 f pzq is equal to a real constant. Since f pzq cannot
have a pole at the origin we have that z2f pzq is identically equal to zero and thus ũ is
conformal. l
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Donatella Danielli and Sandro Salsa
Obstacle Problems Involving the Fractional
Laplacian

3.1 Introduction

Obstacle problems involving a fractional power of the Laplace operator appear inmany
contexts, such as in pricing of American options governed by assets evolving accord-
ing to jump processes [26], or in the study of local minimizers of some nonlocal ener-
gies [24].

In the first part of this expository paperwe are concernedwith the stationary case,
which can be stated in several ways. Given a smooth function φ : Rn Ñ R, n ą 1, with
bounded support (or at least rapidly decaying at infinity), we look for a continuous
function u satisfying the following system:

$

’

’

’

&

’

’

’

%

u ě φ in Rn

p´∆q
s u ě 0 in Rn

p´∆q
s u “ 0 when u ą φ

u pxq Ñ 0 as |x| Ñ `8.

(3.1.1)

Here we consider only the case s P p0, 1q. The set Λ puq “ tu “ φu is called the contact
or coincidence set. The free boundary is the set

F puq “ BΛ puq .

The main theoretical issues in a constrained minimization problem are optimal
regularity of the solution and the analysis of the free boundary.

If s “ 1 and Rn is replaced by a bounded domain Ω our problem corresponds to
the usual obstacle problem for the Laplace operator. The existence of a unique solu-
tion satisfying some given boundary condition u “ g can be obtained by minimizing
the Dirichlet integral in H1

pΩq under the constraint u ě φ. The solution is the least
superharmonic function greater or equal to φ in Ω, with u ě g on BΩ, and inherits up
to a certain level the regularity of φ ([33]). In fact, even if φ is smooth, u is only C1,1loc ,
which is the optimal regularity. A classical reference for the obstacle problem, includ-
ing the regularity and the complete analysis of the free boundary is [18]. See also the
recent book [56].
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Analogously, the existence of a solution u for problem (3.1.1) can be obtained by
variational methods as the unique minimizer of the functional

J pvq “

ż

Rn

ż

Rn

|v pxq ´ v pyq|
2

|x ´ y|
n`2s dxdy

over a suitable set of functions v ě φ. We can also obtain u via a Perron type method,
as the least supersolution of p´∆q

s such that u ě φ. By analogy (see also later the
Signorini problem), when φ is smooth, we expect the optimal regularity for u to be
C1,s. This is indeed true, as it is shownby Silvestre in [63]when the contact set tu “ φu

is convex and by Caffarelli, Salsa, Silvestre in [22] in the general case.
The case s “ 1{2 is strongly related to the so called thin (or lower dimensional) ob-

stacle problem for the Laplace operator. To keep a connection with the obstacle prob-
lem for p´∆q

s, it is better to work in Rn`1, writing X “ px, yq P Rn ˆ R. The thin
obstacle problem concerns the case in which the obstacle is not anymore n`1 dimen-
sional, but supported instead on a smooth n´dimensional manifoldM in Rn`1. This
problem and variations of it also arise in many applied contexts, such as flow through
semi-permeable membranes, elasticity (known as the Signorini problem, see below),
boundary control temperature or heat problems (see [29]).

More precisely, let Ω be a domain in Rn`1 divided into two parts Ω` and Ω´ by
M. Let φ : M ÑR be the (thin) obstacle and g be a given function on BΩ satisfying
g ą φ onMXBΩ.

The problem consists in the minimization of the Dirichlet integral

J pvq “

ż

Ω
|∇v|

2

over the closed convex set

K “

!

v P H1
pΩq : v “ g on BΩ and v ě φ onM X BΩ

)

.

Since we can perturb the solution u upwards and freely away fromM, it is apparent
that u is superharmonic in Ω and harmonic in ΩzM. One expects the continuity of the
first derivatives along the directions tangential toM, and the one sided continuity of
normal derivatives ([33]). In fact (see [16]), onM, u satisfies the following complemen-
tary conditions

u ě φ, u𝜈` ` u𝜈´ ď 0, pu ´ φq pu𝜈` ` u𝜈´ q “ 0

where 𝜈˘ are the interior unit normals to M from the Ω˘ side. The free boundary
here is given by the boundary of the set ΩzΛ puq in the relative topology ofM, and in
general, we expect it is a pn ´ 1q´dimensional manifold.

As mentioned above, a related problem is the Signorini problem3.1 (or boundary
thin obstacle problem), in which themanifoldM is part of BΩ and one has tominimize

3.1 After Fichera, see ([31]), 1963.
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the Dirichlet integral over the closed convex set

K “

!

v P H1
pΩq : v “ g on BΩzM and v ě φ onM

)

.

In this case, u is harmonic in Ω and onM it satisfies the complementary conditions

u ě φ, u𝜈` ď 0, pu ´ φq u𝜈` “ 0.

IfM is a hyperplane (say ty “ 0u) and Ω is symmetric with respect toM, then the thin
obstacle in Ω and the boundary obstacle problems in Ω` or Ω´ are equivalent.

Let us see how these problems are related to the obstacle problem for the p´∆q
1{2.

This is explained through the following remarks.
paq Reduction to a global problem. Let Ω “ B1 be the unit ball in Rn`1 and B1

1 “

B1 X ty “ 0u. Let φ : Rn Ñ R be a smooth obstacle, φ ă 0 on BB1
1 and positive

somewhere inside B1
1. Consider the following Signorini problem in B`

1 “ B1Xty ą 0u:
$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

´∆u “ 0 in B`
1

u “ 0 on BB1 X ty ą 0u

u px, 0q ě φ pxq in B1

1

uy px, 0q ď 0 in B1

1
uy px, 0q “ 0 when u px, 0q ą φ pxq .

(3.1.2)

We want to convert the above problem in B1 into a global one, that is inRn ˆ p0,`8q.
To do this, let η be a radially symmetric cut-off function in B1

1 such that

tφ ą 0u Ť tη “ 1u and supp pηq Ă B1
1.

Extending ηu by zero outside B1, we have η pxq u px, 0q ě φ pxq and also pηuqy px, 0q ď

0 for every x P Rn . Moreover, pηuqy px, 0q “ 0 if η pxq u px, 0q ą φ pxq.
Let now v be the unique solution of the following Neumann problem in the upper

half space, vanishing at infinity:
#

∆v “ ∆ pηuq in Rn ˆ ty ą 0u

vy px, 0q “ 0 in Rn .

Then w “ ηu´ v is a solution of a global Signorini problemwith φ´ v as the obstacle.
Thus, the regularity of u in the local setting can be inferred from the regularity for the
global problem.

The opposite statement is obvious.
pbq Realization of p´∆q

1{2 as a Dirichlet-Neumann map. Consider a smooth func-
tion u0 : Rn ÝÑ R with rapid decay at infinity. Let u : Rn ˆ p0,`8q ÝÑ R be the
unique solution of the Dirichlet problem

#

∆u “ 0 in Rn ˆ p0,`8q

u px, 0q “ u0 pxq in Rn
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vanishing at infinity. We call u the harmonic extension of u0 to the upper half space.
Consider the Dirichlet-Neumann map T : u0 pxq ÞÝÑ ´uy px, 0q. We have:

pTu0, u0q “

ż

Rn
´uy px, 0q u px, 0q dx

“

ż

Rnˆp0,`8q

!

∆u pXq u pXq ` |∇u pXq|
2
)

dX

“

ż

Rnˆp0,`8q

|∇u pXq|
2 dX ě 0

so that T is a positive operator. Moreover, since u0 is smooth and uy is harmonic, we
can write:

T ˝ Tu0 “ ´Byp´Byqu px, 0q “ uyy px, 0q “ ´∆u0.

We conclude that
T “ p´∆q

1{2 .

As a consequence:
1. If u “ u pXq is a solution of the Signorini problem inRnˆp0,`8q, that is ∆u “ 0

inRn`1, u px, 0q ě φ, uy px, 0q ď 0, and pu ´ φq uy px, 0q “ 0 inRn, then u0 “ u p¨, 0q

solves the obstacle problem for p´∆q
1{2.

2. If u0 is a solution of the obstacle problem for p´∆q
1{2, then its harmonic exten-

sion to Rn ˆ p0,`8q solves the corresponding Signorini problem.
Therefore, the two problems are equivalent and any regularity result for one of

them can be carried to the other one. More precisely, consider the optimal regularity
for the solution u0 of the obstacle problem for p´∆q

1{2 ,which is C1,1{2. If we canprove
a C1,1{2 regularity of the solution u of the Signorini problemup to y “ 0, then the same
is true for u0.

On the other hand, the C1,α regularity of u0 extends to u, via boundary estimates
for the Neumann problem. Similarly, the analysis of the free boundary in the Signorini
problem carries to the obstacle problem for p´∆q

1{2 as well and vice versa.
Although the two problem are equivalent, there is a clear advantage in favor of

the Signorini type formulation. This is due to the possibility of avoiding the direct use
of the non local pseudodifferential operator p´∆q

1{2 , by localizing the problem and
using local PDE methods, such as monotonicity formulas and classification of blow-
up profiles.

At this point it is a natural question to ask whether there exists a PDE realization
of p´∆q

s for every s P p0, 1q, s ‰ 1
2 .

The answer is positive as it is shown by Caffarelli and Silvestre in [23]. Indeed in a
weak sense we have that

p´∆q
s u0 pxq “ ´κa lim

yÑ0`
yauy px, yq
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for a suitable constant κa, where u is the solution of the problem
#

Lau “ div
`

ya∇u
˘

“ 0 in Rn ˆ p0,`8q

u px, 0q “ u0 pxq in Rn

vanishing at infinity, where a “ 2s´1. Coherently, we call u the La´harmonic exten-
sion of u0.

Thus problem (3.1.1) is equivalent to the following Signorini problem for the oper-
ator La “ div

`

ya∇
˘

,
u px, 0q ě φ in Rn (3.1.3)

Lau “ div
`

ya∇u
˘

“ 0 in Rn ˆ p0,`8q (3.1.4)

limyÑ0` yauy px, yq “ 0 when u px, 0q ą φ pxq (3.1.5)

limyÑ0` yauy px, yq ď 0 in Rn . (3.1.6)

For y ą 0, u is smooth so that (3.1.4) is understood in the classical sense. The equations
at the boundary (3.1.5) and (3.1.6) should be understood in a weak sense. Since in [63]
it is shown that u px, 0q P C1,α for every α ă s, for the range of values 2s´ 1 ă α ă s,
limyÑ0` yauy px, yq can be understood in the classical sense too.

The solution u of the above Signorini problem can be extended to thewhole space
by symmetrization, setting u px,´yq “ u px, yq. Then, by the results in [23], condition
(3.1.5) holds if and only if the extended u is a solution of Lau “ 0 across y “ 0, where
u px, 0q ą φ pxq. On the other hand, condition (3.1.6) is equivalent to Lau ď 0 in the
sense of distributions. Thus, for the extended u, the Signorini problem translates into
the following system:

$

’

’

’

&

’

’

’

%

u px, 0q ě φ pxq in Rn

u px,´yq “ u px, yq in Rn`1

Lau “ 0 in Rn`1
z tpx, 0q : u px, 0q “ φ pxqu

Lau ď 0 in Rn`1, in the sense of distributions.

with u vanishing at infinity. Again, we can exploit the advantages to analyze the ob-
stacle problem for a nonlocal operator in PDE form by considering a local version of
it. Indeed, to study the optimal regularity properties of the solution we will focus on
the following local version, where φ : B1

ÝÑ R:
$

’

’

’

&

’

’

’

%

u px, 0q ě φ pxq in B1
1

u px,´yq “ u px, yq in B1
Lau “ 0 in B1z tpx, 0q : u px, 0q “ φ pxqu

Lau ď 0 in B1, in the sense of distributions.

The above problem can be thought of as the minimization of the weighted Dirichlet
integral

Ja pvq “

ż

B1
|y|

a
|∇u pXq|

2 dX
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over the set
Ka “

!

v P W1,2 `B1, |y|
a˘ : u px, 0q ě φ pxq

)

.

In a certain sense, this corresponds to an obstacle problem, where the obstacle is de-
fined in a set of codimension 1 ` a, where a is not necessarily an integer.

The operator La is degenerate elliptic, with a degeneracy given by the weight |y|
a.

This weight belongs to the Muckenhoupt class A2
´

Rn`1
¯

. We recall that a positive

weight function w “ w pXq belongs to A2
´

RN
¯

if
ˆ

1
|B|

ż

B
w
˙ˆ

1
|B|

ż

B
w´1

˙

ď C

for every ball B Ă RN . For the class of degenerate elliptic operators of the form
Lu “divpA pXq∇uq, where

λw pXq |ξ |
2

ď A pXq ξ ¨ ξ ď Λw pXq |ξ |
2 ,

there is awell established potential theory for solutions in theweighted Sobolev space
W1,2

pΩ, wq (Ω bounded domain inRN), defined as the closure of C8
´

Ω
¯

in the norm

„
ż

Ω
v2w `

ż

Ω
|∇v|

2 w
1{2

(see [30]). Since w P A2, the gradient of a function in W1,2
pΩ, wq is well defined in

the sense of distributions and belongs to the weighted space L2 pΩ, wq.
The outline of the first part.We intend here to give a brief review of the results

concerning the analysis of the solution and the free boundary of the obstacle for the
fractional Laplacian, mainly based on the extension method.

For the thin obstacle problem, Caffarelli in [16] proves that u is C1,α up to y “ 0,
for some α ď 1{2. Subsequently Athanasopoulos and Caffarelli achieve the optimal
regularity of the solution in [7]. In the case of zero obstacle, the regularity of the free
boundary around a so called nondegenerate (or stable or regular) point is analyzed by
Athanasopoulos, Caffarelli and Salsa in [10]. Indeed these last two papers opened the
door to all subsequent developments.

In [37], Garofalo and Petrosyan start the analysis of F puq around non regular
points (also for non zero obstacles). They obtain a stratification result for singular
points, i.e. points of F puq of vanishing density for Λ puq, in terms of homogeneity of
suitable blow-ups of the solution.

The analysis of the obstacle problem for the operator p´∆q
s, 0 ă s ă 1, starts with

Silvestre in ([63]), which shows C1,α estimates for the solution for any α ă s and also
α “ s if the interior of the coincidence set is convex. Notably, Silvestre does not use
anyextensionproperties; hismethods arepurelynonlocal. A fewyears later, Caffarelli,
Salsa and Silvestre ([22]) extend to the fractional Laplacian case the results in [10] on
the optimal regularity and the analysis of the regular part of the free boundary.
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Recently, in [12], Barrios, Figalli and Ros-Oton continued the work of [37], giving
a complete picture of the free boundary under two basic assumptions. The first one
is a strict concavity of the obstacle, the same assumption needed in the case of the
classical obstacle problem. The second one prescribes zero boundary values of the
solution and it turns out to be crucial.

Here, we shall focus mainly on the optimal regularity of the solution and on the
analysis and structure of the free boundary, only mentioning, for brevity reasons, re-
cent important results on higher regularity and extension to more general operators.
In particular, we will give here an outline of the strategy used in the papers ([22]) and
[12].

A few comments on the key concepts and tools that will repeatedly appear are in
order.

Semi-convexity: it is a peculiarity of solutions of the obstacle problem. More pre-
cisely, semi-convexity along tangential directions τ (i.e. parallel to the plane y “ 0)
and semiconcavity along the y´direction consistently play a key role. It is noteworthy
that, for global solution of the zero thin obstacle case, the tangential semi-convexity
of u comes for free, since u pX ` hτq and u pX ´ hτq are admissible nonnegative su-
perharmonic functions, and therefore

1
2 pu pX ` hτq ` u pX ´ hτqq ě u pXq .

Asymptotic profiles.Fromsemi-convexity, one deduces that suitable global asymp-
totic profiles coming from blow-ups of u around a free boundary point (say, the origin)
are tangentially convex and can be classified according to their homogeneity degree.
From this it is an easy matter to deduce optimal regularity.

Frequency and monotonicity formulas. Frequency formulas of Almgren type, first
introduced in the case s “ 1{2 in ([10]) are key tools in carrying optimal regularity
from global to local solutions. Other types of monotonicity formulas, such asWeiss or
Monneau-types, first introduced in ([37]) for s “ 1{2, play a crucial role in the analysis
of non-regular points of the free boundary.

Carleson estimates and boundary Harnack principles are by now standard tools
in the study of the optimal regularity of the free boundary, in our case around the so
called regular points. Due to thenonhomogeneous right hand side in the equation, the
Carleson estimate and boundaryHarnack principle proved here are somewhatweaker
than the usual ones. More recently, De Silva and Savin ([28]) have applied these prin-
ciples to prove higher regularity of the free boundary.

We will always assume that the origin belongs to the free boundary.

The outline of the second part. In Section 3 we consider two time-dependent
models, which can be thought of as parabolic counterparts of the systems (3.1.1)
and (3.1.2). In the first part, Section 3.1, we discuss the regularity of solutions to the
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parabolic fractional obstacle problem
$

&

%

mint´vt ` p´∆q
sv, v ´ ψu “ 0 on r0, Ts ˆ Rn

vpTq “ ψ on Rn ,

following [19]. In particular, under some assumptions on the obstacle ψ, the solution
v is shown to be globally Lipschitz continuous in space-time. Moreover, vt and p´∆q

sv
belong to suitable Hölder and logLipschitz spaces. The regularity in space is optimal,
whereas the regularity in time is almost optimal in the cases s “ 1{2 and s Ñ 1´.

In Section 3.2 we give an overview of the parabolic Signorini problem
$

’

’

’

’

’

&

’

’

’

’

’

%

∆v ´ Btv “ 0 in ΩT :“ Ω ˆ p0, Ts,
v ě φ, B𝜈v ě 0, pv ´ φqB𝜈v “ 0 onMT :“ M ˆ p0, Ts,
v “ g on ST :“ S ˆ p0, Ts,
vp¨, 0q “ φ0 on Ω0 :“ Ω ˆ t0u.

Here S “ BΩzM. Similarly to the elliptic case, we are interested in the regu-
larity properties of v, and the structure and regularity of the free boundary Γpvq “

BMT tpx, tq P MT | vpx, tq ą φpx, tqu,where BMT indicates the boundary in the relative
topology ofMT . Following [27], the analysis comprises the monotonicity of a general-
ized frequency function, the study of blow-ups and the ensuing regularity of solutions,
the classification of free boundary points, and the regularity of the free boundary at
so-called regular points.

3.2 The Obstacle Problem for the Fractional
Laplacian

This section is devoted to the study of the fractional Laplacian obstacle problem that
we recall below.

Given a smooth functionφ : Rn Ñ R, with bounded support (or rapidly vanishing
at infinity), we look for a continuous function u satisfying the following conditions:

– u ě φ in Rn

– p´∆q
s u ě 0 in Rn

– p´∆q
s u “ 0 when u ą φ

– u pxq Ñ 0 as |x| Ñ `8.

We list below the main steps in the analysis of the problem that we are going to
describe.

1. Construction of the solution and basic properties.
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2. Lipschitz continuity, semiconvexity and C1,α estimates.
3. Reduction to the thin obstacle for the operator La.
4. Optimal regularity for tangentially convex global solution.
5. Classification of asymptotic blow-up profiles around a free boundary point.
6. Optimal regularity of the solution.
7. Analysis of the free boundary at stable points: Lipschitz continuity.
8. Boundary Harnack Principles and C1,α regularity of the free boundary at sta-
ble points.
9. Structure of the free boundary.

Steps 1 and 2 are covered in [63]. In particular from [63] we borrow the C1,α esti-
mates without proof, for brevity. The steps 3-8 follow basically the paper [22], except
for step 2 and part of 5. In particular, the optimal regularity of global solutions follows
a different approach, similar to the corresponding proof for the zero obstacle problem
in [10]. Step 8 is taken from [12]. Finally, step 9 comes from [10] (Carleson estimate)
and [22] (Boundary Harnack).

3.2.1 Construction of the solution and basic properties

We start by proving the existence of a solution. Observe that the proof fails for n “ 1
and s ą 1{2, because in this case it is impossible to have p´∆q

s u ě 0 in R with u
vanishing at infinity.

Let S be the set of rapidly decreasing C8 functions in Rn. We denote by 9Hs the
completion of S in the norm

}f }29Hs “

ż

Rn

ż

Rn

|f pxq ´ f pyq|
2

|x ´ y|
n`2s dxdy „

ż

Rn
|ξ |

2s
ˇ

ˇ

ˇ
f̂ pξq

ˇ

ˇ

ˇ

2
dξ .

Equipped with the inner product

pf , gq 9Hs “

ż

Rn

ż

Rn

pf pxq ´ f pyqq pg pxq ´ g pyqq

|x ´ y|
n`2s dxdy

“ 2
ż

Rn
f pxq p´∆q

s g pxq dx „

ż

Rn
|ξ |

2s f̂ pξq ĝ pξqdξ ,

9Hs is a Hilbert space. Since we are considering n ě 2 and s ă 1 ď n{2, it turns out
that 9Hs coincides with the set of functions in L2n{pn´2sq, for which the 9Hs´norm is
finite.

The solution u0 of the obstacle problem is constructed as the uniqueminimizer of
the strictly convex functional

J pvq “ }v}
2
9Hs

over the closed, convex setKs “

!

v P 9Hs : v ě φ
)

.
In the following proposition we gather some basic properties of u.
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Proposition 3.1. Let u0 be the minimizer of the functional J over Ks. Then:

paq The function u0 is a supersolution, that is p´∆q
s u0 ě 0 in Rn in the sense of mea-

sures. Thus, it is lower semicontinuous and, in particular, the set tu0 ą φu is open.
pbq u0 is actually continuous in Rn.
pcq If u0 pxq ą φ pxq in some ball B then p´∆q

s u0 “ 0 in B.

Proof. paq Let h ě 0 be any smooth function with compact support. If t ą 0, u0 ` th ě

φ so that
pu0, u0q 9Hs ď pu0 ` th, u0 ` thq 9Hs

or
0 ď 2t pu0, hq

9Hs
` t2 ph, hq 9Hs “

`

p´∆q
s h

˘

L2 ` t2 ph, hq 9Hs

from which
`

u0, p´∆q
s h

˘

L2 “
`

p´∆q
s u0, h

˘

L2 ě 0.

Therefore p´∆q
s u0 is a nonnegative measure and therefore is lower semicontinuous

by Proposition A1.

pbq The continuity follows from Proposition A2.
pcq For any test function h ě 0, supported in B the proof in paq holds also for t ă 0.
Therefore p´∆q

s u0 “ 0 in B. ˝

Corrolary 3.2. Theminimizer u0 of the functional J over Ks is a solution of the obstacle
problem. ˝

3.2.2 Lipschitz continuity and semiconvexity and C1,α estimates

Following our strategy, we first show that, if φ is smooth enough, then the solution
of our obstacle problem is Lipschitz continuous and semiconvex. We are mostly inter-
ested in the case φ P C1,1. When φ has weaker regularity, u0 inherits corresponding
weaker regularity (see [63]). We emphasize that the proof in this subsection depends
only on the maximum principle and translation invariance.

Lemma 3.3. The function u0 is the least supersolution of p´∆q
s such that u0 ą φ and

lim inf|x|Ñ8 u0 pxq ě 0.

Proof. Let v such that p´∆q
s v ě 0, v ą φ and lim inf|x|Ñ8 v pxq ě 0. Let w “

min tu0, vu. Then w is lower-semicontinuous in Rn and is another supersolution
above φ (by Propositions A1 and A4). We show that w ě u0.

Since φ ď w ď u0, we have w pxq “ u0 pxq for every x in the contact set Λ pu0q “

tu0 “ φu . In Ω “ tu0 ą φu, u0 solves p´∆q
s u0 “ 0 and w is a supersolution. By
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Proposition 3.1 pbq , u0 is continuous. Then w ´ u0 is lower-semicontinuous and w ě

u0 from comparison.

Corrolary 3.4. The function u0 is bounded and sup u0 ď supφ. If the obstacle φ has
a modulus of continuity ω, then u0 has the same modulus of continuity. In particular, if
φ is Lipschitz, then u0 is Lipschitz and Lippu0q ďLippφq.

Proof. By hypothesis u0 ě φ. The constant function v pxq “ supφ is a supersolution
that is above φ. By Lemma 3.3, u0 ď v in Rn.

Moreover, since ω is a modulus of continuity for φ, for any h P Rn,

φ px ` hq ` ω p|h|q ě φ pxq

for all x P Rn. Then, the function u0 px ` hq ` ω p|h|q is a supersolution above φ pxq.
Thus u0 px ` hq ` ω p|h|q ě u0 pxq for all x, h P Rn. Therefore u0 has a modulus of
continuity not larger than ω.

Lemma 3.5. Let φ P C1,1 and assume that inf Bττφ ě ´C, for any unit vector τ. Then
Bττu0 ě ´C too. In particular, u0 is semiconvex.

Proof. Since Bττφ ě ´C, we have

φ px ` hτq ` φ px ´ hτq

2 ` Ch2 ě φ pxq

for every x P Rn and h ą 0. Therefore:

V pxq ”
u0 px ` hτq ` u0 px ´ hτq

2 ` Ch2 ě φ pxq

and V is also a supersolution: p´∆q
s V ě 0. Thus, by Lemma 3.3, V ě u so that:

u0 px ` hτq ` u0 px ´ hτq

2 ` Ch2 ě u0 pxq

for every x P Rn and h ą 0. This implies Bττu0 ě ´C.

From the results in [63] we can prove a partial regularity result, under the hypothesis
that φ is smooth.

Theorem 3.6. Let φ P C2. Then u0 P C1,α for every α ă s and p´∆q
s u0 P Cβ for every

β ă 1 ´ s.

The proof is long and very technical, so we refer to the original paper [63]. However,
an idea of the proof in the case of the zero thin obstacle problem can be given without
much effort. Indeed, from tangential semi-convexity we deduce (here u is harmonic
outside Λ puq)

uyy ď C in B1zΛ puq .
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In particular, the function uy ´ Cy is monotone and bounded. Thus we are allowed to
define in B1

1 : σ pxq “ limyÑ0` uy px, yq . Since, in this case

0 ě ∆u “ 2uyHn
|Λpuq

in the sense of measures, we have σ pxq ď 0 in Λ puq and by symmetry, σ pxq “ 0
in B1

1zΛ puq. We may summarize the properties of the solution of a zero thin obstacle
problem in complementary form as follows:

$

’

’

’

&

’

’

’

%

∆u ď 0, u∆u “ 0 in B1
∆u “ 0 in B1zΛ puq

u px, 0q ě 0, σ pxq ď 0, u px, 0q σ pxq “ 0 in B1
1

σ pxq “ 0 in B1
1zΛ puq

Now, let u be a solution of the zero thin obstacle problem in B1, normalized by
}u}L2pB1q “ 1. To prove local C1,α estimates, it is enough to show that σ P C0,α near
the free boundary F puq.

In fact, in the interior of Λ puq, u px, 0q is smooth and so is σ. On the other hand, on
Ω1

“ B1
zΛ1

puq , σ “ 0. Thus, if we show that σ is C0,α in a neighborhood of F puq, then
u P C1,α from both sides of the free boundary by standard estimates for the Neumann
problem.

In particular it is enough to showuniformestimates arounda free boundary point,
say the origin. This can be achieved by a typical iteration procedure, in the De Giorgi
style. We distinguish two steps:

Step 1: To show that near the free boundary we can locate large regions where´σ
grows at most linearly (estimates in measure of the oscillation of ´σ).

Step 2: Using Poisson representation formula and semi-concavity, we convert the
estimate in average of the oscillation of ´σ, done in step 1, into pointwise estimates,
suitable for a dyadic iteration of the type

uy pXq ě ´βk in B1
𝛾k px0q ˆ

”

0, 𝛾k
ı

(x0 P F puq )

for some 0 ă 𝛾 ă 1, 0 ă β ă 1, and any k ě 0.
The details can be found in the paper of Caffarelli [16] (see also the review paper

[61]).

3.2.3 Thin obstacle for the operator La. Local C1,α estimates

To achieve optimal regularity we now switch to the equivalent thin obstacle problem
for the operator La as mentioned in the introduction and that we restate here:

$

’

’

’

&

’

’

’

%

u px, 0q ě φ pxq in B1
1

u px,´yq “ u px, yq in B1
Lau “ 0 in B1zΛ puq

Lau ď 0 in B1, in the sense of distributions.

(3.2.1)
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In the global setting (i.e. with B1 replaced by Rn), u0 pxq “ u px, 0q is the solution of
the global obstacle problem for p´∆q

s and

p´∆q
s u0 “ κa lim

yÑ0`
yauy px, yq .

The estimates in Corollary 3.4 and Lemma 3.5 translate, after an appropriate lo-
calization argument and the use of boundary estimates for the operator La, into cor-
responding estimates for the solution of u. Namely:

Lemma 3.7. Let φ P C2,1
`

B1
1
˘

and u be the solution of (3.2.1). Then

1. ∇xu pXq P CαpB1{2q for every α ă s;
2. |y|

a uy pXq P CαpB1{2q for every α ă 1 ´ s;
3. uττpXq ě ´C in B1{2.

Proof. From Corollary 3.4 and Lemma 3.5 we have that the above estimates holds on
y “ 0. Since Bxju and uττ also solve the equation Law “ 0 in B1zΛ puq, the estimates
1 and 3 extend to the interior. On the other hand w px, yq “ |y|

a uy pXq solves the con-
jugate equation divp|y|

´a∇w pXqq and we obtain 2.

Remark 3.8. Observe that u can only be C1,α in both variables up to y “ 0 only if a ď 0.
If a ą 0, since yauy pXq has a non-zero limit for some x in the contact set, it follows that
uy cannot be bounded.

We close this subsection with a compactness result, useful in dealing with blow-up
sequences.

Lemma 3.9. Let
␣

vj
(

be a bounded sequence of functions in W1,2 `B1, |y|
a˘. Assume

that there exists a constant C such that, in B1:
ˇ

ˇ∇xvj pXq
ˇ

ˇ ď C and
ˇ

ˇByvj pXq
ˇ

ˇ ď C |y|
´a (3.2.2)

and that, for each small δ ą 0, vj is uniformly C1,α in B1´δ X t|y| ą δu.

Then, there exists a subsequence
␣

vjk
(

strongly convergent inW1,2
´

B1{2, |y|
a
¯

.

Proof. From the results in [43], there is a subsequence, that we still call
␣

vj
(

, that con-
verges strongly in L2

´

B1{2, |y|
a
¯

. Since for each δ ą 0, vj is uniformly bounded in
C1,α in the set B1´δ X t|y| ą δu, we can extract a subsequence so that∇vj converges
uniformly in B1´δ X t|y| ą δu . Thus,∇vj converges pointwise in B1z ty “ 0u.

Now, from (3.2.2) and the fact that C and |y|
´a both belong to L2

´

B1{2, |y|
a
¯

, the

convergence of each partial derivative of vj in L2
´

B1{2, |y|
a
¯

follows from the domi-
nated convergence theorem.
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3.2.4 Minimizers of the weighted Rayleigh quotient and
a monotonicity formula

The next step towards optimal regularity is to consider tangentially convex global so-
lutions.

Lemma 3.10. Let∇ϑ denote the surface gradient on the unit sphere BB1. Set, for ´1 ă

a ă 1,

λ0,a “ inf

$

&

%

ş

BB`
1

|∇ϑw|
2 yadS

ş

BB`
1
w2yadS : w P W1,2

´

BB`
1 , y

adS
¯

: w “ 0 on
´

BB1
1
¯`

,

.

-

where
`

BB1
1
˘`

“
␣`

x1, xn
˘

P BB1
1, xn ą 0

(

. Then the first eigenfunction, up to a multi-
plicative factor, is given by

w px, yq “

ˆ

b

x2n ` y2 ´ xn
˙s

s “ p1 ´ aq {2

and 3.2

λ0,a “
1 ´ a
4 p2n ` a ´ 1q .

The following lemma gives a first monotonicity result.

Lemma 3.11. Let w be continuous in B1, w p0q “ 0, w px, 0q ď 0, w px, 0q “ 0 on
Λ Ă ty “ 0u, Law “ 0 in B1zΛ. Assume that the set

!

x P B1
r : w px, 0q ă 0

)

is non empty and convex. Set

β prq “ β pr;wq “
1
r1´a

ż

B`
r

ya |∇w pXq|
2

|X|
n`a´1 dX.

Then, β prq is bounded and increasing for r P p0, 1{2s.

Proof. We have Law2
“ 2wLaw ` 2ya |∇w|

2
“ 2ya |∇w|

2 , so that

β prq “
1
r1´a

ż

B`
r

ya |∇w pXq|
2

|X|
n`a´1 dX “

1
2r1´a

ż

B`
r

La
´

w2
¯

|X|
n`a´1 dX.

Now:

β1
prq “

a ´ 1
2r2´a

ż

B`
r

La
´

w2
¯

|X|
n`a´1 dX `

1
rn

ż

BB`
r

ya |∇w|
2 dS.

3.2 Formally, the first eigenvalue can be obtained plugging α “ s “ p1 ´ aq {2 and n ` a instead of
n into the formula α pα ´ 1q ` nα.
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Sincew p0, 0q “ 0 and yawy px, yqw px, yq Ñ 0 as y Ñ 0`, after simple computations,
we obtain:

β1
prq ě ´ p1 ´ aq

p2n ` a ´ 1q

4rn`2

ż

BB`
r

yaw2dS `
1
rn

ż

BB`
r

ya |∇ϑw|
2 dS.

The convexity of
␣

x P B1
r : w px, 0q ă 0

(

implies that the Rayleigh quotient must be
greater than λ0,a and therefore we conclude β1

prq ě 0 and, in particular, β prq ď

β p1{2q.

3.2.5 Optimal regularity for tangentially convex global solutions

In this section we consider global solutions that represent possible asymptotic pro-
files, obtained by a suitable blow-up of the solution at a free boundary point.

First of all we consider functions u : Rn ˆ R Ñ R, homogeneous of degree k,
solutions of the following problem:

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

u px, 0q ě 0 in Rn

u px,´yq “ u px, yq in Rn ˆ R
Lau “ 0 in

`

Rn ˆ R
˘

zΛ
Lau ď 0 in the sense of distributions in Rn ˆ R
uττ ě 0 in Rn ˆ R, for every tangential unit vector τ

(3.2.3)

where Λ “ Λ puq “ tpx, 0q : u px, 0q “ 0u. The following proposition gives a lower
bound for the degree k, which implies the optimal regularity of the solution.

Lemma 3.12. If there exists a solution u of problem (3.2.3), then k ě 1` s “ p3 ´ aq {2.

Proof. Apply the monotonicity formula in Lemma 3.11 to w “ uτ. Then, Law “ 0 in
`

Rn ˆ R
˘

zΛ and, by symmetry,w px, 0qwy px, 0q “ 0. Moreover, the contact set where
w “ 0 is convex, since uττ ě 0.Therefore w satisfies all the hypotheses of that lemma.
Recall that we always assume that p0, 0q P F puq so that w p0, 0q “ 0. Thus

β pr;wq “
1
r1´a

ż

B`
r

ya |∇w pXq|
2

|X|
n`a´1 dX ď β p1, wq .

On the other hand, since∇w is homogeneous of degree k ´ 2, we have

β pr;wq “
r2k´2

r1´a

ż

B`
1

ya |∇w pXq|
2

|X|
n`a´1 dX “

r2k´2

r1´a β p1, wq .

This implies r2k´2
ď r1´a

“ r2s or k ě 1 ` s.

From Lemma 3.12 it would be possible to deduce the optimal regularity of the solution
u to (3.2.1). However, to study the free boundary regularity we need to classify pre-
cisely the solutions to problem (3.2.3). For the operator La, we need to introduce the
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following subset of the coincidence set. Let

Λ˚ “

"

px, 0q P Rn : lim
yÑ0`

yauy px, yq ă 0
*

.

Notice thatΛ˚ is the support of Lau and since Lau “ 0 in
`

Rn ˆ R
˘

zΛ,wehaveΛ˚ Ă Λ
(Λ is closed).

The analysis depend onwhether Λ˚ has positiveHnmeasure or not. First examine
the case HnpΛ˚q “ 0.

Lemma 3.13. Let u be a solution of problem (3.2.3). If HnpΛ˚q “ 0, then u is a polyno-
mial of degree k.

Proof. We know from Lemma 3.7 that |y|
a uy px, yq is locally bounded. IfHn

pΛ˚q “ 0,
then

lim
yÑ0

|y|
a uy px, yq “ 0 a.e. x P Rn.

Thus limyÑ0 |y|
a uy px, yq “ 0 weak˚ in L8 and from [23] we infer that u is a global

solution of Lau “ 0 in Rn ˆ R. Using Lemma A3 we conclude the proof.

Lemma 3.14. Let u be a solution of problem (3.2.3). If HnpΛq ‰ 0 then, either u ” 0 or
k “ 1 ` s and Λ is a half n´dimensional space.

Proof (sketch). First observe that ifHn
pΛ˚q “ 0, then u ” 0, otherwise, from Lemma

3.13, u px, 0q would be a polynomial vanishing on a set of positive measure and there-
fore identically zero. Thus, the polynomial u must have the form

u px, yq “ p1 pxq y2 ` ... ` pj pxq y2j

and iterating the computation of Lau one deduce p1 “ p2 “ ... “ pj “ 0.
Consider now the caseHn

pΛ˚q ‰ 0. Then Λ˚ is a thick convex cone. Assume that
en is a direction inside Λ˚ such that a neighborhood of en is contained in Λ˚. Using
the convexity in the en direction, we infer that w “ uxn cannot be positive at any point
X. Moreover, w “ 0 on Λ and

Law pXq “ 0 in
`

Rn ˆ R
˘

zΛ˚ Ě
`

Rn ˆ R
˘

zΛ.

Thuswmust coincidewith the first eigenfunction of theweighted spherical Laplacian,
minimizer of

ş

S1 |∇ϑv|
2

|y|
a dS over all v vanishing on Λ and such that

ş

S1 v
2

|y|
a dS “

1.
Since Λ is convex, ΛXB1 is contained in half of the sphere B1 X ty “ 0u. If it were

exactly half of the sphere then it would be given by the first eigenfunction defined in
Lemma 3.10, up to a multiplicative constant, by the explicit expression

w px, yq “

ˆ

b

x2n ` y2 ´ xn
˙s

s “ p1 ´ aq {2.
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On the other hand, the above function is not a solution across ty “ 0, xn ě 0u. There-
fore, if Λ X B1 is strictly contained in half of the sphere B1 X ty “ 0u , there must be
another eigenfunction corresponding to a smaller eigenvalue and consequently to a
degree of homogeneity smaller than s. This would imply k ă 1 ` s, contradicting
Lemma 3.12. The only possibility is therefore k “ 1 ` s, with Λ “ ty “ 0, xn ě 0u. ˝

The next theorem gives the classification of asymptotic profiles.

Theorem 3.15. Let u be a non trivial solution of problem (3.2.3). There are only two
possibilities:

p1q k “ 1 ` s, Λ is a half n´dimensional space and u depends only on two variables.
Up to rotations andmultiplicative constants u is unique and there is a unit vector τ such
that Λ “ tpx, 0q : x ¨ τ ě 0u and

uτ px, yq “

ˆ

b

px ¨ τq
2

` y2 ´ px ¨ τq

˙s

p2q k is an integer greater than equal to 2, u is a polynomial andHn
pΛq “ 0.

Proof. IfHn
pΛq ‰ 0, from Lemma 3.14 we deduce that, up to rotations andmultiplica-

tive constants, there is a unique solution of problem (3.2.3), homogeneous of degree
k “ 1 ` s. Moreover, for this solution the free boundary F puq is flat, that is there is a
unit vector (say) en such that

Λ “ tpx, 0q : xn ě 0u

and
uxn px, yq “

ˆ

b

x2n ` y2 ´ xn
˙s

.

Integrating uxn from F puq along segments parallel to en we uniquely determine
u px, 0q “ u pxn , 0q. If we had another solution v, homogeneous of degree 1 ` s, with
v px, 0q “ u px, 0q, then necessarily (see the proof of the Liouville-type LemmaA3), for
some constant c and y ‰ 0, we have

v px, yq ´ u px, yq “ c |y|
s y.

But the constant cmust be zero, otherwise v´u cannot be solution across ty “ 0u zΛ.
As a consequence, if u is a solution homogeneous of degree 1` s, with en normal

to F puq, then u “ u pxn , yq. Indeed, translating in any direction orthogonal to xn and
y we get another global solution with the same free boundary. By uniqueness, umust
be invariant in those directions.

If Hn
pΛq “ 0, then Hn

pΛ˚q “ 0 and from Lemma 3.13 we conclude that u is a
polynomial and k ě 2.
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3.2.6 Frequency formula

As we have already stated, a crucial tool in order to achieve optimal regularity is a fre-
quency formula of Almgren type. If the obstaclewere zero, then the frequency formula
states that the quantity

Da pr; uq “
r
ş

Br |y|
a

|∇u|
2 dX

ş

BBr |y|
a u2dS

is bounded and monotonically increasing. The conclusion is the following.

Theorem 3.16. Let u be a solution of the zero thin obstacle for the operator La in B1.
Then Da pr; uq is monotone nondecreasing in r for r ă 1.Moreover, Da pr; uq is constant
if and only if u is homogeneous.

When the obstacle φ is non zerowe cannot reduce to that case. Instead, assuming that
φ P C2,1, we let

ũ px, yq “ u px, yq ´ φ pxq `
∆φ p0q

2 p1 ` aq
y2

so that La ũ p0q “ 0. Moreover Λ “ Λ puq “ tũ “ 0u. The function ũ is a solution of the
following system:

$

’

’

’

’

’

&

’

’

’

’

’

%

ũ px, 0q ě 0 in B1
1

ũ px,´yq “ ũ px, yq in B1
La ũ px, yq “ |y|

a g pxq in B1zΛ
La ũ px, yq ď |y|

a g pxq in B1, in the sense of distributions

(3.2.4)

where
g pxq “ ∆φ pxq ´ ∆φ p0q

is Lipschitz. Notice that |y|
a g pxq Ñ 0 as x Ñ 0 and in B1zΛ

|La ũ px, yq| ď C |y|
a

|x| .

Whatwe expect is a small variation ofAlmgren’s formula. Since u´ũ is a C2,1 function,
it is enough to prove any regularity result for ũ instead of u. In order to simplify the
notation we will still write u for ũ. Define

F prq “ F pr; uq “

ż

BBr
u2 |y|

a dσ “ rn`a
ż

BB1
pu prXqq

2
|y|

a dS.

We have:
F1

prq “

“ pn ` aq rn`a´1
ż

BB1
pu prXqq

2
|y|

a dS ` rn`a
ż

BB1
2u prXq∇u prXq ¨ X |y|

a dS
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“ pn ` aq r´1
ż

BBr
pu pXqq

2
|y|

a dS `

ż

BBr
2u pXq u𝜈 pXq |y|

a dS

Thus log F prq is differentiable for r ą 0 and:

d
dr log F prq “

F1
prq

F prq “
n ` a
r `

ş

BBr 2uu𝜈 |y|
a dS

ş

BBr u
2 |y|

a dS
.

Note that the monotonicity of Da pr; uq when φ “ 0 amounts to say that the function

r ÞÝÑ r ddr log F prq “ 2D pr; uq ` n ` a

is increasing, since in this case
ż

BBr
2uu𝜈 |y|

a dS “

ż

Br
Lapu2q “

ż

Br
p|y|

a
|∇u|

2
` 2uLauqdX

“

ż

Br
2 |y|

a
|∇u|

2 dX.

Due to presence of a nonzero right hand side, we need to prevent the possibility that
F prq become too small under rescaling when compared to the terms involving Lau. It
turns out that this can be realized by introducing the following modified formula:

Φ prq “ Φ pr; uq “

´

r ` c0r2
¯ d
dr logmax

”

F prq , rn`a`4
ı

. (3.2.5)

Then:

Theorem 3.17. (Monotonicity formula). Let u be a solution of problem (3.2.4). Then,
there exists a small r0 and a large c0, both depending only on a, n, }φ}C2,1, such that
Φ pr; uq is monotone nondecreasing for r ă r0.

For the proof, we need a Poincaré type estimate and a Rellich type identity. Recall that
u p0, 0q “ 0 since the origin belongs to the free boundary.

Lemma 3.18. Let u be a solution of problem (3.2.4), u p0, 0q “ 0. Then
ż

BBr
pu pXqq

2
|y|

a dS ď Cr
ż

Br
|∇u pXq|

2
|y|

a dX ` c pa, nq r6`a`n

and by integrating in r,
ż

Br
pu pXqq

2
|y|

a dX ď Cr2
ż

Br
|∇u pXq|

2
|y|

a dX ` c pa, nq r7`a`n

where c, C depend only on a, n and }φ}C2,1 .

Proof. See [22].
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Lemma 3.19. The following identity holds for any r ď 1.

r
ż

BBr

´

|∇ϑu|
2

´ u2𝜈
¯

|y|
a dS “

ż

Br
rpn ` a ´ 1q |∇u pXq|

2
´ 2 xX,∇uy g pXqs |y|

a dX,

(3.2.6)
where∇ϑu denotes the tangential gradient.

Proof. Consider the vector field

F “
1
2 y

a
|∇u|

2 X ´ ya xX,∇uy∇u py ą 0q .

We have:

divF “
1
2 pn ` a ´ 1qya |∇u|

2
´ xX,∇uy Lau.

Since xX,∇uy is a continuous function on B1
r that vanishes on Λ “ tu “ 0u, we have

that xX,∇uy Lau has no singular part and coincides with xX,∇uy |y|
a g pxq. An appli-

cation of the divergence theorem gives (3.2.6).

Proof of Theorem 3.17. First we observe that by taking the maximum in (3.2.5) it may
happen thatwe get a nondifferentiable functions.However,max

”

F prq , rn`a`4
ı

is ab-
solutely continuous (it belongs toW1,1

loc p0, 1q) and in any case, the jump in the deriva-
tive will be in the positive direction.

When F prq ď rn`a`4 we have

Φ prq “

´

r ` c0r2
¯ d
dr log r

n`a`4

and Φ1
prq “ pn ` a ` 4qc0 ą 0.

Thus we can concentrate on the case F prq ą rn`a`4 where

Φ prq “

´

r ` c0r2
¯ d
dr log F prq .

We have:

Φ prq “

´

r ` c0r2
¯

ş

BBr 2uu𝜈 |y|
a dS

ş

BBr u
2 |y|

a dS
` p1 ` c0rq pn ` aq

” 2Ψ prq ` p1 ` c0rq pn ` aq.

We show that the first term is increasing, by computing its logarithmic derivative. We
find:

d
dr logΨ prq “

1
r `

c0
1 ` c0r

`

d
dr

ş

BBr uu𝜈 |y|
a dS

ş

BBr uu𝜈 |y|
a dS

´

ş

BBr 2uu𝜈 |y|
a dS

ş

BBr u
2 |y|

a dS
´
n ` a
r .

We estimate d
dr

ş

BBr uu𝜈 |y|
a dS from below. Since

ż

BBr
uu𝜈 |y|

a dS “

ż

Br
p|y|

a
|∇u|

2
` uLauqdX
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we can write, recalling that |Lau| ď c |y|
a

|x| ,

d
dr

ż

BBr
uu𝜈 |y|

a dS ě

ż

BBr
|y|

a
|∇u|

2 dS ´ crpn`a`2q{2
rF prqs

1{2 .

We now use Lemma 3.19 to estimate
ş

BBr |y|
a

|∇u|
2 dS from below. We find

ż

BBr
|y|

a
|∇u|

2 dS “

ż

BBr

´

|uϑ|
2

` u2𝜈
¯

|y|
a dS “

“ 2
ż

BBr
u2𝜈 |y|

a dS `
1
r

ż

Br
rpn ` a ´ 1q |∇u pXq|

2
´ 2 xX,∇uy g pXqs |y|

a dX “

“ 2
ż

BBr
u2𝜈 |y|

a dS `
n ` a ´ 1

r

ż

BBr
uu𝜈 |y|

a dS

´
1
r

ż

Br
rpn ` a ´ 1qu ´ 2 xX,∇uysg pXq |y|

a dX.

Therefore
d
dr

ż

BBr
uu𝜈 |y|

a dS ě 2
ż

BBr
u2𝜈 |y|

a dS `
n ` a ´ 1

r

ż

BBr
uu𝜈 |y|

a dS

´crn`a`1
”

a

G prq ` r
a

H prq `
a

rF prq
ı

where
G prq “

ż

Br
u2 |y|

a dX and H prq “

ż

Br
|∇u|

2
|y|

a dX.

Collecting all the above estimates, we can write:

d
dr logΨ prq “ P prq ` Q prq

with

P prq “
2
ş

BBr u
2
𝜈 |y|

a dS
ş

BBr uu𝜈 |y|
a dS

´

ş

BBr 2uu𝜈 |y|
a dS

ş

BBr u
2 |y|

a dS
ě 0

and

Q prq “
c0

1 ` c0r
´ crpn`a`1q{2

a

G prq `
a

rF prq ` r
a

H prq
ş

BBr uu𝜈 |y|
a dσ

ě
c0

1 ` c0r
´ crpn`a`1q{2

a

G prq `
a

rF prq ` r
a

H prq
H prq ´ rpn`a`2q{2

a

G prq
.

First we estimate F, G, H. Since F prq ą rn`4`a, from the Poincaré Lemma 3.17 we
have:

rn`4`a
ă F prq ď CrH prq ` c pa, nq r6`a`n .

Integrating the above inequalities in r, we get:

G prq “

ż r

0
F psq ds ď Cr2H prq ` c pa, nq r7`a`n .
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This means that, for small enough r0 and r ă r0 :

F prq ď crH prq and G prq ď Cr2H prq

so that:
Q prq ě

c0
1 ` cr ´ crpn`a`1q{2 r

a

H prq
H prq ´ rpn`a`4q{2?

Hr
.

Since rn`4`a
ă F prq ď CrH prq, we also have H prq ě crn`a`3 and for r0 small:

Q prq ě
c0

1 ` c0r
´ crpn`a`1q{2 r

a

H prq ´ rpn`a`4q{2

ě
c0

1 ` c0r
´ cr

n`a`1
2 `1´

n`a`3
2 “

c0
1 ` cr ´ c

which is positive if c0 is large and r0 small. ˝

3.2.7 Blow-up sequences and optimal regularity

The optimal regularity of the solution can be obtained by a careful analysis of
the possible values of Φ p0`q. When Φ is constant and the obstacle is zero,
rΦ p0`q ´ n ´ as {2 represents the degree of homogeneity at the origin. Thus, by a
suitable blow-up of the solution, we will be able to classify the possible asymptotic
behaviors at the origin, using the results of Section 2.5. The first result is the follow-
ing.

Theorem 3.20. Let u be a solution of problem (3.2.4), u p0, 0q “ 0. Then either
Φ p0`; uq “ n ` a ` 2 p1 ` sq or Φ p0`; uq ě n ` a ` 4.

To prove the theorem, guided by the zero obstacle case in [10], a key point is to intro-
duce the following rescaling:

ur pXq “
u prXq

dr
(3.2.7)

where

dr “

ˆ

r´pn`aq

ż

BBr
u2 |y|

a dσ
˙1{2

“

´

r´pn`aqF prq
¯1{2

.

Notice that the "natural" rescaling u prXq {rµ, where µ “ Φ p0`; uq ´ n ´ a, would
not be appropriate, because on this kind of rescaling we have precise control of its
behavior as r Ñ 0 merely from one-side. Rescaling by an average over smaller and
smaller balls provides the necessary adjustments for controlling the oscillations of u
around the origin.Two things can occur:

lim inf
rÑ0

dr
r2

#

“ `8 first case
ă `8 second case.

(3.2.8)

The next lemma takes care of the first case.
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Lemma 3.21. Let u be as in Theorem 3.20. Assume that

lim inf
rÑ0

dr
r2 “ `8.

Then, there is a sequence rk Ñ 0 and a function U0 : Rn`1
Ñ R, non identically zero,

such that:

1. urk Ñ U0 inW1,2
´

B1{2,
ˇ

ˇya
ˇ

ˇ

¯

2. urk Ñ U0 uniformly in B1{2.
3. ∇xurk Ñ ∇xU0 uniformly in B1{2.
4. |y|

a
Byurk Ñ |y|

a
ByU0 uniformly in B1{2.

Moreover, U0 is a solution of system (3.2.3) and its degree of homogeneity is
rΦ p0`; uq ´ n ´ as{2.

Proof. First of all, observe that }ur}L2pBB1 ,|y|aq “ 1 for every r. Using the frequency
formula, the Poincaré type Lemma A5 below and the semiconvexity of ur, one can
show that ur is bounded inW1,2

´

B1{2,
ˇ

ˇya
ˇ

ˇ

¯

.

Now, u`
r and u´

r are subsolutions of the equation

Law ě ´cr |y|
a

|x|

and therefore (see [30]) ur is bounded in L8
´

B3{4

¯

.
The semiconvexity of u in the x variable gives, for every tangential direction τ,

Bττur “
r2
dr
uττ prXq ě ´C r

2

dr
. (3.2.9)

FromLemma 3.9we obtain a subsequence urk strongly convergent inW1,2
´

B1{2,
ˇ

ˇya
ˇ

ˇ

¯

to some functionU0 as rk Œ 0. On the other hand (Theorem3.17)we know thatΦ pr; uq

is monotone and converges to Φ p0`; uq as r Œ 0. We have:

Φ prs; uq „ rs
ş

Brs |∇u pXq|
2

|y|
a dX

ş

BBrs u
2 |y|

a dS
` pn ` aq “ r

ş

Br |∇us pXq|
2

|y|
a dX

ş

BBr u
2
s |y|

a dS
` pn ` aq .

We want to set s “ rk Œ 0 and pass to the limit in the above expression to obtain:

Φ p0`; uq ´ pn ` aq “ r
ş

Br |∇U0 pXq|
2

|y|
a dX

ş

BBr U
2
0 |y|

a dS
. (3.2.10)

This is possible since one can show that
ş

BBr u
2
s |y|

a dS ě c ą 0. From (3.2.9), we have

Bττurk ě ´C r
2
k
drk

Ñ 0
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and therefore U0 is tangentially convex. On the other hand, each ur satisfies the fol-
lowing conditions:

paq

ur px, 0q ě 0 in B1
1.

pbq

Laur “
r2´a

dr
Lau prXq “

r2
dr

|y|
a g prxq in B1zΛ purq

pcq

|Laur| ď
r2
dr

|y|
a

|g prxq| in B1.

Since
r2
dr

|y|
a

|g prxq| ď c r
2

dr
|y|

a r |x| Ñ 0 as r Ñ 0

it follows that U0 is a solution of the homogeneous problem
$

’

’

’

’

’

&

’

’

’

’

’

%

U0 px, 0q ě 0 in B1
1

U0 px,´yq “ U0 px, yq in B1
LaU0 “ 0 in B1zΛ
LaU0 ď 0 in B1, in the sense of distributions

For this problem, the frequency formula holds without any error correction. Thus we
conclude that U0 is homogeneous in B1{2 and its degree of homogeneity is exactly
pΦ p0`; uq ´ pn ` aqq {2. Since it is homogeneous, then it can be extended toRn`1 as
a global solution of the homogeneous problem.

Finally, from the a priori estimates in Lemma 3.7, it follows that we can choose rk
so that the sequences urk ,∇urk and |y|

a
Burk converge uniformly in B1{2.

Proof of Theorem 3.20. In the first case of (3.2.8), we use Lemma 3.21 and Theorem
3.15 to find the blow-up profile U0 and to obtain that the degree of homogeneity of U0
is 1 ` s or at least 2. Therefore

Φ p0`; uq “ Φ p0`;U0q “ n`a`2 p1 ` sq or Φ p0`; uq “ Φ p0`;U0q ě n`a`4.

Consider now the second case of (3.2.8).
If F prk; uq ă rn`a`4

k for some sequence rk Ñ 0, then, for these values of rk,

Φ prk; uq “ pn ` a ` 4q p1 ` c0rkq

so that Φ p0`;U0q “ n ` a ` 4.
On the other hand, assume that F pr; uq ě rn`a`4 for r small. Since we are in the

second case, for some sequence rj Œ 0 we have drj{r2j ď C so that

rn`a`4
j ď F

`

rj; u
˘

ď Crn`a`4
j .
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Taking logs in the last inequality, we get

pn ` a ` 4q log rj ď log F
`

rj; u
˘

ď C ` pn ` a ` 4q log rj .

We want to show that Φ p0`; uq ě n ` a ` 4. By contradiction, assume that for small
rj we have Φ

`

rj; u
˘

ď n ` a ` 4 ´ ε0. Take rm ă rj ! 1 and write:

pn ` a ` 4q plog rj ´ log rmq ´ C ď log F
`

rj; u
˘

´ log F prm; uq

“

ż rj

rm

d
dr log F ps; uq ds ď

ż rj

rm

´

r ` c0r2
¯´1

Φ ps; uq ds ď

ż rj

rm
r´1Φ

`

rj; u
˘

ds

ď pn ` a ` 4 ´ ε0q plog rj ´ log rmq

which gives a contradiction if we make plog rj ´ log rmq Ñ `8. ˝

From the classification of the homogeneity of a global profile, we may proceed to
identify the unique limiting profile U0, along the whole sequence ur, modulus rota-
tions. precisely, we have:

Proposition 3.22. Let u be as in Theorem 3.20. Assume that Φ p0`; uq “ n ` a `

2 p1 ` sq . There is a family of rotations Ar, with respect to x, such that ur ˝Ar converges
to the unique profile U0 of homogeneity degree 1 ` s. More precisely:

1. ur ˝ Ar Ñ U0 inW1,2
´

B1{2,
ˇ

ˇya
ˇ

ˇ

¯

.
2. ur ˝ Ar Ñ U0 uniformly in B1{2.
3. ∇xpur ˝ Arq Ñ ∇xU0 uniformly in B1{2.
4. |y|

a
Bypur ˝ Arq Ñ |y|

a
ByU0 uniformly in B1{2.

We are now ready to prove the optimal 1 ` s´decay of u at p0, 0q. This is done in
two steps. First, we control the decay of u in terms of the decay of F pr; uq. In turn, the
frequency formula provides the precise control of F prq from above. This is the content
of the next two lemmas.

Lemma 3.23. If
F pr; uq ď crn`a`2p1`αq (3.2.11)

for every r ă 1, then u p0, 0q “ 0, |∇u p0, 0q| “ 0 and u is C1,α at the origin in the sense
that

|u pXq| ď C1 |X|
1`α

for |X| ď 1{2 and C1 “ C1 pC, n, aq.

Proof. Consider u` and u´, the positive and negative parts of u. We have already no-
ticed that

Lau`, Lau´
ě ´C |y|

a
|x| .
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For some r ą 0, let h be the La´harmonic replacement of u` in Br. Note that

0 “ Lah ď La

˜

u`
` C |X|

2
´ r2

2 pn ` a ` 1q

¸

.

Hence, by comparison principle

h ě u`
´ C1r2.

From (3.2.11) we have:
ż

BBr
h2 |y|

a dσ “

ż

BBr
pu`

q
2

|y|
a dσ ď crn`a`2p1`αq.

Since w pXq “ |y|
a is a A2 weight, from the local L8 estimates (see [30]) we conclude

sup
Br{2

|h pXq| ď C1 |r|1`α .

Then u`
ď h ` r2 ď Cr1`α in Br{2. A similar estimate holds for u´ and the proof is

complete.

Lemma 3.24. If Φ p0`; uq “ µ then

F pr; uq ď crµ

for any r ă 1 and c “ c pF p1; uq , c0q .

Proof. Let f prq “ max
!

F prq , rn`a`4
)

ě F prq. Since Φ is nondecreasing:

µ “ Φ p0`q ď Φ prq “

´

r ` c0r2
¯ d
dr log f prq

and then
d
dr log f prq ě

µ
`

r ` c0r2
˘ .

An integration gives:

log f p1q ´ log f prq ě

ż 1

r

µ
`

s ` c0s2
˘ds

ě ´µ log r ´ µ
ż 1

r

«

1
s ´

µ
`

s ` c0s2
˘

ff

ds

ě ´µ log r ´ C1µ

so that
log f prq ď log f p1q ` µ log r ` C1µ.

Taking the exponential of the two sides we infer

F prq ď f prq ď Crµ

with C “ f p1q eC1µ.
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The optimal decay of a solution u of (3.2.4) follows easily. Precisely:

Theorem 3.25. Let u be a solution of (3.2.4), with u p0, 0q “ 0. Then

|u pXq| ď C |X|
1`s sup

B1
|u| ,

where C “ C
´

n, a, }g}Lip

¯

.

Proof. From Theorem 3.20, µ “ Φ p0`q ě n`a`2 p1 ` sq and the conclusion follows
from Lemmas 3.23 and 3.24.

The optimal regularity of the solution of the obstacle problem for the fractional lapla-
cian is now a simple corollary.

Corrolary 3.26. (Optimal regularity of solutions) Let φ P C2,1. Then the solution u of
the obstacle problem for the operator p´∆q

s belongs to C1,s
`

Rn
˘

.

Proof. Using the equivalence between the obstacle problem for p´∆q
s and the thin

obstacle for La, Theorem 3.25 shows that u ´ φ has the right decay at free boundary
points. This is enough to prove that u P C1,s

`

Rn
˘

.

Remark 3.27. Observe that it is not true that the solution of the thin obstacle problem
for La is C1,s in both variables x and y. It is quite interesting however, that the optimal
decay takes place in both variables at a free boundary point. In any case, we have that
a solution u of one of the systems (3.2.1) or (3.2.4) belongs to C1,spB1

1{2q, for every y0 P

p0, 1{2q.

3.2.8 Nondegenerate case. Lipschitz continuity of the free
boundary

In analogy with what happens in the zero obstacle problem, the regularity of the free
boundary can be inferred for points around which u has an asymptotic profile corre-
sponding to the optimal homogeneity degree Φ p0`; uq “ n ` a ` 2 p1 ` sq. Accord-
ingly, we say that X0 P F puq is regular or stable if

µ pX0q “ Φ p0`; uq “ n ` a ` 2 p1 ` sq .

As always, we refer to the origin pX0 “ p0, 0qq. The strategy to prove regularity of F puq

follows the well known pattern first introduced by Athanasopoulos and Caffarelli in
[6] and further developed by Caffarelli in [18]. The first step is to prove that in a neigh-
borhood of p0, 0q there is a cone of tangential directions (cone of monotonicity) along
which the derivatives of u are nonnegative and have nontrivial growth. In particular,
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the free boundary is the graph xn “ f px1, ..., xn´1q of a Lipschitz function f .The sec-
ond step is to prove a boundary Harnack principle assuring the Hölder continuity of
the quotient of two nonnegative tangential derivatives. This implies that F puq is lo-
cally a pn ´ 2q´dimensional manifold of class C1,α.

The following theorem establishes the existence of a cone of monotonicity.

Theorem 3.28. Assume µ ă n ` a ` 4. Then, there exists a neighborhood Bρ of the
origin and a tangential cone Γ1

pϑ, enq Ă Rn ˆ t0u such that, for every τ P Γ1
pϑ, enq, we

have Bτu ě 0 in Bρ. In particular, the free boundary is the graph xn “ f px1, ..., xn´1q

of a Lipschitz function f .

To prove the theorem we apply the following lemma to a tangential derivative h “

Bτur, where ur is the blow-up family (3.2.7) that defines the limiting profile U0, for r
small.

Lemma 3.29. Let Λ be a subset of Rn ˆ t0u . Assume h is a continuous function with
the following properties:

1. Lah ď 𝛾 |y|
a in B1zΛ.

2. h ě 0 for |y| ě σ ą 0, h “ 0 on Λ.
3. h ě c0 for |y| ě

?
1 ` a{8n.

4. h ě ´ω pσq for |y| ă σ, where ω is the modulus of continuity of h.

There exist σ0 “ σ0 pn, a, c0, ωq and 𝛾0 “ 𝛾0 pn, a, c0, ωq such that, if σ ă σ0 and
𝛾 ă 𝛾0, then h ě 0 in B1{2.

Proof. Suppose by contradiction X0 “ px0, y0q P B1{2 and h pX0q ă 0. Let

Q “

"

px, yq : |x ´ x0| ă
1
3 , |y| ě

?
1 ` a
4n

*

and P px, yq “ |x ´ x0|
2

´ n
a`1 y

2. Observe that LaP “ 0. Define

v pXq “ h pXq ` δP pXq ´
𝛾

2pa ` 1q
y2.

Then:

– v pX0q “ h pX0q ` δP pX0q ´
𝛾

2pa`1q
y20 ă 0

– v pXq ě 0 on Λ
– Lav “ Lah ` δLaP ´ 𝛾 |y|

a
ď 0 outside Λ.

Thus, vmust have a negative minimum on BQ. On the other hand, if δ, 𝛾 are small
enough, then v ě 0 on BQ and we have a contradiction. Therefore h ě 0 in B1{2.
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Proof of Theorem 3.28. Since µ “ Φ p0; uq ă n ` a ` 4, Theorem 3.20 gives µ “ n `

a` 2 p1 ` sq. Moreover, the blow-up sequence ur converges (modulus subsequences)
to the global profile U0, whose homogeneity degree is 1` s and whose free boundary
is flat.

Let us assume that en is the normal to the free boundary of U0. Then

BnU0 px, yq “ c
ˆ

b

x2n ` y2 ´ xn
˙s

.

For some ϑ0 ą 0, let σ any vector orthogonal to y and xn such that |σ| ă ϑ0. From
Theorem 3.16 we know that U0 is constant in the direction of σ and therefore, if τ “

en ` σ, BτU0 “ BnU0.
On the other hand, ∇xur Ñ ∇xU0 uniformly in every compact subset of Rn`1.

Thus, for every δ0, there is an r for which

|BτU0 ´ Bτur| ď δ0

where τ “ en ` σ. If we differentiate the equation

Laur pXq “
r2
dr

|y|
a g prXq

we get

La rBτur pXqs “
r2
dr

|y|
a rBτg prXq ď Cr |y|

a in B1zΛ purq (3.2.12)

and the right hand side tends to zero as r Ñ 0.
Thus, for r small enough, Bτur satisfies all the hypotheses of Lemma 3.29 and

therefore is nonnegative in B1{2. This implies that near the origin, the free boundary
is a Lipschitz graph. ˝

3.2.9 Boundary Harnack principles and C1,α regularity of the free
boundary

3.2.9.1 Growth control for tangential derivatives

We continue to examine the regularity of F puq at stable points. As we have seen, at
these point we have an exact asymptotic picture and this fact allows us to get a mini-
mal growth for any tangential derivative when ur is close to the blow-up limit u0. This
is needed in extending the Carleson estimate and the Boundary Harnack principle in
our non-homogeneous setting.

First, we need to refine Lemma 3.29.

Lemma 3.30. Let δ0 “ p12nq
´1{2s. There exists ε0 “ ε0 pn, aq ą 0 such that if v is a

function satisfying the following properties:
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1. Lav pXq ď ε0 for X P B1
1 ˆ p0, δ0q ,

2. v pXq ě 0 for X P B1
1 ˆ p0, δ0q ,

3. v px, δ0q ě 1
4n for x P B1

1,

then
v px, yq ě C |y|

2s in B1
1{2 ˆ r0, δ0s .

Proof. Compare v with

w px, yq “

´

1 `
ε0
2
¯

y2 ´
|x ´ x0|

2

n ` y2s .

Inside B1
1 ˆ p0, δ0q, to show that w ď v in B1

1 ˆ p0, δ0q .

Corrolary 3.31. Let u be a solution of (3.2.4) with |g| , |∇g| ď ε0. Let u0 the usual
asymptotic nondegenerate profile and assume that |∇xu ´ ∇u0| ď ε0.

Then, if ε0 is small enough, there exists c “ c pn, aq such that

uτ pXq ě c dist pX, Λq
2s

for every X P B1{2 and every tangential direction τ such that |τ ´ en| ă 1{2.

Proof. From (3.2.12) and Theorem 3.28, we know that uτ is positive in B1{2. Applying
Lemma 3.30 we get

uτ ě c |y|
2s in B1{4.

Let now X “ px, yq P B1{8 and d “distpX, Λq . Consider the ball Bd{2 pXq. At the top
point of this ball, say pxT , yTq we have yT ě d{2. Therefore

uτ pxT , yTq ě cd2s .

By Harnack’s inequality,

uτ px, yq ě cuτ pxT , yTq ě cd2s .

3.2.9.2 Boundary Harnack

Using the growth control from below provided by Lemma 3.30 it is easy to extend the
Carleson estimate to our nonhomogeneous setting.

Lemma 3.32. (Carleson estimate). Let D “ B1zΛ where Λ Ă ty “ 0u. Assume that
BΛ X B1

1 is given by a Lipschitz pn ´ 2q´manifold with Lipschitz constant L. Let w ě 0
in D, vanishing on Λ. Assume in addition that:
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1. |Law|ď c |y|
a in D;

2. nondegeneracy:
w pXq ě CdβX

for some β P p0, 2q, where dX “distpX, Λq.

Then, for every Q P Λ X B1{2 and r small:

sup
BrpQqXD

w ď C pn, a, Lqw pAr pQqq ,

where Ar pQq is a point such that Bηr pAr pQqq Ă Br pQq XD for some η depending only
on n and L.

Proof. Let w˚ be the harmonic replacement of w in B2r pQq X D, r small. Standard
arguments (see e.g. [21]) give

w˚
pXq ď Cw˚

pAr pQqq in Br pQq X D.

On the other hand, comparing w with the function w˚
pXq ` C

´

|X ´ Q|
2

´ r2
¯

we get

ˇ

ˇw˚
´ w

ˇ

ˇ ď cr2 in B2r pQq X D.

Thus
w pXq ď C

”

w pAr pQqq ` cr2
ı

in Br pQq X D.

From the nondegeneracy condition we infer w pAr pQqq ě crβ and since β ă 2, the
theorem follows.

The following theorem expresses a boundary Harnack principle valid in our nonho-
mogeneous setting.

Theorem 3.33. (Boundary Harnack principle). Let D “ B1zΛ where Λ Ă ty “ 0u. Let
v, w positive functions in D satisfying the hypotheses 1 and 2 of Lemma 3.32 and sym-
metric in y. Then there is a constant c “ c pn, a, Lq such that

v pXq

w pXq
ď c

v
´

0, 12
¯

w
´

0, 12
¯ in B1{2.

Moreover, the ratio v{w is Hölder continuous in B1{2, uniformly up to Λ.

Proof. Let us normalize v, w setting v
´

0, 12
¯

“ w
´

0, 12
¯

“ 1. From the Carleson esti-
mate and Harnack inequality, for any δ ą 0 we get:

v pXq ď C in B3{4
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and
w pXq ě c in B3{4 X t|y| ą δu .

This implies that, for a constant s small enough, v´sw fulfills the conditions of Lemma
3.28. Therefore v ´ sw ě 0 in B1{2 or, in other words:

v pXq

w pXq
ď s in B1{2.

At this point, the rest of proof follows by standard iteration.

3.2.9.3 C1,α regularity of the free boundary

As in the case of the thin-obstacle for the Laplace operator, the C1,α regularity of the
free boundary follows by applying Theorem 3.33 to the quotient of two positive tan-
gential derivatives. Precisely we have:

Theorem 3.34. Let u be a solution of (3.2.4). Assume φ P C2,1 and Φ p0q ă n ` a ` 4.
Then the free boundary is a C1,α pn ´ 1q ´dimensional surface around the origin.

Remark 3.35. As we have already noted, the boundary Harnack principle in Theorem
3.33 is somewhatweaker than the usual one. Notice the less thanquadraticdecay to zero
of the solution at the boundary, necessary to control the effect of the right hand side.

3.2.10 Non regular points on the free boundary

As we have seen, the regularity of the free boundary can be achieved
around regular or stable points, corresponding to the optimal homogeneity
rΦ p0`; uq ´ n ´ pa ` 4qs {2 “ 1 ` s.

On the other hand, there are solutions of the zero-thin obstacle problem like

ρk`1{2 cos 2k ` 1
2 ϑ or ρ2k cos 2kϑ, k ě 2,

vanishing of higher order at the origin. In these cases we cannot expect any regularity
of the free boundary.

The non regular points of the free boundary can be divided in two classes: the set
Σ puq at which Λ puq has a vanishing density (singular points), that is

Σ puq “

#

px0, 0q P F puq : lim
rÑ0`

Hn `Λ puq X B1
r px0q

˘

rn “ 0
+

,

and the set of non regular, non singular points. The following example (see [37]), given
by the harmonic polynomial

p px1, x2, yq “ x21x22 ´ px21 ` x22qy2 `
1
3 y

4
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shows that the entire free boundary of the zero-thin obstacle problem (2) could be
composed by singular points. In fact F ppq “ Λ ppq is given by the union of the lines
x1 “ y “ 0 and x2 “ y “ 0.

We shall see that, as in this example, the singular set is contained in the union of
C1´manifold of suitable dimension ([37]).

3.2.10.1 Structure of the singular set (zero thin obstacle)

In this section we describe the main results and ideas from ([37]). Their techniques
works also for the fractional Laplacian but, for the sake of simplicity, we present them
in the (important case) of the thin obstacle problem. Consider the following problem:

$

’

’

’

&

’

’

’

%

u ´ φ ě 0 in B1
1

∆u “ 0 in B1z tpx, 0q : u px, 0q “ φ pxqu

pu ´ φquxn “ 0, uxn ď 0 in B1
1

u px,´yq “ u px, yq in B1.

where φ : B1
ÝÑ R. For better clarity we outline the proofs in the special case φ “ 0.

As we shall see, around the singular points a precise analysis of the behavior of
u and the structure of the free boundary can be carried out. The analysis of the free
boundary around theother kindof points is still anopenquestion ingeneral.However,
in some important special cases, complete information can be given, as we shall see
in the sequel.

It is convenient to classify a point on F puq according to the degree of homogeneity
of u, given by the frequency formula centered at that point. In other words, set

ΦX0 pr; uq “ r
ş

BrpX0q
|∇u|

2
ş

BBrpX0q
u2dS

and define

Fκ puq “

!

X0 P F puq : ΦX0 p0`; uq “ κ
)

,
Σκ puq “ Σ puq X Fκ puq .

According to these notations, X0 is a regular point if it belongs to F3{2 puq . Since r ÞÝÑ

ΦX0 pr; uq is nondecreasing, it follows that the mapping

X0 ÞÝÑ ΦX0 p0`; uq

is upper-semicontinuous. Moreover, since ΦX0 p0`; uq misses all the values in the in-
terval p3{2, 2q, it follows that F3{2 puq is a relatively open subset of F puq.

Before stating the structure theorems of Σ puq, it is necessary to examine the
asymptotic profiles obtained at a singular point from the rescalings vr pXq “
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v prXq {pr´n
ş

BBrpX0q
u2q

1{2; indeed, saying that X0 “ px0, yq P Σ puq is equivalent to
state that

lim
rÑ0`

Hn
´

Λ pvrq X B1
1 px0q

¯

“ 0. (3.2.13)

Aswe see immediately, this implies that anyblow-up v˚ at a singular point is harmonic
in B1 pX0q. Moreover, it is possible to give a complete characterization of these blow-
ups in terms of the value κ “ ΦX0 pr; uq . In particular

Σκ puq “ Fκ puq for κ “ 2m, m P N.

Theorem 3.36. (Blow-ups at singular points). Let p0, 0q P Fκ puq. The following state-
ments are equivalent:

piq p0, 0q P Σκ puq.
piiq Any blow-up of u at the origin is a non zero homogeneous polynomial pκ of

degree κ satisfying

∆pκ “ 0, pκ px, 0q ě 0, pκ px,´yq “ pκ px, yq .

piiiq κ “ 2m for some m P N.

Proof. piq ùñ piiq. Since u is harmonic in B˘
1 , we have:

∆vr “ 2pByvrqHn
|Λpvrq inD1

pB1q . (3.2.14)

Then vr is equibounded in H1
loc pB1q, and (3.2.13) says that

Hn
´

Λ pvrq X B1
1
¯

Ñ 0

as r Ñ 0. Thus (3.2.14) implies that ∆vr Ñ 0 inD1
pB1q, and therefore any blow-up v˚

must be harmonic in B1.
From Section 2.7 we know that v˚ is homogeneous and non trivial, and thus it

can be extended to a harmonic function in all of Rn`1. Being homogeneous, v˚ has
at most a polynomial growth at infinity, hence Liouville Theorem implies that v˚ is a
non trivial homogeneous harmonic polynomial pκ of integer degree κ. The properties
of u imply that pκ px, 0q ě 0, and pκ px,´yq “ pκ px, yq in Rn`1.

piiq ùñ piiiq. Wemust show that κ is an even integer. If κ is odd, the nonnegativity
of pκ on y “ 0 implies that pκ vanishes on the hyperplane y “ 0. On the other hand,
from the even symmetry in y we infer that Bypκ px, 0q ” 0 inRn. Since pκ is harmonic,
the Cauchy-Kowaleskaya Theorem implies that pκ ” 0 in Rn`1. Thus κ “ 2m, for
some m P N.

piiq ùñ piq . Suppose p0, 0q is not a singular point. Then, there exists a sequence
rj Ñ 0 such that

Hn
´

Λ pvrq X B1
1
¯

ě δ ą 0.
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Wemay assume that vrj converges to a blow-up p˚. We claim that

Hn
´

Λ
`

p˚
˘

X B1
1
¯

ě δ ą 0.

Indeed, otherwise, there exists anopen setU Ă Rn withHn
pUq ă δ such thatΛ

`

p˚
˘

X

B1

1 Ă U . Then, for j large, wemust have Λ pvrqXB1

1 Ă U which is a contradiction, since
Hn

pΛ
`

vrj
˘

X B1

1q ě δ ą Hn
pUq.

This implies that p˚
px, 0q ” 0 in Rn and consequently in Rn`1, by the Cauchy-

Kowaleskaya theorem. Contradiction to piiq.
piiiq ùñ piiq . From Almgren’s formula, any blow-up is a κ´homogeneous solu-

tion of the zero thin obstacle problem in Rn`1. Then ∆v “ 2vyHn
|Λpvq in Rn`1, with

vy ď 0 on y “ 0. Since κ “ 2m, the following auxiliary lemma implies that ∆v “ 0 in
Rn`1 and therefore v is a polynomial.

Lemma 3.37. Let v P H1
locpR

n`1
q satisfy ∆v ď 0 inRn`1 and ∆v “ 0 inRn`1

z ty “ 0u.
If v is homogeneous of degree κ “ 2m then ∆v “ 0 in Rn`1.

Proof. By assumption, µ “ ∆v is a nonpositive measure, supported on ty “ 0u . We
have to show that µ “ 0.

Let q be a 2m´homogeneous harmonic polynomial, which is positive on
ty “ 0u z p0, 0q. For instance:

q pXq “

n
ÿ

j“1
Repxj ` iyq

2m .

Take ψ P C8
0 p0,`8q such that ψ ě 0 and let Ψ pXq “ ψ p|X|q. Then, we have:

´ xµ, Ψqy “ ´ x∆v, Ψqy “

ż

Rn`1
pΨ∇v ¨ ∇q ` q∇v ¨ ∇Ψq dX

“

ż

Rn`1
p´Ψv∆q ´ v∇q ¨ ∇Ψ ` q∇v ¨ ∇Ψq dX

“

ż

Rn`1
r´Ψv∆q ´ v ψ

1
p|X|q

|X|
pX ¨ ∇qq ` qψ

1
p|X|q

|X|
pX ¨ ∇vqsdX

“ 0

since ∆q “ 0, X ¨∇q “ 2mq, X ¨∇v “ 2mv. This implies that µ is supported at X “ 0,
that is µ “ cδp0,0q. On the other hand, δp0,0q is homogeneous of degree´ pn ` 1qwhile
µ is homogeneous of degree 2m ´ 2 and therefore µ “ 0.

Definition 3.38. We denote by Pκ the class of homogeneous harmonic polynomials of
degree κ “ 2m defined in Theorem 3.36, that is:

Pκ “ tpκ : ∆pκ “ 0,∇pκ ¨ X “ κpκ , pκ px, 0q ě 0, pκ px,´yq “ pκ px, yqu . (3.2.15)
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Via the Cauchy-Kovaleskaya Theorem, it is easily shown that the polynomials in Pκ
can be uniquely determined from their restriction to the hyperplane y “ 0. Thus, if
pκ P Pκ is not trivial, then also its restriction to y “ 0must be non trivial.

Thenext theoremgives anexact asymptotic behavior of u near apointX0 P Σκ puq .

Theorem 3.39. (κ´ differentiability at singular points) Let X0 P Σκ puq, with κ “ 2m,
m P N . Then there exists a non trivial pX0κ P Pκ such that

u pXq “ pX0κ pX ´ X0q ` o
`

|X ´ X0|
κ˘ . (3.2.16)

Moreover, the mapping X0 ÞÝÑ pX0κ is continuous on Σκ puq .

The proof is given in Subsection 3.2.10.3. Note that, since Pκ is a convex subset of the
finite dimensional space of the homogeneous polynomial of degree κ, all the norms
on Pκ are equivalent. Thus, the continuity in Theorem 3.39 can be understood, for
instance, in the L2 pBB1q norm.

The structure of F puq around a singular point X0 depends on the dimension of the
singular set at that point, as defined below in terms of the polynomial pX0κ :

Definition 3.40. (Dimension at a singular point) Let X0 P Σκ puq . The dimension of
Σκ puq at X0 is defined as the integer

dX0κ “ dim
!

ξ P Rn : ξ ¨ ∇xpX0κ px, 0q “ 0 for all x P Rn
)

.

Since pX0κ px, 0q is not identically zero on Rn, we have

0 ď dX0κ ď n ´ 1.

For d “ 0, 1, ..., n ´ 1 we define

Σdκ puq “

!

X0 P Σκ puq : dX0κ “ d
)

.

Here is the structure theorem:

Theorem 3.41. (Structure of the singular set) Every set Σdκ puq, κ “ 2m, m P N, d “

0, 1, ..., n ´ 1, is contained in a countable union of d´ dimensional C1 manifolds.

For the harmonic polynomial

p px1, x2, yq “ x21x22 ´ px21 ` x22qy2 `
1
3 y

4

considered above, it is easy to check that p0, 0q P Σ04 puq and the rest of the points on
F puq belongs to Σ12 puq (see Figure 3.1).
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p0, 0q x1

x2

Σ04
�✒

Σ12

Σ12

Σ12

Σ12

✻

✲t

Fig. 3.1: Free boundary for upx1 , x2 , yq “ x21 x22 ´
`

x21 ` x22
˘

y2 ` 1
3 y

4 in R3 with zero thin obstacle on
R2 ˆ t0u. (Credit: Garofalo-Petrosyan, 2009)

As in the classical obstacle problem, themain difficulty in the analysis consists in
establishing the uniqueness of the Taylor expansion (3.2.16), which in turn is equiv-
alent to establish the uniqueness of the limiting profile obtained by the sequence of
rescalings ur.

A couple of monotonicity formulas, strictly related to Almgren’s formula and to
formulas in [66] and [54], play a crucial role in circumventing these difficulties.

3.2.10.2 Monotonicity formulas

We introduce here twomain tools.We start with a one-parameter family ofmonotonic-
ity formulas (see also citeW) based on the functional:

WX0
κ pr; uq “

1
rn´1`2κ

ż

BrpX0q

|∇u|
2 dX ´

κ
rn`2κ

ż

BBrpX0q

u2dS

”
1

rn´1`2κ H prq ´
κ

rn`2κ K prq .

where κ ě 0. If X0 “ p0, 0q we simply writeWκ pr; uq.
The functionals WX0

κ pr; uq and ΦX0 pr; uq are strictly related. Indeed, taking for
brevity X0 “ p0, 0q, we have:

Wκ pr; uq “
K prq
rn`2κ rΦ pr; uq ´ κs . (3.2.17)

This formula shows that WX0
κ pr; uq is particularly suited for the analysis of asymp-

totic profiles at points X0 P Fκ puq. Moreover, for these points, since from Almgren’s
frequency formula we have ΦX0 pr; uq ě ΦX0 p0`; uq “ κ, we deduce that

WX0
κ pr; uq ě 0. (3.2.18)
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The next theorem shows the main properties ofWκ pr; uq .

Theorem 3.42. (W´typemonotonicity formula) Let u be a solution of our zero obstacle
problem in B1. Then, for 0 ă r ă 1,

d
drWκ pr; uq “

1
rn`2κ

ż

BBr
pX ¨ ∇u ´ κuq

2dS.

As a consequence, the function r ÞÝÑ Wκ pr; uq is nondecreasing in p0, 1q . Moreover,
Wκ p¨; uq is constant if and only if u is homogeneous of degree κ.

Proof. Using the identities

H1
prq “

ż

BBr
|∇u|

2 dS and K1
prq “

n
r K prq ` 2

ż

BBr
uu𝜈dS (3.2.19)

and
ż

BBr
|∇u|

2 dS “
pn ´ 1q

r

ż

Br
|∇u|

2
` 2

ż

BBr
pu𝜈q

2dS. (3.2.20)

we get:

d
drWκ pr; uq

“
1

rn´1`2κ

"

H1
prq ´

n ´ 1 ` 2κ
r V prq ´

κ
r K

1
prq `

κ pn ` 2κq

r2 K prq
*

“
1

rn´1`2κ

#

2
ż

BBr
u2𝜈dS ´

4κ
r

ż

BBr
uu𝜈dS `

2κ2
r2

ż

BBr
u2dS

+

“
2

rn`1`2κ

ż

BBr
pX ¨ ∇u ´ κuq

2dS.

The next one is a generalization of a formula in [54], based on the functional

MX0
κ pr; u, pκq “

1
rn`2κ

ż

BBrpX0q

pu ´ pκq
2dS.

We set Mκ pr; u, pκq “ Mp0,0q
κ pr; u, pκq. Here κ “ 2m and pκ is a polynomial in the

class Pκ defined in (3.2.15). Since it measures the distance of u from an homogeneous
polynomial of even degree, it is apparent that MX0

κ pr; u, pκq is particularly suited for
the analysis of blow-up profiles at points X0 P Σκ puq. We have:

Theorem 3.43. (M´typemonotonicity formula) Let u be a solution of our zero obstacle
problem in B1. Assume p0, 0q P Σκ puq, κ “ 2m,m P N . Then, for0 ă r ă 1, the function
r ÞÝÑ Mκ pr; u, pκq is nondecreasing in p0, 1q .
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Proof. We show that
d
drMκ pr; u, pκq ě

2
r Wκ pr; uq ě 0.

Let w “ u ´ pκ. We have:

d
dr

1
rn`2κ

ż

BBr
w2dS “

d
dr

1
r2κ

ż

BB1
w prYq

2 dS

“
1

r2κ`1

ż

BB1
rw prYq r∇w prYq ¨ rY ´ κwprYqsdS

“
2

rn`1`2κ

ż

BBr
wpX ¨ ∇w ´ κwqdS

On the other hand, since Φ pr; pκq “ κ, it follows that

Wκ pr; pκq “ 0

and we can write:
Wκ pr; uq “ Wκ pr; uq ´ Wκ pr; pκq

“
2

rn´1`2κ

ż

Br
p|∇w|

2
` 2∇w ¨ ∇pκqdX ´

κ
rn`2κ

ż

BBr
pw2

` 2wpκqdS

“
2

rn´1`2κ

ż

Br
|∇w|

2 dX ´
κ

rn`2κ

ż

BBr
w2dS `

ż

BBr
wpX ¨ ∇pκ ´ κpκqdS

“
2

rn´1`2κ

ż

Br
|∇w|

2 dX ´
κ

rn`2κ

ż

BBr
w2dS

“ ´
2

rn´1`2κ

ż

Br
w∆wdX `

1
rn`2κ

ż

BBr
wpX ¨ ∇w ´ κwqdS

ď
1

rn`2κ

ż

BBr
wpX ¨ ∇w ´ κwqdS “

r
2
d
drMκ pr; u, pκq

since w∆w “ pu ´ pκq p∆u ´ ∆pκq “ ´pκ∆u ě 0.

3.2.10.3 Proofs of Theorems 3.39 and 3.41

With the above monotonicity formulas at hands we are ready to prove Theorems 3.39
and 3.41. Recall that, from the frequency formula, we have the estimate

|u pXq| ď c |X|
κ in B2{3 (3.2.21)

for any solution of our free boundary problem. At a singular point, we have also a
control from below.

Lemma 3.44. Let u be a solution of our zero obstacle problem in B1. Assume p0, 0q P

Σκ puq. Then,
sup
BBr

|u| ě crκ p0 ă r ă 2{3q. (3.2.22)
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Proof. Suppose that (3.2.22) does not hold. Then, for a sequence rj Ñ 0 we have

hj “

˜

ż

BBrj
u2dS

¸1{2

“ o
`

rκj
˘

.

We may also assume that (see Lemma 3.36)

vj pXq “
u
`

rjX
˘

hj
Ñ qκ pXq

uniformly on BB1, for some qκ P Pκ. Since
ş

BB1 q
2
κdS “ 1, it follows that qκ is non

trivial.
Under our hypotheses, we have

Mκ p0`; u, qκq “ lim
jÑ8

1
rn`2κ
j

ż

BBrj
pu ´ qκq

2dS “

ż

BB1
q2κdS “

1
rn`2κ
j

ż

BBrj
q2κdS.

Hence,
ż

BBrj
pu ´ qκq

2dS ě

ż

BBrj
q2κdS

or
ż

BBrj
pu2 ´ 2uqκqdS ě 0.

Rescaling, we obtain

hjrκj
ż

BBrj
p
hj
rκj
v2j ´ 2vjqκqdS ě 0.

Dividing by hjrκj and letting j Ñ 8 we get

´

ż

BBrj
q2κdS ě 0

which gives a contradiction, since qκ is non trivial.

Given the estimates (3.2.21) and (3.2.22) around a point X0 P Σκ puq , it is natural to
introduce the family of homogeneous rescalings given by

upκq
r pXq “

u prX ` X0q

rκ .

From the estimate (3.2.21) we have that, along a sequence r “ rj , uκr Ñ u0 in C1,αloc
`

Rn
˘

.
We call u0 homogeneous blow-up. Lemma 3.44 assures that u0 is non trivial. The next
results establishes the uniqueness of these asymptotic profiles and proves the first
part of Theorem 3.39.
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Theorem 3.45. (Uniqueness of homogeneous blow-up at singular points) Assume
p0, 0q P Σκ puq . Then there exists a unique non trivial pκ P Pκ such that

upκq
r pXq “

u prXq

rκ Ñ pκ pXq .

As a consequence, (3.2.16) holds.

Proof. Consider a homogeneous blow-up u0. For any r ą 0 we have:

Wκ pr; u0q “ lim
rjÑ0

Wκpr; upκq

j q “ lim
rjÑ0

Wκprrj; uq “ lim
rjÑ0

Wκp0`; uq.

From Theorem 3.39 we infer that u0 is homogeneous of degree κ. The same arguments
in the proof of Lemma 3.37 give that u0 must be a polynomial pκ P Pκ.

To prove the uniqueness of u0, apply the M´monotonicity formula to u and u0.
We have:

Mκ p0`; u, u0q “ cn lim
jÑ8

ż

BB1
pupκq

j ´ u0q
2dS “ 0.

In particular, by monotonicity, we obtain also that

cn
ż

BB1
pupκq
r ´ u0q

2dS “ Mκ pr; u, u0q Ñ 0

as r Ñ 0, and not just over a subsequence rj. Thus, if u1
0 is a homogeneous blow-up,

obtained over another sequence r1j Ñ 0, we deduce that
ż

BB1
pu1

0 ´ u0q
2dS “ 0.

Since u0 and u1
0 are both homogeneous of degree κ, they must coincide in Rn`1.

The next lemma gives the second part of Theorem 3.39.

Lemma 3.46. (Continuous dependence of the blow-ups) For X0 P Σκ puq denote by pX0κ
the blow-up of u obtained in Theorem 3.45 so that:

u pXq “ pX0κ pX ´ X0q ` o
`

|X ´ X0|
κ˘ .

Then, the mapping X0 ÞÝÑ pX0κ from Σκ puq to Pκ is continuous. Moreover, for any com-
pact K Ă Σκ puq X B1, there exists a modulus of continuity σK , σK p0`q “ 0, such that

ˇ

ˇ

ˇ
u pXq ´ pX0κ pX ´ X0q

ˇ

ˇ

ˇ
ď σK p|X ´ X0|q |X ´ X0|

κ

for every X0 P K.
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Proof. As we have already observed, we endow Pκ with the L2 pBB1q norm. The first
part of the lemma follows as in Theorem 3.45. Indeed, fix ε ą 0 and rε such that

MX0
κ prε; u, pX0κ q “

1
rn`2κ
ε

ż

BBrε
pu pX ` X0q ´ pX0κ q

2dS ă ε.

There exists δε such that if X1
0 P Σκ puq and

ˇ

ˇX0 ´ X1
0
ˇ

ˇ ă δε , then

MX1
0
κ prε; u, pX0κ q “

1
rn`2κ
ε

ż

BBrε
pu

´

X ` X1
0
¯

´ pX0κ q
2dS ă 2ε.

By monotonicity, we deduce that, for 0 ă r ă rε,

MX1
0
κ pr; u, pX0κ q “

1
rn`2κ

ż

BBr
pu

´

X ` X1
0
¯

´ pX0κ q
2dS ă 2ε.

Letting r Ñ 0 we obtain

MX1
0
κ p0`; u, pX0κ q “ cn

ż

BB1
ppX

1
0
κ ´ pX0κ q

2dS ă 2ε

and therefore the first part of the lemma is proved.
To show the second part, note that if

ˇ

ˇX0 ´ X1
0
ˇ

ˇ ă δε and 0 ă r ă rε, we have:
›

›

›
u
´

¨ ` X1
0
¯

´ pX
1
0
κ

›

›

›

L2pBBrq
ď

›

›

›
u
´

¨ ` X1
0
¯

´ pX0κ
›

›

›

L2pBBrq
`

›

›

›
pX0κ ´ pX

1
0
κ

›

›

›

L2pBBrq

ď 2 p2εq
1{2 rκ`pn´1q{2.

This is equivalent to
›

›

›
wX

1
0
r ´ pX

1
0
κ

›

›

›

L2pBB1q
ď 2 p2εq

1{2 (3.2.23)

where
wX

1
0
r pXq “

u
`

rX ` X1
0
˘

rκ .

Covering K with a finite number of balls BδεpX1
0q

`

X1
0
˘

for some X1
0 P K, we obtain that

(3.2.23) holds for all X1
0 P K with r ď rKε .

We claim that, if X1
0 P K and 0 ă r ă rKε then

›

›

›
wX

1
0
r ´ pX

1
0
κ

›

›

›

L8pB1{2q
ď Cε with Cε Ñ 0 as ε Ñ 0. (3.2.24)

To prove the claim, observe that the two functions wX
1
0
r and pX

1
0
κ are both solution of

our zero thin obstacle problem, uniformly bounded in C1,αpB˘

1 q. If (3.2.24) were not
true, by compactness, we can construct a sequence of solutions converging to a non
trivial zero trace solutions (from (3.2.23)). The uniqueness of the solution of the thin
obstacle problem with Dirichlet data implies a contradiction.

It is easy to check that the claim implies the second part of the lemma.
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We are now in position to prove Theorem 3.41. The proof uses Whitney’s Extension
Theorem (see [67] or [68]) and the implicit function theorem. We recall that the exten-
sion theorem prescribes the compatibility conditions under which there exists a Ck

function f inRN having prescribed derivatives up to the order k on a given closed set.
Since our reference set is Σκ puq, we first need to show that Σκ puq is a countable

union of closed sets (an Fσ set). This is done in the next Lemma.

Lemma 3.47. (Topological structure of Σκ puq) Σκ puq is a Fσ set.

Proof. Let Ej be the set of points X0 P Σκ puq X B1´1{j such that

1
j ρ

κ
ď sup

|X´X0|“ρ
|u pXq| ă jρκ (3.2.25)

for 0 ă ρ ă 1 ´ |X0|. By non degeneracy and (3.2.21) we know that

Σκ puq Ă Yjě1Ej.

Wewant to show that Ej is a closed set. Indeed, if X0 P Ej then X0 satisfies (3.2.25), and
we only need to show that X0 P Σκ puq, i.e., from Theorem 2.9.1, that ΦX0 p0`; uq “ κ.

Since the function X ÞÑ ΦX p0`; uq is upper-semicontinuous we deduce that
ΦX0 p0`; uq “ κ1

ě κ. If we had κ1
ą κ, we would have

|u pXq| ď |X ´ X0|
κ1

in B1´|X0| pX0q ,

which contradicts the estimate from below in (3.2.25). Thus κ1
“ κ and X0 P Σκ puq. ˝

We are now in position for the proof of Theorem 3.41.
Proof of Theorem 3.41. We divide the proof into two steps. Recall that Σκ puq “

Fκ puq if κ “ 2m.
Step 1. Whitney’s extension. For simplicity it is better to make a slight change of

notations, letting y “ xn`1 and X “ px1, ..., xn , xn`1q . Let K “ Ej be one of the
compact subsets of Σκ puq constructed in Lemma 3.47. We can write

pX0κ pXq “
ÿ

|α|“κ

aα pX0q

α! Xα .

The coefficients aα pXq are continuous on Σκ puq by Theorem 3.39. Since u “ 0 on
Σκ puq we have

ˇ

ˇ

ˇ
pX0κ pX ´ X0q

ˇ

ˇ

ˇ
ď σ p|X ´ X0|q |X ´ X0|

κ X P K.

For every multi-index α, 0 ď |α| ď κ, define:

fα pXq “

#

0 if 0 ă |α| ă κ
aα pXq if |α| “ κ

X P Σκ puq .
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We want to construct a function f P Cκ
´

Rn`1
¯

, whose derivatives B
α f up to the order

κ are prescribed and equal to fα on K. The Whitney extension theorem states that this
is possible if, for all X, X0 P K, the following coherence conditions hold for every
multi-index α, 0 ď |α| ď κ :

fα pXq “
ÿ

|β|ďκ´|α|

fα`β pX0q

β! pX ´ X0q
β

` Rα pX, X0q (3.2.26)

with
|Rα pX, X0q| ď σKα p|X ´ X0|q |X ´ X0|

κ´|α| , (3.2.27)

where σKα is a modulus of continuity.
Claim: (3.2.26) and (3.2.27) hold in our case.
Proof. Case |α| “ κ. Then we have

Rα pX, X0q “ aα pXq ´ aα pX0q

and therefore |Rα pX, X0q| ď σα p|X ´ X0|q by the continuity on K of the map X ÞÑ pXκ .
Case 0 ď |α| ă κ. We have

R0 pX, X0q “ ´
ÿ

𝛾ąα,|𝛾|“κ

a𝛾 pX0q

p𝛾 ´ αq! pX ´ X0q
𝛾´α

“ ´B
αpX0κ pX ´ X0q .

Now, suppose that there exists no modulus of continuity σα such that (3.2.27)
holds for all X, X0 P K. Then, there is δ ą 0 and sequences Xi , Xi0 P K with

ˇ

ˇ

ˇ
Xi ´ Xi0

ˇ

ˇ

ˇ
“ ρi Ñ 0

and such that
ˇ

ˇ

ˇ
B
αpX0κ pX ´ X0q

ˇ

ˇ

ˇ
ě δ

ˇ

ˇ

ˇ
Xi ´ Xi0

ˇ

ˇ

ˇ

κ´|α|

. (3.2.28)

Consider the rescalings

wi pXq “

u
´

Xi0 ` ρiX
¯

ρκi
, ξ i “

Xi ´ Xi0
ρi

.

We may assume that Xi0 Ñ X0 P K and ξ i Ñ ξ0 P BB1. From Lemma 3.46 we have that
ˇ

ˇ

ˇ

ˇ

wi pXq ´ pX
i
0
κ pXq

ˇ

ˇ

ˇ

ˇ

ď σ pρi |X|q |X|
κ

and thereforewi pXq converges to pX
i
0
κ pXq , uniformly in every compact subset ofRn`1.

Note that, since Xi , Xi0 P K, the inequalities (3.2.25) are satisfied there. Moreover,
we also have that similar inequalities are satisfied for the rescaled functionwi at 0 and
ξ i.
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Thus, passing to the limit, we deduce that

1
j ρ

κ
ď sup

|X´X0|“ρ

ˇ

ˇ

ˇ
pX0κ pXq

ˇ

ˇ

ˇ
ă jρκ , 0 ă ρ ă `8.

This implies that ξ0 is a point of frequency κ “ 2m for the polynomial pX0κ so that,
from Theorem 3.39, we infer that ξ0 P Σκppξ0κ q. In particular,

B
αpξ0κ “ 0 for |α| ă κ.

However, dividing both sides of (3.2.28) by ρκ´|α|

i and passing to the limit, we obtain
ˇ

ˇ

ˇ
B
αpξ0κ

ˇ

ˇ

ˇ
ě δ,

a contradiction.
This ends the proof of the claim.
Step 2. Implicit function theorem. Applying Whitney’s Theorem we deduce the ex-

istence of a function f P Cκ
´

Rn`1
¯

such that

B
α f “ fα on Ej

for every |α| ď κ. Suppose now X0 P Σdκ puq. This means that

d “ dim
!

ξ P Rn : ξ ¨ ∇xpX0κ px, 0q ” 0
)

.

Then there are n ´ d linearly independent unit vectors 𝜈i P Rn, such that

𝜈i ¨ ∇xpX0κ px, 0q is not identically zero.

This implies that there exist multi-indices βi of order
ˇ

ˇ

ˇ
βi
ˇ

ˇ

ˇ
“ κ ´ 1 such that

B𝜈i pB
βipX0κ pX0qq ‰ 0.

This can be written as

B𝜈i pB
βi f pX0qq ‰ 0, i “ 1, ..., n ´ d. (3.2.29)

On the other hand, we have

Σdκ puq X Ej Ă Yi“1,...,n´d

!

B
βi f “ 0

)

.

From (3.2.29) and the implicit function theorem, we deduce that Σdκ puq X Ej is con-
tained in a d´dimensional C1 manifold in a neighborhood of X0. Since Σκ puq “ YEj
we conclude the proof. ˝
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3.2.11 Non zero obstacle

The above differentiability and the structure theorems can be extended to the non zero
obstacle case, if φ P Ck,1

`

B1
1
˘

for some integer k ě 2 ([37]). A crucial tool is oncemore
a frequency formula which generalizes the one in Theorem 3.17. First, we introduce a
useful change of variable to reduce to the case in which the Laplacian is very small
outside the coincidence set. Let u be a solution of the obstacle problem and set:

v px, yq “ u px, yq ´ Q̃k px, yq ´ pφ pxq ´ Qk pxqq,

where Qk is the k-th Taylor polynomial of φ at the origin and Q̃k is its even harmonic
extension to all of Rn`1. Now v can be evenly extended to y ă 0 and then

|∆v| ď M |x|
k´1

` 2 |uy|Hn
|B1

1
inD1

pB1q.

The generalized frequency formula takes the following form: If }v}
C1

´

B`

1

¯ ď M{2, then

there exists rM and CM such that the function

r ÞÝÑ Φk pr; uq “

´

r ` CMr2
¯ d
dr logmax

!

K prq , rn`2k
)

is nondecreasing for 0 ă r ă rM .
Also the Weiss and Monneau monotonicity formulas have to be modified accord-

ingly to take into account the perturbation introduced by the non-zero obstacle. In-
deed we have: For κ ď k, 0 ă r ă r1M , C1

M ą 0,
d
drWκ pr; uq ě ´C1

M

and for κ “ 2m ă k, 0 ă r ă r2m , C2
M ą 0,

d
drMκ pr; u, pκq ě ´C

2

M

´

1 ` }pκ}L2pB1q

¯

.

Coherently, the Differentiability Theorem 3.39 and the Structure Theorem 3.41 hold for
κ “ 2m ă k. This limitation is due to the fact that for points in Fκ puq even the blow-
ups are not properly defined.

Thus, the analysis of the free boundary around a singular point is rather satisfac-
tory. It remains open the study of the nonregular, nonsingular points, i.e. the set

Ξ puq “ Y

"

Fκ puq : κ ą
3
2 , κ ‰ 2m,m ě 1, integer

*

.

It should be noted that Ξ puq could in principle be a large part of F puq . Another im-
portant issue that remains open is whether F puq has Hausdorff dimension n ´ 1.

Further analysis of F puq clearly depends on the possible values that the frequency
κ may attain. A partial classification of convex global solutions excludes the interval
p3{2, 2q from the range of possible values of κ.

As observed in ([37]) it is plausible that the only possible values are

κ “ 2m ´
1
2 or κ “ 2m, m ě 1, integer.

This is indeed true in dimension 2 pn “ 1q, see remark 1.2.8. in [37].
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3.2.12 A global regularity result (fractional Laplacian)

In ([12]), Barrios, Figalli andRos-Oton consider both the global and the local version of
the Signorini problem for the operator La, thus covering also the case of the obstacle
problem for the fractional Laplacian. We limit ourselves to briefly describe their main
results and ideas in the case of the local Signorini problem.

Under basically two main assumptions the authors can give a complete picture
of the free boundary, recovering a result completely analogous to the classical case
(s “ 1q. The first assumption is a strict concavity of the obstacle, the same assumption
needed in the case of the classical obstacle problem. The second one prescribes zero
boundary values of the solution and it turns out to be a crucial assumption. Precisely
their main result in the case of the Signorini problem is the following. As in Section
2.7 we define the blow-ups of v at X0 by

vX0r pXq “
v prpX ´ X0qq

dr
dr “

˜

r´n´a
ż

BBrpX0q

u2 |y|
a dσ

¸1{2

. (3.2.30)

Theorem 3.48. Let φ : B1
1 Ñ Rwith φ|BB1

1
ă 0, and u : B1 Ă Rn`1

Ñ R be a solution
of the following problem:

$

’

’

’

&

’

’

’

%

u px, 0q ě φ pxq on B1
1

Lau “ 0 in B1z pty “ 0u X tu “ φuq

Lau ě 0 in B1
u “ 0 on BB

with u px,´yq “ u px, yq. Assume that

φ P C3,𝛾
´

B1
1
¯

, ∆φ ď ´c0 ă 0 in tφ ą 0u , H ‰ tφ ą 0u ĂĂ B1
1 (3.2.31)

for some c0 ą 0 and 𝛾 ą 0. Then, at every singular point the blow-up of u is a homoge-
neous polynomial of degree 2, and the free boundary can be decomposed as

F puq “ F1`s puq Y F2 puq

where F1`s puq (resp. F2 puq) is an open (resp. closed) subset of F puq . Moreover,
F1`s puq is a pn ´ 1q-dimensional manifold of class C1,α, while F2 puq can be stratified
as the union of sets

!

Fk2 puq

)

k“0,1,...,n´1
, where Fk2 puq is contained in a k-dimensional

manifold of class C1.

The regularity of F1`s puq comes from [22]. Here the main points are that the nonregu-
lar points are only singular points, that the blow-up at these points has homogeneity
2, that F2 puq can be stratified into C1 manifolds and that each Fk2 puq is completely
contained in a k-dimensional C1´manifold.
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The key lemma is the following nondegeneracy result. It says that u detaches
quadratically from the obstacle putting out of game all possible frequencies greater
than 2.

Lemma 3.49. Let u be as in Theorem 3.48. Then there exists constants c1, r1 ą 0 such
that the following holds: for any X0 P F puq we have

sup
xPB1

rpx0q

pu px, 0q ´ φ pxqq ě c1r2, 0 ă r ă r1.

Proof. Since u ą 0 on the contact set, compactly contained in B1, we deduce that

φ ě h0 ą 0 on tu “ φu .

For r1 ą 0 small, from the properties of φ, in the set

U1 “ tx : u px, 0q ą φ pxq , dist px, F puqq ď 2r1u ĂĂ B1
1,

wehaveφ ą 0. Take x1 P U1,with distpx, F puqq ď r1 and consider thebarrier function
given by

w px, yq “ u px, yq ´ φ pxq ´
c0

2n ` 2 p1 ` aq

´

|x ´ x1| ` y2
¯

where c0 is as in (3.2.31). Note that w px1, 0q ą 0 and w ă 0 on tu “ φu X ty “ 0u .We
want to apply the maximum principle in the set

U “ Br px1, 0q z ptu “ φu X ty “ 0uq ĂĂ B1.

Since Lau “ 0 and ∆φ pxq ď ´c0, we have

Law px, yq “ Lau px, yq ´ |y|
a

p∆φ pxq ` c0q ě 0.

Noticing that BU “ BBr px1, 0q Y tu “ φu X ty “ 0u, by the maximum principle we
infer that

0 ă w px1, 0q ď sup
U
w “ sup

BU
w “ sup

BBrpx1 ,0q

w

“ sup
BBrpx1 ,0q

pu ´ φq ´
c0

2n ` 2 p1 ` aq
r2.

Letting x1 Ñ x0 we get

sup
Brpx0 ,0q

pu ´ φq ě sup
BBrpx0 ,0q

pu ´ φq ě
c0

2n ` 2 p1 ` aq
r2. (3.2.32)

To conclude the proofwemust show that the above supremum is attained on y “ 0. To
prove it we show that uy ď 0 in B`

1 . Here comes into play the zero boundary condition.
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Since Lau ě 0 and Lau “ 0 outside the contact set tu “ φu , by the maximum
principle it follows that u ě 0 in B1 and u attains its maximum on tu “ φu . Using
again that u “ 0 on BB1 and that u px,´yq “ u px, yq , we deduce that

|y|
a uy ď 0 and lim

yÑ0`
|y|

a uy px, yq ď 0 on tu “ φu .

Moreover
lim
yÑ0`

|y|
a uy px, yq “ 0 on tu ą φu .

Now, by direct computation, one can check that L´apyauyq “ 0 in B`
1 . By the maxi-

mum principle we infer that yauy ď 0 in B`
1 . Thus, u px, yq is decreasing with respect

to y in B`
1 . Since u is even in y, this yields

u px, yq ď u px, 0q in B1

and (3.2.32) finally gives

sup
xPB1

rpx0q

pu px, 0q ´ φ pxqq “ sup
Brpx0 ,0q

pu ´ φq ě
c0

2n ` 2 p1 ` aq
r2.

Having the above nondegeneracy at hands, to proceed further once again the main
tools are frequency and monotonicity formulas, adapted to take into account the ho-
mogeneity of the solution. For a free boundary point x0 P F puq, the change of variable

vx0 px, yq “ u px, yq ´ φ pxq `
1

2 p1 ` aq

!

∆φ px0q y2 ` ∇∆φ px0q ¨ px ´ x0q y2
)

reduces to the case
ˇ

ˇLavx0
ˇ

ˇ ď C |y|
a

|x ´ x0|
1`𝛾 (3.2.33)

outside the coincidence set and takes care of the errors in the frequency/monotonicity
formulas, due to the presence of a non-zero obstacle. Note that

vx0 px0, 0q “ u px, 0q ´ φ pxq

and that vx0 depends continuously on x0 since φ P C3,𝛾 . The non-degeneracy of u
translates into

sup
B1
rpx0q

vx0 px, 0q ě cr2.

Moreover, exploiting (3.2.33) and a weak Harnack inequality (see [30]) one also gets,
for small r,

ż

Brpx0 ,0q

ˇ

ˇya
ˇ

ˇ

ˇ

ˇvx0 px, yq
ˇ

ˇ

2 dxdy ě c1rn`a`5. (3.2.34)

Setting x0 “ 0, v “ v0 and

K prq “

ż

BBrp0,0q

ˇ

ˇ

ˇ
y2
ˇ

ˇ

ˇ
v2,
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the function

r ÞÝÑ Φ pr; vq “

´

r ` C0r2
¯ d
dr logmax

!

K prq , rn`a`4`2𝛾
)

is monotone non-decreasing for small r, and a suitable constant C0 ą 0. Let

Φ p0`; vq “ n ` a ` 2m.

Now, the above non-degeneracy estimates implies that eitherm “ 1` s orm “ 2. It is
clearly enough to show thatm ď 2. Indeed, the monotonicity ofΦ gives n` a`2m ď

Φ pr; vq and integrating we get

K prq ď Crn`a`2m .

A further integration gives
ż

Brp0,0q

ˇ

ˇya
ˇ

ˇ

ˇ

ˇvx0 px, yq
ˇ

ˇ

2 dxdy ď c1rn`a`2m`1

that together with (3.2.34) implies m ď 2. At this point, following the strategy in [22],
it is possible to show that, up to a subsequence, the blow-ups vr in (3.2.30) converge
as r Ñ 0` to a function, which is nonnegative on y “ 0 and homogeneous of degree
m. Moreover:

aq either there exist c ą 0 and a unit vector 𝜈 such that

m “ 1 ` s and v0 px, 0q “ c px ¨ 𝜈q
1`s
`

bq or
m “ 2 and v0 px, 0q is a polynomial of degree 2

and the origin is a singular point.
Uniqueness of the blow-ups can be proved by a suitable modification of theWeiss

and Monneau monotonicity formulas. As consequence, there exists a modulus of con-
tinuity ω : R`

Ñ R` such that, for all x0 belonging to the singular set F2 puq of the free
boundary, we have

u pxq ´ φ pxq “ px02 px ´ x0q ` ω p|x ´ x0|q

ˇ

ˇ

ˇ
x ´ x20

ˇ

ˇ

ˇ
(3.2.35)

for somepolynomial px02 pxq “
`

Ax0x, x
˘

,A P Rnˆn , symmetric andnonnegative,A ‰ 0.
In addition, the mapping F2 puq Q x0 ÞÑ px02 is continuous with

ż

BB1
|y|

a `px12 ´ px02
˘

ď ω p|x1 ´ x0|q @x1, x0 P F2 puq .

Concerning the regularity of F2 puq, given any point x0 in this set, from (3.2.35), the
blow-up of u´φ coincides with the polynomial px02 pxq “

`

Ax0x, x
˘

.We stratify F2 puq

according to the dimension of kerA :

Fk2 puq “
␣

x0 P F2 puq : dim kerAx0 “ k
(

k “ 0, 1, ..., n ´ 1.

Then, reasoning as in the classical obstacle case (see [18]), one can show that for any
x0 P Fk2 puq there exists r “ rx0 ą 0 such that Fk2 puq X Br px0q is contained in a con-
nected k´dimensional C1 manifold. This concludes the proof of Theorem 3.48.
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3.3 Comments and Further Reading

In recent times and while we were writing this survey several important results have
been established. We briefly mention some of the more strictly related to our presen-
tation.

‚ Different approaches to the regularity of the free boundary.When the thin man-
ifold is non-flat, by a standard procedure one is lead to a Signorini problem, but for
a divergence form operator with variable coefficient matrix Apxq “ raijpxqs. For in-
stance, when M satisfies the minimal smoothness assumption C1,1 “ W2,8, then
Apxq is C0,1 “ W1,8, i.e., Lipschitz continuous.

The approach described above in the case Apxq ” In to establish the C1,α regular-
ity of the regular free boundary, based on differentiating the equation for the solution
v in tangential directions e P Rn´1 and establishing directional monotonicity, does
not work well for variable coefficients, particularly when the obstacle φ ‰ 0. For co-
efficients Apxq P W1,8, and the obstacle φ P W2,8, the optimal C1,1{2

loc pΩ˘ Y Mq

regularity of the solutions was established by Garofalo and Smit Vega Garcia in [40]
bymeans ofmonotonicity formulas of Almgren’s type. The C1,α smoothness of the reg-
ular free boundary has been obtained by Garofalo, Petrosyan and Smit Vega Garcia in
[38]. The two central tools are aWeiss typemonotonicity formula and an epiperimetric
inequality,whichallow to control thehomogeneousblow-ups. The latter results, in the
special case Apxq ” In, have also been established by Focardi and Spadaro ([32]). One
should also see the recent paper by Colombo, Spolaor and Velichkov [25], where they
introduce a logarithmic epiperimetric inequality for the 2m-Weiss energy. A different
approach, based on Carleman estimates, to the optimal regularity of the solutions and
C1,α regularity of the free boundary for Apxq P W1,p , p ą 2n, and vanishing obstacle
is used by Koch, Rüland and Shi in [45] and [46] (more recently the authors were able
to extend these results to non-zero obstacles inW2,p , p ą 2n).

‚ Higher regularity. Real analyticity of the regular part of the free boundary for the
thin obstacle (Signorini) problem has been proved by Koch, Petrosyan and Shi in [44]
via a partial hodograph-Legendre transformation, subsequently extended by Koch,
Rüland and Shi to the fractional Laplacian operator in ([47]). The lack of regularity
of this map can be overcome by providing a precise asymptotic behavior at a regular
free boundary point. The Legendre transforms (on which one reads the regularity of
the free boundary) satisfies a subelliptic equation of Baouendi-Grushin type and its
analyticity is achieved by using the Lp theory available for this kind of operator. A
different approach to higher regularity for the thin obstacle and also to one-phase free
boundary problems is due to De Silva and Savin in [28] and is based on a higher order
Boundary Harnack principle. Jhaveri and Neumayer in [42] extend this approach to
the fractional Laplacian obstacle problem. The higher regularity of the free boundary
in the variable coefficient case has been established in [48].
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‚ More general problems and operators. Allen, Lindgren and Petrosyan in [1] con-
sider the two phase problem for the fractional Laplacian and prove optimal regularity
of the solution and separation of the positive and negative phase.

Operators with drift in the subcritical regime s P p1{2, 1q are considered by Pet-
rosyan and Pop in [55] where optimal regularity of the solution is proved. The regular-
ity of the free boundary is addressed by Garofalo et al. in [39]. We emphasize that the
presence of the drift the extension operator exhibits some singularities andmakes the
problem quite delicate.

The results in [22] have been extended to obstacle problem for integro-differential
operators by Caffarelli, Ros-Oton and Serra in [20]. Here the authors develop an en-
tirely non local powerful approach, independent of any monotonicity formulas.

Korvenpää, Kuusi and Palatucci in [49] consider the obstacle problem for a class
of nonlinear integro-differential operators including the fractional p´Laplacian. The
solution exists, it is unique and inherits regularity properties (such as Hölder conti-
nuity) from the obstacle.

3.4 Parabolic Obstacle Problems

In this section we will focus on time-dependent models, which can be thought of as
parabolic counterparts of the systems (3.1.1) and (3.1.2). We emphasize that, although
their time-independent versions are locally equivalent (for s “ 1{2), the problems we
are about to describe are very different from each other.

3.4.1 The parabolic fractional obstacle problem

As mentioned above, one of the motivations behind the recent increased interest in
studying constrained variational problems with a fractional diffusion comes from
mathematical finance. Jump-diffusion processes allow, in fact, to take into account
large price changes, and appear to be better suited to model market fluctuations. An
American option gives its holder the right to buy a stock or basket of stocks at a given
price prior to, but not later than, a given time T ą 0 from the time of inception of the
contract. If vpx, tq denotes the price of an American option with a payoff ψ at time T,
then v will be a viscosity solution to the obstacle problem

$

&

%

mintLv, v ´ ψu “ 0
vpTq “ ψ.

(3.4.1)

Here L is a backward parabolic integro-differential operator of the form

Lv “ ´vt ´ rv ´ b ¨ ∇v ` p´∆q
sv ` Hv, s P p0, 1q,
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where r ą 0, b P Rn, and H is a non-local operator of lower order with respect to
p´∆q

s.
This problem was studied by Caffarelli and Figalli in the paper [19], where regu-

larity properties are established for the model equation
$

&

%

mint´vt ` p´∆q
sv, v ´ ψu “ 0 on r0, Ts ˆ Rn

vpTq “ ψ on Rn .
(3.4.2)

The advantage of considering (3.4.2) is twofold. On the one hand, the absence of
the transport term allows to prove that solutions have the same regularity as in the
stationary case for all values of s P p0, 1q, even if, when s P p0, 1{2q, the time deriva-
tive is of higher order with respect to the elliptic term p´∆q

sv. In addition, it is feasible
that the regularity theory established for the model equation (3.4.2) could be adapted
to the solutions to (3.4.1) when s ą 1{2. It should be noted that when s ă 1{2, the
leading term becomes b ¨ ∇v, and there is no expectation of a regularity theory.

In order to proceed, we need to introduce the relevant function spaces.

Definition 3.50. Given α, β P p0, 1q and ra, bs Ă R, we say that
– w P Cα,βt,x pra, bs ˆ Rnq if

}w}Cα,βt,x pra,bsˆRnq
:“ }w}L8pra,bsˆRnq ` rwsCα,βt,x pra,bsˆRnq

“ }w}L8pra,bsˆRnq ` sup
ra,bsˆRn

|wpt, xq ´ wpt1, x1
q|

|t ´ t1|α ` |x ´ x1|β
ă 8.

– w P logLiptC
β
xpra, bs ˆ Rnq if

}w}logLiptC
β
xpra,bsˆRnq

:“}w}L8pra,bsˆRnq

` sup
ra,bsˆRn

|wpt, xq ´ wpt1, x1
q|

|t ´ t1|
`

1 `
ˇ

ˇ log |t ´ t1|
ˇ

ˇ

˘

` |x ´ x1|β
ă 8.

We will also say that
– w P Cα´0` ,β

t,x pra, bs ˆ Rnq if w P Cα´ε,β
t,x pra, bs ˆ Rnq for all ε ą 0;

– w P Cα,βt,x ppa, bs ˆ Rnq if w P Cα,βt,x pra ` ε, bs ˆ Rnq for all ε ą 0.

In what follows, ψ : Rn Ñ R` will be a globally Lipschitz function of class C2 satisfy-
ing

ş

Rn
ψ

p1`|x|qn`2s ă 8 and p´∆q
sψ P L8

pRnq. For s P p0, 1qwe let u : r0, TsˆRn Ñ R
be a continuous viscosity solution to the obstacle problem

$

&

%

mintut ` p´∆q
su, u ´ ψu “ 0 on r0, Ts ˆ Rn

up0q “ ψ on Rn .
(3.4.3)

Existence and uniqueness of solutions can be shown either by probabilistic tech-
niques, or by approximating the equation via a penalization method.

We are now ready to state the main result from [19].
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Theorem 3.51. Assume that ψ P C2pRnq satisfies

}∇ψ}L8pRnq ` }D2ψ}L8pRnq ` }p´∆q
sψ}C1´s

x pRnq
ă 8,

and that u solves (3.4.3). Then u is globally Lipschitz in space-time on r0, Ts ˆ Rn, and
satisfies

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

ut P logLiptC1´s
x pp0, Ts ˆ Rnq,

p´∆q
su P logLiptC1´s

x pp0, Ts ˆ Rnq if s ď 1{3,

ut P C
1´s
2s ´0`

t,x pp0, Ts ˆ Rnq,

p´∆q
su P C

1´s
2s
t,x pp0, Ts ˆ Rnq if s ą 1{3.

Some remarks are in order. First of all, comparison with Corollary 3.26 shows that,
at least in terms of spacial regularity, this result is optimal. Secondly, the criticality of
s “ 1{3 is a consequence of the invariance of the operator Bt`p´∆q

s under the scaling
pt, xq Ñ pλ2s t, λxq. Hence, the spacial regularity C1´s

x naturally corresponds to time
regularity C

1´s
2s
t when 1´s

2s ă 1, or s ą 1{3. In addition, the time regularity is almost
optimal in the case s “ 1{2 (as it is possible to construct traveling waves which are
C1`1{2 both in space and time), as well as in the limit s Ñ 1 (since, when s “ 1, it is
well known that solutions are C1,1 in space and C1 in time).

Several basic properties of the solution u, such as global regularity in space-time,
semi-convexity in space, and the boundedness of p´∆q

su, follow from a comparison
principle, which in turn is established using a penalization method. Combining the
semi-convexity of uptq with the L8 bound on p´∆q

suptq, it is possible then to deduce
the C1 regularity in time of solutions when s ě 1{2. The next step toward the proof of
Theorem 3.51 is to prove a Cα`2s-regularity result in space, which, roughly speaking,
says the following. Let v : Rn Ñ R be a semiconvex function touching from above an
obstacle ψ : Rn Ñ R of class C2. If p´∆q

sv is non-positive outside the contact set and
non-negative on it, then v detaches from ψ in a Cα`2s fashion, with α ą 0 depending
exclusively on s. More precisely, assume that v, ψ : Rn Ñ R are two globally Lipschitz
functions with v ě ψ satisfying the following conditions:

A1. }D2ψ}L8pRnq :“ C0 ă 8;
A2. }p´∆q

sψ}C1´s
x pRnq

ă 8;
A3. v ´ ψ, p´∆q

sv P L8
pRnq;

A4. The function v ` C0|x2|{2 is convex (we say that v is C0-semiconvex);
A5. v is smooth and p´∆q

sv ď 0 inside the open set tv ą ψu;
A6. }p´∆q

sψ}L8pRnq ě p´∆q
sv ě 0 on tv “ ψu.

One has then the following:
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Theorem 3.52. There exist C ą 0 and α P p0, 1q, depending only on C0,
}p´∆q

sψ}C1´s
x pRnq

, }v ´ ψ}L8pRnq, and }p´∆q
sv}L8pRnq, such that

sup
Brpxq

|v ´ ψ| ď Crα`2s , sup
Brpxq

|p´∆q
svχtv“ψu| ď Crα (3.4.4)

for all r ď 1 and for every x P Btu “ ψu.

The strategy of the proof is analogous to the one used in [7]. It is based on growth
estimates for the La-harmonic extensionof v, i.e. the solution to (3.1.4), satisfying (with
slight abuse of notation) vpx, 0q “ vpxq, with vpxq as above.

Having shown that p´∆q
svχtv“ψu grows at most as rα near any free boundary

point, it is not difficult to show that p´∆q
svχtv“ψu P Cαx pRnq:

Corrolary 3.53. There exist C1
ą 0 and α P p0, 1 ´ ss, depending only on C0,

}p´∆q
sψ}C1´s

x pRnq
, }v ´ ψ}L8pRnq, and }p´∆q

sv}L8pRnq, such that

}p´∆q
svχtv“ψu}CαxpRnq ď C1.

At this point we consider the function w : Rn ˆ R`
Ñ R, which solves the Dirichlet

problem
$

&

%

L´aw “ 0 on Rn ˆ R`,
wpx, 0q “ p´∆q

svpxqχtv“ψupxq on Rn .

Since wpx, 0q ě 0, the maximum principle implies w ě 0 everywhere. Assume
now that 0 is a free boundary point. Given that p´∆q

svpxq is globally bounded by (A3)
above, it follows from thePoisson representation formula forw (see [23]) andCorollary
3.53 that

sup
|x|2`y2ďr2

wpx, yq ď Crα ,

for some uniform constant C and some α P p0, 1´ ss. Our next goal is to establish the
following sharp growth estimate:

Proposition 3.54. There exists C̃ ą 0 depending only on C0, }p´∆q
sψ}C1´s

x pRnq
,

}v ´ ψ}L8pRnq, and }p´∆q
sv}L8pRnq, such that

sup
|x|2`y2ďr2

wpx, yq ď C̃r1´s .

A crucial ingredient in the proof of Proposition 3.54 is the following monotonicity for-
mula (compare with Lemma 3.11).

Lemma 3.55. Let w be as above and define

φ prq “
1

r2p1´sq

ż

B`
r

y´a
|∇w pXq|

2

|X|
n´a´1 dX.
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Then there exists a constant C2, depending only on C0, }p´∆q
sψ}C1´s

x pRnq
, }v ´

ψ}L8pRnq, and }p´∆q
sv}L8pRnq, such that

φprq ď C2
r1 ` r2α`δα´a´1

s

for all r ď 1. Here, δα “ 1
4

´

α
α`2s ´ α

2

¯

.

Proof of Proposition 3.54. Using an approximation argument, it is possible to show
that the function

w̃px, yq “

´

wpx, |y|q ´ rα`δα
¯`

`

ˆ

1 `
nC0
1 ` α

˙

|y|
1`a

is globally L´a-subharmonic. Moreover, because of Lemma 3.55, it vanishes on more
thanhalf of the n-dimensional disc Brˆt0u. One can then apply theweightedPoincaré
inequality established in [30] to show

ż

B`
r

pw̃q
2y´a dX ď Crn`2

rφprq ` 1s

for all r ď 1. Combining this estimate with the L´a-subharmonicity of w̃, and Lemma
3.55 again, we infer

sup
B`

r{2

pw̃q
2

ď
C

rn`1´a

ż

B`
r

pw̃q
2y´a dX ď Crr1`α

` r2α`δα s.

But 1 ` α “ 2p1 ´ sq, and therefore

sup
B`

r{2

w ď C

»

–sup
B`

r{2

w̃ ` rα`δα ` r1`a

fi

fl ď Crr1´s
` rα`δα{2

s.

Arguments similar to the ones in the proof of Corollary 3.53 yield

}w}Cβαx pRnq
ď C,

with βα “ mintα ` δα{2, 1 ´ su. An iteration gives the desired conclusion. ˝

Arguing as in the proof of Corollary 3.53, we obtain

}p´∆q
svχtv“ψu}C1´s

x pRnq
ď C2. (3.4.5)

Next, we apply (3.4.5) to v “ uptq, obtaining the following result.

Proposition 3.56. Let u be a solution to (3.4.3), with ψ P C2pRnq satisfying (A1) and
(A2) above. Then there exists a constant CT ą 0, depending on T, }D2ψ}L8pRnq, and
}p´∆q

sψ}C1´s
x pRnq

, such that

sup
tPr0,Ts

}p´∆q
suptqχtuptq“ψu}C1´s

x pRnq
ď CT .
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Finally, to conclude the proof of Theorem 3.51 one exploits the fact that u is a solution
of the parabolic equation

ut ` p´∆q
su “

`

p´∆q
su
˘

χtu“ψu on p0, Ts ˆ Rn . (3.4.6)

Proposition 3.56 ensures that the right-hand side of (3.4.6) is in L8
`

p0, Ts; C1´s
x pRnq

˘

.
By parabolic regularity theory we infer

ut , p´∆q
su P L8

`

p0, Ts; C1´s´0`

x pRnq
˘

.

The desired Hölder regularity in time follows from a bootstrap argument which uses
equation (3.4.6) again.

3.4.2 The parabolic Signorini problem

In this section we will give an overview of the time-dependent analogue of (3.1.2), i.e.,
the parabolic Signorini problem, following the ideas in [27].

3.4.2.1 Statement of the problem

Given a domain Ω in Rn, n ě 2, with a sufficiently regular boundary BΩ, let M be a
relatively open subset of BΩ (in its relative topology), and set S “ BΩzM. We consider
the solution of the problem

∆v ´ Btv “ 0 in ΩT :“ Ω ˆ p0, Ts, (3.4.7)
v ě φ, B𝜈v ě 0, pv ´ φqB𝜈v “ 0 onMT :“ M ˆ p0, Ts, (3.4.8)

v “ g on ST :“ S ˆ p0, Ts, (3.4.9)
vp¨, 0q “ φ0 on Ω0 :“ Ω ˆ t0u, (3.4.10)

where B𝜈 is the outer normal derivative on BΩ, and φ : MT Ñ R, φ0 : Ω0 Ñ R, and
g : ST Ñ R are prescribed functions satisfying the compatibility conditions: φ0 ě φ
onMˆt0u, g ě φ on BSˆp0, Ts, and g “ φ on Sˆt0u, see Fig. 3.2. Classical examples
where Signorini-type boundary conditions appear are the problems with unilateral
constraints in elastostatics (including the original Signorini problem [62, 31]), prob-
lemswith semipermeablemembranes in fluidmechanics (including the phenomenon
of osmosis and osmotic pressure in biochemistry), and the problems on the temper-
ature control on the boundary in thermics. We refer to the book of Duvaut and Lions
[29] for further details.

Another historical importance of the parabolic Signorini problem is that it serves
as one of the prototypical examples of evolutionary variational inequalities. We thus
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ΩT

MT

v ą φ

B𝜈 v “ 0v “ φ

B𝜈 v ě 0

v “ φ0

v “ g

Γpvq❍❨

Fig. 3.2: The parabolic Signorini problem

say that a function v P W1,0
2 pΩTq solves (3.4.7)–(3.4.10) if

ż

ΩT
∇v∇pw ´ vq ` Btvpw ´ vq ě 0 for every w P K,

v P K, Btv P L2pΩTq, vp¨, 0q “ φ0,

where K “ tw P W1,0
2 pΩTq | w ě φ onMT , w “ g on STu (please see below for the

definitionsof the relevant parabolic functional classes). The existence anduniqueness
of such v, under some natural assumptions on φ, φ0, and g can be found in [14, 29, 3,
4].

Similarly to the elliptic case, we are interested in:

– the regularity properties of v;
– the structure and regularity of the free boundary

Γpvq “ BMT tpx, tq P MT | vpx, tq ą φpx, tqu,

where BMT indicates the boundary in the relative topology ofMT .

Concerning the regularity of v, it has long been known that the spatial deriva-
tives Bxi v, i “ 1, . . . , n, are α-Hölder continuous on compact subsets of ΩT Y MT , for
some unspecified α P p0, 1q. In the parabolic case, this was first proved by Athana-
sopoulos [5], and subsequently by Uraltseva [65] (see also [3]), under certain regular-
ity assumptions on the boundary data, which were further relaxed by Arkhipova and
Uraltseva [4].

One of themain objectives of this section is to establish, in the parabolic Signorini
problem, and for a flat thinmanifoldM, that v P H3{2,3{4

loc pΩT YMTq, see Theorem 3.69
below. The proof, which we only sketch here, is inspired by the works [10] and [22]
described in Section 3.2. For further details, we refer to [27].
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Before proceeding, we introduce the relevant parabolic function spaces and nota-
tions.Weuse notations similar to those in the classical book of Ladyzhenskaya, Solon-
nikov, and Uraltseva [50]. The class CpΩTq “ C0,0pΩTq is the class of functions contin-
uous inΩT with respect to parabolic (or Euclidean) distance. Further, given form P Z`

we say u P C2m,mpΩTq if for |α| ` 2j ď 2m B
α
x B

j
tu P C0,0pΩTq, and define the norm

}u}C2m,mpΩTq “
ÿ

|α|`2jď2m
sup

px,tqPΩT
|B
α
x B

j
tupx, yq|.

The parabolic Hölder classesHℓ,ℓ{2
pΩTq, for ℓ “ m`𝛾,m P Z`, 0 ă 𝛾 ď 1 are defined

as follows. First, we let

xuy
p0q

ΩT “ |u|
p0q

ΩT “ sup
px,tqPΩT

|upx, tq|,

xuy
pmq

ΩT “
ÿ

|α|`2j“m
|B
α
x B

j
tu|

p0q

ΩT ,

xuy
pβq

x,ΩT “ sup
px,tq,py,tqPΩT
0ă|x´y|ďδ0

|upx, tq ´ upy, tq|

|x ´ y|β
, 0 ă β ď 1,

xuy
pβq

t,ΩT “ sup
px,tq,px,sqPΩT
0ă|t´s|ăδ20

|upx, tq ´ upx, sq|

|t ´ s|β
, 0 ă β ď 1,

xuy
pℓq

x,ΩT “
ÿ

|α|`2j“m
xB
α
x B

j
tuy

p𝛾q

x,ΩT ,

xuy
pℓ{2q

t,ΩT “
ÿ

m´1ď|α|`2jďm
xB
α
x B

j
tuy

ppℓ´|α|´2jq{2q

t,ΩT ,

xuy
pℓq

ΩT “ xuy
pℓq

x,ΩT ` xuy
pℓ{2q

t,ΩT .

Then, we define Hℓ,ℓ{2
pΩTq as the space of functions u for which the following

norm is finite:

}u}Hℓ,ℓ{2pΩTq “

m
ÿ

k“0
xuy

pkq

ΩT ` xuy
pℓq

ΩT .

The parabolic Lebesgue space LqpΩTq indicates the Banach space of those mea-
surable functions on ΩT for which the norm

}u}LqpΩTq “

´

ż

ΩT
|upx, tq|

qdxdt
¯1{q

is finite. The parabolic Sobolev spaces W2m,m
q pΩTq, m P Z`, denote the spaces of

those functions in LqpΩTq, whose distributional derivative B
α
x B

j
tu belongs to LqpΩTq,

for |α| ` 2j ď 2m.
For x, x0 P Rn, t0 P R we let

x1
“ px1, x2, . . . , xn´1q, x2

“ px1, x2, . . . , xn´2q, x “ px1, xnq, x1
“ px2, xn´1q,
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and

Brpx0q “ tx P Rn | |x| ă ru (Euclidean ball)
B˘
r px0q “ Brpx0q X Rn˘ (Euclidean halfball)
B1
rpx0q “ Brpxq X Rn´1 (“thin” ball)
Qrpx0, t0q “ Brpx0q ˆ pt0 ´ r2, t0s (parabolic cylinder)
Q1
rpx0, t0q “ B1

rpx0q ˆ pt0 ´ r2, t0s (“thin” parabolic cylinder)
Q˘
r px0, t0q “ B˘

r px0q ˆ pt0 ´ r2, t0s (parabolic halfcylinders)
Q2
r px0, t0q “ B2

r px0q ˆ pt0 ´ r2, t0s

Sr “ Rn ˆ p´r2, 0s (parabolic strip)
S˘
r “ Rn˘ ˆ p´r2, 0s (parabolic halfstrip)
S1
r “ Rn´1

ˆ p´r2, 0s (“thin” parabolic strip)

When x0 “ 0 and t0 “ 0, we omit the centers x0 and px0, t0q in the above nota-
tions.

Sincewe aremostly interested in local properties of the solution v of the parabolic
Signorini problem and of its free boundary, we focus our attention on solutions in
parabolic (half-)cylinders.

Definition 3.57. Given φ P H2,1
pQ1

1q, we say that v P SφpQ`
1 q if v P W2,1

2 pQ`
1 q X

L8pQ`
1 q,∇v P Hα,α{2

pQ`
1 Y Q1

1q for some 0 ă α ă 1, and v satisfies

∆v ´ Btv “ 0 in Q`
1 , (3.4.11)

v ´ φ ě 0, ´Bxn v ě 0, pv ´ φqBxn v “ 0 on Q1
1, (3.4.12)

and

p0, 0q P Γ˚pvq :“ BQ1
1
tpx1, tq P Q1

1 | vpx1, 0, tq “ φpx1, tq, Bxn vpx1, 0, tq “ 0u, (3.4.13)

where BQ1
1
is the boundary in the relative topology of Q1

1.

Our very first step is the reduction to vanishing obstacle. The difference
vpx, tq ´ φpx1, tq satisfies the Signorini conditions on Q1

1 with zero obstacle, but
at an expense of solving a nonhomogeneous heat equation instead of the homoge-
neous one. This difference may then be extended to the strip S`

1 by multiplying it by
a suitable cutoff function ψ. The resulting function will satisfy

∆u ´ Btu “ f px, tq in S`
1 ,

with

f px, tq “ ´ψpxqr∆1φ ´ Btφs ` rvpx, tq ´ φpx1, tqs∆ψ ` 2∇v∇ψ. (3.4.14)
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Remark 3.58. It is important to observe that, for smooth enough φ, the function f is
bounded in S`

1 .

With this process, we arrive at the following notion of solution.

Definition 3.59. A function u is in the classSf
pS`

1 q, for f P L8pS`
1 q, if u P W2,1

2 pS`
1 q,

∇u P Hα,α{2
pS`

1 Y S1
1q, u has compact support and solves

∆u ´ Btu “ f in S`
1 , (3.4.15)

u ě 0, ´Bxnu ě 0, uBxnu “ 0 on S1
1, (3.4.16)

p0, 0q P Γpuq “ Btpx1, tq P S1
1 : upx1, 0, tq ą 0u. (3.4.17)

3.4.2.2 Monotonicity of the generalized frequency function

Similarly to the elliptic case, one of the central results towards the study of regularity
properties (both of the solution and of the free boundary) is a generalization of Alm-
gren’s frequency formula, see Theorem 3.61 below. As it is well known, the parabolic
counterpart of Almgren’s formula was established by Poon [59], for functions which
are caloric in an infinite strip Sρ “ Rnˆp´ρ2, 0s. Poon’s parabolic frequency function
is given by

Nuprq “
iup´r2q

hup´r2q
, (3.4.18)

where
huptq“

ż

Rn
`

upx, tq2Gpx, tqdx,

iuptq“ ´t
ż

Rn
`

|∇upx, tq|
2Gpx, tqdx,

for any function u in the parabolic half-strip S`
1 for which the integrals involved are

finite. Here G denotes the backward heat kernel on Rn ˆ R

Gpx, tq “

$

&

%

p´4πtq´ n
2 e

x2
4t , t ă 0,

0, t ě 0.

We explicitly remark that Poon’s monotonicity formula cannot be directly applied
in the present context, since functions in the classSf

pS`
1 q (see Definition 3.59) are not

caloric functions. It should also be noted that the time dependent case of the Signorini
problem presents substantial novel challenges with respect to the stationary setting.
These are mainly due to the lack of regularity of the solution in the t-variable, a fact
whichmakes the justification of differentiation formulas and the control of error terms
quite difficult. To overcome these obstructions, (Steklov-type) averaged versions of the
quantities involved are introduced in themainmonotonicity formulas. This basic idea
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allows to successfully control the error terms. More precisely, we introduce the quan-
tities

Huprq“
1
r2

ż 0

´r2
huptqdt “

1
r2

ż

S`
r

upx, tq2Gpx, tqdxdt,

Iuprq“
1
r2

ż 0

´r2
iuptqdt “

1
r2

ż

S`
r

|t||∇upx, tq|
2Gpx, tqdxdt,

One further obstruction is represented by the fact that the above integrals may
become unbounded near the endpoint t “ 0, where G becomes singular. To remedy
this problem we introduce truncated versions of Hu and Iu:

Hδuprq “
1
r2

ż ´δ2r2

´r2
huptqdt “

1
r2

ż

S`
r zS`

δr

upx, tq2Gpx, tqdxdt,

Iδuprq “
1
r2

ż ´δ2r2

´r2
iuptqdt “

1
r2

ż

S`
r zS`

δr

|t||∇upx, tq|
2Gpx, tqdxdt

for 0 ă δ ă 1.
The idea at this point is to obtain differentiation formulas for Hδuprq and Iδuprq,

which - by means of a delicate limiting process - will yield corresponding ones for
Huprq and Iuprq. In turn, such formulas will allow to establish almost-monotonicity
of a suitably defined frequency function. To state this result we need the following
notion.

Definition 3.60. We say that a positive function µprq is a log-convex function of log r
on R` if log µpetq is a convex function of t. In other words

µpep1´λqs`λt
q ď µpesq1´λµpetqλ , 0 ď λ ď 1.

This is equivalent to saying that µ is locally absolutely continuous on R` and
rµ1

prq{µprq is nondecreasing. For instance, µprq “ rκ is a log-convex function of log r
for any κ. The importance of this notion in our context is that Almgren’s and Poon’s
frequency formulas can be regarded as log-convexity statements in log r for the ap-
propriately defined quantities Huprq.

Theorem 3.61. (Monotonicity of the truncated frequency) Let u P Sf
pS`

1 q with f sat-
isfying the following condition: there is a positive monotone nondecreasing log-convex
function µprq of log r, and constants σ ą 0 and Cµ ą 0, such that

µprq ě Cµr4´2σ
ż

Rn
f 2p¨,´r2qGp¨,´r2q dx.

Then, there exists C ą 0, depending only on σ, Cµ and n, such that the function

Φuprq “
1
2 re

Crσ d
dr logmaxtHuprq, µprqu ` 2peCr

σ
´ 1q

is nondecreasing for r P p0, 1q.
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Remark 3.62. On the open set where Huprq ą µprq we have Φuprq „ 1
2 rH

1
uprq{Huprq,

which coincides, when f “ 0, with 2Nu (Nu as in (3.4.18)). The purpose of the “trunca-
tion” of Huprq with µprq is to control the error terms in computations that appear from
the right-hand-side f .

Proof of Theorem 3.61. First, we observe that the functions Huprq and µprq are abso-
lutely continuous and therefore so ismaxtHuprq, µprqu. It follows that Φu is uniquely
identified only up to a set of measure zero. The monotonicity of Φu should be under-
stood in the sense that there exists a monotone increasing function which equals Φu
almost everywhere. Therefore, without loss of generality we may assume that

Φuprq “
1
2 re

Crσ µ1
prq

µprq ` 2peCr
σ

´ 1q

on F “ tHuprq ď µprqu and

Φuprq “
1
2 re

Crσ H1
uprq

Huprq ` 2peCr
σ

´ 1q

in O “ tHuprq ą µprqu. Following an idea introduced in [34, 35] we now note that it
will be enough to check that Φ1

uprq ą 0 in O. Indeed, from the assumption on µ, it
is clear that Φu is monotone on F. Next, if pr0, r1q is a maximal open interval in O,
then Hupr0q “ µpr0q and Hupr1q “ µpr1q unless r1 “ 1. Besides, if Φu is monotone in
pr0, r1q, it is easy to see that the limits H1

upr0`q and H1
upr1´q will exist and satisfy

µ1
pr0`q ď H1

upr0`q, H1
upr1´q ď µ1

pr1´q punless r1 “ 1q

and therefore we will have

Φupr0q ď Φupr0`q ď Φupr1´q ď Φupr1q,

with the latter inequality holding when r1 ă 1. This will imply the monotonicity of
Φu in p0, 1q.

Therefore, we will concentrate only on the set O “ tHuprq ą µprqu, where the
monotonicity of Φuprq is equivalent to that of

´

r H
1
uprq

Huprq ` 4
¯

eCr
σ

“ 2Φuprq ` 4.

The latter will follow, once we show that
d
dr

´

r H
1
uprq

Huprq
¯

ě ´C
´

r H
1
uprq

Huprq ` 4
¯

r´1`σ

in O. Now, one can show that

r H
1
uprq

Huprq “ 4 Iuprq
Huprq ´

4
r2

ş

S`
r
tufG

Huprq .

The desired result will be obtained by direct differentiation of this expression, and
using the aforementioned formulas for the derivatives of Huprq and Iuprq. We omit the
details.
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3.4.2.3 Blow-ups and regularity of solutions

Similarly to the elliptic case, the generalized frequency formula in Theorem 3.61 can
be used to study the behavior of the solution u near the origin. The central idea is
again to consider some appropriately normalized rescalings of u, indicated with ur
(see Definition 3.64), and then pass to the limit as r Ñ 0` (see Theorem 3.65).

Henceforth, we assume that u P Sf
pS`

1 q, and that µprq be such that the conditions
of Theorem 3.61 are satisfied. In particular, we assume that

r4
ż

Rn
f 2p¨,´r2qGp¨,´r2q dx ď

r2σµprq
Cµ

.

Consequently, Theorem 3.61 implies that the function

Φuprq “
1
2 re

Crσ d
dr logmaxtHuprq, µprqu ` 2peCr

σ
´ 1q

is nondecreasing for r P p0, 1q. Hence, there exists the limit

κ :“ Φup0`q “ lim
rÑ0`

Φuprq. (3.4.19)

It is possible to show that κ is independent of the choice of the cut-off ψ introduced in
the extension procedure. Since we assume that rµ1

prq{µprq is nondecreasing, the limit

κµ :“
1
2 lim
rÑ0`

rµ1
prq

µprq (3.4.20)

also exists. We then have the following basic proposition concerning the values of κ
and κµ.

Lemma 3.63. Let u P Sf
pS`

1 q and µ satisfy the conditions of Theorem 3.61. With κ, κµ
as above, we have

κ ď κµ .

Moreover, if κ ă κµ, then there exists ru ą 0 such that Huprq ě µprq for 0 ă r ď ru. In
particular,

κ “
1
2 lim
rÑ0`

rH1
uprq

Huprq “ 2 lim
rÑ0`

Iuprq
Huprq .

We now define the appropriate notion of rescalings that works well with the general-
ized frequency formula.

Definition 3.64. For u P Sf
pS`

1 q and r ą 0 define the rescalings

urpx, tq :“
uprx, r2tq
Huprq1{2 , px, tq P S`

1{r “ Rn` ˆ p´1{r2, 0s.
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It is easy to see that the function ur solves the nonhomogeneous Signorini problem

∆ur ´ Btur “ frpx, tq in S`

1{r ,

ur ě 0, ´Bxnur ě 0, urBxnur “ 0 on S1
1{r ,

with
frpx, tq “

r2f prx, r2tq
Huprq1{2 .

In other words, ur P Sfr pS`

1{rq. We next show that, unless we are in the borderline case
κ “ κµ, we will be able to study the blowups of u at the origin. The condition κ ă κµ
below can be understood, in a sense, that we can “detect” the growth of u near the
origin.

Theorem 3.65. (Existence and homogeneity of blowups) Let u P Sf
pS`

1 q, µ satisfy the
conditions of Theorem 3.61, and

κ :“ Φup0`q ă κµ “
1
2 lim
rÑ0`

r µ
1
prq

µprq .

Then, we have:
i) For any R ą 0, there is rR,u ą 0 such that

ż

S`
R

pu2r ` |t||∇ur|2 ` |t|2|D2ur|2 ` |t|2pBturq2qG ď CpRq, 0 ă r ă rR,u .

ii) There is a sequence rj Ñ 0`, and a function u0 in S`
8 “ Rn` ˆ p´8, 0s, such

that
ż

S`
R

p|urj ´ u0|
2

` |t||∇purj ´ u0q|
2
qG Ñ 0.

We call any such u0 a blowup of u at the origin.
iii) u0 is a nonzero global solution of Signorini problem:

∆u0 ´ Btu0 “ 0 in S`
8

u0 ě 0, ´Bxnu0 ě 0, u0Bxnu0 “ 0 on S1
8,

in the sense that it solves the Signorini problem in every Q`
R .

iv) u0 is parabolically homogeneous of degree κ:

u0pλx, λ2tq “ λκu0px, tq, px, tq P S`
8, λ ą 0

In addition to Theorem 3.61 and Lemma 3.63, the main ingredients in the proof of The-
orem 3.65 are growth estimates for Hur pρq and log-Sobolev inequalities.

Remark 3.66. Using growth estimates for Huprq (where u P Sf
pS`

1 q), it is possible to
show that necessarily κ ą 1.
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In addition, we have the following:

Proposition 3.67. Let u0 be a nonzero κ-parabolically homogeneous solution of the
Signorini problem in S`

8 “ Rn` ˆ p´8, 0s with 1 ă κ ă 2. Then, κ “ 3{2 and

u0px, tq “ C Repx1
¨ e ` ixnq

3{2
` in S`

8

for some tangential direction e P BB1
1.

Proof. Extend u0 by even symmetry in xn to the strip S8, i.e., by putting

u0px1, xn , tq “ u0px1,´xn , tq.

Take any e P BB1
1, and consider the positive and negative parts of the directional

derivative Beu0
v˘
e “ maxt˘Beu0, 0u.

It can be shown that they satisfy the following conditions

p∆ ´ Btqv˘
e ě 0, v˘

e ě 0, v`
e ¨ v´

e “ 0 in S8.

Hence, we can apply Caffarelli’s monotonicity formula [17] to the pair v˘
e , obtaining

that the functional
φprq “

1
r4

ż

Sr
|∇v`

e |
2G

ż

Sr
|∇v´

e |
2G,

is monotone nondecreasing in r. On the other hand, from the homogeneity of u, it is
easy to see that

φprq “ r4pκ´2qφp1q, r ą 0.

Since κ ă 2, φprq can be monotone increasing if and only if φp1q “ 0 and conse-
quently φprq “ 0 for all r ą 0. It follows that one of the functions v˘

e is identically
zero, which is equivalent to Beu0 being either nonnegative or nonpositive on the en-
tireRnˆp´8, 0s. Since this is true for any tangential direction e P BB1, it thus follows
that u0 depends only on one tangential direction, and is monotone in that direction.
Without loss of generality, we may thus assume that n “ 2 and that the coincidence
set at t “ ´1 is an infinite interval Λ´1 “ tpx1, 0q P R2

| u0px1, 0,´1q “ 0u “

p´8, as ˆ t0u “: Σ´
a . Repeating the monotonicity formula argument above for the

pair of functionsmaxt˘w, 0u, where

wpx, tq “

$

&

%

´Bx2u0px1, x2, tq, x2 ě 0
Bx2u0px1, x2, tq, x2 ă 0

we obtain that also w does not change sign. Hence, we get

Bx1u0 ě 0, ´Bx2u0px1, x2, tq ě 0 in R2
` ˆ p´8, 0s.
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Let g1pxq “ Bx1u0px,´1q, and g2pxq “ ´Bx2u0px1, x2,´1q in x2 ě 0 and g2pxq “

Bx2u0px1, x2,´1q for x2 ă 0. Exploiting the fact that g1 and g2 are the ground states
for the Ornstein-Uhlenbeck operator in R2

zΣ´
a and R2

zΣ`
a , (with Σ`

a :“ ra,8q ˆ t0u)
respectively, one reaches the conclusion that κ “ 3{2 and that g1pxq must be a multi-
ple of Repx1 ` i|x2|q

1{2. From this, the desired conclusion easily follows.

From Remark 3.66 and Proposition 3.67, we immediately obtain the following

Theorem 3.68. Let u P Sf
pS`

1 q and µ satisfies the conditions of Theorem 3.61. Assume
also κµ “ 1

2 limrÑ0` rµ1
prq{µprq ě 3{2. Then

κ :“ Φup0`q ě 3{2.

More precisely, we must have

either κ “ 3{2 or κ ě 2.

Weare now ready to state the optimal regularity of solutions of the parabolic Signorini
problem with sufficiently smooth obstacles.

Theorem 3.69. Let φ P H2,1
pQ`

1 q, f P L8pQ`
1 q. Assume that v P W2,1

2 pQ`
1 q be such

that∇v P Hα,α{2
pQ`

1 Y Q1
1q for some 0 ă α ă 1, and satisfy

∆v ´ Btv “ f in Q`
1 , (3.4.21)

v ´ φ ě 0, ´Bxn v ě 0, pv ´ φqBxn v “ 0 on Q1
1. (3.4.22)

Then, v P H3{2,3{4
pQ`

1{2 Y Q1
1{2q with

}v}H3{2,3{4pQ`

1{2YQ1
1{2q

ď Cn
´

}v}W1,0
8 pQ`

1 q
` }f }L8pQ`

1 q
` }φ}H2,1pQ1

1q

¯

.

The proof of Theorem 3.69 will follow from the interior parabolic estimates and the
following growth bound of u away from the free boundary Γpvq (which, in turn, can
be deduced from Theorem 3.61 by fixing σ “ 1{4 and choosing µprq “ M2r4´2σ) .

Lemma 3.70. Let u P Sf
pS`

1 q with }u}L8pS`
1 q
, }f }L8pS`

1 q
ď M. Then,

Hrpuq ď CnM2r3.

3.4.2.4 Regular free boundary points

At this point we turn our attention to the study of points on the free boundary having
minimal frequency κ “ 3{2.
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Λpvq

v “ φ

xn´1 “ gpx2 , tq

Rpvq

❅
❅❅■

Fig. 3.3: The regular set Rpvq in Q1
δ, given by the graph xn´1 “ gpx2q with g P H1,1{2pQ2

δ q and
∇2α,α{2pQ2

δ q by Theorems 3.73 and 3.75

Definition 3.71. Let v P SφpQ`
1 q with φ P Hℓ,ℓ{2

pQ1
1q, ℓ ě 2. We say that px0, t0q P

Γ˚pvq is a regular free boundary point if it has a minimal homogeneity κ “ 3{2. The
collection Rpvq of regular free boundary points will be called the regular set of v.

The following basic property about Rpvq is a consequence of the fact that κ does not
take any values between 3{2 and 2 .

Proposition 3.72. The regular setRpvq is a relatively open subset of Γpvq. In particular,
for any px0, t0q P Rpvq there exists δ0 ą 0 such that

Γpvq X Q1
δ0px0, t0q “ Rpvq X Q1

δ0px0, t0q.

Our goal is to show that, if the thin obstacle φ is sufficiently smooth, then the regular
set can be represented locally as a pn ´ 2q-dimensional graph of a parabolically Lips-
chitz function. Further, such function can be shown to haveHölder continuous spatial
derivatives. We begin with the following basic result.

Theorem 3.73. (Lipschitz regularity of Rpvq) Let v P SφpQ`
1 q with φ P Hℓ,ℓ{2

pQ1
1q,

ℓ ě 3 and that p0, 0q P Rpvq. Then, there exist δ “ δv ą 0, and g P H1,1{2
pQ2

δq (i.e., g is
a parabolically Lipschitz function), such that possibly after a rotation in Rn´1, one has

Γpvq X Q1
δ “ Rpvq X Q1

δ “ tpx1, tq P Q1
δ | xn´1 “ gpx2, tqu,

Λpvq X Q1
δ “ tpx1, tq P Q1

δ | xn´1 ď gpx2, tqu,

The proof of the space regularity follows the same circle of ideas illustrated, for the
elliptic case, in Section 3.2.8. To show the 1{2-Hölder regularity in t (actually better
than that), we will use the fact that the 3{2-homogeneous solutions of the parabolic
Signorini problem are t-independent (see Proposition 3.67).



Obstacle Problems Involving the Fractional Laplacian | 149

However, in order to carry out the program outlined above, in addition to (i) and
(ii) in Theorem 3.65 above, we will need a stronger convergence of the rescalings ur to
the blowups u0. This will be achieved by assuming a slight increase in the regularity
assumptions on the thin obstacle φ, and, consequently, on the regularity of the right-
hand side f in (3.4.14).

Lemma 3.74. Let u P Sf
pS`

1 q, and suppose that for some ℓ0 ě 2

|f px, tq| ď M}px, tq}
ℓ0´2 in S`

1 ,

|∇f px, tq| ď L}px, tq}
pℓ0´3q

`

in Q`

1{2,

and
Huprq ě r2ℓ0 , for 0 ă r ă r0.

Then, for the family of rescalings turu0ărăr0 we have the uniform bounds

}ur}H3{2,3{4pQ`
R YQ1

Rq
ď Cu , 0 ă r ă rR,u .

In particular, if the sequence of rescalings urj converges to u0 as in Theorem 3.65, then
over a subsequence

urj Ñ u0, ∇urj Ñ ∇u0 in Hα,α{2
pQ`

R Y Q1
Rq,

for any 0 ă α ă 1{2 and R ą 0.

Proof of Theorem 3.73. We only sketch themain ideas of the proof, beginning with the
space regularity. For u P Sf

pS`
1 q and r ą 0 define the rescalings

urpx, tq :“
uprx, r2tq
Huprq1{2 , px, tq P S`

1{r “ Rn` ˆ p´1{r2, 0s.

Theorem 3.65 guarantees the existence of u0 such that
ż

S`
R

p|urj ´ u0|
2

` |t||∇purj ´ u0q|
2
qρ Ñ 0.

Since κ “ 3{2, Proposition 3.67 ensures that u0px, tq “ C Repx1
¨ e ` ixnq

3{2
` in S`

8. For
given η ą 0, define now the thin cone

C1
pηq “ tx1

“ px2, xn´1q P Rn´1
| xn´1 ě η|x2

|u.

A direct computation shows that for any unit vector e P C1
pηq

Beu0 ě 0 in Q`
1 , Beu0 ě δn,η ą 0 in Q`

1 X txn ě cnu.

Thanks to Lemma 3.74, we know that Beurj ě 0 in Q`

1{2, and thus, undoing the scaling,
Beu ě 0 in Q`

rη for any unit vector e P C1
pηq. The Lipschitz continuity in space follows

in a standard fashion.
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As for the regularity in time, our goal is to show

|gpx, tq ´ gpx, sq| “ op|t ´ s|1{2
q.

uniformly in Q2
rη{2. Arguing by contradiction, we assume

|gpx2
j , tjq ´ gpx2

j , sjq| ě C|tj ´ sj|1{2.

Let x1
j “ px2

j , gpx2
j , tjqq, y1

j “ px2
j , gpx2

j , sjqq and

δj “ maxt|gpx2
j , tjq ´ gpx2

j , sjq|, |tj ´ sj|1{2
u.

We consider the rescalings of u at pxj , tjq by the factor of δj:

wjpx, tq “
upxj ` δjx, tj ` δ2j tq
Hupxj ,tjq pδjq1{2 . (3.4.23)

The sequence wj converges to a homogeneous global solution in S8, time-
independent, of homogeneity 3{2. Combining this information with the fact that
Beu ě 0 in a thin cone, we obtain a contradiction.

We next observe that the regularity of the function g can be improved with an appli-
cation of a boundary Harnack principle.

Theorem 3.75. (Hölder regularity of∇2g)
In the conclusion of Theorem 3.73, one can take δ ą 0 so that ∇2g P Hα,

α
2 pQ2

δq for
some α ą 0.

The proof of this result relies on two crucial ingredients. The first one is the following
non-degeneracy of Beu:

Beu ě cdpx, tq in Q`
δ ,

where dpx, tq denotes the parabolic distance from coincidence set Λpvq X Q1
δ. This

property, in turn, relies on a suitable parabolic version of Lemma 3.48. The second in-
gredient in the proof of Theorem 3.75 is the following version of the parabolic bound-
ary Harnack principle for domains with thin Lipschitz complements established in
[57]*Section 7. To state the result, we will need the following notations. For a given
L ě 1 and r ą 0 denote

Θ2
r “ tpx2, tq P Rn´2

ˆ R | |xi| ă r, i “ 1, . . . , n ´ 2,´r2 ă t ď 0u,
Θ1
r “ tpx1, tq P Rn´1

ˆ R | px2, tq P Θ2
r , |xn´1| ă 4nLru,

Θr “ tpx, tq P Rn ˆ R | px2, tq P Θ1
r , |xn| ă ru.

Lemma 3.76. (Boundary Harnack principle) Let

Λ “ tpx1, tq P Θ1
1 | xn´1 ď gpx2, tqu
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for a parabolically Lipschitz function g in Θ2
1 with Lipschitz constant L ě 1 such that

gp0, 0q “ 0. Let u1, u2 be two continuous nonnegative functions in Θ1 such that for
some positive constants c0, C0, M, and i “ 1, 2,

i) 0 ď ui ď M in Θ1 and ui “ 0 on Λ,
ii) |p∆ ´ Btqui| ď C0 in Θ1zΛ,
iii) uipx, tq ě c0 dpx, tq in Θ1zΛ, where dpx, tq “ suptr | Θ̃rpx, tq X Λ “ Hu.

Assume additionally that u1 and u2 are symmetric in xn. Then, there exists α P p0, 1q

such that
u1
u2

P Hα,α{2
pΘ1{2q.

Furthermore, α and the bound on the corresponding norm }u1{u2}Hα,α{2pΘ1{2q depend
only on n, L, c0, C0, and M.

Remark 3.77. Lemma 3.76 is the parabolic version of Theorem 3.33. Unlike the elliptic
case, it cannot be reduced to the other known results in the parabolic setting. We also
note that this version of the boundary Harnack is for functions with nonzero right-hand
side and therefore the nondegeneracy condition as in iii) is necessary.

3.4.2.5 Singular free boundary points

The main goal of this section is to establish a structural theorem for the set of the
so-called singular points, i.e. the points where the coincidence set tv “ φu has zero
Hn-density in the thin manifold with respect to the thin parabolic cylinders. This cor-
responds to free boundary points with frequency κ “ 2m, m P N. We will show that
the blowups at those points are parabolically κ-homogeneous polynomials.

As in the approach in [37], described in Sections 3.2.10.1-3.2.10.3, the main tools
are parabolic versions of monotonicity formulas of Weiss and Monneau type. These
are instrumental in proving the uniqueness of the blowups at singular free boundary
points px0, t0q, and consequently obtain a Taylor expansion of the type

vpx, tq ´ φpx1, tq “ qκpx ´ x0, t ´ t0q ` op}px ´ x0, t ´ t0q}
κ
q, t ď t0,

where qκ is a polynomial of parabolic degree κ that depends continuously on the sin-
gular point px0, t0q with frequency κ. We note explicitely that such expansion holds
only for t ď t0 and may fail for t ą t0 (see Remark 3.81 below). Nevertheless, this ex-
pansion essentially holdswhen restricted to singular points px, tq, even for t ě t0. This
is necessary in order to verify the compatibility condition in a parabolic version of the
Whitney’s extension theorem. Using the latter we are then ready to prove a structural
theorem for the singular set. It should be mentioned at this moment that one differ-
ence between the parabolic case treated in this section and its elliptic counterpart is
the presence of new types of singular points, which we call time-like. At such points
the blowup may become independent of the space variables x1. We show that such
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singular points are contained in a countable union of graphs of the type

t “ gpx1, . . . , xn´1q,

where g is a C1 function. The other singular points, which we call space-like, are con-
tained in countable union of d-dimensional C1,0 manifolds (d ă n´1). After a possi-
ble rotationof coordinates inRn´1, suchmanifolds are locally representable as graphs
of the type

pxd`1, . . . , xn´1q “ gpx1, . . . , xd , tq,

with g and Bxig, i “ 1, . . . , d, continuous.
We nowproceed tomake these statementsmore precise. Since the overall strategy

is similar to the one described in Sections 3.2.10.1-3.2.10.3, we will omit the proofs and
focus only on themain differences between the elliptic and parabolic cases. For futher
details, we refer the interested reader to [27].

Definition 3.78. Let v P SφpQ`
1 q with φ P Hℓ,ℓ{2

pQ1
1q, ℓ ě 2. We say that px0, t0q P

Γ˚pvq is singular if

lim
rÑ0`

Hn
pΛpvq X Q1

rpx0, t0qq

HnpQ1
rq

“ 0.

We will denote the set of singular points by Σpuq and call it the singular set. We can
further classify singular points according to the homogeneity of their blowup, by defining

Σκpvq :“ Σpvq X Γpℓq
κ pvq, κ ď ℓ.

The following proposition gives a complete characterization of the singular points in
terms of the blowups and the generalized frequency. In particular, it establishes that

Σκpuq “ Γκpuq for κ “ 2m ă ℓ, m P N.

Proposition 3.79. Let u P Sf
pS`

1 q with |f px, tq| ď M}px, tq}
ℓ´2 in S`

1 , |∇f px, tq| ď

L}px, tq}
ℓ´3 in Q`

1{2, ℓ ě 3 and 0 P Γpℓq
κ puq with κ ă ℓ. Then, the following statements

are equivalent:
(i) 0 P Σκpuq.
(ii) any blowup of u at the origin is a nonzero parabolically κ-homogeneous poly-

nomial pκ in S8 satisfying

∆pκ ´ Btpκ “ 0, pκpx1, 0, tq ě 0, pκpx1,´xn , tq “ pκpx1, xn , tq.

We denote this class by Pκ.
(iii) κ “ 2m, m P IN.

We now state the two main results of this section.
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Theorem 3.80. Let u P Sf
pS`

1 q with |f px, tq| ď M}px, tq}
ℓ´2 in S`

1 , |∇f px, tq| ď

L}px, tq}
ℓ´3 in Q`

1{2, ℓ ě 3, and 0 P Σκpuq for κ “ 2m ă ℓ, m P IN. Then, there ex-
ists a nonzero pκ P Pκ such that

upx, tq “ pκpx, tq ` op}px, tq}
κ
q, t ď 0.

Moreover, if v P SφpQ`
1 q with φ P Hℓ,ℓ{2

pQ1
1q, px0, t0q P Σκpvq and we let vpx0 ,t0q

“

vpx0 ` ¨, t0 ` ¨q, then the mapping px0, t0q ÞÑ ppx0 ,t0q
κ from Σκpvq to Pκ is continuous.

Remark 3.81. Wewant to emphasize here that the asymptotic development, as stated in
Theorem 3.80, does not generally hold for t ą 0. Indeed, consider the following example.
Let u : Rn ˆ R Ñ R be a continuous function such that
– upx, tq “ ´t ´ x2n{2 for x P Rn and t ď 0.
– In txn ě 0, t ě 0u, u solves the Dirichlet problem

∆u ´ Btu “ 0, xn ą 0, t ą 0,
upx, 0q “ ´x2n , xn ě 0,

upx1, 0, tq “ 0 t ě 0.

– In txn ď 0, t ě 0u, we extend the function by even symmetry in xn:

upx1, xn , tq “ upx1,´xn , tq.

It is easy to see that u solves the parabolic Signorini problemwith zero obstacle and zero
right-hand side in all of Rn ˆ R. Moreover, u is homogeneous of degree two and clearly
0 P Σ2puq. Now, if ppx, tq “ ´t´x2n{2, then p P P2 andwe have the following equalities:

upx, tq “ ppx, tq, for t ď 0,
upx1, 0, tq “ 0, ppx1, 0, tq “ ´t for t ě 0.

So for t ě 0 the difference upx, tq ´ ppx, tq is not op}px, tq}
2
q, despite being zero for

t ď 0.

In order to state the aforementioned structural theorem, we need the following defi-
nitions.

Definition 3.82. For a singular point px0, t0q P Σκpvq we define

dpx0 ,t0q
κ “ dim tξ P Rn´1

| ξ ¨ ∇x1 B
α1

x1 B
j
tp

px0 ,t0q
κ “ 0

for any α1
“ pα1, . . . , αn´1q and j ě 0 such that |α1

| ` 2j “ κ ´ 1u,

which we call the spatial dimension of Σκpvq at px0, t0q. Clearly, dpx0 ,t0q
κ is an integer

between 0 and n ´ 1. Then, for any d “ 0, 1, . . . , n ´ 1 define

Σdκ pvq :“ tpx0, t0q P Σκpvq | dpx0 ,t0q
κ “ du.
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Σ22

Σ22

Σ110

✻

Σ14

Σ14
t “ ´x21

t “ 0

Fig. 3.4: Structure of the singular set Σpvq Ă R2 ˆ p´8, 0s for the solution v with vpx1 , x2 , 0, tq “

´tpt ` x21 q4, t ď 0 with zero thin obstacle. Note that the points on Σ14 and Σ110 are space-like, and the
points on Σ22 are time-like.

Definition 3.83. We say that a pd ` 1q-dimensional manifold S Ă Rn´1
ˆ R, d “

0, . . . , n ´ 2, is space-like of class C1,0, if locally, after a rotation of coordinate axes in
Rn´1 one can represent it as a graph

pxd`1, . . . , xn´1q “ gpx1, . . . , xd , tq,

where g is of class C1,0, i.e., g and Bxig, i “ 1, . . . , d are continuous.
We say that pn ´ 1q-dimensional manifold S Ă Rn´1

ˆ R is time-like of class C1 if
it can be represented locally as

t “ gpx1, . . . , xn´1q,

where g is of class C1.

Theorem 3.84. (Structure of the singular set) Let v P SφpQ`
1 q with φ P Hℓ,ℓ{2

pQ1
1q,

ℓ ě 3. Then, for any κ “ 2m ă ℓ, m P IN, we have Γκpvq “ Σκpvq. Moreover, for
every d “ 0, 1, . . . , n ´ 2, the set Σdκ pvq is contained in a countable union of pd ` 1q-
dimensional space-like C1,0 manifolds and Σn´1

κ pvq is contained in a countable union
of pn ´ 1q-dimensional time-like C1 manifolds.

For a small illustration, see Fig. 3.4.

The following two monotonicity formulas of Weiss and Monneau type play a cru-
cial role in the proofs of Theorems 3.80 and 3.84.
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Theorem 3.85. (Weiss-type monotonicity formula) Let u P Sf
pS`

1 q with |f px, tq| ď

M}px, tq}
ℓ´2 in S`

1 , ℓ ě 2. For any κ P p0, ℓq, define the Weiss energy functional

Wκ
uprq :“ 1

r2κ`2

ż

S`
r

´

|t||∇u|
2

´
κ
2u

2
¯

G

“
1
r2κ

´

Iuprq ´
κ
2Huprq

¯

, 0 ă r ă 1.

Then, for any σ ă ℓ ´ κ there exists C ą 0 depending only on σ, ℓ, M, and n, such that

d
drW

κ
u ě ´Cr2σ´1, for a.e. r P p0, 1q.

In particular, the function
r ÞÑ Wκ

uprq ` Cr2σ

is monotonically nondecreasing for r P p0, 1q.

The proof is by direct computation. Note that in Theorem 3.85 we do not require 0 P

Γpℓq
κ puq. However, if we do so, then we will have the following fact.

Lemma 3.86. Let u be as in Theorem 3.85, and assume additionally that 0 P Γpℓq
κ puq,

κ ă ℓ. Then,
Wκ
up0`q “ 0.

The proof of this result uses the following growth estimate.

Lemma 3.87. Let u P Sf
pS`

1 q with |f px, tq| ď M}px, tq}
ℓ´2, ℓ ě 2, and 0 P Γpℓq

κ puq with
κ ă ℓ and let σ ă ℓ ´ κ. Then

Hrpuq ď C
`

}u}
2
L2pS`

1 ,Gq
` M2˘r2κ , 0 ă r ă 1,

with C depending only on σ, ℓ, n.

Theorem 3.88. (Monneau-type monotonicity formula) Let u P Sf
pS`

1 q with |f px, tq| ď

M}px, tq}
ℓ´2 in S`

1 , |∇f px, tq| ď L}px, tq}
ℓ´3 inQ`

1{2, ℓ ě 3. Suppose that 0 P Σκpuqwith
κ “ 2m ă ℓ,m P IN. Further, let pκ be any parabolically κ-homogeneous caloric polyno-
mial from class Pκ as in Proposition 3.79. For any such pκ, define Monneau’s functional
as

Mκ
u,pκ prq : “

1
r2κ`2

ż

S`
r

pu ´ pκq
2G, 0 ă r ă 1,

“
Hwprq
r2κ , where w “ u ´ pκ .

Then, for any σ ă ℓ´ κ there exists a constant C, depending only on σ, ℓ,M, and n, such
that

d
drM

κ
u,pκ prq ě ´C

´

1 ` }u}L2pS`
1 ,Gq

` }pκ}L2pS`
1 ,Gq

¯

rσ´1.
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In particular, the function
r ÞÑ Mκ

u,pκ prq ` Crσ

is monotonically nondecreasing for r P p0, 1q for a constant C depending σ, ℓ, M, n,
}u}L2pS`

1 ,Gq
, and }pκ}L2pS`

1 ,Gq
.

The proof of Theorem 3.88 relies on Theorem 3.85, and Lemmas 3.86 and 3.87. To pro-
ceedwith the proofs of Theorems 3.80 and 3.84, we observe that, similarly to the ellip-
tic case, it will be more convenient to work with a slightly different type of rescalings
and blowups than the ones used up to now. Namely, we will work with the following
κ-homogeneous rescalings

upκq
r px, tq :“ uprx, r2tq

rκ
and their limits as r Ñ 0`. Thenext lemma,which is theparabolic analogueof Lemma
3.44, shows the viability of this approach.

Lemma 3.89. Let u P Sf
pS`

1 q with |f px, tq| ď M}px, tq}
ℓ´2 in S`

1 , |∇f px, tq| ď

L}px, tq}
ℓ´3 in Q`

1{2, ℓ ě 3, and 0 P Σκpuq for κ ă ℓ. Then, there exists c “ cu ą 0
such that

Huprq ě c r2κ , for any 0 ă r ă 1.

We explicitely observe that, by combining Lemmas 3.87 and 3.89, we obtain that the
κ-homogeoneous rescalings are essentially equivalent to the ones introduced in Defi-
nition 3.64. Using this fact and Theorem 3.88, it is possible to show the uniqueness of
the homogeneous blow-ups. The proofs of Theorems 3.80 and 3.84, at this point, pro-
ceed along the lines of their elliptic counterparts (see Section 3.2.10.3), and therefore
we omit them. We only point out that, in the first step of the proof of Theorem 3.84,
one needs the following parabolic version of Whitney’s extension theorem.

Theorem 3.90. Let tfα,ju|α|`2jďm be a family of functions on E, with f0,0 ” f , satisfy-
ing the following compatibility conditions: there exists a family of moduli of continuity
tωα,ju|α|`2jď2m, such that

fα,jpx, tq “
ÿ

|β|`2kď2m´|α|´2j

fα`β,j`kpx0, t0q

β!k! px ´ x0q
β
pt ´ t0q

k
` Rα,jpx, t; x0, t0q

and

|Rα,jpx, t; x0, t0q| ď ωα,jp}px ´ x0, t ´ t0q}q}px ´ x0, t ´ t0q}
2m´|α|´2j .

Then, there exists a function F P C2m,mpRn ˆ Rq such that F “ f on E and moreover
B
α
x B

j
tF “ fα,j on E, for |α| ` 2j ď 2m.

Finally, in the second step of the proof of Theorem 3.84, some care needs to be applied
in the use of the implicit function theorem, as two cases need to be considered. When
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d P t0, 1, . . . , n ´ 2u, Σdκ pvq is contained in the countable union of d-dimensional
space-like C1,0 manifolds. When instead d “ n ´ 1, Σdκ pvq is contained in a time-like
pn ´ 1q-dimensional C1 manifold, as required.

Comments and further readings

– The continuity of the temperature, in space and time variables, in boundary
heat control problems (both of Stefan and porous media type) has been estab-
lished by Athanasopoulos and Caffarelli in [8]. In addition, the authors extend
this result to the fractional order case. The proof is based on a combination of
penalization and De Giorgi’s method.
– Higher regularity of the time derivative in the parabolic thin obstacle problem

has recently been established by Petrosyan and Zeller in [58] and Athanasopou-
los, Caffarelli and Milakis in [9]. It was already known from Arkhipova A,
Uraltseva ([4]) that if the initial data φ0 P W2

8pB`
1 q, then the time derivative Btv

of the solution to (3.4.7)-(3.4.10) is locally bounded in Q`
1 X Q1

1. This assumption
on the initial data, however, is rather restrictive and excludes time-independent
solutions as in Proposition 3.67. The first main result in [58] shows that Btv is in
fact bounded, without any extra assumptions on the initial data, even though
some more regularity on the thin obstacle φ is required. The key observation in
the proof is that incremental quotients of the solution in the time variable satisfy
a differential inequality. In addition, the authors prove the Hölder continuity of
Btv at regular free boundary points, which in turn allows them to show that the
free boundary, at regular points, is a C1,α surface both in space and time. The
Hölder continuity in time for solutions (and the ensuing C1,α regularity of the free
boundary) has also been established in [9], with a different approach based on
quasi-convexity properties of the solution. The regularity of the time derivative
plays also a crucial role in [11], where Banerjee, Smit Vega Garcia and Zeller show
that the free boundary near a regular point is C8 in space and time when the
obstacle is zero.

Some auxiliary tools

In this section we collect some results on the fractional Laplacian and the extension
operator La from [23] and [22]. Standard reference for the fractional Laplacian is Land-
kof’s book [51]. See also the recent book by Molica Bisci, Radulescu and Servadei [53].
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Supersolutions and comparison for the fractional Laplacian
The definition of supersolution is given for u P P1

s the dual of

Ps “

!

f P C8
`

Rn
˘

:
´

1 ` |x|
n`2s

¯

Dk f is bounded, @k ě 0
)

,

endowed with the topology induced by the seminorms

|f |k,s “ sup
ˇ

ˇ

ˇ

´

1 ` |x|
n`2s

¯

Dk f
ˇ

ˇ

ˇ
.

and the meaning is that it is a nonnegative measure:
Let u P P1

s. We say that p´∆q
s u ě 0 in an open set Ω if

@

p´∆q
s u, φ

D

ě 0, for every
nonnegative test function φ P C8

`

Rn
˘

, rapidly decreasing at infinity.
Every supersolution shares some properties of superharmonic functions. For in-

stance, u is lower-semicontinuous.
PropositionA1. Let p´∆q

s u ě 0 in an open setΩ, then u is lower-semicontinuous
in Ω.

Moreover, if the restriction of u on supp
`

p´∆q
s u

˘

is continuous then, u is contin-
uous everywhere. Precisely, we have:

Proposition A2. Let v be a bounded function in Rn such that p´∆q
s v ě 0. If

E “supp
`

p´∆q
s v

˘

and v|E is continuous, then v is continuous in Rn.
Due to the nonlocal nature of p´∆q

s, a comparison theorem in a domain Ω must
take into account what happens outside Ω. Indeed we have:

Proposition A3. (Comparison) Let Ω Ť Rn be an open set. Let p´∆q
s u ě 0 and

p´∆q
s v ď 0 in Ω, such that u ě v in RnzΩ and u ´ v is lower-semicontinuous in Ω.

Then u ě v in Rn . Moreover, if x P Ω and u pxq “ v pxq then u “ v in Rn .
Also, the set of supersolutions is a directed set, as indicated by the following

proposition.
Proposition A4. Let Ω Ť Rn be an open set. Let p´∆q

s u1 ě 0 and p´∆q
s u2 ě 0

in Ω, such that u ě v in RnzΩ. Then u “ min tu1, u2u is a supersolution in Ω.

Estimates for the operator La
Aswehave alreadynoted, the operator La is a particular case of the class of degenerate
elliptic operators considered in [30]. For the following result see Theorems 2.3.8 and
2.3.12 in that paper.

p2q v P C0,α
´

Br{2
¯

for some α ď 1 and if f “ 0

}v}C0,αpBr{2q ď
C
rα oscBr

v.

Using the translational invariance of the equation in the x variable, we obtain the fol-
lowing result.
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LemmaA1. (Schauder type estimates)Assume Lav “ 0 in Br .Then, for every k ě 1,
integer:

›

›

›
Dkxv

›

›

›

L8pBr{2q
ď
C
rk
osc
Br
v

and3.3
ˇ

ˇ

ˇ
Dkxv

ˇ

ˇ

ˇ

C0,αpBr{2q
ď

C
rk`α oscBr

v.

Using the above Theorem and the equation in the form

∆xv “ ´vyy ´
a
y vy

we get:
Lemma A2. Assume Lav “ 0 in Br .Then, for every r ď 1:

›

›

›

›

vyy `
a
y vy

›

›

›

›

L8pBr{2q
ď
C
r2 oscBr

v.

The next is a Liouville type result.
Lemma A3. Let v a solution of Lav pXq “ 0 in Rn`1. Assume that

v px, yq “ v px,´yq and |v pXq| ď C
`

1 ` |X|
𝛾˘ , 𝛾 ě 0.

Then v is a polynomial.
We now state a mean value property for supersolution of a nonhomogeneous so-

lution:
Lemma A4. (Mean value property) Let v be a solution of

Lav pXq ď C
ˇ

ˇya
ˇ

ˇ |X|
k in B1.

Then, for every r ď 1,

v p0q ě
1

ωn`arn`a

ż

BBr
v pXq |y|

a dS ´ Crk`2

where
ωn`a “

ż

BB1
|y|

a dS.

3.3 |w|C0,αpDq denotes the seminorm

sup
x,yPD

|w pxq ´ w pyq| .
|x ´ y|

α
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Poincaré type inequalities in the context of weighted Sobolev spaces can be found
in [30]. In our case, letting v “ 1

ωn`a rn`a

ş

BBr v pXq |y|
a dσ,we have3.4:

Lemma A5. (Poincaré inequalities) Let v P W1,2 `B1, |y|
a˘ . Then, for r ď 1 :

ż

BBr
pv pXq ´ vq

2
|y|

a dσ ď C pa, nq r
ż

Br
|∇v pXq| |y|

a dX.

and
ż

BB1
pv pXq ´ v prXqq

2
|y|

a dσ ď C pa, n, rq
ż

B1
|∇v pXq| |y|

a dX. (.0.24)

The first inequality is standard, The second one can be proved by integrating∇v along
the lines sX with s P pr, 1q .
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Serena Dipierro and Enrico Valdinoci
Nonlocal Minimal Surfaces: Interior Regularity,
Quantitative Estimates and Boundary
Stickiness

Abstract:We consider surfaces which minimize a nonlocal perimeter functional and
we discuss their interior regularity and rigidity properties, in a quantitative and qual-
itative way, and their (perhaps rather surprising) boundary behavior. We present at
least a sketch of the proofs of these results, in a way that aims to be as elementary
and self contained as possible, referring to the papers [8, 27, 10, 3, 20, 19, 12] for full
details.

...taurino quantum possent circumdare tergo...

4.1 Introduction

The study of surfaces whichminimize the perimeter is a classical topic in analysis and
geometry and probably one of the oldest problems in the mathematical literature: ac-
cording to the first book of Virgil’s Aeneid, Dido, the legendary queen of Carthage,
needed to study problems of geometric minimization in order to found her reign in
814 B.C. (in spite of the great mathematical talent of Dido and of her vivid geometric
intuition, Aeneas broke his betrothal with her after a short time to sail the Mediter-
ranean towards the coasts of Italy, but this is another story).
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The first problem in the study of these surfaces of minimal perimeter (minimal
surfaces, for short) lies in proving that minimizers do exist. Indeed “nice” sets, for
which one can compute the perimeter using an intuitive notion known from elemen-
tary school, turn out to be a “non compact” family (roughly speaking, for instance, an
“ugly” set can be approximated by a sequence of “nice” sets, thus the limit point of the
sequence may end up outside the family). To overcome this difficulty, a classical tool
of the Calculus of Variations is to look for minimizers in a wider family of candidates:
this larger family has to be chosen to satisfy the desired compactness property to en-
sure the existence of a minimum, and then the regularity of the minimal candidate
can be (hopefully) proved a posteriori.

To this end, one needs to set up an appropriate notion of perimeter for the sets in
the enlarged family of candidates, since no intuitive notion of perimeter is available, in
principle, in this generality. The classical approach of Caccioppoli (see e.g. [7]) to this
question lies in the observation that if Ω and E are4.1 smooth sets and 𝜈 is the external
normal of E, then, for any vector field T P C10pΩ,Rnq with |Tpxq| ď 1 for any x P Ω, we
have that

T ¨ 𝜈 ď |T| |𝜈| ď 1.

Consequently, the perimeter of E in Ω, i.e. the measure of the boundary of E inside Ω
(that is, the pn´1q-dimensional Hausdorffmeasure of BE inΩ), satisfies the inequality

Per pE, Ωq “ Hn´1`
pBEq X Ω

˘

ě

ż

BE
T ¨ 𝜈 dHn´1

“

ż

E
div Tpxq dx, (4.1.1)

for every vector field T P C10pΩ,Rnq with }T}L8pRn ,Rnq ď 1, where the Divergence
Theorem has been used in the last identity.

Viceversa, if E is a smooth set, its normal vector canbe extendednear BE, and then
to the whole of Rn, to a vector field 𝜈˚ P C1pRn ,Rnq, with |𝜈˚pxq| ď 1 for any x P Rn.
Then, if η P C8

0 pΩ, r0, 1sq, with η “ 1 in an interior ε-neighborhood of Ω, one can
take T :“ η𝜈˚ and find that T P C10pΩ,Rnq, |Tpxq| ď 1 for any x P Rn and

ż

E
div Tpxq dx “

ż

BE
T ¨ 𝜈 dHn´1

“

ż

BE
η𝜈˚ ¨ 𝜈 dHn´1

“

ż

BE
η dHn´1

ě Hn´1`
pBEq X Ω

˘

´ Opεq “ Per pE, Ωq ´ Opεq.

By taking ε as small as we wish and recalling (4.1.1), we obtain that

Per pE, Ωq “ sup
TPC10pΩ,Rnq

}T}L8pRn ,Rnqď1

ż

E
div Tpxq dx. (4.1.2)

4.1 From now on, we reserve the name of Ω to an open set, possibly with smooth boundary, which
can be seen as the “ambient space” for our problem.
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While (4.1.2) was obtained for smooth sets E, the classical approach for minimal sur-
faces is in fact to take (4.1.2) as definition of perimeter of a (not necessarily smooth)
set E inΩ. The class of sets obtained in thisway indeedhas the necessary compactness
property (and the associated functional has the desired lower semicontinuity proper-
ties) to give the existence of minimizers: that is, one finds (at least) one set E Ď Rn

satisfying
Per pE, Ωq ď Per pF, Ωq (4.1.3)

for any F Ď Rn such that F coincides with E in a neighborhood of Ωc.
The boundary of this minimal set E satisfies, a posteriori, a bunch of additional

regularity properties – just to recall the principal ones:

If n ď 7 then pBEq X Ω is smooth; (4.1.4)
If n ě 8 then

`

pBEq X Ω
˘

zΣ is smooth, (4.1.5)
being Σ a closed set of Hausdorff dimension at most n ´ 8;
The statement in (4.1.5) is sharp, since there exist (4.1.6)
examples in which the singular set Σ
has Hausdorff dimension n ´ 8.

We refer to [21] for complete statements and proofs (in particular, the claim in (4.1.4)
here corresponds to Theorem 10.11 in [21], the claim in (4.1.5) here to Theorem 11.8
there, and the claim in (4.1.6) here to Theorem 16.4 there).

A natural problem that is closely related to these regularity results is the com-
plete description of classical minimal surfaces in the whole of the space which are
also graphs in some direction (the so-called minimal graphs). These questions, that
go under the name of Bernstein’s problem, have, in the classical case, the following
positive answer:

If n ď 8 and E is a minimal graph, then E is a halfspace; (4.1.7)
The statement in (4.1.7) is sharp, since there exist (4.1.8)
examples of minimal graphs in dimension 9 and higher
that are not halfspaces.

We refer to Theorems 17.8 and 17.10 in [21] for further details on the claims in (4.1.7)
and (4.1.8), respectively.

It is also worth recalling that

surfaces minimizing perimeters have zero mean curvature, (4.1.9)

see e.g. Chapter 10 in [21].

Recently, and especially in light of the seminal paper [8], some attention has been
devoted to a variation of the classical notion of perimeters which takes into account
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also long-range interactions between sets, as well as the corresponding minimization
problem. This type of nonlocal minimal surfaces arises naturally, for instance, in the
study of fractals [28], cellular automata [22, 11] and phase transitions [26] (see also [6]
for a detailed introduction to the topic).

A simple idea for defining a notion of nonlocal perimeter may be described as
follows. First of all, such nonlocal perimeter should compute the interaction I of all
the points of E against all the points of the complement of E, which we denote by Ec.

On the other hand, if wewant to localize these contributions inside the domainΩ,
it is convenient to split E into EXΩ and EzΩ, aswell as the set Ec into EcXΩ and EczΩ,
and so consider the four possibilities of interaction between E and Ec given by

IpE X Ω, Ec X Ωq, IpE X Ω, EczΩq,
IpEzΩ, Ec X Ωq, and IpEzΩ, EczΩq. (4.1.10)

Among these interactions, we observe that the latter one only depends on the config-
uration of the set outside Ω, and so

IpEzΩ, EczΩq “ IpFzΩ, FczΩq

for any F Ď Rn such that FzΩ “ EzΩ. Therefore, in a minimization process with fixed
data outside Ω, the term IpEzΩ, EczΩq does not change the minimizers. It is therefore
natural to omit this term in the energy functional (and, as a matter of fact, omitting
this termmay turn out to be important from themathematical point of view, since this
term may provide an infinite contribution to the energy). For this reason, the nonlo-
cal perimeter considered in [8] is given by the sum of the first three terms in (4.1.10),
namely one defines

Pers pE, Ωq :“ IpE X Ω, Ec X Ωq ` IpE X Ω, EczΩq ` IpEzΩ, Ec X Ωq.

As for the interaction Ip¨, ¨q, of course some freedom is possible, and basically any
interaction for which Pers pE, Ωq is finite, say, for smooth sets E makes perfect sense.
A natural choice performed in [8] is to take the interaction as a weighted Lebesgue
measure, where theweight is translation invariant, isotropic and homogeneous:more
precisely, for any disjoint sets S1 and S2, one defines4.2

IpS1, S2q :“
ij

S1ˆS2

dx dy
|x ´ y|n`2s , (4.1.11)

with s P

´

0, 12
¯

. With this choice of the fractional parameter s, one sees that

rχEsWσ,ppRnq :“
ij

RnˆRn

|χEpxq ´ χEpyq|
p

|x ´ y|n`pσ dx dy

4.2 We remark that (4.1.11) gives that the “natural scaling” of the interaction I is “meters to the power
n ´ 2s” (where 2n comes from dx dy and ´n ´ 2s comes from |x ´ y|´n´2s). When s “ 1{2, this
scaling boils down to the one of the classical perimeter.
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“ 2
ij

EˆEc

dx dy
|x ´ y|n`pσ “ 2IpE, Ecq “ 2Pers pE,Rnq

as long as pσ “ 2s, that is the fractional perimeter of a set coincides (up to normal-
ization constants) to a fractional Sobolev norm of the corresponding characteristic
function (see e.g. [16] for a simple introduction to fractional Sobolev spaces).

Moreover, for any fixed y P Rn,

divx
x ´ y

|x ´ y|n`2s “ ´
2s

|x ´ y|n`2s . (4.1.12)

Also, for any fixed x P Rn,

divy
𝜈pxq

|x ´ y|n`2s´2 “ pn ` 2s ´ 2q
𝜈pxq ¨ px ´ yq

|x ´ y|n`2s .

Accordingly, by the Divergence Theorem4.3

Pers pE,Rnq

“ ´
1
2s

ż

Ec
dy

„
ż

E
divx

x ´ y
|x ´ y|n`2s dx



“ ´
1
2s

ż

Ec
dy

„
ż

BE

𝜈pxq ¨ px ´ yq

|x ´ y|n`2s dHn´1
pxq



“ ´
1

2s pn ` 2s ´ 2q

ż

BE
dHn´1

pxq

„
ż

Ec
divy

𝜈pxq

|x ´ y|n`2s´2 dy


“
1

2s pn ` 2s ´ 2q

ij

pBEqˆpBEq

𝜈pxq ¨ 𝜈pyq

|x ´ y|n`2s´2 dH
n´1

pxq dHn´1
pyq. (4.1.13)

That is,

Pers pE,Rnq “
1

4s pn ` 2s ´ 2q

ij

pBEqˆpBEq

2 ´ |𝜈pxq ´ 𝜈pyq|
2

|x ´ y|n`2s´2 dHn´1
pxq dHn´1

pyq,

which suggests that the fractional perimeter is a weighted measure of the variation
of the normal vector around the boundary of a set. As a matter of fact, as s Õ 1{2,
the s-perimeter recovers the classical perimeter from many point of views (a sketchy
discussion about this will be given in Appendix A).

Also, in Appendix C, we briefly discuss the second variation of the s-perimeter on
surfaces of vanishing nonlocal mean curvature andwe show that graphs with vanish-
ing nonlocal mean curvature cannot have horizontal normals.

4.3 We will often use the Divergence Theorem here in a rather formal way, by neglecting the possi-
ble singularity of the kernel – for a rigorous formulation one has to check that the possible singular
contributions average out, at least for smooth sets.
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Let us now recall (among the others) an elementary, but useful, application of this
notion of fractional perimeter in the framework of digital image reconstruction. Sup-
pose that we have a black and white digitalized image, say a bitmap, in which each
pixel is either colored in black or in white. We call E the “black set” and we are inter-
ested in measuring its perimeter (the reason for that may be, for instance, that noises
or impurities could be distinguished by having “more perimeter” than the “real” pic-
ture, since theymay present irregular or fractal boundaries). In doing that, we need to
be able to compute such perimeter with a very good precision. Of course, numerical
errors could affect the computation, since the digital process replaced the real picture
by a pixel representation of it, but we would like that our computation becomes more
andmore reliable if the resolution of the image is sufficiently high, i.e. if the size of the
pixels is sufficiently small.

Unfortunately, we see that, in general, an accurate computation of the perimeter
is not possible, not even for simple sets, since the numerical error produced by the
pixel may not become negligible, even when the pixels are small. To observe this phe-
nomenon (see e.g. [12]) we can consider a grid of square pixels of small side ε and a
black square E of side 1, with the black square rotated by 45 degrees with respect to
the orientation of the pixels. Now, the digitalization of the square will produce a nu-
merical error, since, say, the pixels that intersect the square are taken as black, and so
each side of the square is replaced by a “sawtooth” curve (see Figure 4.1).

Fig. 4.1: Numerical error in computing the perimeter.

Notice that the length of each of these sawtooth curves is
?
2 (independently on

how small each teeth is, that is independently on the size of ε). As a consequence,
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the perimeter of the digitalized image is 4
?
2, instead of 4, which was the original

perimeter of the square.

This shows the rather unpleasant fact that the perimeter may be poorly approxi-
matednumerically, even in case of highprecisiondigitalizationprocesses. It is a rather
remarkable fact that fractional perimeters do not present the same inconvenience and
indeed thenumerical error in computing the fractional perimeter becomes smallwhen
the pixels are small enough. Indeed, the number of pixels which intersect the sides of
the original square is Opε´1

q (recall that the side of the square is 1 and the side of each
pixel is of size ε). Also, the s-perimeter of each pixel is Opε2´2s

q (since this is the nat-
ural scale factor of the interaction in (4.1.11), with n “ 2). Then, the numerical error
in the fractional perimeter comes from the contributions of all these pixels4.4 and it is
therefore Opε´1

q ¨ Opε2´2s
q “ Opε1´2s

q, which tends to zero for small ε, thus show-
ing that the nonlocal perimeters are more efficient than classical ones in this type of
digitalization process.

Fig. 4.2: Pixel interactions and numerical errors.

Thus, given itsmathematical interest and its importance in concrete applications,
it is desirable to reach a better understanding of the surfaces which minimize the s-

4.4 More precisely, when the computer changes the “real” square with the discretized one and pro-
duces a staircase border, the only interactions changed are the ones affecting the union of the trian-
gles (that are “half pixels”) that are added to the square in this procedure. In the “real” picture, these
triangles interact with the square, while in the digitalized picture they interact with the exterior. To
compute the error obtained one takes the signed superposition of these effects, therefore, to estimate
the error in absolute value, one can just sum up these contributions, which in turn are bounded by
the sum of the interactions of each triangle with its complement, see Figure 4.2.
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perimeter (that one can call s-minimal surfaces). To start with, let us remark that an
analogue of (4.1.9) holds true, in the sense that s-minimal surfaces have vanishing
s-mean curvature in a sense that we now briefly describe. Given a set E with smooth
boundary and p P BE, we define

HsEppq :“
ż

Rn

χEc pxq ´ χEpxq

|x ´ p|n`2s dx. (4.1.14)

The expression4.5 in (4.1.14) is intended in the principal value sense, namely the sin-
gularity is taken in an averaged limit, such as

HsEppq “ lim
ρŒ0

ż

RnzBρppq

χEc pxq ´ χEpxq

|x ´ p|n`2s dx.

For simplicity, we omit the principal value from the notation. It is also useful to re-
call (4.1.12) and to remark that HsE can be computed as a weighted boundary integral
of the normal, namely

HsEppq “ ´
1
2s

ż

Rn

`

χEc pxq ´ χEpxq
˘

div x ´ p
|x ´ p|n`2s dx

“ ´
1
s

ż

BE

𝜈pxq ¨ pp ´ xq

|p ´ x|n`2s dHn´1
pxq. (4.1.15)

This quantity HsE is what we call the nonlocal mean curvature of E at the point p, and
the name is justified by the following observation:

Lemma 4.1.1. If E is a set with smooth boundary that minimizes the s-perimeter in Ω,
then HsEppq “ 0 for any p P pBEq X Ω.

The proof of Lemma 4.1.1 will be given in Section 4.2. We refer to [8] for a version of
Lemma 4.1.1 that holds true (in the viscosity sense) without assuming that the set has

4.5 The definition of fractional mean curvature in (4.1.14) may look a bit awkward at a first glance. To
make it appear more friendly, we point out that the classical mean curvature of BE at a point x P BE,
up to normalizing constants, can be computed via the average procedure

lim
rŒ0

1
rn`1

ż

Brpxq

χEc pyq ´ χEpyq dy.

To see this, up to rigid motions, one can assume that x is the origin and E, in a small neighborhood of
the origin, is the subgraph of a function u : Rn´1 Ñ Rwith up0q “ 0 and∇up0q “ 0. Then, we have
that

lim
rŒ0

1
rn`1

ż

Br
χEc pyq ´ χEpyq dy “ lim

rŒ0

1
rn`1

ż

t|y1|ďru
tynPr´r,rsu

χEc pyq ´ χEpyq dy

“ ´ lim
rŒ0

2
rn`1

ż

t|y1|ďru
upy1q dy1 “ ´ lim

rŒ0

2
rn`1

ż

t|y1|ďru
D2up0qy1 ¨ y1 ` op|y1|2q dy1

“ ´c ∆up0q.
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smooth boundary. See also [1] for further comments on this notion of nonlocal mean
curvature.

Let us nowbriefly discuss the fractional analogue of the regularity results in (4.1.4)
and (4.1.5). At the moment, a complete regularity theory in the fractional case is still
not available. At best, one can obtain regularity results either in low dimension or
when s is sufficiently close to 1

2 (see [27, 10] and also [3] for higher regularity results):
namely, the analogue of (4.1.4) is:

Theorem 4.1.2 (Interior regularity results for s-minimal surfaces - I). Let E Ă Rn be
a minimizer for the s-perimeter in Ω. Assume that
– either n “ 2,
– or n ď 7 and 1

2 ´ s ď ε˚, for some ε˚ ą 0 sufficiently small.
Then, pBEq X Ω is smooth.

Similarly, a fractional analogue of (4.1.5) is known, by now, only when s is sufficiently
close to 1

2 :

Theorem 4.1.3 (Interior regularity results for s-minimal surfaces - II). Let E Ă Rn be
a minimizer for the s-perimeter in Ω. Assume that n ě 8 and 1

2 ´ s ď εn, for some εn ą

0 sufficiently small. Then,
`

pBEq X Ω
˘

zΣ is smooth, being Σ a closed set of Hausdorff
dimension at most n ´ 8.

In contrast with the statement in (4.1.6), it is not known if Theorems 4.1.2 and 4.1.3 are
sharp, and in fact there are no known examples of s-minimal surfaces with singular
sets: and, as a matter of fact, in dimension n ď 6, these pathological examples – if
they exist – cannot be built by symmetric cones (which means that they either do not
exist or are pretty hard to find!), see [15].

In [12], several quantitative regularity estimates for local minimizers are given (as
a matter of fact, these estimates are valid in a much more general setting, but, for
simplicity, we focus here on themost basic statements and proofs). For instance, min-
imizers of the s-perimeter have locally finite perimeter (that is, classical perimeter, not
only fractional perimeter), as stated in the next result:

Theorem 4.1.4. Let E Ă Rn be a minimizer for the s-perimeter in BR. Then

Per pE, B1{2q ď CRn´1,

for a suitable constant C ą 0.

We stress that Theorem 4.1.4 presents several novelties with respect to the existing
literature. First of all, it provides a scaling invariant regularity estimate that goes be-
yond the natural scaling of the s-perimeter, that is valid in any dimension andwithout
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any topological restriction on the s-minimal surface (analogous results for the classi-
cal perimeter are not known in this generality). Also, in spite of the fact that, for the
sake of simplicity, we state and prove Theorem 4.1.4 only in the case of minimizers of
the s-perimeter, more general versions of this result hold true for stable solutions and
formore general interaction kernels (even for kernels without any regularizing effect).
This type of results also leads to new compactness and existence theorems, see [12] for
full details on this topic.

As amatter of fact, we stress that the analogue of Theorem 4.1.4 for stable surfaces
which are critical points of the classical perimeter is only known, up to now, for two-
dimensional surfaces that are simply connected and immersed in R3 (hence, this is a
case in which the nonlocal theory can go beyond the local one).

Now, we briefly discuss the fractional analogue of the Bernstein’s problem. Let
us start by pointing out that, by combining (4.1.4) and (4.1.7), we have an “abstract”
version of the Bernstein’s problem, which states that if E is a minimal graph in Rn`1

and the minimal surfaces in Rn are smooth, then E is a halfspace.

Of course, for the way we have written (4.1.4) and (4.1.7), this abstract statement
seems only to say that 8 “ 7 ` 1: nevertheless this abstract version of the Bernstein’s
problem is very useful in the classical case, since it admits a nice fractional counter-
part, which is:

Theorem 4.1.5 (Bernstein result for s-minimal surfaces - I). If E is an s-minimal graph
in Rn`1 and the s-minimal surfaces in Rn are smooth, then E is a halfspace.

This result was proved in [20]. By combining it with Theorem 4.1.2 (using the nota-
tion N :“ n ` 1), we obtain:

Theorem 4.1.6 (Bernstein result for s-minimal surfaces - II). Let E Ă RN be an s-
minimal graph. Assume that
– either N “ 3,
– or N ď 8 and 1

2 ´ s ď ε˚, for some ε˚ ą 0 sufficiently small.
Then, E is a halfspace.

This is, at the moment, the fractional counterpart of (4.1.7) (we stress, however, that
any improvement in the fractional regularity theory would give for free an improve-
ment in the fractional Bernstein’s problem, via Theorem 4.1.5).

We remark again that, differently from the claim in (4.1.8), it is not known if the
statement in Theorem 4.1.6 is sharp, since there are no known examples of s-minimal
graphs other than the hyperplanes.
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It is worth recalling that, by a blow-down procedure, one can deduce from The-
orem 4.1.2 that global s-minimal surfaces are hyperplanes, as stated in the following
result:

Theorem 4.1.7 (Flatness of s-minimal surfaces). Let E Ă Rn be a minimizer for the
s-perimeter in any domain of Rn. Assume that
– either n “ 2,
– or n ď 7 and 1

2 ´ s ď ε˚, for some ε˚ ą 0 sufficiently small.
Then, E is a halfspace.

Of course, a very interesting spin-off of the regularity theory in Theorem 4.1.7 lies
in finding quantitative flatness estimates: namely, if we know that a set E is an s-
minimizer in a large domain, can we say that it is sufficiently close to be a halfspace,
and if so, how close, and in which sense?

This question has been recently addressed in [12]. As a matter of fact, the results
in [12] are richer than the ones we present here, and they are valid for a very general
class of interaction kernels and of perimeters of nonlocal type. Nevertheless we think
it is interesting to give a flavor of them even in their simpler form, to underline their
connection with the regularity theory that we discussed till now.

In this setting, we present here the following result when n “ 2 (see indeed [12]
for more general statements):

Theorem 4.1.8. Let R ě 2. Let E Ă R2 be a minimizer for the s-perimeter in BR. Then
there exists a halfplane h such that

ˇ

ˇpE∆hq X B1
ˇ

ˇ ď
C
Rs , (4.1.16)

where ∆ is here the symmetric difference of the two sets (i.e. E∆h :“ pEzhq Y phzEq)
and C ą 0 is a constant.

We stress that Theorem 4.1.8 may be seen as a quantitative version of Theorem 4.1.7
when n “ 2: indeed if E Ă Rn is a minimizer for the s-perimeter in any domain of Rn

we can send R Õ `8 in (4.1.16) and obtain that E is a halfplane.

We observe that, untill now, we have presented and discussed a series of results
which are somehow in accordance, as much as possible, with the classical case. Now
we present something that differs strikingly from the classical case. Theminimizers of
the classical perimeter in a convex domain reach continuously the boundary data (see
e.g. Theorem 15.9 in [21]). Quite surprisingly, theminimizers of the fractional perimeter
have the tendency to stick at the boundary. This phenomenon has been discovered
in [19], where several explicit stickiness examples have been given (see also [5] for
other examples in more general settings).
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Roughly speaking, the stickiness phenomenon may be described as follows. We
know from Lemma 4.1.1 that nonlocal minimal surfaces in a domain Ω need to adjust
their shape in order to make the nonlocal minimal curvature vanish inside Ω. This is
a rather strong condition, since the nonlocal minimal curvature “sees” the set all over
the space. As a consequence, inmany cases inwhich the boundary data are “not favor-
able” for this condition to hold, the nonlocal minimal surfaces may prefer to modify
their shape by sticking at the boundary,where the condition is not prescribed, in order
to compensate the values of the nonlocal mean curvature inside Ω.

In many cases, for instance, the nonlocal minimal set may even prefer to “disap-
pear”, i.e. its contribution insideΩ becomes empty and its boundary sticks completely
to the boundary of Ω. In concrete cases, the fact that the nonlocal minimal set disap-
pears may be induced by a suitable choice of the data outside Ω or by an appropriate
choice of the fractional parameter. As a prototype example of these two phenomena,
we recall here the following results given in [19]:

Theorem 4.1.9 (Stickiness for small data). For any δ ą 0, let

Kδ :“
`

B1`δzB1
˘

X txn ă 0u.

Let Eδ be an s-minimal set in B1 among all the sets E such that EzB1 “ Kδ.
Then, there exists δo ą 0, depending on s and n, such that for any δ P p0, δos we

have that
Eδ “ Kδ .

Theorem 4.1.10 (Stickiness for small s). As s Ñ 0`, the s-minimal set in B1 Ă R2 that
agrees with a sector outside B1 sticks to the sector.

More precisely: let Es be the s-minimizer among all the sets E such that

EzB1 “ Σ :“ tpx, yq P R2
zB1 s.t. x ą 0 and y ą 0u.

Then, there exists so ą 0 such that for any s P p0, sos we have that Es “ Σ.

We stress the sharp difference between the local and the nonlocal cases exposed in
Theorems 4.1.9 and 4.1.10: indeed, in the local framework, in both cases the minimal
surface is a segment inside the ball B1, while in the nonlocal case it coincides with a
piece of the circumference BB1.

The stickiness phenomenon of nonlocal minimal surfaces may also be caused by
a sufficiently high oscillation of the data outside Ω. This concept is exposed in the
following result:

Theorem 4.1.11 (Stickiness coming from large oscillations of the data). Let M ą 1
and let EM Ă R2 be s-minimal in p´1, 1q ˆ R with datum outside p´1, 1q ˆ R given
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by JM :“ J´M Y J`M , where

J´M :“ p´8,´1s ˆ p´8,´Mq and J`M :“ r1,`8q ˆ p´8,Mq.

Then, if M is large enough, EM sticks at the boundary. Moreover, the stickiness region
gets close to the origin, up to a power of M.

More precisely: there exist Mo ą 0 and Co ě C1
o ą 0, depending on s, such that

if M ě Mo then

r´1, 1q ˆ rCoM
1`2s
2`2s , Ms Ď EcM

and p´1, 1s ˆ r´M, ´CoM
1`2s
2`2s s Ď EM . (4.1.17)

It is worth remarking that the stickiness phenomenon in Theorem 4.1.11 becomes
“more and more visible” as the oscillation of the data increase, since, referring
to (4.1.17), we have that

lim
MÑ`8

M
1`2s
2`2s

M “ 0,

hence the sticked portion of EM on BΩ becomes, proportionally toM, larger and larger
when M Ñ `8.

Also, the exponent 1`2s
2`2s in (4.1.17) is optimal, see again [19]. The stickiness phe-

nomenon detected in Theorem 4.1.11 is described in Figure 4.3.

−1   1 −1   1

−1   1 −1   1

Fig. 4.3: Stickiness coming from large oscillations of the data with the oscillation progressively
larger.
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We believe that the stickiness phenomenon is rather common among nonlocal
minimal surfaces. Indeed, it may occur even under small modifications of boundary
data for which the nonlocal minimal surfaces cut the boundary in a transversal way.

A typical, and rather striking, example of this situation happens for perturbation
of halfplanes in R2. That is, an arbitrarily small perturbation of the data correspond-
ing to halfplanes is sufficient for the stickiness phenomenon to occur. Of course, the
smaller the perturbation, the smaller the stickiness: nevertheless, small perturbations
are enough to cause the fact that the boundary data of nonlocal minimal surfaces are
not attained in a continuous way, and indeed theymay exhibit jumps (notice that this
lack of boundary regularity for s-minimal surfaces is rather surprising, especially after
the interior regularity results discussed in Theorem 4.1.2 and 4.1.3 and it shows that
the boundary behavior of the halfplanes is rather unstable).

A detailed result goes as follows:

Theorem 4.1.12 (Stickiness arising from perturbation of halfplanes). There ex-
ists δ0 ą 0 such that for any δ inp0, δ0s the following statement holds true.

Let Ω :“ p´1, 1q ˆ R. Let also

F´ :“ r´3,´2s ˆ r0, δs, F` :“ r2, 3s ˆ r0, δs, H :“ R ˆ p´8, 0q.

Assume that F Ď R2, with
F Ě H Y F´ Y F`.

Let E be an s-minimal set in Ω among all the sets which coincide with F outside Ω.
Then,

E Ě p´1, 1q ˆ r0, δ𝛾s,

for a suitable 𝛾 ą 1.

The result of Theorem 4.1.12 is depicted in Figure 4.4.
Let us briefly give some further comments on the stickiness phenomena discussed

above. First of all, wewould like to convince the reader (aswell as ourselves) that these
type of behaviors indeed occurs in the nonlocal case.

To this end, let us make an investigation to find how the s-minimal set Eα in Ω :“
p´1, 1q ˆ R Ă R2 with datum

Cα :“ tpx, yq P R2 s.t. y ă α|x|u

looks like.
When α “ 0, then Eα “ Cα is the halfplane, so the interesting case is when α ‰ 0;

say, up to symmetries, α ą 0. Now, we know how an investigation works: we need to
place all the usual suspects in a row and try to find the culprit.

The line of suspect is on Figure 4.5 (remember that we have to find the s-minimal
set among them). Some of the suspects resemble our prejudices on how the culprit
should look like. For instance, for whatwe saw on TV,we have the prejudice that serial
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−1   1 −1   1

−1   1 −1   1

Fig. 4.4: Stickiness arising from perturbation of halfplanes, with the perturbation progressively
larger.

killers always wear black gloves and raincoats. Similarly, for what we learnt from the
hyperplanes, we may have the prejudice that s-minimal surfaces meet the boundary
data in a smooth fashion (this prejudice will turn out to be wrong, as we will see). In
this sense, the usual suspects number 1 and 2 in Figure 4.5 are the ones who look like
the serial killers.

Then, we have the regular guys with some strange hobbies, we know from TV that
they are also quite plausible candidates for being guilty; in our analogy, these are the
usual suspects number 3 and 4,whichmeet the boundary data in a Lipschitz or Hölder
fashion (and onemay also observe that number 3 is the minimal set in the local case).

Then, we have the candidates which look above suspicion, the ones to which no-
body ever consider to be guilty, usually the postmanor the butler. In our analogy, these
are the suspects number 5 and 6, which are discontinuous at the boundary.

Now, we know from TV how we should proceed: if a suspect has a strong and
verified alibi, we can rule him or her out of the list. In our case, an alibi can be offered
by the necessary condition for s-minimality given in Lemma 4.1.1. Indeed, if one of our
suspects E does not satisfy that HsE “ 0 along pBEq X Ω, then E cannot be s-minimal
and we can cross out E from our list of suspects (E has an alibi!).

Now, it is easily seen that all the suspects number 1, 2, 3, 4 and 5 have an alibi:
indeed, from Figure 4.6 we see that HsEppq ‰ 0, since the set E occupies (in mea-
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#1
−1   1

#2
−1   1

#3
−1   1

#4
−1   1

#5
−1   1

#6
−1   1

Fig. 4.5: Confrontation between the suspects.

sure, weighted by the kernel in (4.1.14)) more than a halfplane4.6 passing through p:
in Figure 4.6 the point p is the big dot and the halfplane is marked by the line passing
through it, so aquick inspection confirms that the alibis of number 1, 2, 3, 4 and 5 check
out, hence their nonlocal mean curvature does not vanish at p and consequently they
are not s-minimal sets.

On the other hand, the alibi of number 6 doesn’t hold water. Indeed, near p, the
set E is confined below the horizontal line, but at infinity the set E go well beyond
such line: these effects might compensate each other and produce a vanishing mean
curvature.

4.6 Indeed, in view of (4.1.14), we know that an s-minimal set, seen from any point of the boundary,
satisfies a perfect balance between the weighted measure of the set itself and the weighted measure
of its complement (here, weighted is intended with respect to the kernel in (4.1.14)). Since a halfplane
also satisfies such perfect balance when seen from any point of its boundary (due to odd symmetry),
one can say that a set is s-minimal when, at any point of its boundary, the weighted contributions
of the set and its complement produce the same result as the ones of a hyperplane passing through
such point. This geometric trick often allows us to “subtract the tangent halfplane” from a set without
modifying its fractional curvature (and this is often convenient to observe cancellations).
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#1
−1   1

#2
−1   1

#3
−1   1

#4
−1   1

#5
−1   1

#6
−1   1

Fig. 4.6: The alibis of the suspects.

So, having ruled out all the suspects but number 6, we have only to remember
what the old investigators have taught us (e.g., “When you have eliminated the im-
possible, whatever remains, however improbable, must be the truth”), to find that the
only possible (though, in principle, rather improbable) culprit is number 6.

Of course, once thatwe know that the butler did it, i.e. that number 6 is s-minimal,
it is our duty to prove it beyond any reasonable doubt. Many pieces of evidence, and a
complete proof, is given in [19] (where indeed the more general version given in The-
orem 4.1.12 is established). Here, we provide some ideas towards the proof of Theo-
rem 4.1.12 in Section 4.5.

This set of notes is organized as follows. In Section 4.2 we present the proof of
Lemma 4.1.1. Sections 4.3 and 4.4 are devoted to the proofs of the quantitative esti-
mates in Theorems 4.1.4 and 4.1.8, respectively. Then, Section 4.5 is dedicated to a
sketch of the proof of Theorem 4.1.12. We also provide Appendix A to discuss briefly
the asymptotics of the s-perimeter as s Õ 1{2 and as s Œ 0 and Appendix B to dis-
cuss the asymptotic expansion of the nonlocal mean curvature as s Œ 0. Finally, in
Appendix C we discuss the second variation of the fractional perimeter functional.
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4.2 Proof of Lemma 4.1.1

Proof of Lemma 4.1.1. We consider a diffeomorphism Tεpxq :“ x ` εvpxq, with v P

C8
0 pΩ,Rnq and we take Eε :“ TεpEq. By minimality, we know that Pers pEε , Ωq ě

Pers pE, Ωq for every ε P p´ε0, ε0q, with ε0 ą 0 sufficiently small, hence

Pers pEε , Ωq ´ Pers pE, Ωq “ opεq. (4.2.1)

Suppose, for simplicity, that IpEzΩ, EczΩq ă `8, so that we can write

Pers pEε , Ωq ´ Pers pE, Ωq “ IpEε , Ecεq ´ IpE, Ecq.

Moreover, if we use the notation X :“ T´1
ε pxq, we have that

dx “ |detDTεpXq| dX “
`

1 ` ε div vpXq ` opεq
˘

dX.

Similarly, if Y :“ T´1
ε pyq, we find that

|x ´ y|
´n´2s

“ |TεpXq ´ TεpYq|
´n´2s

“
ˇ

ˇX ´ Y ` ε
`

vpXq ´ vpYq
˘

|
´n´2s

“
ˇ

ˇX ´ Y|
´n´2s

´ pn ` 2sq ε |X ´ Y|
´n´2s´2

pX ´ Yq ¨
`

vpXq ´ vpYq
˘

` opεq.

As a consequence,

Pers pEε , Ωq ´ Pers pE, Ωq

“

ij

EεˆEcε

dx dy
|x ´ y|n`2s ´

ij

EˆEc

dx dy
|x ´ y|n`2s

“

ij

EˆEc

”

ˇ

ˇX ´ Y|
´n´2s

´ pn ` 2sq ε |X ´ Y|
´n´2s´2

pX ´ Yq ¨
`

vpXq ´ vpYq
˘

ı

¨
`

1 ` ε div vpXq
˘`

1 ` ε div vpYq
˘

dX dY

´

ij

EˆEc

dx dy
|x ´ y|n`2s ` opεq

“ ´pn ` 2sq ε
ij

EˆEc

px ´ yq ¨
`

vpxq ´ vpyq
˘

|x ´ y|n`2s`2 dx dy

`ε
ij

EˆEc

div vpxq ` div vpyq

|x ´ y|n`2s dx dy ` opεq.

Now we point out that

divx
vpxq

|x ´ y|n`2s “ ´pn ` 2sq vpxq ¨ px ´ yq

|x ´ y|n`2s`2 `
divx vpxq

|x ´ y|n`2s
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and so, interchanging the names of the variables,

divy
vpyq

|x ´ y|n`2s “ pn ` 2sq vpyq ¨ px ´ yq

|x ´ y|n`2s`2 `
divy vpyq

|x ´ y|n`2s .

Consequently,

Pers pEε , Ωq ´ Pers pE, Ωq

“ ε
ij

EˆEc

„

divx
vpxq

|x ´ y|n`2s ` divy
vpyq

|x ´ y|n`2s



dx dy ` opεq.

Now, using the Divergence Theorem and changing the names of the variables we have
that

ij

EˆEc

divx
vpxq

|x ´ y|n`2s dx dy “

ż

Ec
dy

„
ż

BE

vpxq ¨ 𝜈pxq

|x ´ y|n`2s dH
n´1

pxq



“

ż

Ec
dx

„
ż

BE

vpyq ¨ 𝜈pyq

|x ´ y|n`2s dH
n´1

pyq



and
ij

EˆEc

divy
vpyq

|x ´ y|n`2s dx dy “ ´

ż

E
dx

„
ż

BE

vpyq ¨ 𝜈pyq

|x ´ y|n`2s dH
n´1

pyq



.

Accordingly, we find that

Pers pEε , Ωq ´ Pers pE, Ωq

“ ε
ż

BE
dHn´1

pyqvpyq ¨ 𝜈pyq

„
ż

Ec

dx
|x ´ y|n`2s ´

ż

E

dx
|x ´ y|n`2s



` opεq

“ ε
ż

BE
vpyq ¨ 𝜈pyqHsEpyq dHn´1

pyq ` opεq.

Comparing with (4.2.1), we see that
ż

BE
vpyq ¨ 𝜈pyqHsEpyq dHn´1

pyq “ 0

and so, since v is an arbitrary vector field supported in Ω, the desired result follows.

4.3 Proof of Theorem 4.1.4

The basic idea goes as follows. One uses the appropriate combination of two general
facts: on the one hand, one can perturb a given set by a smooth flow and compare the
energy at time twith the one at time´t, thus obtaining a second order estimate; on the
other hand, the nonlocal interaction always charges a mass on points that are suffi-
ciently close, thus providing a natural measure for the discrepancy between the origi-
nal set and its flow.One canappropriately combine these two factswith theminimality
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(or more generally, the stability) property of a set. Indeed, by choosing as smooth flow
a translation near the origin, the above arguments lead to an integral estimate of the
discrepancy between the set and its translations, which in turn implies a perimeter
estimate.

We now give the details of the proof of Theorem 4.1.4. To do this, we fix R ě 1, a
direction v P Sn´1, a function φ P C8

0 pB9{10q with φ “ 1 in B3{4, and a small scalar
quantity t P

´

´ 1
100 ,

1
100

¯

, and we consider the diffeomorphismΦt P C8
0 pB9{10q given

by Φtpxq :“ x ` tφpx{Rq v. Notice that

Φtpxq “ x ` tv for any x P B3R{4. (4.3.1)

We also define Et :“ ΦtpEq. We have the following useful auxiliary estimates (that will
be used in the proofs of both Theorem 4.1.4 and Theorem 4.1.8):

Lemma 4.3.1. Let E be a minimizer for the s-perimeter in BR. Then

Pers pEt , BRq ` Pers pE´t , BRq ´ 2Pers pE, BRq ď CRn´2s´2 t2, (4.3.2)
2IpEtzE, EzEtq ď CRn´2s´2 t2, (4.3.3)

min
!

ˇ

ˇppE ` tvqzEq X BR{2
ˇ

ˇ,
ˇ

ˇpEzpE ` tvqq X BR{2
ˇ

ˇ

)

ď C R
n´2s´2

2 |t|, (4.3.4)

and

min
#

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx,

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx

+

ď C R
n´2s´2

2 |t|, (4.3.5)

for some C ą 0.

Proof. First we observe that

Pers pEt , BRq ` Pers pE´t , BRq ´ 2Pers pE, BRq ď
Ct2
R2 Pers pE, BRq, (4.3.6)

for some C ą 0. This is indeed a general estimate, which does not use minimality,
and which follows by changing variable in the integrals of the fractional perimeter
(and noticing that the linear term in t simplifies). We provide some details of the proof
of (4.3.6) for the facility of the reader. To this aim, we observe that

|detDΦtpXq| “ |detp1 ` tR´1∇φpX{Rq b vq| “ 1 ` tR´1∇φpX{Rq ¨ v ` Opt2R´2
q.

Moreover, if, for any ξ , η P Rn, we set

gpξ , ηq :“
`

φpξq ´ φpηq
˘

v
|ξ ´ η|

,



Nonlocal Minimal Surfaces | 185

we have that g is bounded and

|ΦtpXq ´ ΦtpYq| “
ˇ

ˇX ´ Y ` t
`

φpX{Rq ´ φpY{Rq
˘

v
ˇ

ˇ

“ |X ´ Y|

ˇ

ˇ

ˇ

ˇ

ˇ

X ´ Y
|X ´ Y|

` tR´1
`

φpX{Rq ´ φpY{Rq
˘

v
|pX{Rq ´ pY{Rq|

ˇ

ˇ

ˇ

ˇ

ˇ

“ |X ´ Y|

ˇ

ˇ

ˇ

ˇ

X ´ Y
|X ´ Y|

` tR´1gpX{R, Y{Rq

ˇ

ˇ

ˇ

ˇ

.

Therefore

|ΦtpXq ´ ΦtpYq|
´n´2s

“ |X ´ Y|
´n´2s

ˇ

ˇ

ˇ

ˇ

X ´ Y
|X ´ Y|

` tR´1gpX{R, Y{Rq

ˇ

ˇ

ˇ

ˇ

´n´2s

“ |X ´ Y|
´n´2s

ˆ

1 ´ pn ` 2sqtR´1 X ´ Y
|X ´ Y|

¨ gpX{R, Y{Rq ` Opt2R´2
q

˙

.

Now we observe that Φt is the identity outside BR and therefore if A P tBR , BcR ,Rnu

then Et X A “ ΦtpE X Aq. Accordingly, for any A, B P tBR , BcR ,Rnu, a change of
variables x :“ ΦtpXq and y :“ ΦtpYq gives that

IpEt X A, Ect X Bq

“

ż

ΦtpEXAq

ż

ΦtpEXBq

|x ´ y|
´n´2s dx dy

“

ż

EXA

ż

EXB
|ΦtpXq ´ ΦtpYq|

´n´2s
|detDΦtpXq| |detDΦtpYq| dX dY

“

ż

EXA

ż

EXB
|X ´ Y|

´n´2s
ˆ

1 ´ pn ` 2sqtR´1 X ´ Y
|X ´ Y|

¨ gpX{R, Y{Rq ` Opt2R´2
q

˙

¨

´

1 ` tR´1∇φpX{Rq ¨ v ` Opt2R´2
q

¯´

1 ` tR´1∇φpY{Rq ¨ v ` Opt2R´2
q

¯

dX dY

“

ż

EXA

ż

EXB
|X ´ Y|

´n´2s
´

1 ´ pn ` 2sqtR´1 g̃pX{R, Y{Rq ` Opt2R´2
q

¯

dX dY ,

for a suitable scalar function g̃.
Then, replacing t with ´t and summing up, the linear term in t simplifies and we

obtain

IpEt X A, Ect X Bq ` IpE´t X A, Ec´t X Bq “
`

2 ` Opt2R´2
q
˘

ż

EXA

ż

EXB

dX dY
|X ´ Y|n`2s .

This, choosing A and B appropriately, establishes (4.3.6).
On the other hand, the s-minimality of E gives that Pers pE, BRq ď Pers pE Y

BR , BRq, which, in turn, is bounded from above by the interaction between BR and BcR,
namely IpBR , BcRq, which is a constant (only depending on n and s) times Rn´2s, due
to scale invariance of the fractional perimeter. That is, we have that Pers pE, BRq ď

CRn´2s, for some C ą 0, and then we can make the right hand side of (4.3.6) uniform
in E and obtain (4.3.2), up to renaming C ą 0.

The next step is to charge mass in a ball. Namely, one defines EY
t :“ E Y Et

and EX
t :“ E X Et. By counting the interactions of the different sets, one sees that

Pers pE, BRq`Pers pEt , BRq´Pers pEY
t , BRq´Pers pEX

t , BRq “ 2IpEtzE, EzEtq. (4.3.7)
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To check this, one observes indeed that the set EtzE interacts with EzEt in the com-
putations of Pers pE, BRq and Pers pEt , BRq, while these two sets do not interact in the
computations of Pers pEY

t , BRq and Pers pEX
t , BRq (the interactions of the other sets

simplify). This proves (4.3.7). We remark that, again, formula (4.3.7) is a general fact
and is not based on minimality. Changing t with ´t, we also obtain from (4.3.7) that

Pers pE, BRq ` Pers pE´t , BRq ´ Pers pEY
´t , BRq ´ Pers pEX

´t , BRq “ 2IpE´tzE, EzE´tq.

This and (4.3.7) give that

Pers pEt , BRq ` Pers pE´t , BRq ´ 2Pers pE, BRq

“ Pers pEY
t , BRq ` Pers pEX

t , BRq ` Pers pEY
´t , BRq ` Pers pEX

´t , BRq

´4Pers pE, BRq ` 2IpEtzE, EzEtq ` 2IpE´tzE, EzE´tq

ě 2IpEtzE, EzEtq ` 2IpE´tzE, EzE´tq,

thanks to the s-minimality of E. In particular,

Pers pEt , BRq ` Pers pE´t , BRq ´ 2Pers pE, BRq ě 2IpEtzE, EzEtq.

This and (4.3.2) imply (4.3.3).
Now, the interaction kernel is bounded away from zero in BR{2, and so

IpEtzE, EzEtq ě
ˇ

ˇpEtzEq X BR{2
ˇ

ˇ ¨
ˇ

ˇpEzEtq X BR{2
ˇ

ˇ.

This is again a general fact, not depending onminimality. By plugging this into (4.3.3),
we conclude that

CRn´2s´2 t2 ě
ˇ

ˇpEtzEq X BR{2
ˇ

ˇ ¨
ˇ

ˇpEzEtq X BR{2
ˇ

ˇ

ě min
!

ˇ

ˇpEtzEq X BR{2
ˇ

ˇ

2,
ˇ

ˇpEzEtq X BR{2
ˇ

ˇ

2
)

and so, again up to renaming C,

min
!

ˇ

ˇpEtzEq X BR{2
ˇ

ˇ,
ˇ

ˇpEzEtq X BR{2
ˇ

ˇ

)

ď CR
n´2s´2

2 t. (4.3.8)

Now, we recall (4.3.1) and we observe that Et X BR{2 “ pE ` tvq X BR{2. Hence, the
estimate in (4.3.8) becomes

min
!

ˇ

ˇppE ` tvqzEq X BR{2
ˇ

ˇ,
ˇ

ˇpEzpE ` tvqq X BR{2
ˇ

ˇ

)

ď CR
n´2s´2

2 t. (4.3.9)

Since this is valid for any v P Sn´1, we may also switch the sign of v and obtain that

min
!

ˇ

ˇppE ´ tvqzEq X BR{2
ˇ

ˇ,
ˇ

ˇpEzpE ´ tvqq X BR{2
ˇ

ˇ

)

ď CR
n´2s´2

2 t. (4.3.10)

From (4.3.9) and (4.3.10) we obtain (4.3.4).
Now we observe that, for any sets A and B,

χAzBpxq ě χApxq ´ χBpxq. (4.3.11)
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Indeed, this formula is clearly true if x P B, since in this case the right hand side is
nonpositive. The formula is also true if x P AzB, since in this case the left hand side
is 1 and the right hand side is less or equal than 1. It remains to consider the case in
which x R A Y B. In this case, χApxq “ 0, hence the right hand side is nonpositive,
which gives that (4.3.11) holds true.

By (4.3.11),
χAzBpxq ě

`

χApxq ´ χBpxq
˘

`
.

As a consequence,

ˇ

ˇppE ´ tvqzEq X BR{2
ˇ

ˇ “

ż

BR{2

χpE´tvqzEpxq dx

ě

ż

BR{2

`

χE´tvpxq ´ χEpxq
˘

`
dx “

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx

and
ˇ

ˇpEzpE ´ tvqq X BR{2
ˇ

ˇ “

ż

BR{2

χEzpE´tvqpxq dx

ě

ż

BR{2

`

χEpxq ´ χE´tvpxq
˘

`
dx “

ż

BR{2

`

χEpxq ´ χEpx ` tvq
˘

`
dx

“

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx.

This and (4.3.10) give that

CR
n´2s´2

2 t ě min
#

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx,

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx

+

,

which is (4.3.5). This ends the proof of Lemma 4.3.1.

With the preliminary work done in Lemma 4.3.1 (to be used here with R “ 1), we can
now complete the proof of Theorem 4.1.4. To this end, we observe that

ˇ

ˇ

ˇ

ˇ

ˇ

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx ´

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

dx
ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

ż

B1{2´tv
χEpxq dx ´

ż

B1{2

χEpxq dx
ˇ

ˇ

ˇ

ˇ

ˇ

ď
ˇ

ˇpB1{2 ´ tvq∆B1{2
ˇ

ˇ

ď C t, (4.3.12)

for some C ą 0.
Also, we observe that, for any a, b P R,

a ` b ď |a ´ b| ` 2minta, bu. (4.3.13)
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Indeed, up to exchanging a and b, we may suppose that a ě b; thus

a ` b “ a ´ b ` 2b “ |a ´ b| ` 2minta, bu,

which proves (4.3.13).
Using (4.3.5), (4.3.12) and (4.3.13), we obtain that

ż

B1{2

ˇ

ˇχEpx ` tvq ´ χEpxq
ˇ

ˇ dx

“

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx `

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx

ď

ˇ

ˇ

ˇ

ˇ

ˇ

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx ´

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx

ˇ

ˇ

ˇ

ˇ

ˇ

`2min
#

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx,

ż

B1{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx

+

ď Ct,

up to renaming C. Dividing by t and sending t Œ 0 (up to subsequences), one finds
that

ż

B1{2

|BvχEpxq| dx ď C,

for any v P Sn´1, in the bounded variation sense. Since the direction v is arbitrary,
this proves that

Per pE, B1{2q “

ż

B1{2

|∇χEpxq| dx ď C.

This proves Theorem 4.1.4 with R “ 1, and the general case follows from scaling.

4.4 Proof of Theorem 4.1.8

In this part, we will make use of some integral geometric formulas which compute the
perimeter of a set by averaging the number of intersections of straight lines with the
boundary of a set.

For this, we recall the notation of the positive and negative part of a function u,
namely

u`pxq :“ maxtupxq, 0u and u´pxq :“ maxt´upxq, 0u.

Notice that u˘ ě 0, that |u| “ u` ` u´ and that u “ u` ´ u´.
Also, if v P BB1 and p P Rn, we define

vK :“ ty P Rn s.t. y ¨ v “ 0u

and p ` Rv :“ tp ` tv s.t. t P Ru.
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That is, vK is the orthogonal linear space to v and p`Rv is the line passing through p
with direction v.

Now, given a Caccioppoli set E Ď Rn with exterior normal 𝜈 (and reduced bound-
ary denoted by B

˚E), and v P BB1, we set

Iv,˘pyq :“ sup¯

ż

y`Rv
χEpxqφ1

pxq dH1
pxq, (4.4.1)

with the sup taken over all smooth φ supported in the segment B1 X py ` Rvq with
image in r0, 1s. We have (see e.g. Proposition 4.4 in [12]) that one can compute the
directional derivative in the sense of bounded variation by the formula

ż

B1
pBvχEq˘pxq dx “

ż

yPvK

Iv,˘pyq dHn´1
pyq (4.4.2)

and we also have that Iv,˘pyq is the number of points x that lie in B1 X pB
˚Eq X py `

Rvq and such that ¯v ¨ 𝜈pxq ą 0. That is, the quantity Iv,`pyq (resp., Iv,´pyq) counts
the number of intersections in the ball B1 between the line y ` Rv and the (reduced)
boundary of E that occur at points x in which v ¨ 𝜈pxq is negative (resp., positive). In
particular,

Iv,˘pyq P Z X r0,`8q “ t0, 1, 2, 3, . . . u. (4.4.3)

Furthermore, the vanishing of Iv,`pyq (resp., Iv,´pyq) is related to the fact that,moving
along the segment B1 X py ` Rvq, one can only exit (resp., enter) the set E, according
to the following result:

Lemma 4.4.1. If Iv,`pyq “ 0, then themap B1Xpy`Rvq Q x ÞÑ χEpxq is nonincreasing.

Proof. For any smooth φ supported in the segment B1 Xpy ` Rvqwith image in r0, 1s,

0 “ Iv,`pyq ě ´

ż

y`Rv
χEpxqφ1

pxq dH1
pxq,

that is
ż

y`Rv
χEpxqφ1

pxq dH1
pxq ě 0,

which gives the desired result.

Now we define
Φ˘pvq :“

ż

yPvK

Iv,˘pyq dHn´1
pyq. (4.4.4)

By (4.4.2),
Φ˘pvq “

ż

B1
pBvχEq˘pxq dx. (4.4.5)

We observe that
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Lemma 4.4.2. Let Per pE, B1q ă `8 and n ě 2. Then the functionsΦ˘ are continuous
on Sn´1. Moreover, there exists v‹ such that

Φ`pv‹q “ Φ´pv‹q. (4.4.6)

Proof. Let v, w P Sn´1. By (4.4.5),

ˇ

ˇΦ`pvq ´ Φ`pwq
ˇ

ˇ ď

ż

B1

ˇ

ˇpBvχEq`pxq ´ pBwχEq`pxq
ˇ

ˇ dx

ď

ż

B1

ˇ

ˇBvχEpxq ´ BwχEpxq
ˇ

ˇ dx ď |v ´ w|

ż

B1
|∇χEpxq| dx “ |v ´ w|Per pE, B1q.

This shows that Φ` is continuous. Similarly, one sees that Φ´ is continuous.
Now we prove (4.4.6). For this, let Ψpvq :“ Φ`pvq ´ Φ´pvq. By (4.4.5),

Φ˘p´vq “ Φ¯pvq.

Therefore

Ψp´vq “ Φ`p´vq ´ Φ´p´vq “ Φ´pvq ´ Φ`pvq “ ´Ψpvq. (4.4.7)

Now, if Ψpe1q “ 0, we can take v‹ :“ e1 and (4.4.6) is proved. So we can assume
thatΨpe1q ą 0 (the caseΨpe1q ă 0 is analogous). By (4.4.7), we obtain thatΨp´e1q ă

0. Hence, sinceΨ is continuous, it must have a zero on any path joining e1 to´e1, and
this proves (4.4.6).

A control on the function Φ˘ implies a quantitative flatness bound on the set E, as
stated here below:

Lemma 4.4.3. Let n “ 2. There exists µo ą 0 such that for any µ P p0, µos the following
statement holds.

Assume that
Φ´pe2q ď µ (4.4.8)

and that
maxtΦ`pe1q, Φ´pe1qu ď µ. (4.4.9)

Then, there exists a horizontal halfplane h Ă R2 such that
ˇ

ˇpEzhq X B1
ˇ

ˇ `
ˇ

ˇphzEq X B1
ˇ

ˇ ď Cµ, (4.4.10)

for some C ą 0.

Proof. Given v P BB1, we take into account the sets of y P vK which give a positive
contribution to Iv,˘pyq. For this, we define

B˘pvq :“ ty P vK s.t. Iv,˘pyq ‰ 0u.
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From (4.4.3), we know that if y P B˘pvq, then Iv,˘pyq ě 1. As a consequence of this
and of (4.4.4), we have that

Φ˘pvq ě

ż

B˘pvq
Iv,˘pyq dH1

pyq ě H1
pB˘pvqq.

Accordingly, by (4.4.8) and (4.4.9), we see that

H1
pB´pe2qq ď µ (4.4.11)

and
H1

pB˘pe1qq ď µ. (4.4.12)

Furthermore, for any y P vK
zB`pvq (resp. y P vK

zB´pvq), we have that Iv,`pyq “ 0
(resp., Iv,´pyq “ 0q and thus, by Lemma 4.4.1, the map B1 X py ` Rvq Q x ÞÑ χEpxq is
nonincreasing (resp., nondecreasing).

Therefore, by (4.4.12), we have that for any vertical coordinate y P eK
1 outside the

small setB´pe1qYB`pe1q (which has total length of size 2µ), the vertical line y`Re1
is either all contained in E or in its complement (see Figure 4.7).

Fig. 4.7: Horizontal lines do not meet the boundary of E, with the exception of a small setB˘pe1q.

That is, we can denote by GE the set of vertical coordinates y for which the portion
in B1 of the horizontal line passing through y lies in E and, similarly, by GEc the set
of vertical coordinates y for which the portion in B1 of the horizontal line passing
through y lies in Ec and we obtain that GE Y GEc exhaust the whole of p´1, 1q, up to a
set of size at most 2µ.

We also remark that GE lies below GEc : indeed, by (4.4.11), we have that vertical
lines can only exit the set E (possibly with the exception of a small set of size µ). The
situation is depicted in Figure 4.8.



192 | Serena Dipierro and Enrico Valdinoci

Fig. 4.8: Vertical lines do not meet the boundary of E, with the exception of a small setB´pe2q.

Hence, if we take h to be a horizontal halfplane which separates GE and GEc , we
obtain (4.4.10).

With this, we can now complete the proof of Theorem 4.1.8. The main tool for this
goal is Lemma 4.4.3. In order to apply it, we need to check that (4.4.8) and (4.4.9) are
satisfied. To this end, we argue as follows. First of all, fixed a large R ą 2, we consider,
as in Section 4.3, a diffeomorphismΦt such thatΦtpxq “ x for any x P RnzB9R{10, and
Φtpxq “ x ` tv for any x P B3R{4, and we set Et :“ ΦtpEq. From (4.3.5) (recall that
here n “ 2), we have that

min
#

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

`
dx,

ż

BR{2

`

χEpx ` tvq ´ χEpxq
˘

´
dx

+

ď
Ct
Rs ,

for some C ą 0. Thus, dividing by t and sending t Œ 0,

min
#

ż

BR{2

`

BvχEpxq
˘

`
dx,

ż

BR{2

`

BvχEpxq
˘

´
dx

+

ď
C
Rs .

That is, recalling (4.4.5),

min tΦ`pvq, Φ´pvqu ď
C
Rs . (4.4.13)

We also observe that E has finite perimeter in B1, thanks to Theorem 4.1.4, and so we
can make use of Lemma 4.4.2. In particular, by (4.4.6), after a rotation of coordinates,
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we may assume that Φ`pe1q “ Φ´pe1q. Hence (4.4.13) says that

max tΦ`pe1q, Φ´pe1qu “ min tΦ`pe1q, Φ´pe1qu ď
C
Rs . (4.4.14)

Also, up to a change of orientation, wemay suppose that Φ´pe2q ď Φ`pe2q, hence in
this case (4.4.13) says that

Φ´pe2q ď
C
Rs .

From this and (4.4.14), we see that (4.4.8) and (4.4.9) are satisfied (with µ “ C{Rs) and
so by Lemma 4.4.3 we conclude that

ˇ

ˇpEzhq X B1
ˇ

ˇ `
ˇ

ˇphzEq X B1
ˇ

ˇ ď
C
Rs ,

for somehalfplane h. This completes the proof of Theorem4.1.8: as amatter of fact, the
result proven is even stronger, since it says that, after removing horizontal and vertical
slabs of size C{Rs, we have that BE in B1 is a graph of oscillation bounded by C{Rs,
see Figure 4.8 (in fact, more general statements and proofs can be find in [12]).

4.5 Sketch of the Proof of Theorem 4.1.12

The core of the proof of Theorem 4.1.12 consists in constructing a suitable barrier that
can be slided “from below” and which exhibits the desired stickiness phenomenon:
if this is possible, since the s-minimal surface cannot touch the barrier, it has to stay
above the barrier and stick at the boundary as well.

So, the barrier we are looking for should have negative fractionalmean curvature,
coincide with F outside p´1, 1q ˆ R and contain p´1, 1q ˆ p´8, δ𝛾q.

Such barrier is constructed in [19] in an iterative way, that we now try to describe.

Step 1. Let us start by looking at the subgraph of the function y “
x`

ℓ , given ℓ ě 0.
Then, at all the boundary points X “ px, yqwith positive abscissa x ą 0, the fractional
mean curvature is at most

´
c

maxt1, ℓu |X|2s
, (4.5.1)

for some c ą 0. The full computation is given in Lemma 5.1 of [19], but we can give a
heuristic justification of it, by saying that for small X the boundary point gets close to
the origin, where there is a corner and the curvature blows up (with a negative sign,
since there is “more than a hyperplane” contained in the set), see Figure 4.9. Also, the
power 2s in (4.5.1) follows by scaling.

In addition, if ℓ is close to 0, this first barrier is close to a ninety degree angle,
while if ℓ is large it is close to a flat line, and these considerations are also in agreement
with (4.5.1).

Step 2.Having understood in Step 1 what happens for the “angles”, nowwewould like
to “shift iteratively in a smooth way from one slope to another”, see Figure 4.10.
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Fig. 4.9: Description of Step 1.

Fig. 4.10: Description of Step 2.

The detailed statement is given in Proposition 5.3 in [19], but the idea is as follows.
For any K P IN, K ě 1, one looks at the subgraph of a nonnegative function vK such
that

– vKpxq “ 0 if x ă 0,
– vKpxq ě aK if x ą 0, for some aK ą 0,
– vKpxq “

x`qK
ℓK

for any x ě ℓK ´ qK, for some ℓK ě K and qK P

”

0, 1
K

ı

,
– at all the boundary points X “ px, yq with positive abscissa x ą 0, the frac-

tional mean curvature is at most ´ c
ℓK |X|2s

, for some c ą 0.

Step 3. If K is sufficiently large in Step 2, the final slope is almost horizontal. In this
case, one can smoothly glue suchbarrierwith apower like function like x 1

2 `s`ε0 . Here,
ε0 is any fixed positive exponent (the power 𝛾 in the statement of Theorem 4.1.12 is
related to ε0, since 𝛾 :“ 2`ε0

1´2s ). The details of the barrier constructed in this way are
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given in Proposition 6.3 of [19]. In this case, one can still control the fractional mean
curvature at all the boundary points X “ px, yq with positive abscissa x ą 0, but the
estimate is of the type either |X|

´2s, for small |X|, or |X|
´ 1

2 ´s`ε0 , for large |X|. A sketch
of such barrier is given in Figure 4.11.

Fig. 4.11: Description of Step 3.

Step 4. Now we use the barrier of Step 3 to construct a compactly supported object.
The idea is to take such barrier, to reflect it and to glue it at a “horizontal level”, see
Figure 4.12.

Fig. 4.12: Description of Step 4.

We remark that suchbarrier has a vertical portion at the origin andone can control
its fractional mean curvature from above with a negative quantity for the boundary
points X “ px, yq with positive, but not too large, abscissa.

Of course, this type of estimate cannot hold at the maximal point of the barrier,
where “more than a hyperplane” is contained in the complement of the set, and there-
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fore the fractionalmeancurvature is positive (theprecise quantitative estimate is given
in Proposition 7.1. of [19]).

Step 5. Nevertheless, we can now compensate this error in the fractional mean curva-
ture near the maximal point of the barrier by adding two suitably large domains on
the sides of the barriers, see Figure 4.13.

Fig. 4.13: Description of Step 5.

The barrier constructed in this way is described in details in Proposition 7.3 of [19]
and its basic feature is to possess a vertical portion near the origin and to possess
negative fractional mean curvature.

By keeping good track of the quantitative estimates on the bumps of the barriers
and on their fractional mean curvatures, one can now scale the latter barrier and slide
it from below, in order to prove Theorem 4.1.12. The full details are given in Section 8
of [19].

A A Short Discussion on the Asymptotics of the
s-perimeter

In this appendix,wewould like to emphasize the fact that, as s Õ 1{2, the s-perimeter
recovers (under different perspectives) the classical perimeter, while, as s Œ 0, the
nonlocal features become predominant and the problem produces the Lebesguemea-
sure – or, better to say, convex combinations of Lebesgue measures by interpolation
parameters of nonlocal type.

First of all, we show that if E is a bounded set with smooth boundary, then

lim
sÕ1{2

p1 ´ 2sqPers pE,Rnq “ κn´1 Per pE,Rnq, (A.1)

where we denoted by κn the n-dimensional volume of the n-dimensional unit ball.
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For further convenience, we also use the notation

ϖn :“ Hn´1
pSn´1

q.

Notice that, by polar coordinates,

κn “

ż

Sn´1

«

ż 1

0
ρn´1 dρ

ff

dHn´1
pxq “

ϖn
n . (A.2)

We point out that formula (A.1) is indeed a simple version of more general approxima-
tion results, for which we refer to [4, 14, 2, 25, 9] and to [10] for the regularity results
that can be achieved by approximation methods. See also [17] for further comments
and examples.

The proof of (A.1) can be performed by different methods; here we give a simple
argument which uses formula (4.1.13). To this aim, we fix x P BE and δ ą 0. If y P

pBEq X Bδpxq and δ is sufficiently small, then 𝜈pyq “ 𝜈pxq ` Opδq. Moreover, for any
ϱ P p0, δs, the pn´2q-dimensional contribution of BE in BBϱpxq coincides, up to higher
orders in δ, with the one of the pn ´ 2q-dimensional sphere, that is ϖn´1 ϱn´2, see
Figure 4.14.

Fig. 4.14:Hn´2`pBEq X BBϱpxq
˘

(in the picture, n “ 3).

As a consequence of these observations, we have that
ż

pBEqXBδpxq

𝜈pxq ¨ 𝜈pyq

|x ´ y|n`2s´2 dH
n´1

pyq “

ż

pBEqXBδpxq

1 ` Opδq

|x ´ y|n`2s´2 dH
n´1

pyq

“
`

1 ` Opδq
˘

ż δ

0

Hn´2`
pBEq X pBBρq

˘

ϱn`2s´2 dϱ

“
`

1 ` Opδq
˘

ϖn´1

ż δ

0

ϱn´2

ϱn`2s´2 dϱ

“

`

1 ` Opδq
˘

ϖn´1 δ1´2s

1 ´ 2s .
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On the other hand,
ż

pBEqzBδpxq

𝜈pxq ¨ 𝜈pyq

|x ´ y|n`2s´2 dH
n´1

pyq ď
Hn´1

pBEq

δn`2s´2 .

Therefore
ż

BE

𝜈pxq ¨ 𝜈pyq

|x ´ y|n`2s´2 dH
n´1

pyq “

`

1 ` Opδq
˘

ϖn´1 δ1´2s

1 ´ 2s ` Opδ´n´2s`2
q.

Accordingly, recalling (4.1.13),

lim
sÕ1{2

p1 ´ 2sqPers pE,Rnq

“ lim
sÕ1{2

1 ´ 2s
2s pn ` 2s ´ 2q

ż

BE

„
ż

BE

𝜈pxq ¨ 𝜈pyq

|x ´ y|n`2s´2 dH
n´1

pyq



dHn´1
pxq

“ lim
sÕ1{2

1 ´ 2s
n ´ 1

ż

BE

«

`

1 ` Opδq
˘

ϖn´1 δ1´2s

1 ´ 2s ` Opδ´n´2s`2
q

ff

dHn´1
pxq

“ lim
sÕ1{2

`

1 ` Opδq
˘

ϖn´1 δ1´2s
` p1 ´ 2sqOpδ´n´2s`2

q

n ´ 1 Hn´1
pBEq

“

`

1 ` Opδq
˘

ϖn´1
n ´ 1 Hn´1

pBEq.

Hence, by taking δ arbitrarily small,

lim
sÕ1{2

p1 ´ 2sqPers pE,Rnq “
ϖn´1
n ´ 1 Hn´1

pBEq,

which gives (A.1), in view of (A.2).

Now we show that, if n ě 3 and E is a bounded set with smooth boundary,

lim
sŒ0

s Pers pE,Rnq “
ϖn
2 |E|. (A.3)

Once again, more general (and subtle) statements hold true, see [23, 18] for details.

To prove (A.3), we denote by

Γpxq :“ 1
pn ´ 2qϖn |x|n´2

the fundamental solution4.7 of the Laplace operator when n ě 3, that is

´∆Γpxq “ δ0pxq,

4.7 It is interesting to understand how the fundamental solution of the Laplacian also occurs when
n “ 2. In this case, we observe that if cE :“

ş

BE 𝜈pyq dHn´1pyq, then of course
ij

pBEqˆpBEq

𝜈pxq ¨ 𝜈pyq dHn´1pxq dHn´1pyq “

ż

BE
𝜈pxq ¨ cE dHn´1pxq “

ż

E
divxcE dx “

ż

E
0 dx “ 0.
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where δ0 is the Dirac’s Delta centered at the origin. Then, from (4.1.13),

lim
sŒ0

s Pers pE,Rnq “
1

2 pn ´ 2q

ż

BE

„
ż

BE

𝜈pxq ¨ 𝜈pyq

|x ´ y|n´2 dH
n´1

pyq



dHn´1
pxq

“
ϖn
2

ż

BE

„
ż

BE
𝜈pyq ¨

`

𝜈pxqΓpx ´ yq
˘

dHn´1
pyq



dHn´1
pxq

“
ϖn
2

ż

BE

„
ż

E
divy

`

𝜈pxqΓpx ´ yq
˘

dy


dHn´1
pxq

“
ϖn
2

ż

BE

„
ż

E
𝜈pxq ¨ ∇yΓpx ´ yq dy



dHn´1
pxq

“
ϖn
2

ż

E

„
ż

BE
𝜈pxq ¨ ∇yΓpx ´ yq dHn´1

pxq



dy

“
ϖn
2

ż

E

„
ż

E
divx

`

∇yΓpx ´ yq
˘

dx


dy

“ ´
ϖn
2

ij

EˆE

∆Γpx ´ yq dx dy

“
ϖn
2

ij

EˆE

δ0px ´ yq dx dy

“
ϖn
2

ż

E
1 dy

“
ϖn
2 |E|,

that is (A.3).
We remark that formula (A.3) is actually a particular case of a more general phe-

nomenon, described in [18]. For instance, if the following limit exists

apEq :“ lim
sŒ0

2s
ϖn

ż

EzB1

dx
|x|n`2s ,

then
lim
sŒ0

2s
ϖn

Pers pE, Ωq “ p1 ´ apEqq |E X Ω| ` apEq |ΩzE|. (A.4)

Hence, we write

1
|x ´ y|2s

“ exp p´2s log |x ´ y|q “ 1 ´ 2s log |x ´ y| ` Ops2q,

thus

1
2s

ij

pBEqˆpBEq

𝜈pxq ¨ 𝜈pyq

|x ´ y|2s
dHn´1pxq dHn´1pyq

“ ´

ij

pBEqˆpBEq

𝜈pxq ¨ 𝜈pyq log |x ´ y| dHn´1pxq dHn´1pyq ` Opsq

and one can use the same fundamental solution trick as in the case n ě 3.
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Notice indeed that (A.3) is a particular case of (A.4), since when E is bounded, then
apEq “ 0. Equation (A.4) has also a suggestive interpretation, since it says that, in a
sense, as s Œ 0, the fractional perimeter is a convex interpolation of measure con-
tributions inside the reference set Ω: namely it weights the measures of two contri-
butions of E and the complement of E inside Ω by a convex parameter apEq P r0, 1s

which in turn takes into account the behavior of E at infinity.

B A Short Discussion on the Asymptotics of the
s-mean Curvature

As s Õ 1{2, the s-mean curvature recovers the classical mean curvature (see [1] for
details).

A very natural question raised to us by Jun-Cheng Wei dealt with the asymptotics
as s Œ 0 of the s-mean curvature. Notice that, by (A.3), we know that 2s times the
s-perimeter approaches ϖn times the volume. Since the variation of the volume along
normal deformations is 1, if one is allowed to “exchange the limits” (i.e. to identify the
limit of the variation with the variation of the limit), then she or he may guess that 2s
times the s-mean curvature should approach ϖn.

This is indeed the case, and higher orders can be computed as well, according to
the following observation: if E has smooth boundary, p P BE and E Ď BRppq for some
R ą 0, then

2s HsEppq “ ϖn ` 2s
˜

ż

BRppq

χEc pxq ´ χEpxq

|x ´ p|n
dx ´ ϖn log R

¸

` opsq, (B.1)

as s Œ 0. To prove this, we first observe that, up to a translation, we can take p “ 0.
Moreover, since E lies inside BR,

ż

RnzBR

χEc pxq ´ χEpxq

|x|n`2s dx “

ż

RnzBR

dx
|x|n`2s

“
ϖn

2s R2s “
ϖn
2s expp´2s log Rq

“
ϖn
2s

`

1 ´ 2s log R ` opsq
˘

. (B.2)

In addition, since BE is smooth, we have that (possibly after a rotation) there exists
δo P

`

0, mint1, Ru
˘

such that, for any δ P p0, δos, E X Bδ contains txn ď ´M|x1
|
2
u

and is contained in txn ď M|x1
|
2
u. Here, M ą 0 only depends on the curvatures of

E and we are using the notation x “ px1, xnq P Rn´1
ˆ R (notice also that since we

took p “ 0, the ball Bδ is actually centered at p).
Therefore, we have that χEc pxq ´ χEpxq “ ´1 for any x P Bδ X txn ď ´M|x1

|
2
u and

χEc pxq ´ χEpxq “ 1 for any x P Bδ X txn ě M|x1
|
2
u. In this way, a cancellation gives
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that
ż

BδXt|xn|ěM|x1|2u

χEc pxq ´ χEpxq

|x|n`2s dx “ 0.

As a consequence, for any σ P r0, ss, if s P p0, 1{4q,
ˇ

ˇ

ˇ

ˇ

ż

Bδ

χEc pxq ´ χEpxq

|x|n`2σ dx
ˇ

ˇ

ˇ

ˇ

ď

ż

t|x1|ďδu

dx1

ż

t|xn|ďM |x1|2u

dxn
1

|x|n`2σ

ď 2M
ż

t|x1|ďδu

|x1
|
2

|x1|n`2σ dx
1

ď
2Mϖn δ1´2σ

1 ´ 2σ ď 4Mϖn δ1{2.

Therefore, we use this inequality with σ :“ 0 and σ :“ s and the Dominated Conver-
gence Theorem, to find that

lim
sŒ0

ˇ

ˇ

ˇ

ˇ

ż

BR

χEc pxq ´ χEpxq

|x|n
dx ´

ż

BR

χEc pxq ´ χEpxq

|x|n`2s dx
ˇ

ˇ

ˇ

ˇ

ď lim
sŒ0

ˇ

ˇ

ˇ

ˇ

ˇ

ż

BRzBδ

χEc pxq ´ χEpxq

|x|n
dx ´

ż

BRzBδ

χEc pxq ´ χEpxq

|x|n`2s dx
ˇ

ˇ

ˇ

ˇ

ˇ

` 8Mϖn δ1{2

“ 8Mϖn δ1{2.

Hence, since we can now take δ arbitrarily small, we conclude that

lim
sŒ0

ˇ

ˇ

ˇ

ˇ

ż

BR

χEc pxq ´ χEpxq

|x|n
dx ´

ż

BR

χEc pxq ´ χEpxq

|x|n`2s dx
ˇ

ˇ

ˇ

ˇ

“ 0.

In view of this, and recalling (4.1.14) and (B.2), we find that

lim
sŒ0

1
s

ˇ

ˇ

ˇ

ˇ

2s HsEp0q ´ ϖn ´ 2s
ˆ
ż

BR

χEc pxq ´ χEpxq

|x|n
dx ´ ϖn log R

˙ˇ

ˇ

ˇ

ˇ

ď lim
sŒ0

1
s

ˇ

ˇ

ˇ

ˇ

2s
ż

Rn

χEc pxq ´ χEpxq

|x|n`2s dx ´ ϖn ´ 2s
ˆ
ż

BR

χEc pxq ´ χEpxq

|x|n`2s dx ´ ϖn log R
˙ˇ

ˇ

ˇ

ˇ

` 2
ˇ

ˇ

ˇ

ˇ

ż

BR

χEc pxq ´ χEpxq

|x|n
dx ´

ż

BR

χEc pxq ´ χEpxq

|x|n`2s dx
ˇ

ˇ

ˇ

ˇ

“ lim
sŒ0

1
s

ˇ

ˇ

ˇ
ϖn

`

1 ´ 2s log R ` opsq
˘

´ ϖn ` 2sϖn log R
ˇ

ˇ

ˇ

“ 0.

This proves (B.1).

C Second Variation Formulas and Graphs of Zero
Nonlocal Mean Curvature

In this appendix, we show that the second variation (say, with respect to a normal
perturbation η) of the fractional perimeter of surfaces with vanishing mean curvature
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is given by

´2
ż

BE

ηpyq ´ ηpxq

|x ´ y|n`2s dH
n´1

pyq `

ż

BE

ηpxq
“

1 ´ 𝜈pxq ¨ 𝜈pyq
‰

|x ´ y|n`2s dHn´1
pyq.

A rigorous statement for this claimwill be given in the forthcoming Lemma C.1: for the
moment, we remark that the expression above is related with the Jacobi field along
surfaces of vanishing nonlocal mean curvature. We refer to [15] for full details about
this type of formulas. See in particular formula (1.6) there, which gives the details of
this formula, Lemma A.2 there, which shows that, as s Õ 1{2, the first integral ap-
proaches the Laplace-Beltrami operator and Lemma A.4 there, which shows that the
latter integral produces, as s Õ 1{2, the norm squared of the second fundamental
form, in agreement with the classical case.

Here, for simplicity, we reduce to the case in which E is a graph and we consider a
small normal deformation of its boundary, plus an additional small translation, and
we write the resulting manifold as an appropriate normal deformation. The details go
as follows:

Lemma C.1. Let Σ Ă Rn bea graph of class C2, and let E be the corresponding epigraph.
Let 𝜈 “ p𝜈1, . . . , 𝜈nq be the exterior normal of Σ “ BE.

Given ε ą 0 and x P Σ, we set

Σ˚
ε :“ tx ` εηpxq 𝜈pxq ´ εηpxq 𝜈pxq, x P Σu. (C.1)

Then, if ε is sufficiently small, Σ˚
ε is a graph, with epigraph a suitable E˚

ε , with x P BE˚
ε ,

and

lim
εÑ0

1
2ε

`

HsEpxq ´ HsE˚
ε

pxq
˘

“

ż

Σ

ηpyq ´ ηpxq 𝜈pxq ¨ 𝜈pyq

|x ´ y|n`2s dHn´1
pyq

“

ż

Σ

ηpyq ´ ηpxq

|x ´ y|n`2s dH
n´1

pyq

`

ż

Σ

ηpxq
“

1 ´ 𝜈pxq ¨ 𝜈pyq
‰

|x ´ y|n`2s dHn´1
pyq.

Proof. We denote by 𝛾 : Rn´1
Ñ R the graph of class C2 that describes Σ. In this way,

we can write E “ txn ă 𝛾px1
qu and

𝜈pxq “ 𝜈
`

x1, 𝛾px1
q
˘

“

`

´ ∇𝛾px1
q, 1

˘

a

1 ` |∇𝛾px1q|2
.

We also write κ “ pκ1, κnq :“ ηpxq 𝜈pxq. Then

Σ˚
ε “

#

`

x1, 𝛾px1
q
˘

` εη
`

x1, 𝛾px1
q
˘

`

´ ∇𝛾px1
q, 1

˘

a

1 ` |∇𝛾px1q|2
´ εκ, x1

P Rn´1
+

“

#˜

x1
´ εκ1

´
εη

`

x1, 𝛾px1
q
˘

∇𝛾px1
q

a

1 ` |∇𝛾px1q|2
, 𝛾px1

q ´ εκn `
εη

`

x1, 𝛾px1
q
˘

a

1 ` |∇𝛾px1q|2

¸

, x1
P Rn´1

+

.
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So we define
y1

“ y1
px1

q :“ x1
´ εκ1

´
εη

`

x1, 𝛾px1
q
˘

∇𝛾px1
q

a

1 ` |∇𝛾px1q|2
. (C.2)

Notice that, if ε is sufficiently small

det By1
px1

q

Bx1
‰ 0.

Moreover, |∇𝛾px1
q| ď 1 ` |∇𝛾px1

q|
2 and therefore

|y1
pxq| ě |x1

| ´ εκ1
´ ε Ñ `8 as |x| Ñ `8.

Hence, by the Global Inverse Function Theorem (see e.g. Corollary 4.3 in [24]), we
have that y1 is a global diffeomorphism of class C2 of Rn´1, with inverse diffeomor-
phism x1

“ x1
py1

q. Thus, we obtain

Σ˚
ε “

$

&

%

¨

˝y1, 𝛾
`

x1
py1

q
˘

´ εκn `
εη

`

x1
py1

q, 𝛾
`

x1
py1

q
˘˘

b

1 `
ˇ

ˇ∇𝛾
`

x1py1q
˘ˇ

ˇ

2

˛

‚, y1
P Rn´1

,

.

-

.

This is clearly a graph, whose corresponding epigraph can be written as E˚
ε “ tyn ă

𝛾˚
ε py1

qu, with

𝛾˚
ε py1

q :“ 𝛾
`

x1
py1

q
˘

´ εκn `
εη

`

x1
py1

q, 𝛾
`

x1
py1

q
˘˘

b

1 `
ˇ

ˇ∇𝛾
`

x1py1q
˘ˇ

ˇ

2
.

By (C.2), we have that y1
px1

0q “ x1
0, therefore 𝛾˚

ε px1
q “ 𝛾px1

q and so x P BE˚
ε . We also

notice that

𝛾˚
ε py1

q “ 𝛾py1
q ` ∇𝛾py1

q ¨
`

x1
pyq ´ y1

˘

´ εκn `
εηpy1, 𝛾py1

qq
a

1 ` |∇𝛾py1q|2
` ε2Rpy1

q

“ 𝛾py1
q ` ∇𝛾py1

q ¨

˜

εκ1
`
εηpy1, 𝛾py1

qq∇𝛾py1
q

a

1 ` |∇𝛾py1q|2

¸

´ εκn `
εηpy1, 𝛾py1

qq
a

1 ` |∇𝛾py1q|2
` ε2Rpy1

q

“ 𝛾py1
q ` ε

b

1 ` |∇𝛾py1q|2

˜

ηpy1, 𝛾py1
qq ´ κ ¨

`

∇𝛾py1
q,´1

˘

a

1 ` |∇𝛾py1q|2

¸

` ε2Rpy1
q

for a suitable remainder functions R (possibly varying from line to line), that are
bounded if so is |D2𝛾|.

Accordingly,

E˚
ε zE “

␣

𝛾py1
q ď yn ă 𝛾˚

ε py1
q
(

“

!

𝛾py1
q ď yn ă 𝛾py1

q ` ε
`

Ξpy1
q ` ε2Rpy1

q
˘`

)

,

where

Ξpy1
q :“

b

1 ` |∇𝛾py1q|2
´

ηpy1, 𝛾py1
qq ´ κ ¨ 𝜈py1

q

¯
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and 𝜈py1
q :“

`

∇𝛾py1
q,´1

˘

a

1 ` |∇𝛾py1q|2
.

Notice that 𝜈py1
q “ 𝜈

`

y1, 𝛾py1
q
˘

. Similarly,

EzE˚
ε Ď

!

𝛾py1
q ´ ε

`

Ξpy1
q ` ε2Rpy1

q
˘´

ď yn ă 𝛾py1
q

)

.

Therefore

lim
εÑ0

1
ε

ż

E˚
ε zE

dy
|x ´ y|n`2s “ lim

εÑ0
1
ε

ż

Rn´1

«

ż 𝛾py1
q`ε pΞpy1

q`εRpy1
qq

`

𝛾py1q

dyn
|x ´ y|n`2s

ff

dy1

“

ż

Rn´1

Ξ`
py1

q
`

|x1
´ y1|2 ` |xn ´ 𝛾py1q|2

˘

n`2s
2
dy1

and, similarly

lim
εÑ0

1
ε

ż

EzE˚
ε

dy
|x ´ y|n`2s “

ż

Rn´1

Ξ´
py1

q
`

|x1
´ y1|2 ` |xn ´ 𝛾py1q|2

˘

n`2s
2
dy1.

As a consequence,

lim
εÑ0

1
2ε

`

HsEpxq ´ HsE˚
ε

pxq
˘

“ lim
εÑ0

1
ε

«

ż

E˚
ε zE

dy
|x ´ y|n`2s ´

ż

EzE˚
ε

dy
|x ´ y|n`2s

ff

“

ż

Rn´1

Ξpy1
q

`

|x1
´ y1|2 ` |xn ´ 𝛾py1q|2

˘

n`2s
2
dy1

“

ż

Rn´1

b

1 ` |∇𝛾py1q|2
ηpy1, 𝛾py1

qq ´ κ ¨ 𝜈py1
q

`

|x1
´ y1|2 ` |xn ´ 𝛾py1q|2

˘

n`2s
2
dy1

“

ż

Σ

ηpyq ´ κ ¨ 𝜈pyq

|x ´ y|n`2s dHn´1
pyq,

that is the desired result.

An interesting consequenceof LemmaC.1 is that graphswith vanishingnonlocalmean
curvature cannot have horizontal normals, as given by the following result:

Theorem C.2. Let E Ă Rn. Suppose that BE is globally of class C2 and that HsEpxq “ 0
for any x P BE.

Let 𝜈 “ p𝜈1pxq, . . . , 𝜈npxqq be the exterior normal of E at x P BE.
Then 𝜈npxq ‰ 0, for any x P BE.

To prove Theorem C.2, we first compare deformations and translations of a graph.
Namely, we show that a normal deformation of size ε𝜈n of a graph with normal 𝜈 “

p𝜈1, . . . , 𝜈nq coincides with a vertical translation of the graph itself, up to order of ε2.
The precise result goes as follows:
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Lemma C.3. Let Σ Ă Rn be a graph of class C2 globally, and let E be the corresponding
epigraph. Let 𝜈 “ p𝜈1, . . . , 𝜈nq be the exterior normal of Σ “ BE.

Given ε ą 0, let
Σε :“ tx ` ε𝜈npxq 𝜈pxq, x P Σu. (C.3)

Then, if ε is sufficiently small, Σε is a graph, for some epigraph Eε, and there exists a
C2-diffeomorphism Ψ of Rn that is Cε2-close to the identity in C2pRnq, for some C ą 0,
such that

ΨpEεq “ E ` εen .

Proof. We denote by 𝛾 : Rn´1
Ñ R the graph that describes Σ. In this way, we can

write E “ txn ă 𝛾px1
qu and

𝜈pxq “ 𝜈
`

x1, 𝛾px1
q
˘

“

`

´ ∇𝛾px1
q, 1

˘

a

1 ` |∇𝛾px1q|2
.

Accordingly,

Σε “

#

`

x1, 𝛾px1
q
˘

` ε
`

´ ∇𝛾px1
q, 1

˘

1 ` |∇𝛾px1q|2
, x1

P Rn´1
+

“

"ˆ

x1
´ ε ∇𝛾px1

q

1 ` |∇𝛾px1q|2
, 𝛾px1

q `
ε

1 ` |∇𝛾px1q|2

˙

, x1
P Rn´1

*

.

To write Σε as a graph, we take as new coordinate

y1
“ y1

px1
q :“ x1

´ ε ∇𝛾px1
q

1 ` |∇𝛾px1q|2
. (C.4)

Notice that, if ε is sufficiently small

det By1
px1

q

Bx1
‰ 0.

Moreover, |∇𝛾px1
q| ď 1 ` |∇𝛾px1

q|
2 and therefore

|y1
pxq| ě |x1

| ´ ε Ñ `8 as |x1
| Ñ `8.

As a consequence, by the Global Inverse Function Theorem (see e.g. Corollary 4.3
in [24]), we have that y1 is a global diffeomorphism of class C2 of Rn´1, we write x1

“

x1
py1

q the inverse diffeomorphism and we have that

Σε “

#˜

y1, 𝛾
`

x1
py1

q
˘

`
ε

1 `
ˇ

ˇ∇𝛾
`

x1py1q
˘ˇ

ˇ

2

¸

, y1
P Rn´1

+

.

So we can write the epigraph of Σε as

Eε “

#

yn ă 𝛾
`

x1
py1

q
˘

`
ε

1 `
ˇ

ˇ∇𝛾
`

x1py1q
˘ˇ

ˇ

2

+

.
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Now we define

Φpy1
q :“ 𝛾py1

q ´ 𝛾
`

x1
py1

q
˘

` ε ´
ε

1 `
ˇ

ˇ∇𝛾
`

x1py1q
˘
ˇ

ˇ

2 (C.5)

and z “ Ψpyq “ Ψpy1, ynq :“ y ` Φpy1
qen. By construction, we have that

ΨpEεq “
␣

zn ă 𝛾pz1
q ` ε

(

“ E ` εen .

To complete the proof of Lemma C.3, we need to show that

}Φ}C2pRnq ď Cε2, (C.6)

for some C ą 0. To this aim, we use (C.4) to see that

x1
“ y1

` ε ∇𝛾py1
q

1 ` |∇𝛾py1q|2
` φ1py1

q,

with }φ1}C2pRnq ď Cε2. Accordingly, by (C.5), we have that

Φpy1
q “ 𝛾py1

q ´ 𝛾

ˆ

y1
` ε ∇𝛾py1

q

1 ` |∇𝛾py1q|2
` φ1py1

q

˙

` ε ´
ε

1 `

ˇ

ˇ

ˇ
∇𝛾

´

y1 ` ε ∇𝛾py1q

1`|∇𝛾py1q|2
` φ1py1q

¯ˇ

ˇ

ˇ

2

“ 𝛾py1
q ´ 𝛾py1

q ´ ε |∇𝛾py1
q|
2

1 ` |∇𝛾py1q|2
` ε ´

ε
1 ` |∇𝛾py1q|2

` φ2py1
q

“ φ2py1
q,

with }φ2}C2pRnq ď Cε2. This proves (C.6), as desired.

From Lemma C.3 here and Theorem 1.1 in [13], we obtain:

Corollary C.4. In the setting of Lemma C.3, for any p P Σε “ BEε we have that
ˇ

ˇHsEε ppq ´ HsE`εen
`

Ψppq
˘ˇ

ˇ ď Cε2,

for some C ą 0.

Now we complete the proof of Theorem C.2. To this aim, we observe that

𝜈npxq ě 0 for any x P BE, (C.7)

since E is a graph. Suppose that, by contradiction,

𝜈npxq “ 0 for some x P BE. (C.8)

We use this and Lemma C.1 with η :“ 𝜈n and we find that

lim
εÑ0

1
2ε

`

HsEpxq ´ HsE˚
ε

pxq
˘

“

ż

Σ

𝜈npyq

|x ´ y|n`2s dH
n´1

pyq. (C.9)
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Also, comparing (C.1) (with η :“ 𝜈n) and (C.3), and using again (C.8), we see that
E˚
ε “ Eε and so Corollary C.4 gives that

HsE˚
ε

pxq “ HsE`εen pyq ` Opε2q,

for some y P BE` εen. Since HsE vanishes, we can use the translation invariance to see
that also HsE`εen vanishes. So we conclude that

HsE˚
ε

pxq “ Opε2q.

These observations and (C.9) imply that
ż

Σ

𝜈npyq

|x ´ y|n`2s dH
n´1

pyq “ 0.

Hence, in view of (C.7), we see that 𝜈n must vanish identically along Σ. This says that
Σ is a vertical hyperplane, in contradiction with the graph assumption. This ends the
proof of Theorem C.2.
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Online lectures

There are a few videotaped lectures online which collect some of the material pre-
sented in this set of notes. The interest reader may look at

– http://www.birs.ca/events/2014/5-day-workshops/14w5017/videos/watch/
201405271048-Valdinoci.html

– https://www.youtube.com/watch?v=2j2r1ykoyuE

– https://www.youtube.com/watch?v=EDJ8uBpYpB4

– https://www.youtube.com/watch?v=s_RRzgZ7VcM&list=PLj6jTBBj-
5B_Vx5qA-HelhGUnGrCu7SdW&index=7

– https://www.youtube.com/watch?v=okXncmRbCZc&index=14&list=
PLj6jTBBj-5B_Vx5qA-HelhGUnGrCu7SdW

http://www.birs.ca/events/2014/5-day-workshops/14w5017/videos/watch/201405271048-Valdinoci.html
http://www.birs.ca/events/2014/5-day-workshops/14w5017/videos/watch/201405271048-Valdinoci.html
https://www.youtube.com/watch?v=2j2r1ykoyuE
https://www.youtube.com/watch?v=EDJ8uBpYpB4
https://www.youtube.com/watch?v=s_RRzgZ7VcM&list=PLj6jTBBj-5B_Vx5qA-HelhGUnGrCu7SdW&index=7
https://www.youtube.com/watch?v=s_RRzgZ7VcM&list=PLj6jTBBj-5B_Vx5qA-HelhGUnGrCu7SdW&index=7
https://www.youtube.com/watch?v=okXncmRbCZc&index=14&list=PLj6jTBBj-5B_Vx5qA-HelhGUnGrCu7SdW
https://www.youtube.com/watch?v=okXncmRbCZc&index=14&list=PLj6jTBBj-5B_Vx5qA-HelhGUnGrCu7SdW
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– http://www.fields.utoronto.ca/video-archive/2016/06/2022-15336

– http://www.mathtube.org/lecture/video/nonlocal-equations-various-
perspectives-lecture-1

– http://www.mathtube.org/lecture/video/nonlocal-equations-various-
perspectives-lecture-2

– http://www.mathtube.org/lecture/video/nonlocal-equations-various-
perspectives-lecture-3

– http://www.birs.ca/events/2016/5-day-workshops/16w5065/videos/watch/
201609291100-Dipierro.html
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Rupert L. Frank
Eigenvalue Bounds for the Fractional
Laplacian: A Review

Abstract:We review some recent results on eigenvalues of fractional Laplacians and
fractional Schrödinger operators.We discuss, in particular, Lieb–Thirring inequalities
and their generalizations, as well as semi-classical asymptotics.

5.1 Introduction

An attempt is made, at the request of the editors of this volume to whom the author
is grateful, to review some recent developments concerning eigenvalues of fractional
Laplacians and fractional Schrödinger operators. Such review is necessarily incom-
plete and biased towards the author’s interests. It is hoped, however, that this collec-
tion of results will provide a useful snapshot of a certain line of research and that the
open questions mentioned here stimulate some further research.

As is well known, the fractional Laplacian appears inmany different areas in con-
nection with non-local phenomena. Here we are particularly interested in problems
related to quantummechanics,where the square root of the Laplacian is used tomodel
relativistic effects. Earlyworks on the one-body andmany-body theory include [64, 30]
and [36, 83, 84, 44, 85], respectively, and we refer to these for further physical motiva-
tions.

Let us define the operators in question. For an open set Ω Ă Rd we denote by
H̊spΩq the set of all functions in the Sobolev space HspRdqwhich vanish almost every-
where in RdzΩ. We denote the Fourier transform of ψ by

ψ̂ppq :“ 1
p2πqd{2

ż

Rd
e´ip¨xψpxq dx .

The non-negative quadratic form
ż

Rd
|p|

2s
|ψ̂ppq|

2 dp , ψ P H̊spΩq ,

(note that ψ is zero almost everywhere on RdzΩ) is closed in the Hilbert space L2pΩq

and therefore generates a self-adjoint, non-negative operator

Hpsq
Ω in L2pΩq .
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For 0 ă s ă 1we callHpsq
Ω the fractional Laplacian inΩ.When s “ 1, this construction

gives the usual Dirichlet Laplacian, which we denote by ´∆Ω “ Hp1q

Ω . When Ω “

Rd, then Hpsq
Rd coincides with the fractional power s (in the sense of the functional

calculus) of the operator ´∆Rd and we will simplify notation by writing p´∆q
s

“ Hpsq
Rd .

It is important to note that, if Ω ‰ Rd (up to sets of capacity zero), then Hpsq
Ω does not

coincide with the fractional power of the operator ´∆Ω and, in fact, the comparison
of these two operators is one of the recurring themes in this review.

There is a useful alternative expression for the fractional Laplacian, namely,
ż

Rd
|p|

2s
|ψ̂ppq|

2 dp “ ad,s
ij

RdˆRd

|ψpxq ´ ψpyq|
2

|x ´ y|d`2s dx dy

for all ψ P HspRdq with

ad,s “ 22s´1π´d{2 Γp d`2s
2 q

|Γp´sq|
. (5.1.1)

This is a classical computation, which we recall in Appendix A.
Besides the fractional Laplacian on an open set we will also be interested in the

fractional Schrödinger operator p´∆q
s

` V. Heuristically, the connection between the
two operators is that the fractional Laplacian in Ω is the special case of the fractional
Schrödinger operator with the potential V which equals 0 onΩ and`8 on its comple-
ment. This intuition can be made precise as a limiting theorem, at least in the case of
a not too irregular boundary, but we will not make use of this here. Nevertheless, it is
useful to keep this connection inmindwhen comparing the results for both operators.

As we said, our main concern here are eigenvalue bounds for Hpsq
Ω and p´∆q

s
`V.

It is technically convenient to consider, instead of eigenvalues, the numbers given by
the variational principle. Namely, for a general self-adjoint operator A with quadratic
form a in a Hilbert space and for n P IN we define

EnpAq :“ sup
ψ1 ,...,ψn´1

ˆ

inf
0‰ψKψ1 ,...,ψn´1

arψs

}ψ}2

˙

.

According to the variational principle (see, e.g., [93, Theorem XIII.1]), if EnpAq ă

inf ess- specpAq, then EnpAq is the n-th eigenvalue of A, counting multiplicities. In
general, however, EnpAq need not be an eigenvalue. Since our tools in this paper are
of variational nature, they lead naturally to inequalities for EnpAq, independently of
whether or not it actually is an eigenvalue.

Let us briefly outline the structure this review. In Section 5.2 we begin with lower
bounds on the ground state energies E1pHpsq

Ω q and E1pp´∆q
s
`Vq. These lower bounds

come naturally from the shape optimization problems of minimizing E1pHpsq
Ω q among

all Ω with given measure and minimizing E1pp´∆q
s

` Vq among all V with given Lp

norm. The (classical) answers are given in Theorems 5.2.1 and 5.2.2. We then turn to
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comparing the eigenvalues of the operatorsHpsq
Ω and p´∆Ωq

s and recall a theorem from
[32].

In Section 5.3 we discuss the asymptotics of EnpHpsq
Ω q as n Ñ 8 and of #tn :

Enpp´∆q
s

` αVq ă 0u as α Ñ 8. Both questions are closely related, because studying
the asymptotics of EnpHpsq

Ω q as n Ñ 8 is the same as studying #tn : EnpHpsq
Ω q ă µu

as µ Ñ 8, which is the same as studying #tn : Enph2sHpsq
Ω ´ 1q ă 0u as h Ñ 0.

Clearly, studying #tn : Enpp´∆q
s

` αVq ă 0u as α Ñ 8 is the same as studying
#tn : Enph2sHpsq

Ω ´Vq ă 0u as h Ñ 0, so both questions correspond to a semi-classical
limit with an effective Planck constant h tending to zero. While the leading term in
the asymptotics is well known and given by a Weyl-type formula, there are still open
questions corresponding to subleading corrections.

In Section 5.4 we supplement the asymptotic results on the number and sums of
eigenvalues by ‘uniform’ inequalities which hold not only in the asymptotic regimes
considered in the previous section. The important feature of these inequalities is, how-
ever, that they have a form reminiscent of the asymptotics. We present such eigen-
value bounds not only for Hpsq

Ω and p´∆q
s

` V, but also for operators of the form
p´∆q

s
´ W ` V, whereW is an explicit ‘Hardy weight’.

We conclude with a short Section 5.5 on (some of) the topics that we have not
treated in this paper.

5.2 Bounds on Single Eigenvalues

5.2.1 The fractional Faber–Krahn inequality

We recall that E1pHpsq
Ω q denotes the ground state energy of the fractional Laplacian on

an open setΩ Ă Rd. Using Sobolev interpolation inequalities onRd (see, for instance,
(5.2.4) below) and Hölder’s inequality it is easy to prove that

E1pHpsq
Ω q ě Cd,s|Ω|

´2s{d

for some positive constant Cd,s depending only on d and s. The fractional Faber–
Krahn inequality in the following theorem says that the optimal value of the constant
Cd,s is attained when Ω is a ball. We recall that for any measurable set E Ă Rd of fi-
nite measure, E˚ denotes the centered, open ball with radius determined such that
|E˚

| “ |E|.

Theorem 5.2.1. Let Ω Ă Rd be open with finite measure. Then

E1pHpsq
Ω q ě E1pHpsq

Ω˚ q

with equality if and only if Ω is a ball.
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This theorem follows easily using symmetric decreasing rearrangement (see, e.g., [80]
for a textbook presentation). We know [6] that

}p´∆q
s{2ψ}

2
ě }p´∆q

s{2ψ˚
}
2 , (5.2.1)

where ψ˚ denotes the symmetric decreasing rearrangement of ψ, and since }ψ˚
}
2

“

}ψ}
2 and ψ˚ is supported in Ω˚, we obtain the inequality in the theorem. The unique-

ness of the ball follows from the strictness statement for (5.2.1), see [27, 56]. (We also
mention that a version of (5.2.1) for functions on a interval appears in [59].) An alterna-
tive proof of Theorem 5.2.1, based on a comparison result for the corresponding heat
equations, can be found in [98]. For results related to and generalizing Theorem 5.2.1,
see [15].

It would be interesting to supplement Theorem 5.2.1 with a stability result analo-
gous to [58, 24], namely to show that E1pHpsq

Ω q ´ E1pHpsq
Ω˚ q is bounded from below by a

constant (depending only on s and d) times |Ω|
´2s{d´2 inft|B∆Ω|

2 : B ball with |B| “

|Ω|u.
Theorem 5.2.1 corresponds to minimizing E1pHpsq

Ω q among all sets Ω with given
measure. Another interesting problem is tominimize E1pHpsq

Ω q among all convex setsΩ
with given inner radius rinpΩq :“ supxPΩ distpx, Ωcq. Optimal results for this question
appear in [8, 87].

5.2.2 The fractional Keller inequality

We recall that E1pp´∆q
s

` Vq denotes the ground state energy of the fractional
Schrödinger operator. In [70] Keller asked for s “ 1 how small the ground state en-
ergy can be for a given Lp norm of the potential; see also [82]. The following theorem
generalizes this result to the fractional case.

Theorem 5.2.2. Let d ě 1, 0 ă s ă 1 and 𝛾 ą 0. If d “ 1 and s ą 1{2 we assume in
addition that 𝛾 ě 1 ´ 1{p2sq. Then

K𝛾,d,s :“ ´ inf
V

E1pp´∆q
s

` Vq

}V}
1`d{p2s𝛾q

𝛾`d{p2sq

ă 8 .

Moreover, there is a positive, radial, symmetric decreasing functionW such that the in-
equality

E1pp´∆q
s

` Vq ě ´K𝛾,d,s

ˆ
ż

Rd
|V|

𝛾`d{p2sq dx
˙1{𝛾

(5.2.2)

is strict unless V “ ´b´2sWppx ´ aq{bq for some a P Rd and b ą 0.

Let us briefly sketch the proof. The key idea (essentially contained in [82] for s “ 1)
is that the inequality K𝛾,d,s ă 8 is equivalent to a Sobolev interpolation inequality.
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According to the variational definition of E1pp´∆q
s

` Vq we have

´K𝛾,d,s “ inf
V
inf
ψ

}p´∆q
s{2ψ}

2
`
ş

Rd V|ψ|
2 dx

}ψ}2 }V}
1`d{p2s𝛾q

𝛾`d{p2sq

Since the quotient in this formula remains invariant if we replace both Vpxq by
b2Vpbxq and ψpxq by cψpbxq for arbitrary b, c ą 0, we can restrict the infimum to
potentials V with }V}𝛾`d{p2sq “ 1 and to functions ψ with }ψ} “ 1. Moreover, since
the quotient does not increase if we replace V by ´|V| we can restrict the infimum to
potentials V ď 0. We summarize these findings as

´K𝛾,d,s “ inf
!

Eqrψs ` Hqrψ, Us : U ě 0 , }ψ} “ }U}q{pq´2q “ 1
)

with q ě 2 such that 1{p𝛾 ` d{p2sqq ` 2{q “ 1,

Eqrψs “ }p´∆q
s{2ψ}

2
´ }ψ}

2
q

and
Hqrψ, Us “ }ψ}

2
q ´

ż

Rd
U|ψ|

2 dx .

By Hölder’s inequality we have Hqrψ, Us ě 0 for U ě 0 with }U}q{pq´2q “ 1, and
equality holds if and only if U “ p|ψ|{}ψ}qq

q´2. Thus, K𝛾,d,s ă 8 is equivalent to

inf tEqrψs : }ψ} “ 1u ą ´8 , (5.2.3)

and there is a bijective correspondence between V’s realizing equality in (5.2.2) and
ψ’s realizing the infimum in (5.2.3). The statement (5.2.3) is, by scaling, equivalent to
the Sobolev interpolation inequality

}p´∆q
s{2ψ}

2ϑ
}ψ}

2p1´ϑq
ě Sd,q,s}ψ}

2
q (5.2.4)

with a constant Sd,q,s ą 0 (and some ϑ P p0, 1q uniquely determined by scaling). This
inequality is well known to hold for 2 ď q ď 2d{pd ´ 2sq if d ą 2s, for 2 ď q ă 8 if
d “ 2s and for 2 ď q ď 8 if d ă 2s. Therefore, we deduce that K𝛾,d,s ă 8 under the
assumptions on 𝛾 in the theorem. Moreover, if Sd,q,s denotes the optimal constant in
(5.2.4), then it is also well-known that there is a minimizer ψ for which equality holds
(see, for instance, [29] for a proof for s “ 1; the necessary modifications for s ă 1 are,
for instance, in [19]). By the rearrangement inequality (5.2.1), this ψ can be chosen
positive, radial and symmetric decreasing. It was recently proved in [49, 50] that there
is a unique function Q such that any function achieving equality in (5.2.4) coincides
with Q after translation, dilation and multiplication by a constant, which leads to the
uniqueness statement in Theorem 5.2.2. This completes our sketch of the proof of the
theorem.

We expect that the method from [29], together with the non-degeneracy results
from [49, 50], leads to a stability version of (5.2.2).
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5.2.3 Comparing eigenvalues of Hpsq

Ω and p´∆Ωqs

It is important to distinguish between Hpsq
Ω , the fractional Laplacian on Ω, and the

fractional power p´∆Ωq
s of the Dirichlet Laplacian. These two operators are different,

but, as shown in the following theorem, the first one is always less or equal than the
second one. We recall that for two operators A, B, which are bounded from below, we
write A ď B if their quadratic forms a, bwith form domainsDras,Drbs satisfyDras Ą

Drbs and arus ď brus for every u P Drbs. Note that A ď B implies EnpAq ď EnpBq for
all n P IN.

Theorem 5.2.3. Let Ω Ă Rd be open and 0 ă s ă 1. Then

Hpsq
Ω ď p´∆Ωq

s (5.2.5)

In particular,

EnpHpsq
Ω q ď Enpp´∆Ωq

s
q “ pEnp´∆Ωqq

s for all n P IN . (5.2.6)

Moreover, unless RdzΩ has zero capacity, the operators Hpsq
Ω and p´∆Ωq

s do not coin-
cide.

The first part of the theorem is due to Chen–Song [32] (see also [39] and its general-
ization in [33]), which extends earlier results in [9] for s “ 1{2 and in [38] for s ir-
rational. The second part concerning strictness is from [47], where it is also shown
that, in a certain sense, EnpHpsq

Ω q and Enpp´∆Ωq
s
q have the same leading term as

n Ñ 8, but a different subleading term; see Corollary 5.3.4 below for a precise state-
ment. An alternative proof of Theorem 5.2.3, which yields strict inequality in (5.2.6)
for any n for bounded Ω, is in [88] and is based on the Caffarelli–Silvestre extension
technique [31]. In fact, it was recently shown in [75], using Jensen’s inequality, that
p0, 1q Q s ÞÑ EnpHpsq

Ω q
1{s is strictly increasing for any n if Ω is bounded.

Let us sketch the idea of the proof of Theorem 5.2.3 in [47]. It is based on the ob-
servation that, if A is a non-negative operator in a Hilbert space with trivial kernel, P
an orthogonal projection and φ an operator monotone function on p0,8q, then

PφpPAPqP ě PφpAqP . (5.2.7)

(This is closely related to the Sherman–Davis inequality, see, e.g., [28, Theorem 4.19].)
Using Loewner’s integral representation of operator monotone functions (see, for in-
stance, [18] or [97, Theorem 1.6]), (5.2.7) follows from

PpPAPq
´1P ď PA´1P , (5.2.8)

which, in turn, can be proved using a variational characterization of the inverse op-
erator in the spirit of Dirichlet’s principle. Inequality (5.2.5) follows immediately from



216 | Rupert L. Frank

(5.2.7) with the choice A “ ´∆ in L2pRdq, P =multiplication by the characteristic func-
tion of Ω (note that Hpsq

Ω “ PAsP in the quadratic form sense) and φpEq “ Es (which is
operatormonotone for 0 ă s ă 1). Note that this argument gives an analogue of (5.2.5)
for any operatormonotone function. If we only want (5.2.5), we do not need Loewner’s
theorem, but only the integral representation

Es “
sinpπsq
π

ż 8

0
ts
ˆ

1
t ´

1
t ` E

˙

dt if 0 ă s ă 1 .

Analyzing the cases of equality in (5.2.8) shows that, under the assumption that
φ is not affine linear, equality in (5.2.7) holds iff ran P is a reducing subspace of A.
(This is stated in [47] only for positive definite A, which is needed for (5.2.8), but when
passing from (5.2.8) to (5.2.7) one always has a positive definite operator.) Since L2pΩq

is not a reducing subspace for´∆ in L2pRdq unlessRdzΩ has capacity zero, we obtain
the second part of the theorem.

While Theorem 5.2.3 gives an upper bound on EnpHpsq
Ω q in terms of Enp´∆sΩq, the

following theorem, also due to Chen–Song [32], yields a lower bound.

Theorem 5.2.4. Let Ω Ă Rd be bounded and satisfy the exterior cone condition and
let 0 ă s ă 1. Then there is a cΩ,s ą 0 such that

EnpHpsq
Ω q ě cΩ,s Enpp´∆Ωq

s
q “ cΩ,s pEnp´∆Ωqq

s for all n P IN . (5.2.9)

If Ω is convex, (5.2.9) holds with cΩ,s “ 1{2.

We note that Theorem 5.2.4 allows one to obtain lower bounds on EnpHpsq
Ω q from lower

bounds on Enp´∆Ωq. For instance, one can show that for convex domains E1pHpsq
Ω q is

bounded frombelowbya constant times rinpΩq
´2s [32]. This givesweaker inequalities,

however, than the direct approach in [8, 87].

5.3 Eigenvalue Asymptotics

5.3.1 Eigenvalue asymptotics for the fractional Laplacian

From a (fractional analogue) of Rellich’s compactness lemma we know that Hpsq
Ω has

purely discrete spectrum when Ω Ă Rd has finite measure. In this subsection we dis-
cuss the asymptotics of the eigenvalues EnpHpsq

Ω q as n Ñ 8. The basic result is due to
Blumenthal and Getour [22] (see also [12, Rem. 2.2] and [61]).

Theorem 5.3.1. Let Ω Ă Rd be open with finite measure. Then

lim
nÑ8

EnpHpsq
Ω q

n2s{d
“ p2πq

2sω´2s{d
d |Ω|

´2s{d (5.3.1)
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with ωd “ |tξ P Rd : |ξ | ă 1u|.

Alternatively, one can write (5.3.1) as

lim
µÑ8

µ´d{p2sqNpµ, Hpsq
Ω q “ p2πq

´dωd|Ω| , (5.3.2)

where for an arbitrary self-adjoint operator A, which is bounded from below, we set
Npµ, Aq “ #tn : EnpAq ă µu. If A has discrete spectrum in p´8, µq, then Npµ, Aq

denotes the total number of eigenvalues below µ, counting multiplicities.
For later purposes we record that (5.3.1) implies

lim
NÑ8

N´1´2s{d
N
ÿ

n“1
EnpHpsq

Ω q “
d

d ` 2s p2πq
2sω´2s{d

d |Ω|
´2s{d . (5.3.3)

We also note that (5.3.2) and integration in µ shows that, for any 𝛾 ą 0,

lim
µÑ8

µ´𝛾´d{p2sq Tr
´

Hpsq
Ω ´ µ

¯𝛾

´
“ Lcl𝛾,d,s|Ω| , (5.3.4)

where

TrpHpsq
Ω ´ µq

𝛾
´ “

ÿ

n

´

EnpHpsq
Ω q ´ µ

¯𝛾

´
“ 𝛾

ż 8

0
Npµ, Hpsq

Ω qµ𝛾´1 dµ

and

Lcl𝛾,d,s :“
1

p2πqd

ż

Rd

´

|p|
2s

´ 1
¯𝛾

´
dp “

ωd
p2πqd

Γp𝛾 ` 1q Γp d2s ` 1q

Γp𝛾 ` d
2s ` 1q

. (5.3.5)

A classical result of Weyl states that

lim
µÑ8

µ´d{2Npµ,´∆Ωq “ p2πq
´dωd |Ω| ,

and therefore, by the spectral theorem,

lim
µÑ8

µ´d{p2sqNpµ, p´∆Ωq
s
q “ lim

µ1Ñ8
pµ1

q
´d{2Npµ1,´∆Ωq “ p2πq

´dωd |Ω| .

Comparing this with (5.3.1) we see that EnpHpsq
Ω q and Enp´∆sΩq “ pEnp´∆Ωqq

s coin-
cide to leading order as n Ñ 8. In the following we will be interested in subleading
corrections to the asymptotics in Theorem 5.3.1.

We begin with the case d “ 1. After a translation and a dilation we can assume
without loss of generality that Ω “ p´1, 1q.

Theorem 5.3.2. Let Ω “ p´1, 1q Ă R. Then

EnpHpsq
Ω q “

ˆ

nπ
2 ´

p1 ´ sqπ
4

˙2s
` Opn´1

q (5.3.6)
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This theorem is due to Kwaśnicki [74] and generalizes an earlier result [72] for s “ 1{2.
A key role is played by a detailed analysis of the half line problem [73].

Asymptotics (5.3.6) are remarkably precise. For s ą 1{2 they give the first three
terms as n Ñ 8. We also see that the lim inf and the lim sup of Npµ, Hpsq

Ω q ´

π´1
|Ω|µ1{p2sq as µ Ñ 8 are finite, but do not coincide. (In fact, the lim sup is pos-

itive for s P p0, 1q, which shows that the analogue of Pólya’s conjecture fails in the
fractional case. This was first observed in [75].)

We now turn to the higher-dimensional case. The authors of [14] posed the prob-
lem to prove that, under suitable assumptions on Ω, the quantity

n´p2s´1q{d
´

EnpHpsq
Ω q ´ n2s{dp2πq

2sω´2s{d
d |Ω|

´2s{d
¯

has a limit. For s “ 1 this is a celebrated result by Ivrii [66] which holds under the
assumption that the set of periodic billiards has measure zero. In fact, after the first
versionof this reviewwas submitted, Ivrii [67] announceda solutionof the aboveprob-
lem for s P p0, 1q under the same assumption.

The following theorem from [47] verifies the existence of a limit in the Cesàro
sense, that is, the quantity

N´p2s´1q{d
˜

N´1
N
ÿ

n“1
EnpHpsq

Ω q ´
d

d ` 2s N
2s{d

p2πq
2sω´2s{d

d |Ω|
´2s{d

¸

(5.3.7)

has a limit. Just like (5.3.1) is equivalent to (5.3.2) and (5.3.3) is equivalent to (5.3.4) with
𝛾 “ 1, the existence of the limit of (5.3.7) is equivalent to the existence of the limit of

µ´1´pd´1q{p2sq
´

TrpHpsq
Ω ´ µq´ ´ µ1`d{p2sqLcl1,d,s |Ω|

¯

. (5.3.8)

(These equivalences are elementary facts about sequences; see, e.g., [47, Lemma 21].)
The advantage of (5.3.2), (5.3.4) and (5.3.8) over (5.3.1), (5.3.3) and (5.3.7), respectively,
is that disjoint subsets of Ω have asymptotically an additive influence on the asymp-
totics, which allows for localization techniques.

The main result from [47] is

Theorem 5.3.3. For any d ě 1 and 0 ă s ă 1 there is a constant Bcld,s ą 0 such that
for any bounded domain Ω Ă Rd with C1 boundary,

lim
µÑ8

µ´1´pd´1q{p2sq
´

TrpHpsq
Ω ´ µq´ ´ µ1`d{p2sqLcl1,d,s |Ω|

¯

“ ´Bcld,s σpBΩq . (5.3.9)

Here σpBΩq denotes the surface measure of BΩ. In [47] this is stated for domains with
C1,α boundary, 0 ă α ď 1, and a quantitative remainder whose order depends on α.
The same argument as in [48], however, yields the result for C1 boundaries with a op1q

remainder.
In [47] we obtain an expression for Bcld,s which is explicit enough to deduce that

it is different (in fact, smaller) than the corresponding expression for the fractional
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power of the Dirichlet Laplacian. In order to state this precisely, we recall that there is
a constant B̃cld,s ą 0 such that for any bounded domain Ω Ă Rd with C1 boundary,

lim
µÑ8

µ´1´pd´1q{p2sq
´

Trpp´∆Ωq
s

´ µq´ ´ µ1`d{p2sqLcl1,d,s |Ω|

¯

“ ´B̃cld,s σpBΩq ;

see, e.g., [46] for a proof for domains with C1,α boundary, 0 ă α ď 1, which again can
be modified to yield the result for C1 boundaries. We prove [47, Sec. 6.4]

Bcld,s ă B̃cld,s

and deduce

Corollary 5.3.4. For any bounded domain Ω Ă Rd with C1 boundary,

lim
µÑ8

µ´1´pd´1q{p2sq
´

TrpHpsq
Ω ´ µq´ ´ Trpp´∆Ωq

s
´ µq´

¯

“ ´

´

Bcld,s ´ B̃cld,s
¯

σpBΩq ą 0 .

Theorem 5.3.3 implies via integration that

lim
tÑ0

tpd´1q{p2sq
˜

Tr e´tHpsq
Ω ´ t´d{p2sqωd Γp1 ` d

2s q

p2πqd
|Ω|

¸

“ ´Γp2 ` d´1
2s q Bcld,s σpBΩq .

(5.3.10)
(This is essentially the argument that convergence in Cesàro sense implies conver-
gence in Abel sense.) Asymptotics (5.3.10) are, in fact, even true for Ω with Lipschitz
boundary, as had earlier been shown in [14]. This extends the result from [26] for s “ 1
to the fractional case. See also [12] for remainder terms in (5.3.10) under stronger reg-
ularity assumptions on the boundary.

It seems to be unknown whether Theorem 5.3.3 remains true for Lipschitz do-
mains.

Asymptotics like (5.3.10) have been shown for more general non-local operators,
see, e.g., [16, 92, 23, 62].

5.3.2 Eigenvalue asymptotics for fractional Schrödinger
operators

The analogue of Theorem 5.3.1 for fractional Schrödinger operators is

Theorem 5.3.5. Let 0 ă s ă 1 and let V be a continuous function on Rd with compact
support. Then

lim
αÑ8

α´d{p2sqNpp´∆q
s

` αVq “ p2πq
´dωd

ż

Rd
Vd{p2sq

´ dx . (5.3.11)
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Similarly to (5.3.11) one can show that for any 𝛾 ą 0,

lim
αÑ8

α´𝛾´d{p2sq Trpp´∆q
s

` αVq
𝛾
´ “ Lcl𝛾,d,s

ż

Rd
V𝛾`d{p2sq

´ dx (5.3.12)

with Lcl𝛾,d,s from (5.3.5). The assumptions on V for (5.3.11) and (5.3.12) to hold can be
relaxed. In particular, for d ě 2, as well as for d “ 1 and 0 ă s ă 1{2, one can
show that the asymptotics hold under the sole assumption V´ P L𝛾`d{p2sq. This will
be explained after Theorem 5.4.2. The case d “ 1 and 1{2 ď s ă 1 is more subtle.
In analogy with [21, 89] one might wonder whether there are V P L1{p2sq for which
Npp´∆q

s
`αVq grows faster than α1{p2sq or like α1{p2sq butwith an asymptotic constant

strictly larger than
ş

R V
1{p2sq
´ dx. Apparently this question has not been studied.

We are also not aware of sharp remainder estimates or subleading terms in (5.3.11)
and (5.3.12). Note that, due to the non-smoothness of p ÞÑ |p|

2s at p “ 0, the operator
p´h2∆q

s
`V is not an admissible operator in the sense of [63]. For a remainder bound

for the massive analogue of (5.3.12) with 𝛾 “ 1{2 we refer to [99].

5.4 Bounds on Sums of Eigenvalues

5.4.1 Berezin–Li–Yau inequalities

In this subsection we discuss bounds on sums of eigenvalues of Hpsq
Ω . The bounds in

the following theorem are called Berezin–Li–Yau inequalities since they generalize
the corresponding bounds for s “ 1 [20, 79] to the fractional case.

Theorem 5.4.1. Let Ω Ă Rd be an open set of finite measure. Then for any µ ą 0,
ÿ

n

´

EnpHpsq
Ω q ´ µ

¯

´
ď µ1`d{p2sqLcl1,d,s |Ω| (5.4.1)

and, equivalently, for any N P IN,

N
ÿ

n“1
EnpHpsq

Ω q ě
d

d ` 2s p2πq
2sω´2s{d

d |Ω|
´2s{dN1`2s{d . (5.4.2)

Inequality (5.4.1) is a special case of a result in [76]. To see that (5.4.1) and (5.4.2) are
equivalent, denote the left and right side of (5.4.1) by flpµq and frpµq, respectively, by
glp𝜈q the piecewise linear function which coincides with the left side of (5.4.2) for 𝜈 “

N P IN and by grp𝜈q the right side of (5.4.2) with N replaced by a continuous variable
𝜈. Note that (5.4.2) is equivalent to glp𝜈q ě grp𝜈q for all 𝜈 ą 0. We have defined four
convex functions and we note that f# and g# are Legendre transforms of each other
with # “ l, r. Thus, the equivalence follows from the fact that the Legendre transform
reverses inequalities.
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The important feature of (5.4.1) and (5.4.2) is that the constant on the right side
coincides with the asymptotic value as µ or N tend to infinity; see (5.3.3) and (5.3.4).
For remainder terms in (5.4.2) we refer to [101].

Bounding the left side of (5.4.2) from above by NENpHpsq
Ω q or the left side of (5.4.1)

from below by pΛ ´ µq´NpΛ, Hpsq
Ω q and optimizing in Λ ă µ we obtain

NpΛ, Hpsq
Ω q ď

ˆ

d ` 2s
d

˙
d
2s ωd

p2πqd
|Ω|Λ

d
2s , ENpHpsq

Ω q ě
d

d ` 2s
p2πq

2s

ω
2s
d
d

|Ω|
´ 2s

d N
2s
d .

(5.4.3)
It is a challenging open question (the fractional analogue of Pólya’s conjecture)
whether the factors ppd`2sq{dq

d{p2sq and d{pd`2sq can be removed in these bounds.
It was recently shown [75] that Pólya’s conjecture fails in d “ 1 for s P p0, 1q and in
d “ 2 at least for all sufficiently small values of s. (As an aside, we mention that
Pólya’s conjecture also fails for the Laplacian in two-dimensions with a constant mag-
netic field and that in this case the factors ppd ` 2sq{dq

d{p2sq
“ 2 and d{pd ` 2sq “ 2

are optimal [55].)

We finally mention a well known inequality for the heat kernel. From the maxi-
mum principle for the heat equation we know that the heat kernel ktpx, x1

q for Hpsq
Ω

satisfies

0 ď ktpx, x1
q ď

ż

Rd
e´t|p|

2s
eip¨px´x1

q dp
p2πqd

for all x, x1
P Ω .

(The right side is the heat kernel of p´∆q
s.) We evaluate this inequality for x “ x1. If

Hpsq
Ω has discrete spectrum (which is the case, for instance, if |Ω| ă 8) and ψn denote

the normalized eigenfunctions corresponding to the EnpHpsq
Ω q, then we obtain

ÿ

n
e´tEnpHpsq

Ω q
|ψnpxq|

2
ď
ωd Γp1 ` d{p2sqq

p2πqd
t´d{p2sq for all x P Ω . (5.4.4)

By integration over x P Ω we obtain
ÿ

n
e´tEnpHpsq

Ω q
ď
ωd Γp1 ` d{p2sqq

p2πqd
|Ω| t´d{p2sq ,

which, in turn, could have been obtained directly by integrating (5.4.1) against t2e´tµ

over µ P R`. However, in some applications the local information in (5.4.4) is crucial.
For example, one useful consequence of (5.4.4) comes by bounded the left side from
below by e´tµř

EnpHpsq
Ω qăµ |ψnpxq|

2. Optimizing the resulting inequality over t ą 0
yields

ÿ

EnpHpsq
Ω qăµ

|ψnpxq|
2

ď
ωd Γp1 ` d{p2sqq

p2πqd

ˆ

2se
d

˙d{p2sq
µd{p2sq . (5.4.5)

While yielding a worse constant than (5.4.3) when integrated over x P Ω, this a-priori
bound on the ‘local number of eigenvalues’ is useful when proving µ Ñ 8 asymp-
totics.
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5.4.2 Lieb–Thirring inequalities

Lieb–Thirring inequalities [82] provide bounds of sums of powers of negative eigenval-
ues of Schrödinger operators in terms of integrals of the potential. They play an impor-
tant role in the proof of stability of matter by Lieb and Thirring; see [81] for a textbook
presentation. For further background and references about Lieb–Thirring inequalities
we also refer to the reviews [77, 65].

The following theorem summarizes Lieb–Thirring inequalities for fractional
Schrödinger operators.

Theorem 5.4.2. Let d ě 1, 0 ă s ă 1 and
$

’

’

&

’

’

%

𝛾 ě 1 ´ 1{p2sq if d “ 1 and s ą 1{2 ,
𝛾 ą 0 if d “ 1 and s “ 1{2 ,
𝛾 ě 0 if d ě 2 or d “ 1 and s ă 1{2 .

Then there is a L𝛾,d,s such that for all V,

Tr
`

p´∆q
s

` V
˘𝛾

´
ď L𝛾,d,s

ż

Rd
V𝛾`d{p2sq

´ dx . (5.4.6)

This theorem, with the additional assumption 𝛾 ą 1 ´ 1{p2sq if d “ 1, s ą 1{2,
appears in [36], which also has explicit values for L𝛾,d,s in the physicallymost relevant
cases. Since we have not found the case 𝛾 “ 1 ´ 1{p2sq if d “ 1, s ą 1{2, in the
literature, we provide a proof in Appendix B.

To appreciate the strength of Theorem 5.4.2, we note that by bounding the sum
over all eigenvalues by a single one, we deduce from (5.4.6) that

E1pp´∆q
s

` Vq ě ´

ˆ

L𝛾,d,s
ż

Rd
V𝛾`d{p2sq

´ dx
˙1{𝛾

,

which is the bound from Theorem 5.2.2 andwhichwe have seen to be equivalent to the
Sobolev inequality (5.2.4). Moreover, replacing V by αV and comparing with Theorem
5.3.5 we see that the right side of (5.4.6) has the correct order of growth in the large
coupling limit α Ñ 8. Thus, Theorem 5.4.2 shows that the semi-classical approxima-
tion is, up to a multiplicative constant, a uniform upper bound. This observation and
a density argument based on Ky-Fan’s eigenvalue inequality (see, e.g., [96, Theorem
1.7]) can be used to show that for 𝛾 as in Theorem 5.4.2 the asymptotics (5.3.11) and
(5.3.12) hold for all V with V´ P L𝛾`d{p2sq

pRdq.
Let us comment on the case 𝛾 “ 0 if d “ 1 and s “ 1{2. In this case it is easy to

see that

inf
}ψ}“1

ˆ

}p´∆q
1{4ψ}

2
`

ż

R
V|ψ|

2 dx
˙

ă 0 if
ż

R
V dx ă 0 ,
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and so inequality (5.4.6) necessarily fails for 𝛾 “ 0. Remarkably, in this case one can
show a reverse bound,

Tr
´

p´∆q
1{2

` V
¯0

´
ě c

ż

R
V´ dx if V ď 0 . (5.4.7)

(This is contained in [94] up to a conformal transformation.)
While there has been substantial progress concerning the sharp constants in the

s “ 1 analogue of Theorem 5.4.2, no sharp constant seems to be known in the case
s ă 1.

Our final topic are Hardy–Lieb–Thirring inequalities. We recall [64] that Hardy’s
inequality states that for 0 ă s ă d{2 and ψ P 9HspRdq, the homogeneous Sobolev
space,

ż

Rd
|p|

2s
|ψ̂ppq|

2 dp ě Cs,d

ż

Rd
|x|

´2s
|ψpxq|

2 dx

with the sharp constant

Cs,d “ 22s Γppd ` 2sq{4q
2

Γppd ´ 2sq{4q2
.

As a consequence, p´∆q
s

´ Cs,d|x|
´2s is a non-negative operator. The following the-

orem says that, up to avoiding the endpoint 𝛾 “ 0 and modifying the constant, the
Lieb–Thirring inequalities from Theorem 5.4.2 remain valid when p´∆q

s is replaced
by p´∆q

s
´ Cs,d|x|

´2s.

Theorem 5.4.3. Let d ě 1, 0 ă s ă d{2 and 𝛾 ą 0. Then there is a constant LHLT𝛾,d,s
such that

Tr
´

p´∆q
s

´ Cs,d|x|
´2s

` V
¯𝛾

´
ď LHLT𝛾,d,s

ż

Rd
V𝛾`d{p2sq

´ dx . (5.4.8)

We emphasize that the assumption s ď 1 is not needed here. Moreover, arguing as
before (5.4.7) one can show that the inequality does not hold for 𝛾 “ 0.

Theorem 5.4.3 was initially proved for s “ 1 in [42] and then extended in [52] to
0 ă s ă 1 (with 0 ă s ă 1{2 if d “ 1). The full result is from [45] and uses an idea
from [99].

The proof in [52] (for 0 ă s ď 1) allows for the inclusion of a magnetic field. This
leads to the proof of stability of relativistic matter with magnetic fields for nuclear
charges up to and including the critical value; see also [51].

Let us briefly comment on the proof of Theorem 5.4.3 in [52], since this will also be
relevant in the following. Similarly as after Theorem 5.4.2we observe that by bounding
the sum over all eigenvalues by a single one, we deduce from (5.4.8) that

E1pp´∆q
s

´ Cs,d|x|
´2s

` Vq ě ´

ˆ

LHLT𝛾,d,s

ż

Rd
V𝛾`d{p2sq

´ dx
˙1{𝛾

,

which in turn, by the argument in the proof of Theorem 5.2.2, is equivalent to the
Hardy–Sobolev inequality

´

}p´∆q
s{2ψ}

2
´ Cs,d}|x|

´sψ}
2
¯ϑ

}ψ}
2p1´ϑq

ě Cd,q,s}ψ}
2
q (5.4.9)
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with 1{p𝛾 ` d{p2sqq ` 2{q “ 1 (and some ϑ P p0, 1q uniquely determined by scal-
ing). The proof in [52] proceeds by first showing the latter inequality (at this point the
assumption s ď 1 enters through the use of the rearrangement inequality (5.2.1) for
}p´∆q

s{2ψ}
2) and then by proving, in an abstract set-up (see also [53]), that a Sobolev

inequality, in fact, implies a Lieb–Thirring inequality. (To be more precise, there is an
arbitrarily small loss in the exponent. For instance, (5.4.9) for a given q implies (5.4.8)
for any 𝛾 with 1{p𝛾 `d{p2sqq `2{q ă 1. But since we want to prove (5.4.8) for an open
set of exponents 𝛾, this loss is irrelevant for us.) This concludes our discussion of the
proof of Theorem 5.4.3.

The Hardy inequalities discussed so far involve the function |x|
´2s with a singu-

larity at the origin. For convex domains there are alsoHardy inequalitieswith the func-
tion distpx, Ωcq´2s, or more generally, for arbitrary domains with the function

m2spxq :“
˜

2π
d´1
2 Γp1`2s

2 q

Γp d`2s
2 q

¸

1
2s ˆż

Sd´1

dω
dωpxq2s

˙´ 1
2s
,

where dωpxq :“ inft|t| : x`tω R Ωu. (We say ‘more generally’ since one can show that
m2spxq ď distpx, Ωcq for convex Ω; see [86].) The sharp Hardy inequality of Loss and
Sloane [86] states that for d ě 2, 1{2 ă s ă 1, any open Ω Ă Rd and any ψ P C1c pΩq,

ż

Rd
|p|

2s
|ψ̂ppq|

2 dp ě C1
s

ż

Ω
m2spxq

´2s
|ψpxq|

2 dx

with the sharp constant

C1
s “

Γp1`2s
2 q

|Γp´sq|

Bp1`2s
2 , 1 ´ sq ´ 22s

2s
?
π

.

This inequality is the fractional analogue of Davies’ inequality [37]. The fractional in-
equality in the special case of a half space is due to [25].

The analogue of Theorem 5.4.3 is

Theorem 5.4.4. Let d ě 2, 1{2 ă s ă 1 and 𝛾 ě 0. Then there is a constant LHLT
1

𝛾,d,s
such that for all open Ω Ă Rd and all V,

Tr
´

Hpsq
Ω ´ C1

sm´2s
2s ` V

¯𝛾

´
ď LHLT

1

𝛾,d,s

ż

Ω
V𝛾`d{p2sq

´ dx . (5.4.10)

We emphasize that, in contrast to Theorem 5.4.3, now 𝛾 “ 0 is allowed.
Theorem 5.4.4 is the analogue of a result for s “ 1, d ě 3 in [54]. Since it ap-

pears here for the first time, we comment briefly on its proof. Adapting an argument
of Aizenman and Lieb [5] to our setting we see that it suffices to prove the inequality
for 𝛾 “ 0. As in the proof of Theorem 5.4.3 from [52] the first step is the ‘single function
result’, that is, the analogue of (5.4.9), which reads

}p´∆q
s{2ψ}

2
´ C1

s}m´s
2s ψ}

2
ě Cd,s}ψ}

2
2d{pd´2sq (5.4.11)

for ψ P C1c pΩq. This inequality is proved in [40]. With (5.4.11) at hand one can apply
the abstract machinery from [53] in the same way as in [54] to obtain the theorem.
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5.5 Some Further Topics

We concludewith some brief comments on further topics in the spectral theory of frac-
tional Laplacians which are not included in the main part of this text.

(1) Positivity and uniqueness of the ground state. This is a classical result which
canbederivedusingPerron–Frobenius arguments and thepositivity of the heat kernel
or by the maximum principle.

(2) Simplicity of excited states for radial fractional Schrödinger operators opera-
tors. This question has some relevance in non-linear problems and has recently been
investigated in [49, 50] for Schrödinger operators with radially increasing potentials.

(3) Decay of eigenfunctions. In contrast to the local case s “ 1, the decay of eigen-
functions of Schrödinger operators with potentials tending to zero at infinity is only
algebraic; see [30]. (Earlier bounds in the massive case are in [90, 91].) For bounds for
growing potentials see, e.g., [69].

(4) Shape of the ground state and of some excited states for the fractional Lapla-
cian on a (convex) set. See [9, 13] for some results in d “ 1 and [71] for a related result
in d “ 2. For superharmonicity in any d for some s, see [7]. For antisymmetry of the
first excited state on a ball, see [41]. (This has also numerical methods for upper and
lower bounds on the eigenvalues on a ball).

(5) Number of nodal domains. Is Sturm’s bound in d “ 1 valid? Is Courant’s bound
in d ě 2 valid? For some partial results, see [9, 49, 50].

(6) Regularity of eigenfunctions. Despite the non-locality of the fractional Lapla-
cian, eigenfunctions of p´∆q

s
` V can be shown to be regular where V is regular

[34, 35]. For improved Hölder continuity results for radial potentials, see [78].
(7) Bounds on the gap E2pHpsq

Ω q ´ E1pHpsq
Ω q for convex Ω. See [10, 11, 68]; there are

some conjectures in [10].
(8) Heat trace asymptotics for fractional Schrödinger operators and heat content

asymptotics. See [17, 2, 3, 4].
(9) Many-body Coulomb systems. Stability of matter [36, 83, 84, 44, 85, 52, 51].

Proof of the Scott correction without [57, 99] and with (self-generated) magnetic field
[43].

A Proof of (5.1.1)

The following computation of as,d is a slight simplification of [52, Lemma 3.1]. It fol-
lows from Plancherel’s theorem that

ij

RdˆRd

|ψpxq ´ ψpyq|
2

|x ´ y|d`2s dx dy “

ij

RdˆRd

|ψpxq ´ ψpx ` hq|
2

|h|d`2s dx dh “

ż

Rd
tppq|ψ̂ppq|

2 dp
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with
tppq “

ż

Rd

|1 ´ eip¨h
|
2

|h|d`2s dh “ 2
ż

Rd

1 ´ cospp ¨ hq

|h|d`2s dh .

By homogeneity and rotation invariance we have

tppq “ a´1
d,s |p|

2s

with
a´1
d,s “ 2

ż

Rd

1 ´ cosphdq

|h|d`2s dh .

It remains to compute this integral. We beginwith the case d “ 1, which is an exercise
in complex analysis. First let 0 ă s ă 1{2, so

a´1
1,s “ 4Re

ż 8

0

1 ´ eih
h1`2s dh .

Since p1´eizq{z1`2s is analytic in the upper right quadrant and sufficiently fast decay-
ing as |z| Ñ 8, we can move the integration from the positive real axis to the positive
imaginary axis and obtain

ż 8

0

1 ´ eih
h1`2s dh “ ´i

ż 8

0

1 ´ e´t

pitq1`2s dt “ ´i´2s
ż 8

0

1 ´ e´t

t1`2s dt .

The integral here can be recognized as a gamma function. Indeed, we have ifRe z ą 0,

Γpzq ´
1
z “ ´

ż 1

0

´

1 ´ e´t
¯

tz´1 dt `

ż 8

1
e´t tz´1 dt .

Since the right side is analytic in tRe z ą ´1u, the formula extends to this region and,
in particular,

Γpzq “ ´

ż 8

0

´

1 ´ e´t
¯

tz´1 dt if ´ 1 ă Re z ă 0 .

Thus, we have shown that

a´1
1,s “ 4Re i´2sΓp´2sq “ 4 cospπsqΓp´2sq .

Using the duplication formula Γp´2sq “ π´1{222s´1Γp´sqΓpp1 ´ 2sq{2q and the re-
flection formula Γpp1 ` 2sq{2qΓpp1 ´ 2sq{2q “ ´π{ cospπsq we obtain the claimed
formula for a1,s. When 1{2 ă s ă 1, we start from

a´1
1,s “ 4Re

ż 8

0

1 ` ih ´ eih
h1`2s dh

and argue similarly using

Γpzq “ ´

ż 8

0

´

1 ´ t ´ e´t
¯

tz´1 dt if ´ 2 ă Re z ă ´1 .
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Finally, the formula for s “ 1{2 follows by continuity. This concludes the proof of
(5.1.1) for d “ 1.

Now let d ě 2 and write h “ ph1, hdq P Rd´1
ˆ R and compute for fixed hd P R

ż

Rd´1

dh1

ph12 ` h2dqpd`2sq{2 “
bd,s

|hd|1`2s

with
bd,s “

ż

Rd´1

dη
p1 ` η2qpd`2sq{2 .

Thus,
a´1
d,s “ 2bd,s

ż

R

1 ´ cos hd
|hd|1`2s dhd “ bd,sa´1

1,s ,

and it remains to compute bd,s. To do so we use [1, (6.2.1), (6.2.2)] and obtain

bd,s “ |Sd´2
|

ż 8

0

rd´2dr
p1 ` r2qpd`2sq{2 “

|Sd´2
|

2

ż 8

0

tpd´3q{2dt
p1 ` tqpd`2sq{2

“
|Sd´2

|

2
Γppd ´ 1q{2q Γpp1 ` 2sq{2q

Γppd ` 2sq{2q
“ πpd´1q{2 Γpp1 ` 2sq{2q

Γppd ` 2sq{2q
.

This concludes the proof of (5.1.1) for d ě 2.

B Lieb–Thirring Inequality in the Critical Case

Our goal in this appendix is to prove Theorem 5.4.2 in the critical case d “ 1, 1{2 ă

s ă 1 and 𝛾 “ 1 ´ 1{p2sq. Our argument will be a modification of Weidl’s argument
[100] in the s “ 1 case (see also the unpublished manuscript [95]).

For 1{2 ă s ă 1, any bounded interval Q Ă R and any ψ P HspQq, we define

tpsqQ rψs :“ a1,s
ij

QˆQ

|ψpxq ´ ψpyq|
2

|x ´ y|1`2s dx dy ,

where a1,s is the constant from (5.1.1). We shall need the following Poincaré–Sobolev
inequality for this quadratic form.

Lemma B.1. Let d “ 1 and 1{2 ă s ă 1. Then there is a constant Cs such that for any
bounded interval Q Ă R and any ψ P HspQq with

ş

Q ψ dx “ 0,

sup
Q

|ψ|
2

ď Cs|Q|
2s´1tpsqQ rψs .

Proof. By a density argument we may assume that ψ is continuous. We know from
[60] (with Ψpxq “ x2 and ppxq “ |x|

s`1{2) and a simple scaling argument that for any
a ă b and any continuous function φ on ra, bs,

|φpaq ´ φpbq|
2

pb ´ aq2s´1 ď Ds
ż b

a

ż b

a

|φpxq ´ φpyq|
2

|x ´ y|1`2s dx dy
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withDs “ p16p2s`1q{p2s´1qq
2. Since

ş

Q ψ dx “ 0 there is a c P Q such thatψpcq “ 0.
Moreover, let d P Q be such that |ψpdq| “ sup |ψ|. We apply the above inequality with
a “ mintc, du and b “ maxtc, du and note that b´ a ď |Q| to obtain the lemma.

The quadratic form tpsqQ rψs is non-negative and closed in L2pQq and therefore gener-
ates a self-adjoint operator, which we denote by Tpsq

Q . In some sense this corresponds
to imposing Neumann boundary conditions on BQ.

Lemma B.2. Let d “ 1, 1{2 ă s ă 1 and let Cs be the constant from Lemma B.1. Let
Q Ă R be a bounded interval and assume that V P L1pQq satisfies

α :“ |Q|
2s´1

ż

Q
V´ dx ă C´1

s .

Then Tpsq
Q ` V has at most one negative eigenvalue E and this eigenvalue satisfies, if it

exists,

E ě ´α´1{p2s´1q
p1 ´ Csαq

´1
ˆ
ż

Q
V´ dx

˙2s{p2s´1q

.

Proof. If ψ P HspQq satisfies
ş

Q ψ dx “ 0, then by Lemma B.1

tpsqQ rψs `

ż

Q
V|ψ|

2 dx ě tpsqQ rψs ´

ż

Q
V´ dx sup

Q
|ψ|

2
ě tpsqQ rψs

ˆ

1 ´ Cs|Q|
2s´1

ż

Q
V´ dx

˙

“ tpsqQ rψs p1 ´ Csαq ě 0 .

Thus, E2pTpsq
Q ` Vq ě 0.

For general ψ P HspQq we set ψQ :“ |Q|
´1 ş

Q ψ dx and bound similarly, for any
β ą 0,

tpsqQ rψs `

ż

Q
V|ψ|

2 dx ě tpsqQ rψs ´

ż

Q
V´ dx

˜

sup
Q

|ψ ´ ψQ| ` |ψQ|

¸2

ě tpsqQ rψs ´

ż

Q
V´ dx

ˆ

´

Cs|Q|
2s´1tpsqQ rψs

¯1{2
` |Q|

´1{2
}ψ}

˙2

ě tpsqQ rψs

ˆ

1 ´ p1 ` βqCs|Q|
2s´1

ż

Q
V´ dx

˙

´ p1 ` β´1
q|Q|

´1
ż

Q
V´ dx }ψ}

2

“ tpsqQ rψs p1 ´ p1 ` βqCsαq

´ p1 ` β´1
qα´1{p2s´1q

ˆ
ż

Q
V´ dx

˙2s{p2s´1q

}ψ}
2 .

With the choice β “ p1 ´ Csαq{pCsαq we finally obtain

tpsqQ rψs `

ż

Q
V|ψ|

2 dx ě ´
1

1 ´ Csα
α´1{p2s´1q

ˆ
ż

Q
V´ dx

˙2s{p2s´1q

}ψ}
2 ,
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which implies the lower bound on E1pTpsq
Q ` Vq in the lemma.

Proof of Theorem 5.4.2 for d “ 1, 1{2 ă s ă 1, 𝛾 “ 1 ´ 1{p2sq. Let Cs be the constant
from Lemma B.1 and fix 0 ă α ă Cs to be chosen later. We claim that there are disjoint
open intervals Qn whose closed union covers suppV´ and such that

|Qn|
2s´1

ż

Qn
V´ dx “ α for all n .

In fact, pick x0 P R arbitrary and define xk`1 inductively, given xk, as follows: If V´ ”

0 on pxk ,8q we stop the procedure. Otherwise, since ℓ ÞÑ ℓ2s´1 şxk`ℓ
xk V´ dx is non-

decreasing and unbounded, we can find xk`1 ą xk such that

pxk`1 ´ xkq
2s´1

ż xk`1

xk
V´ dx “ α .

Since pxk`1´xkq
2s´1

ě α{
ş8

x0 V´ dx, wewill eventually cover suppV´Xrx0,8q. Now
we repeat the same argument to the left of x0. The Qn’s are all the intervals pxk , xk`1q.

We have

}p´∆q
s{2ψ}

2
“ a1,s

ij

RˆR

|ψpxq ´ ψpyq|
2

|x ´ y|1`2s dx dy ě
ÿ

n
tpsqQn rψs ,

which, by the variational principle, implies that

p´∆q
s

` V ě
ÿ

n

´

Tpsq
Qn ` VQn

¯

,

where VQn denotes the restriction of V to Qn, and therefore

Tr
`

p´∆q
s

` V
˘

2s´1
2s

´
ď Tr

˜

ÿ

n

´

Tpsq
Qn ` VQn

¯

¸

2s´1
2s

´

“
ÿ

n
Tr

´

Tpsq
Qn ` VQn

¯

2s´1
2s

´
.

According to Lemma B.2,

Tr
´

Tpsq
Qn ` VQn

¯

2s´1
2s

´
ď α´ 1

2s p1 ´ Csαq
´

2s´1
2s

ż

Qn
V´ dx .

Summing over n, we obtain

Tr
`

p´∆q
s

` V
˘

2s´1
2s

´
ď α´ 1

2s p1 ´ Csαq
´

2s´1
2s

ż

R
V´ dx .

We can optimize this in α by choosing α “ 1{p2sCsq and obtain

Tr
`

p´∆q
s

` V
˘

2s´1
2s

´
ď C

1
2s
s

2s
p2s ´ 1q

2s´1
2s

ż

R
V´ dx.

This proves the theorem.
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María del Mar González
Recent Progress on the Fractional Laplacian in
Conformal Geometry

6.1 Introduction

The aim of this paper is to report on recent development on the conformal fractional
Laplacian, both from the analytic and geometric points of view, but especially towards
the PDE community.

The basic tool in conformal geometry is to understand the geometry of a space
by studying the transformations on such space. More precisely, let Mn be a smooth
Riemannian manifold of dimension n ě 2 with a Riemannian metric h. A conformal
change of metric is such that it preserves angles so, mathematically, two metrics h, h̃
are conformally related if

h̃ “ fh for some function f ą 0.

We say that an operator Ap“ Ahq onM is conformally covariant if under the change of
metric hw “ e2wh, thenA satisfies the transformation (sometimes called intertwining)
law

Ahwφ “ e´bwAhpeawφq for all φ P C8
pMq, (6.1.1)

for some a, b P R. One may associate to such A a notion of curvature with interesting
conformal properties defined by

QhA :“ Ahp1q.

The intertwining rule (6.1.1) then yields the QA-curvature equation

Ahpeawq “ ebwQhwA .

The most well known example of a conformally covariant operator is the confor-
mal Laplacian

Lh :“ ´∆h ` n´2
4pn´1q

Rh , (6.1.2)

and its associated curvature is precisely the scalar curvature Rh (modulo amultiplica-
tive constant). The conformal transformation law is usually written as

Lhu p¨q “ u´
n`2
n´2 Lhpu ¨ q (6.1.3)
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for a change of metric
hu “ u

4
n´2 h, u ą 0,

and it gives rise to interesting semilinear equations with reaction term of power type,
such as the constant scalar curvature (or Yamabe) equation

´ ∆hu ` n´2
4pn´1q

Rh “ n´2
4pn´1q

cu
n`2
n´2 . (6.1.4)

The Yamabe problem (see [93, 69] for a general background) has been one of the mul-
tiple examples of the interaction between analysis and geometry.

Ahigher order example of a conformally covariant operator is thePaneitz operator
([88]), which is defined as the bi-Laplacian p´∆hq

2 plus lower order curvature terms.
Its associated curvature, knownasQ-curvature, a is fourth-order geometric object that
has received a lot of attention (see [22] and the references therein). The generalizaton
to all even orders 2k was investigated by Graham, Jenne, Mason and Sparling (GJMS)
in [51] and is based on the ambient metric construction of [36].

These operators belong to a general framework in which on the manifold pM, hq

there exists a meromorphic family of conformally covariant pseudodifferential opera-
tors of fractional order

Phs “ p´∆hq
s

` ... for any s P p0, n{2q.

Phs will be called the conformal fractional Laplacian. The main goal of this discussion
is to describe and to give some examples, applications and open problems for this
non-local object. The uniqueness issue will be postponed to Section 6.7.

To each of these operators there exists an associated curvature Qhs , that general-
izes the scalar curvature, the Q-curvature and the mean curvature. The Qhs constitute
a one-parameter family of non-local curvatures on M; the objective is to understand
the geometric and topological information they contain, together with the study of the
new non-local fractional order PDE that arise.

The conformal fractional Laplacian is defined on the boundary of a Poincaré-
Einstein manifold in terms of scattering theory (all the necessary background will
be explained in Section 6.2). Research on Poincaré-Einstein metrics has its origins
in the work of Newman, Penrose and LeBrun [67] on four dimensional space-time
Physics. The subsequent work of Fefferman and Graham [36] provided the mathemat-
ical framework for the study of conformally invariant (o covariant) operators on the
boundary (denoted as the conformal infinity) of a Poincaré-Einsteinmanifold (the am-
bient) through this approach, through the study of the asymptotics of an eigenvalue
problem in the spirit of Maldacena’s AdS/CFT correspondence.

The celebrated AdS/CFT correspondence in string theory [74, 2, 97] establishes a
connection between conformal field theories in n dimensions and gravity fields on
a pn ` 1q-dimensional spacetime of anti-de Sitter type, to the effect that correlation
functions in conformal field theory are given by the asymptotic behavior at infinity of
the supergravity action. Mathematically, this involves describing the solution to the
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gravitational field equations in pn ` 1q dimensions (which, in the simplest case of a
scalar field reduces to the Klein–Gordon equation) in terms of a conformal field,which
plays the role of the boundary data imposed on the (timelike) conformal boundary.

An equivalent construction for Phs has been recently proposed [21] in the setting
of metric measure spaces in relation to Perelman’s W-functional [89]. This point of
view has the advantage that it justifies the notion of a harmonic function in fractional
dimensions that was sketched in the classical paper of Caffarelli and Silvestre for the
usual fractional Laplacian [18].

In Section 6.3 we will explain the construction of the conformal fractional Lapla-
cian fromapurely analytical point of view. Caffarelli and Silvestre [18] gave a construc-
tion for the standard fractional Laplacian p´∆Rn q

s as a Dirichlet-to-Neumann opera-
tor of a uniformly degenerate elliptic boundary value problem. In the manifold case,
Chang and the author [23] related the original definition of the conformal fractional
Laplacian coming from scattering theory to a Dirichlet-to-Neumann operator for a re-
lated elliptic extension problem, thus allowing for an analytic treatment of Yamabe-
type problems in the non-local setting ([42]).

The fractional Yamabe problem, proposed in [42] poses the question of finding a
constant fractional curvature metric in a given conformal class. In the simplest case,
the resulting (non-local) PDE is

p´∆q
su “ cu

n`2s
n´2s in Rn , u ą 0. (6.1.5)

The underlying idea is to pass to the extension, looking for a solution of a (possibly
degenerate) elliptic equation with a nonlinear boundary reaction term, which can be
handled through a variational argument where the main difficulty is the lack of com-
pactness. As in the usual Yamabe problem, the proof is divided into several cases;
some of them still remain open.

From the geometric point of view, the fractional Yamabe problem is a general-
ization of Escobar’s classical problem [33] on the construction of a constant mean
curvature metric on the boundary of a given manifold, and in the particular case
s “ 1{2 it reduces to it modulo some lower order error terms.

We turn to examples in Sections 6.4 and 6.5. As the standard fractional Laplacian
p´∆Rn q

s, that can be characterized in terms of a Fourier symbol or, equivalently, as a
singular integral with a convolution kernel, the conformal fractional Laplacian on the
sphere Sn and on the cylinder R ˆ Sn´1 may be defined in both ways.

Thus we first review the classical construction for the conformal fractional Lapla-
cianon the sphere coming fromrepresentation theory,whichyields its Fourier symbol,
and then prove some new results on the characterization of this operator using only
stereographic projection fromRn. We show, in particular, a singular integral formula-
tion for PS

n
s that resembles the classical formula for the standard fractional Laplacian.
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Next we follow a parallel construction for the cylinder, recalling the results of [28,
29]. More precisely, we give the explicit formula for the conformal fractional Laplacian
on the cylinder in terms of its Fourier symbol, and then, a singular integral formula
for a convolution kernel.

This second example is interesting because it is the natural geometric characteri-
zation of an isolated singularity for the fractional Laplacian

$

&

%

p´∆q
su “ c u

n`2s
n´2s in Rnzt0u, u ą 0,

upxq Ñ 8 as |x| Ñ 0.
(6.1.6)

Radially symmetric solutions for (6.1.6) have been constructed in [29] and are known
as Delaunay solutions for the fractional curvature, since they generalize the classi-
cal construction of radially symmetric constant mean curvature surfaces [30, 31], or
radially symmetric constant scalar curvature surfaces [65, 91].

In addition, the cylinder is the simplest example of a non-compact manifold
where the conformal fractional Laplacian may be constructed. However, being a
non-local operator, it may not be well defined in the presence of general singularities.
In Section 6.6 we give the latest development on this issue. This raises challenging
questions in the area of nonlocal PDE and removability of singularities, with implica-
tions both in harmonic analysis and pseudo-differential operators.

Then, in Section 6.7, we consider the issue of uniqueness. Since the conformal
fractional Laplacian is defined on the boundary of a Poincaré-Einstein manifold, it
will depend on this filling. We will review here the well known construction of two
different Poincaré-Einstein fillings for the same boundary manifold [57]. Unfortu-
nately, we have not been able to find an explicit expression for the corresponding
operators Pis, i “ 1, 2.

Our last Section 6.8 is of independent interest. It is motivated by the following
question: given a smooth domain Ω in Rn`1, is there a canonical way to define the
conformal fractional Laplacian on M “ BΩ using only the information on the Eu-
clidean metric in Ω? More generally, what are the (extrinsic) conformal invariants for
a hypersurface Mn of Xn`1? Some invariants have been very recently constructed in
[50, 45, 46]; these resemble the conformal non-local quantities we have defined on the
boundary of a Poincaré-Einsteinmanifold but the newapproach ismuchmore general
and applies to any embedded hypersurface.

In particular, whenM is a surface in Euclidean 3-space, one recovers theWillmore
invariant with this construction (the interested reader may look at the survey [77]
for the latest development on the Willmore conjecture), so an interesting conse-
quence of this approach is that one produces new (extrinsic) conformal invariants
for hypersurfaces in higher dimensions that generalize the Willmore invariant of a
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two-dimensional surface.

We conclude this introduction with some remarks on further generalizations to
other geometries. First, note that the formulas for the conformal fractional Laplacian
in the sphere case as the boundary of the Poincaré ball have been long known in the
representation theory community. They arise from the theory of joint eigenspaces in
symmetric spaces, since the Poincaré model for hyperbolic space is the simplest ex-
ample of a non-compact symmetric space of rank one. But there are other examples
of rank one symmetric spaces: the complex hyperbolic space, that yields the CR frac-
tional Laplacianon theHeisenberg groupor thequaternionichyperbolic space [11, 38].

On the contrary, the picture is more complex in the higher rank case, and it is
related to the theory of quantumN-body scattering (see [85] and related references). In
the paper [43]we aim to provide an analytical formulation for this problemwithout the
represention theory machinery, when possible. The idea is to construct conformally
covariant non-local operators on the boundary M of a higher rank symmetric space
Xn`k, which is a submanifold of codimension k ą 1. Analytically, the difficulties come
fromconsidering boundary value problems for systems of (possibly degenerate) linear
partial differential equations with regular singularities ([61]).

Many of the ideas above still hold if one switches from Riemannian to Lorentzian
geometry. In particular, the conformal fractional Laplacian becomes the conformal
wave operator, and one needs to move from elliptic to dispersive machinery. The pa-
pers [96, 32] provide a first approach to this setting, but many open questions still
remain.

6.2 Scattering Theory and the Conformal Fractional
Laplacian

We first provide the general geometric setting for our construction and, in particular,
the definition of a Poincaré-Einstein filling.

Let Xn`1 be (the interior of) a smooth Riemannian manifold of dimension n ` 1
with compact boundary BX “ Mn. A function ρ is a defining function of M in X if

ρ ą 0 in X, ρ “ 0 on BX, dρ ‰ 0 on BX.

We say that a metric g` is conformally compact if the new metric

g :“ ρ2g`

extends smoothly to X for a defining function ρ so that pX, gq is a compact Riemannian
manifold. This induces a conformal class of metrics rhs on M for h “ g|TM as the
defining function varies. pMn , rhsq is called the conformal infinity and pXn`1, g`

q the
ambient manifold or filling.



Recent Progress on the Fractional Laplacian in Conformal Geometry | 241

Ametric g` is said to be asymptotically hyperbolic if it is conformally compact and
the sectional curvature approaches to ´1 at the conformal infinity, which is equiva-
lent to saying that |dρ|g Ñ 1. A more restrictive condition is to demand that g` is
conformally compact Einstein (Poincaré-Einstein), i.e., it is conformally compact and
its Ricci tensor satisfies

Ricg` “ ´ng`.

Given a representative h of the conformal infinity pM, rhsq, there is a unique
geodesic defining function ρ such that, on a neighborhood M ˆ p0, δq in X, g` has
the normal form

g`
“ ρ´2

pdρ2 ` hρq (6.2.1)

where hρ is a one parameter family of metrics on M such that hρ|ρ“0 “ h ([47]). In
the following, we will always assume that the defining function for the problem is
chosen so that the metric g` is written in normal form once the representative h of
the conformal infinity is fixed. g will be always defined with respect to this defining
function.

Let pX, g`
q be Poincaré-Einstein manifold with conformal infinity pM, rhsq. The

conformal fractional Laplacian Phs is a nonlocal operator onM which is constructed as
the Dirichlet-to-Neumann operator for a generalized eigenvalue problem on pX, g`

q,
that we describe next. Classical references are [82, 52, 60, 53], for instance.

The spectrum of the Laplacian ´∆g` of an asymptotically hyperbolic manifold is
well known ([82, 81]). More precisely, it consists of the interval rn2{4,8q and a finite
set of L2-eigenvalues contained in p0, n2{4q. Traditionally one writes the spectral pa-
rameter as σpn ´ σq; in the rest of the paper we will always assume that this value it
is not an L2-eigenvalue. Then, for σ P Cwith Repσq ą n{2 and such that σ R n{2 ` N,
for each Dirichlet-type data u P C8

pMq, the generalized eigenvalue problem

´ ∆g`w ´ σpn ´ σqw “ 0 in X (6.2.2)

has a solution of the form

w “ Uρn´σ
` Ũρσ , U, Ũ P C8

pXq, U|ρ“0 “ u. (6.2.3)

Fixed s P p0, n{2q, s R N, and σ “ n{2`s as above, the conformal fractional Laplacian
on M with respect to the metric h is defined as the normalized scattering operator

Phs u “ ds Ũ|ρ“0, (6.2.4)

for the constant
ds “ 22s Γpsq

Γp´sq , (6.2.5)

where Γ is the ordinary Gamma function.
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Remark here that the operator Phs is non-local, since it depends on the extension
metric g` even if we do not indicate it explicitly. For the rest of this paper we will
always assume that a background metric g` has been fixed.

The main properties of the conformal fractional Laplacian are summarized in the
following:

i. Phs is a self-adjoint pseudo-differential operator on M with principal symbol
the same as p´∆hq

s, i.e.,
Phs P p´∆hq

s
` Ψs´1,

where Ψl is the set of pseudo-differential operators of loss l.
ii. In the case that M “ Rn with the Euclidean metric |dx|

2 and its canonical
extension to Rn`1

` , all the curvature terms vanish and

PR
n

s “ p´∆Rn q
s ,

i.e., we recover the classical fractional Laplacian.
iii. Phs is a conformally covariant operator, in the sense that under the conformal
change of metric

hu “ u
4

n´2s h, u ą 0,

it satisfies the transformation law

Phus p¨q “ u´
n`2s
n´2s Phs pu ¨ q. (6.2.6)

The fractional order curvature of the metric h on M associated to the conformal
fractional Laplacian Phs is defined as

Qhs “ Phs p1q,

although note that other authors use a different normalization constant. From the
above relation (6.2.6) we obtain the curvature equation

Phs puq “ Qhus u
n`2s
n´2s in Mn , (6.2.7)

which is a non-local semilinear equationwith critical power nonlinearity generalizing
(6.1.5) to the curved case.

One of the main observations is that the Phs constitute a one-parameter meromor-
phic family of conformally covariant operators on M, for s P p0, n{2q, s R N. At the
integer powers, the conformal s-Laplacian can be constructed by a residue formula
thanks to the normalization constant (6.2.5) (see [52]). In addition, when s is a posi-
tive integer, Phs is a local operator that coincides with the classical GJMS operator from
[51, 36]. In particular:

– For s “ 1, P1 is precisely the conformal Laplacian defined in (6.1.2), i.e.,

Ph1 “ Lh “ ´∆h ` n´2
4pn´1q

Rh , (6.2.8)
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and the associated curvature is a multiple of the scalar curvature

Qh1 “ n´2
4pn´1q

Rh .

– For s “ 2, the conformal fractional Laplacian coincides with the well known
Paneitz operator ([88])

Ph2 “ p´∆hq
2

` δpanRh ` bnRichqd ` n´4
2 Qh2 ,

and Q2 is (up to multiplicative constant) the so-called fourth order Q-curvature.

For any other powers s R N, Phs is a non-local operator onM and reflects the geometry
of the filling pX, g`

q. Some explicit examples will be considered in Sections 6.4 and
6.5.

We also remark that the same construction is true for a general asymptotically
hyperbolic manifold, except for values s P N{2, unless the expansion of the term hρ
in the normal form (6.2.1) is even up to a suitable order [52, 53]. In this exposition we
will explain in detail only the case s P p0, 1q, where we will explain the role played by
mean curvature (see Theorem 6.3.2 below).

6.3 The Extension and the s-Yamabe Problem

It was observed in [23] (see also [21] for the most recent development) that the gener-
alized eigenvalue problem (6.2.2)-(6.2.3) on pX, g`

q is equivalent to a linear degener-
ate elliptic problem on the compactified manifold pX, gq. Hence they reconciled the
definition of the conformal fractional Laplacian Phs given in the previous section as
the normalized scattering operator and the one given in the spirit of the Dirichlet-to-
Neumann operators by Caffarelli and Silvestre in [18].

In this section we will assume that s P p0, 1q. For higher powers s ą 1 we refer to
[21], [98] and [27]. As in the introduction chapter, we set a “ 1 ´ 2s.W1,2

pX, ρaq will
denote the weighted Sobolev spaceW1,2 on X with weight ρa.

Theorem 6.3.1 ([23]). Let pX, g`
qbeaPoincaré-Einsteinmanifoldwith conformal infin-

ity pM, rhsq. Then, given u P C8
pMq, the generalized eigenvalue problem (6.2.2)-(6.2.3)

is equivalent to the degenerate elliptic equation
#

´div
`

ρa∇U
˘

` EpρqU “ 0 in pX, gq,
U|ρ“0 “ u on M,

(6.3.1)

where the derivatives are taken with respect to the original metric g, and U “ ρn{2´sw.
The zero-th order term is

Epρq “ ρ´1´σ `
´∆g` ´ σpn ´ σq

˘

ρn´σ .
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Notice that, in a neighborhoodM ˆ p0, δq where the metric g` is in normal form (6.2.1),
this expression simplifies to

Epρq “ n´1`a
4n Rgρa . (6.3.2)

Such U is the unique minimizer of the energy

FrVs “

ż

X
ρa|∇V|

2
g dvg `

ż

X
Epρq|V|

2 dvg

among all the functions V P W1,2
pX, ρaq with fixed trace V|ρ“0 “ u. Moreover, we

recover the conformal fractional Laplacian on M as

Phs u “ ´d˚
s lim
ρÑ0

ρaBρU,

where
d˚
s “ ´

22s´1Γpsq
sΓp´sq .

Before we continue with the exposition, let us illustrate these concepts with the sim-
plest example of a Poincaré-Einstein manifold: the hyperbolic space Hn`1. It can be
characterized as the upper half-space Rn`1

` (with coordinates x P Rn, y P R`), en-
dowed with the metric

g`
“
dy2 ` |dx|

2

y2 .

In this case, y is a defining function and the conformal infinity ty “ 0u is just the
Euclidean space Rn with its flat metric |dx|

2. Then problem (6.3.1) with Dirichlet con-
dition u reduces to

#

´div
`

ya∇U
˘

“ 0 in Rn`1
` ,

U|y“0 “ u on Rn ,
(6.3.3)

and the fractional Laplacian at the boundary Rn is just

PR
n

s u “ p´∆Rn q
su “ ´d˚

s lim
yÑ0

`

yaByU
˘

,

which is precisely the usual construction for the fractional Laplacian as a Dirichlet-to-
Neumann operator from [18]. We note that it is possible to write U “ P ˚x u, where P
is the Poisson kernel for this extension problem as given in section 0.2.1 of chapter 0.

If the background manifold pX, g`
q is not Poincaré-Einstein, but only asymptoti-

cally hyperbolic, we have a similar extension problem but here the mean curvature of
the boundary M respect to the metric g in X, denoted by H, plays an essential role:

Theorem 6.3.2 ([23]). Let pXn`1, g`
q be an asymptotically hyperbolic manifold with a

geodesic defining function ρ and conformal infinity pMn , rhsq, with the metric written in
normal form (6.2.1). Then the conformal fractional Laplacian canbe constructed through
the following extension problem: for each given smooth function u on M, consider

#

´divpρa∇Uq ` EpρqU “ 0 in pX, gq,
U “ u on M,
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where
Epρq “ n´1´a

4n

”

Rg ´
␣

npn ` 1q ` Rg`

(

ρ´2
ı

ρa . (6.3.4)

Then there exists a unique solution U and moreover,
1. For s P p0, 1{2q,

Phs u “ ´d˚
s lim
ρÑ0

ρaBρU, (6.3.5)

2. For s “ 1{2, we have an extra term

Ph1
2
u “ lim

ρÑ0
BρU ` n´1

2 Hu.

3. If s P p1{2, 1q, the limit in the right hand side of (6.3.5) exists if and only if the
the mean curvature H vanishes identically, in which case, (6.3.5) holds too.

Remark 6.1. Note that, in the particular case that s “ 1{2, the fractional curvature
Q1{2 reduces to the mean curvature of M (up to multiplicative constant).

This dichotomy in Theorem 6.3.2 due to the presence of mean curvature also appears
in many other non-local problems such as [19, 40, 90]. The underlying idea is that,
for s P p0, 1{2q, non-local curvature is the essential term, but for s P p1{2, 1q, mean
curvature takes over.

Our next objective is, in the Poincaré-Einstein case, to compare the geometric ex-
tension (6.3.1) to the Euclidean one (6.3.3). It was observed in [23] that it is possible to
find a special defining function ρ˚ such that when we rewrite the scattering equation
(6.3.1) for the new metric g˚

“ pρ˚
q
2g`, the lower order term Epρ˚

q vanishes; thus
making the extension as close as possible to the Euclidean one. This construction was
inspired in the special defining function of [68] and is also an essential ingredient in
the formulation of the scattering problem in the metric measure space setting of [21],
which is a very interesting development for which we do not have space here. It is also
crucially used in the construction of a Hamiltonian quantity for a non-local ODE [5].

As it was pointed out in [21], it is necessary to assume, here and in the rest of this
exposition, that the first eigenvalue for ´∆g` satisfies λ1p´∆g` q ą n2

4 ´ s2. We arrive
at the following improvement of Theorem 6.3.1:

Proposition 6.3.3 ([23, 21]). Let w˚ be the solution to (6.2.2)-(6.2.3)with Dirichlet data
u ” 1, and set ρ˚

“ pw˚
q

1
n{2´s . The function ρ˚ is a defining function of M in X such

that Epρ˚
q ” 0. Moreover, it has the asymptotic expansion near the conformal infinity

ρ˚
pρq “ ρ

«

1 `
Qhs

pn{2 ´ sqds
ρ2s ` Opρ2q

ff

.

By construction, if U˚ is the solution to
#

´div
`

pρ˚
q
a∇U˚

˘

“ 0 in pX, g˚
q,

U˚
“ u on M,
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with respect to the metric g˚
“ pρ˚

q
2g`, then

Phs u “ ´d˚
s lim
ρ˚Ñ0

pρ˚
q
a

Bρ˚U˚
` u Qhs .

Next, we give an interpretation of the fractional curvature as a variation of weighted
volume, in analogy to the usual mean curvature situation. The notion of renormalized
volume was first investigated by the physicists in relation to the AdS/CFT correspon-
dence, andwas considered by [37, 25]. Given pXn`1, g`

q a Poincaré-Einsteinmanifold
with boundary Mn and defining function ρ, one may compute the asymptotic expan-
sion of the volume of the region tρ ą εu; the renormalized volume is defined as one
very specific term in this asymptotic expansion. When the dimension n is odd, the
renormalized volume is a conformal invariant of the conformally compact structure,
and it can be calculated as the conformal primitive of theQ-curvature coming from the
scattering operator (this is the case s “ n{2). In that case that n is even, the picture
is more complex, and one can show that the renormalized volume is one term of the
Chern-Gauss-Bonnet formula in higher dimensions.

When s P p0, 1q one can also give a weighted version for volume (see [39]), and to
obtain the fractional curvature Qs as its first variation. More precisely, for each ε ą 0
we set

volg` ,sptρ ą εuq :“
ż

tρąεu
pρ˚

q
n
2 ´s dvg` , (6.3.6)

where ρ˚ is the special defining function from Proposition 6.3.3.

Proposition 6.3.4 ([39]). Let pX, g`
q be a Poincaré-Einstein manifold with conformal

infinity pM, rhsq. The weighted volume (6.3.6) has an asymptotic expansion in ε when
ε Ñ 0 given by

volg` ,sptρ ą εuq “ ε´ n
2 ´s

”

` n
2 ` s

˘´1 volpMq ` ε2sVhs ` higher order terms
ı

where
Vhs :“

1
ds

1
n{2 ´ s

ż

M
Qhs dvh .

Finally, and as an application of the extension Theorems 6.3.1 and 6.3.2, we give a
summary of the recent development on the fractional Yamabe problem.

The resolution of the classical Yamabe problem by Aubin, Schoen, Trudinger, has
been one of the most significant advances in geometric analysis (see [69, 93], and the
references therein). Given a smooth background metric, the problem is to find a con-
formal one that has constant scalar curvature. In PDE language, this is (6.1.4).

One may pose then the analogous question of finding a constant Qs-curvature in
the same conformal class as a given one. This study was initiated by the author and
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Qing in [42], and it amounts to, given a backgroundmetric pMn , hq, solve the following
non-local semilinear geometric equation with critical exponent (recall (6.2.7)),

Phs puq “ cu
n`2s
n´2s , u ą 0, (6.3.7)

for some constant c on M.
Theorem 6.3.1 allows to write (6.3.7) as a local elliptic equation in the extension

with a non-linear boundary reaction term:
$

’

&

’

%

´divpρaUq ` EpρqU “ 0 in pXn`1, gq,

´d˚
s lim
ρÑ0

ρaBρU “ cu
n`1
n´1 on Mn , u ą 0,

(6.3.8)

where we have written u “ Up¨, 0q.
Even though (6.3.7) is a non-local equation, the resolution to the fractional Yam-

abe problem follows the same scheme as in the original Yamabe problem for the scalar
curvature, using a variational method. In addition, the s “ 1{2 case is deeply related
to the prescribing constant mean curvature problem (also known as the boundary
Yamabe problem) considered by Escobar [33], Brendle-Chen [14], Li-Zhu [70], Marques
[75, 76], Almaraz [3], Mayer-Ndiaye [78] and others, and which corresponds to the fol-
lowing Dirichlet-to-Neumann operator

$

&

%

´∆gu ` n´1
4n Rgu “ 0 in pXn`1, gq,

B𝜈u ` n´1
2 Hu “ cu

n`1
n´1 on Mn .

(6.3.9)

This connection will be made precise right below (6.3.14). However, there is a subtle
issue: in the proof one will need to find particular background metric pX, gq with very
precise asymptotic behavior near a point p P M in a good coordinate system.However,
in contrast to the study of (6.3.9), where they are free to choose conformal Fermi co-
ordinates on the filling pX, gq, our freedom of choice of metrics for (6.3.8) is restricted
to the boundary. Once a metric h1 P rhs is chosen, the corresponding defining func-
tion ρ1 is determined and the extension metric g1, written in normal form (6.2.1) for
g1 “ pρ1q

2g`, is unique and cannot be simplified.
Let us set up the notation for (6.3.7).We consider a scale-free functional onmetrics

in the class rhs on M given by

Isrhs “

ş

M Q
h
s dvh

p
ş

M dvhq
n´2s
n

.

Or, if we set a base metric h and write a conformal metric hu “ u
4

n´2s h, then

Isru, hs “

ş

M uP
h
s puq dvh

`ş

M u2
˚ dvh

˘
2
2˚

,

where
2˚

“
2n

n ´ 2s .
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We will call Is the s-Yamabe functional.
Our objective is to find ametric in the conformal class rhs thatminimizes the func-

tional Is. It is clear that ametric hu, where u is aminimizer of Isru, hs, is an admissible
solution for (6.3.7) (positivity will be guaranteed by an application of a suitable maxi-
mum principle). This suggests that we define the s-Yamabe constant

ΛspM, rhsq “ inf tIsrh1s : h1 P rhsu .

It is then apparent that ΛspM, rhsq is an invariant on the conformal class rhs when g`

is fixed. In addition, it is proved in [42] that the sign of ΛspM, rhsq governs the sign of
the possible constants c in (6.3.7), and the sign of the first eigenvalue for Phs .

In the mean time, based on Theorem 6.3.1, we set

IsrU, gs “

ş

X ρ
a |∇U|2g dvg `

ş

X EpρqU2 dvg
`ş

M |U|2˚ dvh
˘

2
2˚

. (6.3.10)

Note then
ΛspX, rhsq “ inf

!

IsrU, gs : U P W1,2
pX, ρaq

)

. (6.3.11)

As a consequence, fixing the integral
ş

M u
2˚

dvh “ 1, if U is a minimizer of the func-
tional Isr ¨ , gs, then its trace u “ Up¨, 0q is a solution for (6.3.7).

This minimization procedure is related to the trace Sobolev embedding

W1,2
pX, ρaq ãÑ HspMq ãÑ L2

˚

pMq,

which is continuous, but not compact. Hence the difficulty comes from this lack of
compactness, which is well understood in the Euclidean case below:

Theorem 6.3.5 ([71]). There exists a positive constant Cn,s such that for every function
U inW1,2

pRn`1
` , yaq we have that

‖u‖2L2˚
pRnq

ď Cn,s
ż

Rn`1
`

ya|∇U|
2 dx dy,

where u is the trace u :“ Up¨, 0q. Moreover equality holds if and only if u is a “bubble",
i.e.,

upxq “ C
˜

µ
|x ´ x0|2 ` µ2

¸

n´2s
2

, x P Rn , (6.3.12)

for C P R, µ ą 0 and x0 P Rn fixed, and U “ P ˚x u its Poisson extension.

We also remark that all entire positive solutions to

p´∆q
su “ u

n`2s
n´2s , u ą 0,

have been completely classified (see [59], for instance, for an account of references).
In particular, they must be the standard “bubbles" (6.3.12). Other non-linearities for
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fractional Laplacian equations have been considered, for instance in [16, 15, 95, 9],
although by no means this list is exhaustive.

Going back to the minimization problem (6.3.11), we observe that the variational
method thatwasused in the resolution of the classical Yamabeproblemcan still be ap-
plied, but the difficulty comes from the specific structure of metric in the filling pX, gq.
In any case, one starts by comparing the Yamabe constant on M to the Yamabe con-
stant on the sphere.

Using stereographic projection, from Theorem 6.3.5 it is easily seen that

ΛspSn , rhSn sq “
1
Cn,s

,

where rhSn s is the canonical conformal class of metrics on the sphere Sn understood
as the conformal infinity of the Poincaré ball.

Suppose that pXn`1, g`
q is an asymptotically hyperbolicmanifoldwith a geodesic

defining function ρ and set g “ ρ2g`. Let pMn , rhsq be its conformal infinity. One can
show that ([42, 20]) the fractional Yamabe constant satisfies

´8 ă ΛspM, rhsq ď ΛspSn , rhSn sq.

Theorem 6.3.6 ([42]). In the setting above, if

ΛspM, rhsq ă ΛspSn , rhSn sq, (6.3.13)

then the s-Yamabe problem is solvable for s P p0, 1q.

Therefore, it suffices to find a suitable test function in the functional (6.3.10) that at-
tains this strict inequality. Aswe havementioned, one needs to construct suitable con-
formal normal coordinates on M by conformal change, and then deal with the corre-
sponding extension metric. Hence one needs to make some assumptions on the be-
havior of the asymptotically hyperbolic manifold g` . The underlying idea here is to
have g` as close as possible as a Poincaré-Einstein manifold. The first one of these
assumptions is

Rg` ` npn ` 1q “ opρ2q as ρ Ñ 0,

which looks very reasonable in the light of (6.3.4). In particular, under this condition
one has that

Epρq “ n´1`a
4n Rgρa ` opρ2q as ρ Ñ 0. (6.3.14)

(compare to (6.3.2)). Another consequence of this expression is that the 1{2-Yamabe
problem coincides to the prescribing constant mean curvature problem (6.3.9), up to
a small error. In general one needs a higher order of vanishing for g` (see [62] for
the precise statements), which is automatically true if g` is Poincaré-Einstein and not
just asymptotically hyperbolic. This also shows that the natural geometric setting for
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an asymptotically hyperbolic g` is to demand that g` has constant scalar curvature
Rg` “ ´npn ` 1q.

The first attempt to prove (6.3.13) was [42] in the non-umbilic case, where the au-
thors use a bubble as a test function. The umbilic, non-locally conformally flat case in
high dimensions was considered in [44]. Finally, Kim, Musso and Wei [62] have pro-
vided an unified development, covering all the cases that do not need a positive mass
theorem for the conformal fractional Laplacian. Their test function is not a “bubble"
but instead it has amore complicated geometry. Summarizing, somehypothesis under
which the fractional Yamabe problem for s P p0, 1q is solvable (in addition to those on
g` above) are:

– n ě 2, s P p0, 1{2q, M has a point of negative mean curvature.
– n ě 4, s P p0, 1q, M is not umbilic.
– n ą 4 ` 2s, M is umbilic but not locally conformally flat.
– M is locally conformally flat or n “ 2, and the fractional positive mass theo-

rem holds.

However, we see from this last point that to cover all the cases with this method one
still needs to develop a positive mass theorem for the Green’s function of the confor-
mal fractional Laplacian,which is at this time a puzzling open question. Fromanother
point of view, we mention the work [79], where they use the the barycenter technique
of Bahri-Coron to bypass the positive mass issue for the locally flat and umbilic con-
formal infinity.

Finally, onemay look at the lack of compactness phenomenon. In general, Palais-
Smale sequences can be decomposed into the solution of the limit equation plus a fi-
nite number of bubbles. Moreover, the multi-bubbles are non-interfering even though
the operator is non-local (see, for instance, [35, 87, 63, 64]).

6.4 The Conformal Fractional Laplacian on the
Sphere

In this section we look at the sphere Sn with the round metric hSn , understood as the
conformal infinity of the Poincaré ball model for hyperbolic space Hn`1. Note that
hyperbolic space is the simplest example of a Poincaré-Einstein manifold, and the
model for the general development.

On Sn one explicitly knows ([12], see also the lecture notes [13], for instance) that
the conformal fractional Laplacian (or intertwining operator) has the explicit expres-
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sion

PS
n

s “

Γ
´

A1{2 ` s ` 1
2

¯

Γ
´

A1{2 ´ s ` 1
2

¯ , A1{2 “

c

´∆Sn `

´

n´1
2

¯2
, (6.4.1)

for all s P p0, n{2q. From here one easily calculates that the fractional curvature of the
sphere is a positive constant

QSn
s “ PS

n

s p1q “
Γ
` n
2 ` s

˘

Γ
` n
2 ´ s

˘ . (6.4.2)

Formula (6.4.1) may be easily derived from the scattering problem (6.2.2)-(6.2.3). A
proof can be found in the book [10], which also makes the link to the representa-
tion theory community. Note, however, a different factor of 2, which is always an issue
when passing from representation theory to geometry. For convenience of the reader
not familiar with this subject we provide a direct proof below.

Consider the Poincaré metric for hyperbolic space Hn`1, written in normal form
(6.2.1) as

g`
“ ρ´2

´

dρ2 `
`

1 ´
ρ2
4
˘2hSn

¯

,

for ρ P p0, 2s. Remark that ρ “ 2 corresponds to the origin of the Poincaré ball and
thus the apparent singularity is just a consequence of the expression for the metric in
polar-like coordinates.

Calculating the Laplace-Beltrami operator with respect to g` we obtain, recalling
that σ “ n

2 ` s, that the eigenvalue equation (6.2.2) is equivalent to the following:

ρn`1
´

1 ´
ρ2
4

¯´n
Bρ

„

ρ´n`1
´

1 ´
ρ2
4

¯n
Bρw



`ρ2
´

1 ´
ρ2
4

¯´2
∆Snw`

´

n2
4 ´ s2

¯

w “ 0.

(6.4.3)
We will show that the operator PS

n
s diagonalizes in the spherical harmonic decompo-

sition for Sn. With some abuse of notation, let µm “ mpm ` n ´ 1q, m “ 0, 1, 2, ...
be the eigenvalues of ´∆Sn , repeated according to multiplicity, and tEmu be the corre-
sponding basis of eigenfunctions. The projection of (6.4.3) onto each eigenspace xEmy

yields

ρn`1
´

1 ´
ρ2
4

¯´n
Bρ

„

ρ´n`1
´

1 ´
ρ2
4

¯n
Bρwm



´ ρ2
´

1 ´
ρ2
4

¯´2
µmwm

`

´

n2
4 ´ s2

¯

wm “ 0.

This is a hypergeometric ODE with general solution

wmpρq “ c1ρ
n
2 ´sφ1pρq ` c2ρ

n
2 `sφ2pρq, c1, c2 P R, (6.4.4)

for

φ1pρq :“ pρ2 ´ 4q
´n´β`1

2 2F1
´

´β`1
2 , ´β`1

2 ´ s, 1 ´ s, ρ
2

4

¯

,

φ2pρq :“ pρ2 ´ 4q
´n´β`1

2 2F1
´

´β`1
2 , ´β`1

2 ` s, 1 ` s, ρ
2

4

¯

,
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where we have defined
β :“

b

pn ´ 1q2 ` 4µm

and 2F1 is the usual Hypergeometric function.
In order to calculate the conformal fractional Laplacian, first one needs to obtain

an asymptotic expansion of the form (6.2.3) for U, Ũ smooth up to X. Since wmust be
smooth at the central point ρ “ 2, one should choose the constants c1, c2 such that
in (6.4.4) the singularities of φ1 and φ2 at ρ “ 2 cancel out. This is,

c12
n
2 ´s

2F1
´

´β`1
2 , ´β`1

2 ´ s, 1 ´ s, 1
¯

`c22
n
2 `s

2F1
´

´β`1
2 , ´β`1

2 ` s, 1 ` s, 1
¯

“ 0.
(6.4.5)

In order to simplify this expression, recall the following property of the Hypergeomet-
ric function from [1]: if a ` b ă c, then

2F1pa, b, c, 1q “
ΓpcqΓpc ´ a ´ bq

Γpc ´ aqΓpc ´ bq
.

After some calculation, (6.4.5) yields

c2
c1

“ 2´2s Γ
`1
2 ` s `

β
2
˘

Γp´sq
Γ
`1
2 ´ s `

β
2
˘

Γpsq
. (6.4.6)

Next, looking at the definition of the conformal fractional Laplacian from (6.2.4),
and noting that both φ1, φ2 are smooth at ρ “ 0, we conclude from (6.4.6) that

PS
n

s |xEmyum “ ds
c2
c1
um “

Γ
`1
2 ` s `

β
2
˘

Γ
`1
2 ´ s `

β
2
˘

um .

This concludes the proof of (6.4.1) when s P p0, n{2q is not an integer.

For integer powers k P N, it can be shown that (6.4.1) also yields the factorization
formula for the GJMS operators on the sphere

PS
n

k “

k
ź

j“1

␣

´∆Sn `
` n
2 ` j ´ 1

˘ ` n
2 ´ j

˘(

. (6.4.7)

The paper [48] by Graham independently derives this expression just by using the
formula for the corresponding operator on Euclidean spaceRn and then stereographic
projection to translate it back to the sphere Sn.

Herewe show thatGraham’smethodusing stereographic projection alsoworks for
non-integer s, yielding a factorization formula in the spirit of (6.4.7). The advantage
of this formulation is that it does not require the extension, but only the conformal
property (6.2.6) from Euclidean space to the sphere.
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Proposition 6.4.1. Let s0 P p0, 1q, k P N. Then

PS
n

k`s0 “

k
ź

j“1

´

PS
n

1 ` cj
¯

PS
n

s0 .

for cj “ ´ps0 ` j ´ 1qps0 ` jq.

Here PS
n

1 is the usual conformal Laplacian (6.2.8) on Sn, i.e.,

PS
n

1 “ ´∆Sn `
npn´2q

4 . (6.4.8)

Before we give a proof of this result we set up we set up the notation for the
stereographic projection from South pole. Sn is parameterized by coordinates z1

“

pz1, . . . , znq, zn`1 such that
⃒⃒
z1
⃒⃒2

` z2n`1 “ 1, and Rn by coordinates x P Rn. Let
φ : SnztSu Ñ Rn be the map given by

x :“ φpz1, zn`1q “
z1

1 ` zn`1
.

The push forward map is just

φ˚

˜

2
1 ` |x|2

¸

“ 1 ` zn`1

and, by conformality, it transforms the metric as

φ˚heq “ p1 ` zn`1q
´2hSn , (6.4.9)

where heq “ |dx|2 is the Euclidean metric. For simplicity, we denote the conformal
factor as

Bp f “ p1 ` zn`1q
p f , Bp f “ 2pp1 ` |x|2q

´p f ,

and note that the change of variable between them is simply

Bpφ˚
“ φ˚Bp ,

which will be used repeatedly in the following.
Let ´∆ be the standard Laplacian on Rn. It is related to the conformal Laplacian

on the sphere (6.4.8) by the transformation law (6.1.3), written as

PS
n

1 B1´n{2φ˚
“ B´1´n{2φ˚

p´∆q. (6.4.10)

The conformal fractional Laplacian also satisfies the conformal covariance property
(6.2.6), which is

PS
n

s Bs´n{2φ˚
“ B´s´n{2φ˚

p´∆q
s , (6.4.11)

where p´∆q
s is the standard fractional Laplacian on Rn with respect to the Euclidean

metric.

We show some preliminary commutator identities on Rn:
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Lemma 6.4.2. Let X “
ř

xiBxi . Then

r´∆, Xs “ 2p´∆q,
rX, Bps “ ´p |x|2 Bp`1,
r´∆, Bps “ pBpp2X ` n ´ pp ´ 1qB1 |x|2qB1,
rp´∆q

s , B´1s “ ´s p2X ` n ` 2ps ´ 1qq p´∆q
s´1. (6.4.12)

Proof. The first three are direct calculations and can be found in [48], while the last
one is proved by Fourier transform. Indeed, compute

rp´∆q
s , B´1supxq “ 1

2

”

p´∆q
s
t|x|

2upxqu ´ |x|
2
p´∆q

supxq

ı

. (6.4.13)

Fourier transform, with the multiplicative constants normalized to one, yields

Ft|x|
2
p´∆xq

supxqu “ ´∆ξt|ξ |
2s ûpξqu

“ ´2spn ` 2ps ´ 1qq|ξ |
2ps´1qûpξq ´ 4s|ξ |

2ps´1q
n
ÿ

i“1
ξiBξi ûpξq ´ |ξ |

2s∆ξ ûpξq

“ 2spn ` 2ps ´ 1qq|ξ |
2ps´1qûpξq ´ 4s

n
ÿ

i“1
Bξi

!

ξi|ξ |
2ps´1qûpξq

)

´ |ξ |
2s∆ξ ûpξq.

Taking the inverse Fourier transform we obtain

|x|
2
p´∆xq

supxq “ 2spn ` 2ps ´ 1qqp´∆xq
s´1upxq ` 4sXupxq ` p´∆xq

s
t|x|

2upxqu

which, in view of (6.4.13), immediately yields the fourth identity in (6.4.12).

Proof of theorem 6.4.1: By induction, it is clear that it is enough to show that

PS
n

1`s “

´

PS
n

1 ` cs
¯

PS
n

s , for cs “ ´sps ` 1q.

Let P :“
´

PS
n

1 ` cs
¯

PS
n
s . We claim that P is conformally covariant of order 1` s in the

sense of (6.2.6), which, by uniqueness, will imply the proof of the theorem. Thus it is
enough to show that P satisfies the conformal covariance identity

PBs`1´n{2φ˚
“ B´s´1´n{2φ˚

p´∆q
s`1. (6.4.14)

For this,we first expand the left hand side of (6.4.14). The idea is to use both the confor-
mal invariance for the fractional Laplacian of exponent s (6.4.11) and for the standard
conformal Laplacian (6.4.10), in order to relate the operator on Sn to the equivalent
one on Rn. We have

(LHS) “

´

PS
n

1 ` cs
¯

PS
n

s Bs`1´n{2φ˚

“

´

PS
n

1 ` cs
¯

PS
n

s Bs´n{2φ˚B1

“

´

PS
n

1 ` cs
¯

B´s´n{2φ˚
p´∆q

sB1

“

´

PS
n

1 ` cs
¯

B1´n{2φ˚B´1´sp´∆q
sB1. (6.4.15)
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Recalling again the conformal invariance for the conformal Laplacian PS
n

1 from
(6.4.10),

(LHS) “

”

B´1´n{2φ˚
p´∆q ` csB1´n{2φ˚

ı

B´1´sp´∆q
sB1

“ φ˚B´1´n{2 rp´∆q ` csB2s B´1´sp´∆q
sB1. (6.4.16)

We next claim that

rp´∆q ` csB2s B´1´sp´∆q
sB1 “ B´sp´∆q

s`1, (6.4.17)

whose proof is presented below. Therefore, when we substitute the previous expres-
sion into (6.4.16) we obtain

(LHS) “ φ˚B´1´n{2´sp´∆q
s`1, (6.4.18)

which indeed implies (6.4.14) as we wished.

Now we give a proof for (6.4.17). First note that

p´∆qB´1´sp´∆q
sB1 “ tp´∆qB´su B´1p´∆q

sB1
“ B´sp´∆qB´1p´∆q

sB1 ` rp´∆q, B´ssB´1p´∆q
sB1

and

p´∆qB´1p´∆q
s

“ p´∆q
␣

p´∆q
sB´1 ` rB´1, p´∆q

s
s
(

“ p´∆q
1`sB´1 ` p´∆qrB´1, p´∆q

s
s,

so putting both expressions together yields

rp´∆q ` csB2s B´1´sp´∆q
sB1 “ B´sp´∆q

s`1
` Fs ,

where

Fs :“ B´sp´∆qrB´1, p´∆q
s
sB1 ` rp´∆q, B´ssB´1p´∆q

sB1 ` csB1´sp´∆q
sB1.

A straightforward computation using the properties of the commutator from Lemma
6.4.2 gives that Fs ” 0, and thus (6.4.17) is proved.

This concludes the proof of the Theorem.

Fromanother point of view, onRn with the Euclideanmetric, the fractional Lapla-
cian for s P p0, 1q can be computed as the principal value of the integral

p´∆q
supxq “ Cpn, sq

ż

Rn

upxq ´ upξq

|x ´ ξ |n`2s dξ . (6.4.19)

Our next objective is to give an analogous expression for PS
n
s in terms of a singular

integral operator, using stereographic projection in expression (6.4.19):
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Proposition 6.4.3. Let s P p0, 1q. Given upzq in C8
pSnq, it holds

PS
n

s upzq “

ż

Sn
rupzq ´ upζ qs Kspz, ζ q dζ ` An,supzq,

where the kernel Ks is given by

Kspz, ζ q “ 2s`n{2Cpn, sq
ˆ

1 ´ zn`1
1 ` zn`1

˙s`n{2 ˆ1 ´ ζn`1
1 ` ζn`1

˙s`n{2 1
p1 ´ z ¨ ζ qs`n{2 .

and the (positive) constant

An,s “
Γ
` n
2 ` s

˘

Γ
` n
2 ´ s

˘ .

Proof. We recall the conformal covariance property for PS
n
s from (6.2.6)

PS
n

s Bs´n{2φ˚
“ B´s´n{2φ˚

p´∆q
s ,

that for u P C8
pSnq is equivalent to

PS
n

s u “ B´s´n{2φ˚
p´∆q

s
”

φ˚B´s`n{2u
ı

.

From (6.4.19) we have

p´∆q
s
”

B´s`n{2φ˚u
ı

“ 2´s` n
2 Cpn, sq

ż

Rn

p1 ` |x|
2
q
s´n{2upφ´1

pxqq ´ p1 ` |ξ |
2
q
s´n{2upφ´1

pξqq

|x ´ ξ |n`2s dξ .

We pull back to Sn, with coordinates

x “ φpzq, ζ “ φpξq,

recalling the Jacobian of the transformation from (6.4.9). Also note that

|x ´ ξ |2 “ 2 1 ´ z ¨ ζ
p1 ´ zn`1qp1 ´ ζn`1q

.

Therefore

PS
n

s upzq “Cpn, sq2s`n{2
p1 ` zn`1q

´s´n{2

¨

ż

Sn

”

p1 ` zn`1q
´s` n

2 upzq ´ p1 ` ζn`1q
´s` n

2 upζ q

ı

¨
p1 ´ zn`1q

s`n{2
p1 ´ ζn`1q

s`n{2

p1 ´ z ¨ ζ qs`n{2 p1 ` ζn`1q
´n dζ .

Writing

upzq “ upzq p1 ` ζn`1q
´s`n{2

p1 ` zn`1q´s`n{2 ` upzq
«

1 ´
p1 ` ζn`1q

´s`n{2

p1 ` zn`1q´s`n{2

ff

,
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we can arrive at

PS
n

s upzq “

ż

Sn
rupzq ´ upζ qs Kspz, ζ q dζ ` upzqK̃spzq, (6.4.20)

for

K̃spzq “2
n
2 `sCpn, sq

¨

ż

Sn

p1 ` zn`1q
´s` n

2 ´ p1 ` ζn`1q
´s` n

2

p1 ` z ¨ ζ qs`
n
2

p1 ´ zn`1q
s` n

2

p1 ` zn`1qn
p1 ´ ζn`1q

s` n
2

p1 ` ζn`1qn
dζ .

On the other hand, it is possible to show that K̃s is constant in z.Wehavenot attempted
a direct proof; instead, we compare (6.4.2) and (6.4.20) applied to u ” 1. As a conse-
quence,

K̃spzq ”
Γ
` n
2 ` s

˘

Γ
` n
2 ´ s

˘ .

This yields the proof of the Proposition.

6.5 The Conformal Fractional Laplacian on the
Cylinder

Up to now, we have just considered conformally compact manifolds, for which the
conformal infinity pM, rhsq is compact. But one could also look at the non-compact
case. This is, perhaps, one of the most interesting issues since the definition on of the
fractional conformal Laplacian, being a non-local operator, is not clear when M has
singularities. In this section we consider the particular case when M is a cylinder.

Let M “ Rnzt0u with the cylindrical metric given by

h0 :“
1
r2 |dx|

2

for r “ |x|. Use the Emden-Fowler change of variable r “ e´t, t P R, and remark that
the Euclidean metric may be written as

|dx|
2

“ dr2 ` r2hSn´1 “ e´2t
rdt2 ` hSn´1 s “: e´2th0. (6.5.1)

Thus, in these new coordinates, M may be identified with the cylinder R ˆ Sn´1 with
the metric h0 “ dt2 ` hSn´1 .

The conformal covariance property (6.2.6) allows to formally write the conformal
fractional Laplacian on the cylinder from the standard fractional Laplacian on Eu-
clidean space. Indeed,

Ph0s pvq “ r
n`2s
2 P|dx|

2

s pr´
n´2s
2 vq “ r

n`2s
2 p´∆q

su,
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where we have set
u “ r´

n´2s
2 v. (6.5.2)

This relation also allows to calculate the fractional curvature of a cylinder. It is the
(positive) constant

cn,s :“ Qh0s “ Ph0s p1q “ r
n`2s
2 p´∆q

s
pr´

n´2s
2 q “ 22s

˜

Γp12 p n2 ` sqq

Γp12 p n2 ´ sqq

¸2

, (6.5.3)

where the last equality is shown taking into account the Fourier transform of a homo-
geneous distribution.

In [28] the authors compute the principal symbol of the operator Ph0s onRˆ Sn´1

using the spherical harmonic decomposition for Sn´1. This proof is close in spirit to
the calculation we presented in the previous section for the sphere case, once we un-
derstand the underlying geometry. In fact, the standard cylinder pRˆSn´1, h0q is the
conformal infinity of the Riemannian AdS space, which is another simple example of
a Poincaré-Einsteinmanifold. AdS spacemay be described as the pn`1q-dimensional
manifold with metric

g`
“ ρ´2

ˆ

dρ2 `

´

1 `
ρ2
4

¯2
dt2 `

´

1 ´
ρ2
4

¯2
hSn´1

˙

,

where ρ P p0, 2s and t P R. As in the sphere case, the calculation of the Fourier symbol
of Ph0s goes by reducing the scattering problem (6.2.2)-(6.2.3) to an ODE in the variable
ρ and then looking at its asymptotic behavior at ρ “ 0 and ρ “ 2. We will not present
the proof of Theorem 6.5.1 below but refer to the original paper [28], since the new
difficulties are of technical nature only.

With some abuse of notation, let µm “ mpm ` n ´ 2q, m “ 0, 1, 2, ... be the
eigenvalues of ´∆Sn´1 , repeated according to multiplicity. Then, any function v on
RˆSn´1may be decomposed as

ř

m vmptqEm, where tEmu is a basis of eigenfunctions.
Let

v̂pξq “
1

?
2π

ż

R
e´iξ ¨tvptq dt

be our normalization for the one-dimensional Fourier transform. Then the operator
Ph0s diagonalizes under such eigenspace decomposition, and moreover, it is possible
to calculate the Fourier symbol of each projection. More precisely:

Theorem 6.5.1 ([28]). Fix s P p0, n2 q and let Pms be the projection of the operator Ph0s
over each eigenspace xEmy. Then

{Pms pvmq “ Θms pξq xvm ,

and this Fourier symbol is given by

Θms pξq “ 22s
ˇ

ˇ

ˇ
Γ
`1
2 ` s

2 `

b

p
n
2´1q2`µm

2 `
ξ
2 i
˘

ˇ

ˇ

ˇ

2

ˇ

ˇ

ˇ
Γ
`1
2 ´ s

2 `

b

p
n
2´1q2`µm

2 `
ξ
2 i
˘

ˇ

ˇ

ˇ

2
. (6.5.4)
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Let us restrict to the space of radial functions v “ vptq, which corresponds to the
eigenspace with m “ 0, and denote Ls :“ P0s . Then the Fourier symbol of Ls is given
by

Θ0
s pξq “ 22s

ˇ

ˇ

ˇ
Γp n4 ` s

2 `
ξ
2 iq

ˇ

ˇ

ˇ

2

ˇ

ˇ

ˇ
Γp n4 ´ s

2 `
ξ
2 iq

ˇ

ˇ

ˇ

2 .

Again, in parallel to Proposition 6.4.3 in the sphere case, it is possible to give a
singular integral formulation for the pseudodifferential operator Ls acting on xE0y:

Proposition 6.5.2 ([29]). Given v “ vptq smooth, t P R, we have for Ls:

Lsvptq “ Cpn, sqP.V .
ż 8

´8

pvptq ´ vpτqqKpt ´ τq dτ ` cn,svptq, (6.5.5)

for the kernel
Kptq “ κn,se´

n`2s
2 t

2F1
` n`2s

2 , 1 ` s; n2 ; e
´2t˘,

for t ą 0, extended evenly for t ă 0. κn,s is a constant and the value of cn,s is given in
(6.5.3).

It can be shown ([29]) that the asymptotic behavior of this kernel K is

Kpξq „ |ξ |
´1´2𝛾 as |ξ | Ñ 0,

Kpξq „ e´|ξ |
n`2𝛾
2 as |ξ | Ñ 8.

This shows that, at the origin, its singular behavior corresponds to that of the one-
dimensional fractional Laplacian but, at infinity, it has amuch faster decay. Levy pro-
cesses arising from this type of generators are known as tempered stable processes;
they combine both α-stable (in the short range) and Gaussian (in the long range)
trends. In addition, invertibility properties of the operator with symbolΘmpξq´λ have
been considered in [5]. In particular, they construct the Green’s function for a Hardy
type operator with fractional Laplacian.

Before we continue with this exposition let us mention a related problem: to con-
struct solutions to the fractional Yamabe problem on Rn, s P p0, 1q, with an isolated
singularity at the origin. This means that one seeks positive solutions of

p´∆q
su “ cn,su

n`2s
n´2s in Rnzt0u, (6.5.6)

where cn,s is any positive constant that will be normalized as in (6.5.3), and such that

upxq Ñ 8 as |x| Ñ 0.

For technical reasons, one needs to assume here that n ą 2 ` 2s. Because of the
well known extension theorem for the fractional Laplacian (6.5.6) is equivalent to the
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boundary reaction problem
$

’

’

’

&

’

’

’

%

´divpya∇Uq “ 0 in Rn`1
` ,

U “ u on Rnzt0u,

´d˚
s limyÑ0

yaByu “ cn,su
n`2s
n´2s on Rnzt0u.

(6.5.7)

Our model for an isolated singularity is the cylindrical solution, given by U1 “

P ˚x u1 with u1prq “ r´
n´2s
2 . In the recent paper [17] the authors characterize all the

nonnegative solutions to (6.5.7). Indeed, if the origin is not a removable singularity,
then upxq is radial in the x variable and, if u “ Up¨, 0q, then near the origin one must
have that

c1r´
n´2s
2 ď upxq ď c2r´

n´2s
2 ,

where c1, c2 are positive constants.
Positive radial solutions for (6.5.6) have been studied in the papers [28, 29]. It is

clear from the above that one should look for solutions of the form (6.5.2) for some
function v “ vprq satisfying 0 ă c1 ď v ď c2. In the classical case s “ 1, equa-
tion (6.5.6) reduces to a standard second order ODE. However, in the fractional case it
becomes a fractional order ODE and, as a consequence, classical methods cannot be
directly applied here.

One possible point of view is to rewrite (6.5.6) in the newmetric h0. Since themet-
rics |dx|

2 and h0 are conformally related by (6.5.1), we prefer to use h0 as a background
metric and thus any conformal change may be rewritten as

hv “ u
4

n´2s |dx|
2

“ v
4

n´2s h0,

where u and v are related by (6.5.2). Then the original problem (6.5.6) is equivalent
to the fractional Yamabe problem on R ˆ Sn´1: fixed h0 as a background metric on
R ˆ Sn´1, find a conformal metric hv of positive constant fractional curvature Qhvs ,
i.e., find a positive smooth solution v for

Ph0s pvq “ cn,sv
n`2s
n´2s on R ˆ Sn´1. (6.5.8)

A complete study of radial solutions v “ vptq, 0 ă c1 ď v ď c2, for this equation is
not available since is not an ODE. The local case s “ 1, however, is well known since
it reduces to understanding the phase-portrait of a Hamiltonian ODE (see the lecture
notes [91], for instance), and periodic solutions constructed in this way are known as
Delaunay solutions for the scalar curvature.

Fractional Delaunay solutions vL to equation (6.5.8), i.e., radially symmetric peri-
odic solutions in the variable t P R for a given period L, are constructed in [29] using
a variational method that we sketch here: if v is radial, then (6.5.8) is equivalent to

Lsv “ cn,sv
n`2s
n´2s , t P R,
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where Ls is given in (6.5.5). For periodic functions vpt ` Lq “ vptq it can be rewritten
as

LLs v “ cn,sv
n`2s
n´2s , t P r0, Ls, (6.5.9)

for
LLs vptq “ Cpn, sqP.V .

ż L

0
pvptq ´ vpτqqKLpt ´ τq dτ ` cn,svptq,

and KL is a periodic singular kernel given by KLpξq “
ř

jPZ Kpξ ´ jLq.

We find a bifurcation behavior at the value of L, denoted by L0, where the first
eigenvalue for the linearization of problem (6.5.9) crosses zero. Moreover, for each pe-
riod L ą L0 there exists a periodic solution vL:

Theorem 6.5.3 ([29]). Consider the variational formulation for equation (6.5.9), written
as

bpLq “ inf
␣

FLpvq : v P Hsp0, Lq, v is L-periodic
(

where

FLpvq “
Cpn, sq

şL
0
şL
0pvptq ´ vpτqq

2KLpt ´ τq dt dτ ` cn,s
şL
0 vptq2 dt

` şL
0 vptq2˚ dt

˘2{2˚
.

Then there is a unique L0 ą 0 such that bpLq is attained by a nonconstant (positive)
minimizer vL when L ą L0 and when L ă L0 bpLq is attained by the constant only.

Such vL for L ą L0 are known as the Delaunay solutions for the fractional curvature,
and they can be characterized almost explicitly. We remark that, geometrically, the
constant solution vL0 corresponds to the standard cylinder, while vL Ñ v8 as L Ñ 8,
where v8ptq “ cpcoshptqq

´
n´2s
2 corresponds to a standard sphere (i.e., the bubble

solution (6.3.12), normalized accordingly). For other values of L we have a characteri-
zation as a bubble tower; in fact:

Proposition 6.5.4 ([6]). We have that

vL “
ÿ

jPZ
v8p¨ ´ jLq ` φL ,

where
}φL}Hsp0,Lq Ñ 0 as L Ñ 8. (6.5.10)

Moreover, for L large we have the following Holder estimates on φL:

}φL}Cαpr0,Lsq ď Ce´
pn´2sqL

4 p1`ξq

for some α P p0, 1q and ξ ą 0 independent of L.
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Finally, Delaunay-type solutions can be used in gluing problems since they model
isolated singularities. In [6] the authors modify the methods in [92, 84] to construct
complete metrics on the sphere of constant scalar curvature with a finite number of
isolated singularities:

Theorem 6.5.5 ([6]). Let Λ “ tp1, . . . , pNu be a set of N points in Rn. There exists a
smooth positive solution u for the problem

$

&

%

p´∆q
su “ u

n`2s
n´2s in RnzΛ,

upxq Ñ 8 as x Ñ Λ.
(6.5.11)

The proof of this theorem consists of a Lyapunov-Schmidt reduction involving a differ-
ent perturbation of each bubble in the bubble tower (6.5.4), in the spirit of [73]. Note
that the compatibility conditions that arise come from an infinite-dimensional Toda-
type system; in addition, they do not impose any restriction on the location of the
singular points, only on the neck sizes L at each singularity.

6.6 The Non-compact Case

Once the isolated singularities case has been reasonably well understood, we turn to
the study of higher dimensional singularities. From the analysis point of view, one
wishes to understand the semilinear problem

$

&

%

p´∆q
su “ c u

n`2s
n´2s in RnzΛ,

upxq Ñ 8 as x Ñ Λ,
(6.6.1)

where Λ is a closed set of Hausdorff dimension 0 ă k ă n and c P R. The first
difficulty one encounters is precisely how to define the fractional Laplacian p´∆q

s on
Ω :“ RnzΛ since it is a non-local operator. Nevertheless, as in the cylinder case, this
is better understood from the conformal geometry point of view.

In order to put (6.6.1) into a broader context, let us give a brief review of the clas-
sical singular Yamabe problem (s “ 1). Let pM, hq be a compact n-dimensional Rie-
mannian manifold, n ě 3, and Λ Ă M is any closed set as above. We are concerned
with the existence and geometric properties of complete (non-compact) metrics of the
form hu “ u

4
n´2 h with constant scalar curvature. This corresponds to solving the par-

tial differential equation (recall (6.1.4))

´∆hu ` n´2
4pn´1q

Rhu “ n´2
4pn´1q

R u
n`2
n´2 , u ą 0,

where Rhu ” R is constant and with a boundary condition that u Ñ 8 sufficiently
quickly at Λ so that hu is complete. It is known that solutions with R ă 0 exist quite
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generally if Λ is large in a capacitary sense ([72, 66]), whereas for R ą 0 existence is
only known when Λ is a smooth submanifold (possibly with boundary) of dimension
k ă pn ´ 2q{2 ([83, 34]).

There are both analytic and geometric motivations for studying this problem. For
example, in the positive case (R ą 0), solutions to this problem are actually weak so-
lutions across the singular set ([94]), so these results fit into the broader investigation
of possible singular sets of weak solutions of semilinear elliptic equations.

On the geometric side, a well-known theorem by Schoen and Yau ([94, 93]) states
that if pM, hq is a compact manifold with a locally conformally flat metric h of positive
scalar curvature, then the developing map D from the universal cover rM to Sn, which
by definition is conformal, is injective, and moreover, Λ :“ SnzDp rMq has Hausdorff
dimension less than or equal to pn ´ 2q{2. Regarding the lifted metric h̃ on rM as a
metric on Ω, this provides an interesting class of solutions of the singular Yamabe
problem which are periodic with respect to a Kleinian group, and for which the
singular set Λ is typically nonrectifiable. More generally, they also show that if hSn
is the canonical metric on the sphere and if h “ u

4
n´2 hSn is a complete metric with

positive scalar curvature and bounded Ricci curvature on a domain Ω “ SnzΛ, then
dimΛ ď pn ´ 2q{2.

Goingback to thenon-local case, although it is not at all clear how todefine Ph̃s and
Qh̃s on a general complete (non-compact)manifold pΩ, h̃q, in the paper [41] the authors
give a reasonable definitionwhenΩ is an open dense set in a compactmanifoldM and
the metric h̃ is conformally related to a smoothmetric h onM. Namely, one can define
them by demanding that the conformal property (6.2.6) holds (as usual, we assume
that a Poincaré-Einstein filling pX, g`

q has been fixed). Note, however, that this is not
as simple as it first appears since, because of the nonlocal character of Ph̃s , we must
extend u as a distribution on all of M. There is no difficulty in using the relationship
(6.2.6) to define Ph̃sφ when φ P C8

0 pΩq. From here one can use an abstract functional
analytic argument to extend Ph̃s to act on any φ P L2pΩ, dvh̃q. Indeed, it is straight-
forward to check that the operator Ph̃s defined in this way is essentially self-adjoint
on L2pΩ, dvh̃q when s is real. However, observe that Ph̃s “ p´∆h̃q

s
` K, where K is a

pseudo-differential operator of order 2s´1. Furthermore, p´∆h̃q
s is self-adjoint. Since

K is a lower order symmetric perturbation, then Ph̃s is also essentially self-adjoint.
Another interesting development is [55], where they give a sharp spectral charac-

terization of Poincaré-Einstein manifolds with conformal infinity of positive Yamabe
type.

The singular fractional Yamabe problem on pM, rhsq is then formulated as
$

&

%

Phs u “ cu
n`2s
n´2s in MzΛ,

upxq Ñ 8 as x Ñ Λ,
(6.6.2)
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for c ” Qh̃s constant. A separate, but also very interesting issue, is whether c ą 0
implies that the conformal factor u is actually a weak solution of (6.6.2) on all of M.

The first result in [41] partially generalizes Schoen-Yau’s theorem:

Theorem 6.6.1 ([41]). Suppose that pMn , hq is compact and hu “ u
4

n´2s h is a complete
metric on Ω “ MzΛ, where Λ is a smooth k-dimensional submanifold in M. Assume
furthermore that u is polyhomogeneous along Λ with leading exponent ´n{2 ` s. If s P
`

0, n2
˘

, and if Qhs ą 0 everywhere for any choice of asymptotically Poincaré-Einstein
extension pX, g`

q then n, k and s are restricted by the inequality

Γ
ˆ

n
4 ´

k
2 `

s
2

˙

M

Γ
ˆ

n
4 ´

k
2 ´

s
2

˙

ą 0. (6.6.3)

This inequality holds in particular when

k ă
n ´ 2s
2 , (6.6.4)

and in this case then there is a unique distributional extension of u on all of M which is
still a solution of (6.6.2) on all of M.

As we have noted, inequality (6.6.3) is satisfied whenever k ă pn ´ 2sq{2, and in fact
is equivalent to this simpler inequality when s “ 1. When s “ 2, i.e. for the standard
Q´curvature, this result is alreadyknown: [24] shows that completemetricswithQ2 ą

0 and positive scalar curvature must have singular set with dimension less than pn ´

4q{2, which again agrees with (6.6.3).
Of course, the main open question is to remove the smoothness assumption on

the singular set Λ. Recent results of [99] show that, under a positive scalar curvature
assumption, if Qs ą 0 for s P p1, 2q, then (6.6.4) holds for any Λ.

We also remark that a dimension estimate of the type (6.6.3) implies some
topological restrictions onM: on the homotopy ([93], chapter VI), on the cohomology
([86]), or even classification results in the low dimensional case ([58]).

On the contrary, to give conditions for sufficience is a delicate issue, and only
partial results exist when the singular set is a smooth submanifold of dimension
k ă pn ´ 2sq{2 [7, 5].

6.7 Uniqueness

One of themain questions that arises is, given amanifold pMn , hq, is there a canonical
way to define the conformal fractional Laplacian on M? this question is equivalent to
ask how many Poincaré-Einstein fillings pXn`1, g`

q one can find. The answer is, in



Recent Progress on the Fractional Laplacian in Conformal Geometry | 265

general, not unique, unless the conformal infinity is the round sphere (or equivalently,
Rn) (see the survey [26], for instance).

In this sectionwewould like to describe twoPoincaré-Einstein fillings on the topo-
logically same 4-manifold with the same conformal infinity. This construction comes
from the study of thermodynamics of black holes in Anti-de Sitter Space [57], is well
known and it is explained in [26] and [49], for instance, but we repeat it here for com-
pleteness.

The AdS-Schwarzchild manifold is an Einstein 4-manifold described as R2
ˆ S2

with the metric [57] (see also the survey [26])

g`
m “ Vdt2 ` V´1dr2 ` r2hS2 for V “ 1 ` r2 ´

2m
r .

We call rm the positive root for 1 ` r2 ´ 2m
r “ 0, and we restrict r P rrm ,`8q. m ą 0

is known as the mass parameter, to be chosen later.
Even though this metric seems singular ar rm, we will prove that this is not the

case if we make the t variable periodic, i.e., t P S1pLq. To see this, define a function
ρ : prh ,8q Ñ p0,8q by

ρprq “

ż r

rm
V´1{2.

One can check that for r near rm,

gm`1 „ dρ2 `
pV 1

prmqq
2

4 ρ2dt2 ` r2hS2 ,

so the singularity at r “ rm is of the same type as the origin in standard polar coordi-
nates. Thus thus we need to make the t variable periodic, i.e, 0 ď t ď 2πL, for

L :“ Lpmq “
V 1

prmq

2 “
2rm

3r2m ` 1
. (6.7.1)

To show that g`
m is conformally compact, we change to the defining function r̃ “

1
r . Since Vprq « 1

r̃2 when r̃ Ñ 0, then

g`
m „

1
r̃2 rdr̃2 ` dt2 ` hS2 s as r̃ Ñ 0.

Therefore, for eachm ą 0, g`
m is Poincaré-Einstein and its conformal infinity isS1pLqˆ

S2 with the metric hm :“ dt2 ` hS2 .
But we could ask the reverse question of, given L, how many Poincaré-Einstein

fillings one can find for S1pLq ˆ S2. Looking at (9.1.2), rm “ 1?
3 is a critical point for

Lprmq, actually a maximum with value

L
` 1?

3
˘

“ 1?
3 .

There holds
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– For 0 ă L ă 1{
?
3, we can find two differentmassesm1 andm2 with the same

Lpmq.
– For L “ 1{

?
3, there exist only one mass m which gives Lpmq.

– If L ą 1{
?
3, there does not exist any mass which gives Lpmq.

Thus for the same conformal infinity S1pLq ˆS2, when 0 ă L ă 1?
3 there are two non-

isometric AdS-Schwarzschild spaces with metrics g`
m1 and g

`
m2 . The natural question

now is to calculate the symbol of the conformal fractional Laplacian Pms on the confor-
mal infinity for each model. This calculation is similar to that of (6.4.1) for the sphere
and (6.5.4) for the cylinder. But, unfortunately, the spherical harmonic decomposition
yields a more complicated ODE that we have not been able to solve analytically.

6.8 An Introduction to Hypersurface Conformal
Geometry

Let pXn`1, gq be any smooth compact manifold with boundary pMn , hq, where h “

g|M, for instance, a domain in Rn`1 with the Euclidean metric. One would like to un-
derstand the conformal geometry of M as an embedded hypersurface with respect to
the given filling metric g, and to produce new extrinsic conformal invariants on this
hypersurface.

In this discussionwe aremostly interested in the construction of non-local objects
on M, in particular, the conformal fractional Laplacian, and to understand how this
new Phs depends on the geometry of the backgroundmetric g. A good starting reference
is the recent paper [50], although there the author is more interested in renormalized
volume rather than scattering (see also the parallel development by [45, 46] in the
language of tractor calculus).

Let ρ be a geodesic defining function for M. This means, in particular, that g “

dρ2 ` hρ, where hρ is a one parameter family of metrics on M with hρ|ρ“0 “ h. We
would like to produce a suitable asymptotically hyperbolic filling metric g` for which
the scattering problem (6.2.2)-(6.2.3) can be solved in terms of information from g only.
Looking at (6.3.4), the reasonable assumption is to ask that g` has constant scalar
curvature

Rg` “ ´npn ` 1q. (6.8.1)

Thus we seek a new defining function ρ̂ “ ρ̂pρq such that if we define

g`
“

g
ρ̂2 ,

then this g` is asymptotically hyperbolic and satisfies (6.8.1). Remark that sometimes
it will be more convenient to write g`

“ u
4

n´1 g for u “ ρ̂´
n´1
2 .
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This problem for g` reduces to the singular Yamabe problem of Loewner-
Nirenberg ([72]) for constant negative scalar curvature and it has been well studied
([80, 8, 4], for instance). In PDE language, looking at the conformal transformation
law for the usual conformal Laplacian (6.1.4), it amounts to find a positive solution u
in X to the equation

´∆gu ` n´1
4n Rgu “ ´ n2´1

4 u
n`3
n´1

that has the asymptotic behavior

u „ ρ´
n´1
2 near BX

(recall that we are working on an pn ` 1q-dimensional manifold). It has been shown
that such solution exists and it has a very specific polyhomogeneous expansion near
BX, so that

g`
“
gp1 ` ρα ` ρn`1βq

ρ2 ,

where α P C8
pXq and β P C8

pXq has a polyhomogeneous expansion with log terms.
This type of expansions often appears in geometric problems, such as in the related
[56], and each of the terms in the expansion has a precise geometric meaning (some
are local, others non-local).

In this general setting, scattering for g` can be considered ([53]), and one is able
to construct the conformal fractional Laplacian on M with respect to the starting g
once the log terms in the expansion are controlled. For s P p0, 1q these log terms do
not affect the asymptotic expansions at the boundary and one has:

Theorem 6.8.1 ([54] for s “ 1{2, [23] in general). Fix s P p0, 1q. Let pXn`1, gq be a
smooth compact manifold with boundary Mn and set h :“ g|M . Let ρ be a geodesic
defining function. Then there exists a defining function ρ̂ as in the above construction.
Moreover, if U is a solution to the following extension problem

#

´divpρ̂a∇Uq ` Epρ̂qU “ 0 in pX, gq,
U “ u on M,

for Epρ̂q given in (6.3.2), then the conformal fractional Laplacian Phs on M with respect
to the metric h may be constructed as in Theorem 6.3.2.

One could also look at higher values of s P p0, n{2q. For example, when M is a sur-
face in Euclidean 3-space, one recovers theWillmore invariant with this construction,
so an interesting consequence of this approach is that it produces new (extrinsic) con-
formal invariants for hypersurfaces in higher dimensions that generalize theWillmore
invariant for a two-dimensional surface. Many open questions still remain since this
is a growing subject.
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Moritz Kassmann
Jump Processes and Nonlocal Operators

Abstract: The aim of these notes is to present basic material on jump processes and
their connection to nonlocal operators. We discuss the martingale problem and show
how the existence of Markov jump processes follows from well-posedness of the de-
terministic Cauchy problem for integrodifferential operators. Furthermore, we explain
how to use jump processes for proving regularity results for integrodifferential equa-
tions. The notes do not contain any original new result.

Introduction

Many results about harmonic functions can be proved making use of Brownian Mo-
tion. The same is true for solutions to linear partial differential equations of second
order, if one uses general Markov diffusion processes. In these notes, we discuss sev-
eral connections between solutions to integrodifferential equations and properties of
corresponding Markov jump processes.

The role of the fractional Laplace operator as the generator of the semigroup
generated by the rotationally symmetric stable process has been known for a long
time. The corresponding connection between the more general nonlocal operators
and jump processes has recently led to interesting studies such as regularity results in
Hölder spaces. We provide details of the approach to such results which is based on
properties of the underlying stochastic process.

In Section 7.1 we review fundamental concepts of probability theory. Section 7.2 is
devoted to Lévy processes. Their translation invariant generators are studied in Sec-
tion 7.3. In Section 7.4 we explain the notion of the martingale problem and discuss
its well-posedness. We provide a detailed list of references in this framework. We omit
overviews of the literature in the other sections because they can easily be found else-
where. In Section 7.5 we formulate and prove regularity estimates for solutions to in-
tegrodifferential equations under minimal regularity assumptions.

7.1 Prerequisites and Lévy Processes

In this section, we review some basic concepts of probability theory and we define
Lévy processes.
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Definition 7.1.1. Let pΩ,F,Pq be a probability space.
(i) A measurable map X : Ω Ñ Rd is called random variable. Measurable subsets

E P F are sometimes called events. Given A P BpRdq, we write pX P Aq instead
of tω P Ω|Xpωq P Au or X´1

pAq. Thus, PpX P Aq denotes the probability that
X takes value in A.

(ii) If X : Ω Ñ R, X P L1pΩ, dPq, then

ErXs “

ż

Ω
XpωqdPpωq

is called expectation of X.
(iii) Every random variable X induces a measurePX onBpRdq via

PXpBq “

ż

B
1dPX “ PpX P Bq.

PX is called distribution of X.
(iv) A family tX1, . . . , Xnu of random variables Xi is independent if for all

B1, . . . , Bn P BpRdq

PpX1 P B1, . . . , Xn P Bnq “ PpX1 P B1q ¨ . . . ¨PpXn P Bnq.

The following facts are important properties on distributions.

(i) If X is a random variable and f P CbpRdq, then

Erf pXqs “

ż

Ω
f pXpωqqdPpωq “

ż

Rd
f pzqdPXpzq.

(ii) If X, Y are independent random variables, then

PX`Y “ PX ˚PY .

We proceed with the definition of two concepts of convergence for random vari-
ables.

Definition 7.1.2. Let Xn, n P IN, be a sequence of random variables. We say Xn con-
verges to a random variable X in probability if for any ε ą 0

lim
nÑ8

Pp|Xn ´ X| ą εq Ñ 0.

Note, that every sequence of random variables converging in probability possesses a
subsequence that convergences almost surely.

Definition 7.1.3. Let Xn, n P IN, be a sequence of random variables. We say that Xn
convergences in distribution to a random variable X, if the sequence of distributionsPXn
convergences weakly toPX , that is

lim
nÑ8

ż

Rd
f dPXn “

ż

Rd
f dPX for all f P CbpRdq.
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The next proposition relates the two concepts of convergence in the following way.

Proposition 7.1.4. Assume Xn , n P IN is a sequence of random variables that converges
to a random variable X in probability. Then Xn converges to X in distribution.

Proof. Since Xn convergences to X in probability, there is a subsequence pnkqk such
that Xnk pωq convergences to Xpωq for almost every ω P Ω.

For f P CbpRdq, we obtain by the dominated convergence theorem

Erf pXnk qs Ñ Erf pXqs. (7.1.1)

The same reasoning can be applied to any subsequence of pXnq. Thus, (7.1.1) holds
for the whole sequence, which finishes the proof.

Let µn, n P IN be a sequence of distributions and µ a distribution. For abbreviation, we
simply write µn Ñ µ for convergence in distribution, when no confusion can arise.

A family tXt : Ω Ñ Rd| t ě 0u of randomvariables is called stochastic process and
is denoted by pXtqtě0, pXtq or simply by X. It can be interpreted as a time-ordered se-
quence of random events. Givenω P Ω, themap t ÞÑ Xtpωq is called path. A stochastic
process Y is called modification of a given stochastic process X if

PpXt “ Ytq “ 1 for all t ą 0.

Definition 7.1.5. Let X be a stochastic process. Given t1, . . . , tn ě 0, the measure
PpXt1 ,...,Xtn q : BpRdq Ñ r0, 1s is the joint (finite dimensional) distribution, defined as
follows:

PpXt1 ,...,Xtn qpB1 ˆ B2 ˆ ¨ ¨ ¨ ˆ Bnq “ PpXt1 P B1, Xt2 P B2, . . . , Xtn P Bnq.

Using the notion of finite dimensional distributions, we can define equality in law for
two stochastic processes.

Definition 7.1.6. Two stochastic processes are said to be equal in law if all of their finite
dimensional distributions coincide.

We now define a class of stochastic processes, which play an important role in many
fields like population models or financial stock prices.

Definition 7.1.7. A stochastic process X is called Lévy process if the following holds.
(i) PpX0 “ 0q “ 1.
(ii) For every t ą 0, the increments Xs`t ´ Xs do not depend on s ě 0.
(iii) For every n P N and every choice 0 ď t1 ă t2 ă ¨ ¨ ¨ ă tn, the family of random

variables tXt2 ´ Xt1 , . . . , Xtn ´ Xtn´1u is independent.
(iv) For every t ą 0, Xs converges to Xt in probability for s Ñ t.
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(v) There is Ω0 P F withPpΩ0q “ 1 such that for every w P Ω0 the path t ÞÑ Xtpwq

is continuous from the right and has left limits.

Let us comment on the foregoing definition.

Remark 7.1. The first property tells us that for almost all ω P Ω the paths t ÞÑ Xtpωq

start in zero.
Condition (ii) is the so-called stationarity of increments and is a homogeneity prop-

erty on the time.
The third property tells us that all increments of the process are independent.
Condition (iv) describes some continuity in measure but not continuity of the paths.

A stochastic process satisfying (i)–(iv) is called Lévy process in law. Several authors call
such a process Lévy process.

Property (v) is known as “continue à droite limite à gauche” (càdlàg) and means
right continuous, left limits. Sometimes, in English it is abbreviated by RCLL.

Let us give an important example of a Lévy process.

Example 7.1.8. A Lévy process X with values in R resp. in N is called Poisson process
with parameter λ ą 0 if for every t ą 0

PXt ptkuq “ e´λt pλtqk
k! pk P N0q,

PXt pBq “ 0 for B X N0 “ H.

Given a Poisson process, its distribution can be represented in the following way.

Proposition 7.1.9. Let X be a Poisson process with parameter λ ą 0. Then there are
real valued random variablesW1,W2, . . . such that Tn “ Wn ´Wn´1 has exponential
distribution with parameter λ, i.e. for every n P IN

PpTn P Bq “ λ
ż

BXp0,8q

e´λx dλ,

and
Xtpwq “ n ô Wnpwq ď t ă Wn`1pwq.

LetMpdˆdq denote the set of all dˆdmatrices with entries inR and let A P Mpdˆdq.
To shorten notation, we write A ą 0 if the matrix is positive definite.

Definition 7.1.10. A random variable X is said to have a nondegenerate Gaussian dis-
tribution with mean 𝛾 P Rd and covariance A P Mpdˆ dq, A ą 0, if for every B P BpRdq

PXpBq “
1

a

p2πqdpdetAq

ż

B
e´ 1

2 px´𝛾,A´1
px´𝛾qq dx.
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Definition 7.1.11. A Lévy process X is called Brownian motion or Wiener process if
(i) Xt has Gaussian distribution with 𝛾 “ 0, A “ tId,
(ii) there is aΩ0 P FwithPpΩ0q “ 1 such that the paths t ÞÑ Xtpωq are continuous

for every ω P Ω0.

7.2 Lévy-Khintchine Representation

Lévy processes have the unique feature that, once you know PX1 , then you know all
distributionsPXt . Moreover, every Lévy process can be described by a single function
Rd Ñ C. The aim of this section is to understand this function. All results and proofs
from this section can be found in [45].

Definition 7.2.1. Let µ be a probability measure onBpRdq. Then pµ : Rd Ñ C,

pµpzq “

ż

Rd
eipx,zqµpdxq

is called the characteristic function of µ.

Remark 7.2. Note that pµ is just the Fourier transformation of the measure µ.

For a random variable X, we can assign a characteristic function by the characteristic
function of its distributionPX.

The following proposition gives some properties of the characteristic function.

Proposition 7.2.2. Let µn , n P IN be a sequence of distributions on Rd and µ a distri-
bution on Rd. Then

(i) pµ is uniformly continuous,
(ii) pµp0q “ 1 and for all z P Rd : |pµpzq| ď 1.
(iii) If pµ1 “ pµ2, then µ1 “ µ2.
(iv) If µ “ µ1 ˚ µ2, then pµ “ pµ1 ¨ pµ2.

If X, Y are independent random variables then

{PX`Y “ pPX ¨ pPY .

(v) If X1, . . . , Xn are random variables and X “ pX1, . . . , Xnq is a Rdˆn random
variable, then X1, . . . , Xn are independent iff for every z “ pz1, . . . , znq P

Rdˆn

pPXpzq “ pPX1pz1q ¨ . . . ¨ pPXn pznq.

(vi) If µn Ñ µ, then pµn Ñ pµ uniformly on compact subsets.
Furthermore, if pµnpzq Ñ pµpzq for all z P Rd, then µn Ñ µ.

(vii) Let φ : Rd Ñ C be continuous at zero. If pµn Ñ φ, then φ itself is a character-
istic function.
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(viii) If
ş

|pµpzq|dz ă 8, then µ is absolutely continuous w.r.t. the Lebesgue measure
with density g P CbpRdq satisfying

gpxq “ p2πq
´d

ż

e´ipx,zq
pµpzqdz.

In the following steps, the connection between the characteristic function of a Lévy
processes and a special class of probability measures is studied. This is the class of in-
finitely divisible distributions. By the Lévy-Khintchine formula the characteristic func-
tions of Lévy processes and infinitely divisible distributions will be set into a one-to-
one correspondence.

Definition 7.2.3. A probability measure µ onBpRdq is infinitely divisible if, for any n P

N, there is a probability measure µn onBpRdq with

µ “ µn ˚ ¨ ¨ ¨ ˚ µn “ pµnq
n . (7.2.1)

Note, that by 7.2.2 the convolution of two distributions is expressed by the product of
the corresponding characteristic functions, which can be characterized again by the
sum of independent random variables. Hence a random variable X has an infinitely
divisible distribution if for each n P IN there are i.i.d. random variables X1,n , . . . , Xn,n
such that

X d
“ X1,n ` ¨ ¨ ¨ ` Xn,n .

We proceed by showing that the characteristic function of an infinitely divisible
distribution has no zero. For z P C, we write z for the complex conjugate.

Lemma 7.2.4. If µ is an infinitely divisible distribution, then pµ ‰ 0 on Rd.

Proof. For each n P IN there is µn such that

ppµnpzqq
n

“ pµpzq for all z P Rd . (7.2.2)

Define µ̃ by µ̃pBq “ µp´Bq and µ# by µ# “ µ ˚ µ̃. Then xµ# “ |pµ|
2. Thus |pµn|

2 is a
characteristic function and |pµn|

2
“ |pµ|

2{n. By 7.2.2 pµp0q “ 1 and pµ is continuous.
Define

φpzq “ lim
nÑ8

|pµnpzq|
2

and observe

φpzq “

#

1 if pµpzq ‰ 0
0 if pµpzq “ 0

7.2.2 (vii) ensures that φ is a characteristic function, thus φ is continuous. Since
pµp0q “ 1 and pµ is continuous, it follows that φ “ 1 on Bεp0q for some ε ą 0. Since φ
is continuous and φ P t0, 1u, we conclude φ ” 1. Hence pµ ‰ 0 on Rd.
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Remark 7.3. In general, pµ ‰ 0 on Rd does not imply that µ is an infinitely divisible
distribution.

Lemma 7.2.5. Suppose φ : Rd Ñ C is continuous with φp0q “ 1, φ ‰ 0 on Rd. Then
there is a unique continuous function f : Rd Ñ C, with f p0q “ 0 and

efpzq “ φpzq for all z P Rd . (7.2.3)

We write logφpzq instead of f pzq. Note that in general φpz1q “ φpz2q does not im-
ply logφpz1q “ logφpz2q. The following results provide useful properties of this new
function.

Lemma 7.2.6. Assume φ : Rd Ñ C and for any n P IN let φn : Rd Ñ C such that
φ, φn are continuous with φp0q “ φnp0q “ 1 and φ ‰ 0, φn ‰ 0 on Rd for all n P IN.
Assume φn Ñ φ uniformly on compact sets as n Ñ 8. Then logφn Ñ logφ uniformly
on compact sets as n Ñ 8.

Corollary 7.2.7. Let pµnq be a sequence of infinitely divisible distributions. Let µ be an
arbitrary distribution with µn Ñ µ. Then µ is an infinitely divisible distribution itself.

Lemma 7.2.8. Let X be a Lévy process. Then for every t ą 0 themeasurePXt is infinitely
divisible. Moreover,PXt “ pPX1q

t, where the power is defined appropriately.

Proof. Assume X “ pXtq is a Lévy process. Let n P N. Set µ “ PXt and µn “ PXtk´Xtk´1
,

where tk “ t
n ¨ k for k P t0, 1, . . . , nu.

By the stationary of increments of the Lévy process X, the choice of µn does not
depend on k. Note

Xt “ pXtn ´ Xtn´1q ` ¨ ¨ ¨ ` pXt1 ´ Xt0q. (7.2.4)

Thus, Xt equals the sum of n independent random variables with equal distributions
µn.

Hence µ “ pµnq
n. From PX 1

n
“ pPX1q

1
n , we deduce PX m

n
“ pPX1q

m
n . If t P Q, we

are done. If t P RzQ, choose prnq Ă Q such that rn Ñ t for n Ñ 8.
By definition of Lévy processes, we know Xrn Ñ Xt in probability, hence PXrn Ñ

PXt for n Ñ 8. Set 𝜈n “ PXrn and 𝜈 “ PX1 . Then for every z P Rd the characteristic
function p𝜈npzq converges to et log p𝜈pzq

“ pp𝜈pzqq
t, where p𝜈 is continuous. Thus pp𝜈p¨qq

t is
the characteristic function of some distribution, which we define as pPX1q

t.

Let’s summarize:

Theorem 7.2.9. Let X be a Lévy process onRd. ThenPXt is infinitely divisible for every
t ą 0. The corresponding characteristic function satisfies

pPXt pzq “ et log pPX1 pzq (7.2.5)
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The measures pPXt qtą0 form a convolution semigroup, i.e. for µt “ PXt we have
– µt ˚ µs “ µt`s @t, s ą 0
– µ0 “ δ0
– µt Ñ δ0 for t Ñ 0

Definition 7.2.10. The function

z ÞÝÑ log pPX1pzq “ ψpzq (7.2.6)

is called symbol of the Lévy process X.

Let us look at examples of Lévy processes and symbols.

1. Assume X is a Poisson process, i.e., PX1ptkuq “ e´λ λk
k! . Then ψpzq “ λpeiz ´

1q “ log pPX1pzq.
2. Assume X is a Gaussian process with parameters A P Mpd ˆ dq, A ą 0, and

𝛾 P Rd. Then ψpzq “ ´1
2 pz, Azq ` ip𝛾, zq.

Theorem 7.2.11 (Lévy-Khintchine).
(i) Let µ be an infinitely divisible probability measure. There exist a symmetric

A P Mpd ˆ dq with A ě 0, 𝛾 P Rd and a measure 𝜈 on BpRdq with 𝜈pt0uq “ 0
and

ş

Rd minp1, |h|
2
q𝜈pdhq ă 8, such that the characteristic function pµ of µ is

given by

pµpzq “ exp
«

´
1
2 pz, Azq ` ip𝛾, zq `

ż

Rd

`

eipx,zq ´ 1 ´ ipx, zq1B1pxq
˘

𝜈pdxq

ff

.

(7.2.7)
(ii) The representation of pµ in terms of pA, 𝛾, 𝜈q is unique.
(iii) The reverse direction of (i) is true. Given pA, 𝛾, 𝜈q and pµwith the representation

as in (7.2.7), there is an infinitely divisible distribution µ with pµ as in (7.2.7).

The matrix A is called Gaussian variance and 𝛾 P Rd is the so-called drift parame-
ter. The measure 𝜈 is called the Lévy measure. It is a Radon measure which describes
the jump of underlying Lévy process. pA, 𝛾, 𝜈q is called Lévy triplet. Since the charac-
teristic function of any Rd-valued random variable completely defined its probability
distribution, the corresponding Lévy process is fully determined by pA, 𝛾, 𝜈q.

Example 7.2.12. Let A “ 0, 𝛾 “ 0 and 𝜈pdhq “ Cα,d|h|
´d´α dh for α P p0, 2q and an

appropriate constant Cα,d, chosen such that

Cα,d
ż

Rd

1 ´ cosph1q

|h|d`α dh “ 1.

By 7.2.11 this yields to
pµpzq “ expp´|z|αq.

The associated Lévy process is the so-called isotropic α-stable Lévy process.
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Another important class of jump processes is given by the compound Poisson distri-
bution.

Definition 7.2.13. A distribution onRd is called compound Poisson if pµpzq “ eλppσpzq´1q

for some λ ą 0 and some distribution σ with σpt0uq “ 0.

Example 7.2.14. Let d “ 1 and σ “ δ1. Then

pσpzq “

ż

R
eizhσpdhq “ eiz .

Hence
log pµpzq “ λppσpzq ´ 1q “ λpeiz ´ 1q.

Remark 7.4.
1. The integral expression in the representation of the characteristic function in

the Lévy-Khintchine formula is well-defined by the properties on the Lévy mea-
sure 𝜈. Note that

eipz,hq
´ 1 ´ ipz, hq1B1phq “ Op|h|

2
q at |h| Ñ 0

and is bounded for |h| ą 1.
2. The concrete form of the „cutoff” term 1B1 in the integral in (7.2.7) is not impor-

tant. One option to replace it is given by χ : Rd Ñ R with the following two
properties

χphq “ 1 ` σp|h|q for |h| Ñ 0,

χphq “ Op
1

|h|
q for |h| Ñ 8.

If one replaces 1B1phq in (7.2.7) by χphq, then one also needs to replace the drift
term 𝛾 by

𝛾n “ 𝛾 `

ż

Rd
hpχphq ´ 1B1phqq𝜈pdhq. (7.2.8)

Some possible examples for χ are:
– χphq “ 1B1{93phq

– χphq “ 1
p1`|h|2q

– χphq “ 1B1phq ` p2 ´ |h|q1B2{B1

Let us comment on the proof of the Lévy-Khintchine theorem. We select some impor-
tant steps of the proof provided in [45] and refer to this book for the important details.

Idea of the proof of (ii) in 7.2.11: First, one shows

lim
sÑ8

s´2 log pµpszq “ ´
1
2 pz, Azq (7.2.9)
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so µ determines A. Second, one determines 𝜈. Last, the uniqueness of 𝛾 follows.

Proof of (iii) in 7.2.11: Define φ : Rd Ñ C and φn : Rd Ñ C, n P IN, as follows.
Let φpzq be the right-hand side of (7.2.7) and let φn equal the right-hand side of (7.2.7),
where the area of integration in the integral is not over Rd but RdzB1{n.

Then φn “ expp´1
2 pz, Azq ` pσnpzqq with some appropriate compound Poisson

distribution σn. φn is a characteristic function of an infinitely divisible distribution
and φnpzq Ñ φpzq. Since φ is continuous, φ itself turns out to be the characteristic
function of an infinitely divisible distribution.

Idea of the proof of (i) in 7.2.11. Let µ be an infinitely divisible distribution. For
n P N, let tn P p0,8q with limnÑ8 tn “ 0 and define µn through

pµnpzq “ exp
ˆ

ppµpzqq
tn ´ 1
tn

˙

“ exp
˜

t´1
n

ż

Rdzt0u

peipz,hq
´ 1qµtn pdhq

¸

“ exp
´

t´1
n petn log pµpzq

´ 1q

¯

“ exp
´

t´1
n ptn log pµpzq ` Opt2nq

¯

Ñ expplog pµpzqq “ pµpzq.

Thus by 7.2.2, µn Ñ µ. The proof is completed, once one characterizes the conver-
gence of infinitely divisible distributions by the convergence of Lévy triplets as in the
following theorem:

Theorem 7.2.15. Assume χ is a bounded continuous cutoff function. Let pµnq be a se-
quence of infinitely divisible distributions with Lévy triplet pAn , 𝜈n , 𝛾nq

χ. Let µ be any
distribution on Rd. Then µn Ñ µ holds true if and only if the following two conditions
are satisfied:

(i) µ is an infinitely divisible distribution.
(ii) µ has Lévy triplet pA, 𝜈, 𝛾q

χ with

lim
εÑ0

lim sup
nÑ8

|pz, An,εzq ´ pz, Azq| “ 0,
ż

Rd
f d𝜈n Ñ

ż

Rd
f d𝜈 for f P CbpRdq X tf “ 0 in some Brp0qu,

and 𝛾n Ñ 𝛾.

where An,ε is defined as follows:
pz, An,εzq “ pz, Anzq `

ş

Bεp0q
|pz, hq|

2𝜈npdhq.
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7.3 Generators of Lévy Processes

In this section, we study infinitesimal generators of strongly continuous semigroups
related to Lévy processes. Thematerial is standard and there are several good sources,
e.g., [45] or [22]. Suppose X “ pXtqtě0 is a Lévy process on Rd with µ “ PX1 . For t ě 0
and B P BpRdq we define the corresponding transition function by

Ptpx, Bq “ µtpB ´ xq.

We define Pt : L8
pRdq Ñ L8

pRdq for t ą 0 by

Pt f pxq “

ż

Rd
f pyqPtpx, dyq “

ż

R
f px ` hqµt pdhq “ Erf px ` Xtqs.

Further let C8pRdq be the space of all continuous functions vanishing at infinity,
that is

C8pRdq “ tv P CbpRdq : lim
|x|Ñ8

vpxq “ 0u (7.3.1)

and

C28pRd “ tv P C8pRdq : @|α| ď 2 B
α f P C8pRdqu. (7.3.2)

Proposition 7.3.1. The family pPtq forms a strongly continuous semigroup on C8pRdq,
i.e.

P0 “ Id, Pt`s “ PtPs for all t, s ě 0 (7.3.3)

and

}Pt f ´ f } Ñ 0 for t Ñ 0. (7.3.4)

Furthermore, }Pt} “ 1 for all t ě 0.

Proof. The properties P0 “ Id and Pt`s “ PtPs are easy to see.
Let’s prove }Pt f ´ f } Ñ 0. Let f P C8pRdq. Note, f is uniformly continuous. Given

ε ą 0, choose δ “ δpεq with

|h| ă δ ñ |f px ` hq ´ f pxq| ă ε for all x P Rd . (7.3.5)

For x P Rd and t ą 0

|Pt f pxq ´ f pxq| ď |

ż

Bδ
pf px ` hq ´ f pxqqµtpdhq|

` |

ż

RdzBδ
pf px ` hq ´ f pxqqµtpdhq|
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ď ε ` 2}f }8µtpRdzBδq

ď ε ` 2}f }8ε for t ă t0pεq ,

where we used the stochastic continuity. The estimate }Pt} ď 1 is evident. To show
}Pt} “ 1, let fn : Rd Ñ R be a sequence in C8pRdq with 0 ď fn ď 1 and fn “ 1 on Bn.
Then limnÑ8 Pt fn “ 1 and therefore }Pt} “ 1.

A strongly continuous semigroup is called a strongly continuous contraction semi-
group if }Pt} ď 1 holds for every t ě 0.

Given a strongly continuous contraction semigroup, one can define the infinites-
imal generator as follows:

Definition 7.3.2. The infinitesimal generator L of a strongly continuous contraction
semigroup pPtq on a Banach space X is defined by

Lf “ lim
tÑ0`

Pt f ´ f
t (7.3.6)

for f P DpLq “ tf P X : limtÓ0
Pt f´f
t exists u.

In the following proposition we study the Fourier transform of the semigroup and its
generator.

Proposition 7.3.3.
(i) For f P L1pRdq X L8

pRdq, t ě 0

yPt f pξq “ etψp´ξq
pf pξq (7.3.7)

(ii) For f P DpLq, Lf P L1pRdq

xLf pξq “ ψp´ξqpf pξq, (7.3.8)

where pL,DpLqq is the infinitesimal generator of pPtq.

Proof.

(i)

yPt f pξq “

ż

Rd

eipξ ,xqEpf px ` Xtqqdx “ Er

ż

Rd

eipξ ,y´Xtqf pyqdys

“ Ereip´ξ ,Xtqs

ż

eipξ ,yqf pyqdy

(ii) follows from (i).
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It is a reasonable question to ask about a relation between the Lévy measure 𝜈 and ψ.
Assume 𝜈pdhq “ kphqdh with Kphq “ Kp´hq. Assume that for some R0 P p0,`8q and
some Λ ě 1

Λ´1 ℓp|h|q

|h|d
ď kphq ď Λ ℓp|h|q

|h|d
for |h| ă R0, (7.3.9)

where ℓ : p0, R0q Ñ p0,`8q satisfies
ż R0

0
ℓpsqdss “ `8 (7.3.10)

plus some weak scaling condition.

Proposition 7.3.4 ([26]). Set Lprq “
şR0
r ℓpsq dss . Then there are c ě 1 and r0 ą 0 such

that

c´1Lp|ξ |
´1

q ď ψpξq ď cLp|ξ |
´1

q for ξ P Rd , |ξ | ě r0 . (7.3.11)

Let us give some examples for the function ℓ and L for 7.3.4.

Example 7.3.5.
(i) ℓpsq “ s´α ,Lpsq — s´α for 0 ă α ă 2
(ii) ℓpsq “ lnp2s q,Lpsq “ ln2p2s q

(iii) ℓpsq “ 1,Lpsq “ lnp1s q

Theorem 7.3.6. Let pL,DpLqq denote the infinitesimal generator of pPtq on C8pRdq.
Then C8

c pRdq is a core for L. Moreover C28pRdq Ă DpLq and for f P C28pRdq

Lf pxq “
1
2
ÿ

i,j
aijBiBj f `

ÿ

i
𝛾iBi f

`

ż

Rd
rf px ` hq ´ f pxq ´ ph,∇f pxqq1B1phqs µpdhq, (7.3.12)

where pA, 𝛾, 𝜈q is the Lévy triplet of X.

If A and 𝛾 equal zero, then L becomes an integrodifferential operator or, if µpRdq is
finite, an integral operator. Let us assume that µ is an isotropic α-stable measure for
some α P p0, 2q, i.e.,

µpdhq “ Cα,d |h|
´d´α dh ,

where Cα,d is a specific constant, cf. 7.2.12. Then

Lf pxq “ Cα,d
ż

Rd

“

f px ` hq ´ f pxq ´ 1B1phqp∇f pxq, hq
‰

|h|
´d´α dh
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“ Cα,d lim
εÑ0`

ż

RdzBε

“

f px ` hq ´ f pxq
‰

|h|
´d´α dh

“ 1
2Cα,d

ż

Rd

“

f px ` hq ´ 2f pxq ` f px ´ hq
‰

|h|
´d´α dh .

It is important to note that, again for f P C8pRdq, the following identity

Cα,d lim
εÑ0`

ż

RdzBε

“

f px ` hq ´ f pxq
‰

|h|
´d´α dh “ ´p´∆q

α{2f pxq

holds true. Here, the operator p´∆q
α{2f is defined as follows:

p´∆q
α{2f pξq “ |ξ |

α
pf pξq pξ P Rd , f P C8

c pRdqq

In this sense, the fractional Laplace operator appears as the generator of the
isotropic α-stable process. Of course, the precise value of Cα,d is important for the
equality above. However, formost applications, the asymptotic behavior Cα,d — αp2´

αq is sufficient.

7.4 Nonlocal Operators and Jump Processes

In Section 7.3 we have studied generators of strongly continuous semigroups, which
correspond to Lévy processes. As shown in 7.3.6, these generators can be represented
as translation invariant integrodifferential operators. In this section, we comment on
the relation between more general jump processes and more general integrodifferen-
tial operators. A possibility to link these objects is given by the martingale problem.

The aim of this section is to explain how solvability of the deterministic Cauchy
problem for an integrodifferential operator of the form Bt ´ L implies well-posedness
of the martingale problem for L. We restrict ourselves to purely nonlocal operators of
the form

Lf pxq “

ż

Rd

“

f px ` hq ´ f pxq ´ ph∇f pxqq1B1phq
‰

npx, hq dh, (7.4.1)

where n : Rd ˆ Rdzt0u Ñ r0,8s satisfies

sup
xPRd

ż

p1 ^ |h|
2
qnpx, hq dh ă 8.

Solvability of the Cauchy problem requires some additional conditions, which we dis-
cuss further below. Note that Lf pxq is well defined for bounded functions f : Rd Ñ R,
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which are sufficiently regular in a neighborhood of x P Rd. Thematerial of this section
closely follows the presentation in the preprint [1]. Note that is has not been published
in [2]. Since there seems to be no survey article on the material of this chapter, we give
many references.

Let us state the martingale problem. By Dpr0,8q;Rdq we denote the space
of all càdlàg paths. Below we give a precise definition and a short discussion of
Dpr0,8q;Rdq.

Definition 7.4.1. A probability measure Pµ on Dpr0,8q;Rdq is a solution to the mar-
tingale problem for pL, DpLqq with domain DpLq being contained in the set of bounded
functions f : Rd Ñ R, L defined as in (7.4.1) and µ a probability measure on Rd if, for
every φ P DpLq,

´

φpΠtq ´ φpΠ0q ´

t
ż

0

pLφqpΠsq ds
¯

tě0

is aPµ-martingale with respect to the filtration
`

σpΠs; s ď tq
˘

tě0 andP
µ

pΠ0 “ µq “ 1.
Here Π is the usual coordinate process, i.e., Π : r0,8q ˆ Dpr0,8q;Rdq Ñ Rd, Πtpωq “

ωptq. If for every µ there is a unique solution Pµ of the martingale problem, we say that
the martingale problem for pL, DpLqq is well-posed.

The well-posedness of the martingale problem is closely related to weak uniqueness
for the corresponding stochastic differential equation. In these notes, we mainly omit
related questions of stochastic analysis. A very good source for this is [5].

7.4.1 References for the martingale problem for nonlocal
operators

Let us mention some important results concerning the martingale problem for nonlo-
cal operators. Note that the case where npx, hq does not depend on x is very special
because, in this case, L is translation invariant and generates a Lévy process, cf. [9],
[45]. One could say that L has constant coefficients in this case.

The martingale problem for an operator of the form A ` L where A is a non-
degenerate elliptic operator and L is an operator of our type has been studied in
[31, 48, 37]. Since A is a second order operator, L is a lower order perturbation of A.
[32, 33] treat the martingale problem for pure jump processes generated by operators
like L, i.e., A “ 0. See also [42].

Using pseudodifferential operators and anisotropic Sobolev spaces [19] proves the
well-posedness of the martingale problem under assumptions like x ÞÑ npx, hq P

C3dpRdq. [19] allows for a rather general dependence of npx, hq on h. More general
cases are treated in [30]. In the setting of [19], a parametrix for the pseudodifferential
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operator is constructed in [13]. The parametrix methods is also applied in [29], [36],
[35] and [12].

The, by now classical, method to prove uniqueness for the martingale problem
was established in [49]. Themain idea is to solve the deterministic Cauchy problem for
the operator L in sufficiently regular function spaces. This approach has been carried
out in [40, 39, 41, 2].

The uniqueness for the martingale problem is closely related to the uniqueness
in law for stochastic differential equations, see [51, 4, 6]. Recent results on stochastic
differential equations driven by jump processes can be found in [43, 38, 18, 44, 15,
16]. Systems of such stochastic differential equations often lead to nonlocal operators
with singular measures. The martingale problem for such operators has been studied
in [7]. We also draw the readers attention to the interesting recent work [25] where
counterexamples and sufficient criteria for uniqueness of the martingale problem are
presented.

Aparticular case of nonlocal operators arises if npx, hq is bounded fromabove and
below by |h|

´d´αpxq, where α : Rd Ñ p0, 2q is a function. [21] provides a nice intro-
duction into this framework including existence results. Well-posedness of the mar-
tingale problem is proved in one spatial dimension in [3]when αp¨q is Dini-continuous.
Uniqueness problems for stochastic differential equations in similar situations in-
cluding higher dimensions and diffusion coefficients are considered in [50]. The tech-
niques of [3] can be extended to higher dimensions and to a larger class of problems.
[23], [28], and [34] provide sufficient conditions for L to extend to a generator of a Feller
processes in this framework. [20] provides such a result together with well-posedness
of the martingale problem when x ÞÑ αpxq is smooth.

7.4.2 The path space of càdlàg paths

The standard reference for themartingale problem for diffusionoperators is [49]. Since
the paths of jump processes are not continuous by nature we have to set up the mar-
tingale problem for the path spaceDpr0,8q;Rdq of all càdlàg paths. Good sources for
this space are [11], [17], [24], but the first edition [10] is sufficient for many purposes. A
good reference for the martingale problem onDpr0,8q;Rdq is [17].

We denote byDpr0,8q;Rdq the set of all functions ω : r0,8q Ñ Rd satisfying for
all t ě 0

lim
sÑt`

ωpsq “ ωptq , Dωpt´q “ lim
sÑt´

ωpsq .

A basic fact aboutDpr0,8q;Rdq is that any ω P Dpr0,8q;Rdq has at most countably
many points of discontinuity. As on the space of continuous functions the mapping
duc defined by

ducpω1, ω2q “
ÿ

kPIN
2´kmin

␣

1, sup
tďk

|ω1ptq ´ ω2ptq|
(
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defines a metric. The space
`

Dpr0,8q;Rdq, duc
˘

is a complete metric space but, in
contrast to the case of continuous functions, it is not separable. To see this, consider

M :“
!

ωs P Dpr0,8q;Rdq;ωsptq “ 1rs,8qptq, s P r0, 1q

)

.

There cannot exist a countable dense subset A of the uncountable set M since
ducpωs , ωtq “ 1

2 as along as s ‰ t. The set A would need to be uncountable right
away.

Nevertheless, there exists a metrizable topology onDpr0,8q;Rdq such that it be-
comes a complete, separable metric space. We summarize the main results on this
space in the following theorem. Since the space Dpr0,8q;Rdq is not too well known
among analysts we include many details in this theorem. It is almost identical to The-
orem VI.1.14 in [24].

Proposition 7.4.2. (1) There exists a metrizable topology onDpr0,8q;Rdq, called the
Skohorod topology for which the space is complete and separable. Denote this metric by
d. Then dpωn , ωq Ñ 0 is equivalent to the existence of a sequence of strictly increasing
functions λn : r0,8q Ñ r0,8q, satisfying λnp0q “ 0, λnptq Õ 8 for t Ñ 8 and at the
same time

$

’

&

’

%

sup
sě0

|λnpsq ´ s| Ñ 0 as n Ñ 8 ,
´

sup
sďk

|ωnpλnpsqq ´ ωpsq| Ñ 0 as n Ñ 8

¯

@ k P IN .

(2) A set M Ă Dpr0,8q;Rdq is relatively compact for the Skohorod topology if and only
if

$

’

&

’

%

sup
ωPM

sup
sďk

|ωpsq| ă 8 @k P IN ,

lim
ρÑ0`

sup
ωPM

𝛾kpω, ρq “ 0 @ k P IN .

where 𝛾kpω, tq is a generalized modulus of continuity, defined via

𝛾kpω, ρq “ inf
!

max
iďL

𝛾pω; rti´1, tiqq : 0

“ t0 ă . . . ă tL “ k, inf
iăL

pti ´ ti´1q ě ρ
)

,

where 𝛾pω; Iq is the usual modulus of continuity for ω on the interval I Ă R.
(3) For given t ě 0 let us denote by Πt the projectionDpr0,8q;Rdq Ñ Rd , ω ÞÑ ωptq “

Πtpωq. With this notation the Borel σ-fieldB
`

Dpr0,8q;Rdq, d
˘

equals σpΠt; t ě 0q.
(4) The vector space

`

Dpr0,8q;Rdq, d
˘

is not a topological vector space since addition
of two elements is not continuous with respect to this topology.

A stochastic process X with paths in Dpr0,8q;Rdq can be interpreted as a random
variable

X : pΩ,F,Pq Ñ Dpr0,8q;Rdq



Jump Processes and Nonlocal Operators | 291

with Xtpωq “ ωptq where pΩ,F,Pq is an abstract probability space. Given a fam-
ily pXαqαPA of such processes we say that pXαqαPA is relatively compact if the family
pPXα qαPA of image measures PXα “ P ˝ pXαq

´1 is relatively compact which, due to
Prokhorov’s theorem, amounts to saying that pPXα qαPA is tight.

7.4.3 Uniqueness of the martingale problem

Asexplainedabove, it ismuchmoredifficult to prove thewell-posedness of themartin-
gale problem thanmere solvability. The following lemmaprovides an essential tool for
proving uniqueness. It says that finite-dimensional distributions form a convergence
determining class, see Theorem 3.7.8. in [17].

Lemma 7.4.3. Suppose that X0, pXnqnPIN is a relative compact family of stochastic pro-
cesses Xn : pΩ,F,Pq Ñ Dpr0,8q;Rdq and there is a dense subset J Ă r0,8q such
that

`

Xnpt1q, . . . XnptNq
˘ d

ñ
`

Xpt1q, . . . XptNq
˘

or, equivalently, P`Xnpt1q,...XnptNq
˘ Ñ P`Xpt1q,...XptNq

˘ weakly

for all finite subsets tt1, . . . , tNu Ă J. Then Xn d
ñ X or, equivalentlyPXn Ñ PX weakly.

The situation turns out to be even better for solutions to the martingale problem. The
following universal result says that even one-dimensional distributions determine the
measure provided they agree for all initial distributions µ, see Theorem 4.4.2 in [17].

Lemma 7.4.4. Consider the linear operator pL, DpLqqwith L definedas in (7.4.1). Assume
that for any initial distribution µ and any two corresponding solutions Pµ, Qµ to the
martingale problem

P
µ
Πt “ Q

µ
Πt @ t ě 0 ,

then there exists at most one solution to the martingale problem for any initial distribu-
tion µ.

The key to the proof of the previous lemma is to show that regular conditional prob-
abilities solve the martingale problem. Finally, we can prove uniqueness for the mar-
tingale problem. In order to have well-posedness, one also needs to prove solvability
i.e. one needs to prove that, given a distribution µ, there exists a solution Pµ. This is
much easier ans such results have been established under very mild assumptions, cf.
Theorem 2.2 in [48], Theorem IX.2.41 in [24] and Theorem 3.2. in [19].

We will now explain how uniqueness for the martingale problem follows from
solvability of the correspondingdeterministic Cauchyproblem. For s ą 0wedenote by
CspRdq the Hölder-Zygmund space and by Cs0pRdq the closure of C8

c pRdq with respect
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to the norm of CspRdq. Given a Banach space X, we say that f belongs to the space
C1,spr0, Ts; Xq if f : r0, Ts Ñ X is continuously differentiable with d

dt f P Cspr0, Ts; Xq.
Let L be as in Section 7.4.1.

Theorem 7.4.5. Assume α P p0, 2q, s P p0, 1q, ϑ P p0, 1q, and T ą 0. Assume that
(i) L is a bounded operator from Cs`α0 pRdq to Cs0pRdq,
(ii) for every f P Cϑpr0, Ts;Cs0pRdqq there is a unique solution u P

C1,ϑpr0, Ts;CspRdqq X Cϑpr0, Ts;Cs`α0 pRdqq

Then the martingale problem for pL, Cαc pRdqq is well posed.

Obviously condition (ii) is a very strong assumption. It is a challenging task to find
sufficient conditions on npx, hq such that (ii) holds true, cf. [2].

Proof. Assume that there are two solutions Pµ, Qµ to the martingale problem for a
given distribution µ. A key step is to show that, for any T ą 0 the stochastic process
M “ pMtqtPr0,Ts defined via

Mt “ vpt, Πtq ´

t
ż

0

` B

Bs ` L
˘

vps, Πsq ds (7.4.2)

is a Pµ-martingale and thus also a Qµ-martingale for any function v P

C1,ϑpr0, Ts;Cs0pRdqq X Cϑpr0, Ts;Cs`α0 pRdqq with s, ϑ P p0, 1q. This is proved exactly
as in Theorem 4.2.1, part “(i)ñ(ii)” of [49]. Note that L is a bounded operator from
Cs`α0 pRdq to Cs0pRdq which is what we need. The conclusion “(i)ñ(ii)” does not de-
pend on the local structure of the differential operator or another specific property.

The main result follows once the following equality
T
ż

0

φpsqEPµ
`

ψpΠsq
˘

ds “

T
ż

0

φpsqEQµ
`

ψpΠsq
˘

ds (7.4.3)

is established for any T ą 0 and any choice of φ P C8
0 pp0, Tqq, ψ P C8

0 pRdq. Here,EPµ

and EQµ denote the expectation with respect to Pµ and Qµ respectively. Assertion
(7.4.3) proves the equality of one-dimensional distributions, i.e. PµΠt “ Q

µ
Πt for all t ą

0, which in light of 7.4.4 proves the desired uniqueness result. Equality (7.4.3) is proved
as follows.

Setting f pt, xq “ φptqψpxq. Condition (ii) ensures that there is a function v belong-
ing to C1,ϑpr0, Ts;Cs0pRdqq X Cϑpr0, Ts;Cs`α0 pRdqq and solving

Btv ` Lv “ f in p0, Tq ˆ Rn ,
vpT, ¨q “ 0 in Rn .

Thus

´

T
ż

0

φpsqEPµ
`

ψpΠsq
˘

ds “ ´EPµ

T
ż

0

f ps, Πsq ds “ EPµ
`

MT
˘

“ EPµ
`

M0
˘
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“ EPµ
`

vp0, Π0q
˘

“

ż

Dpr0,8q;Rdq

vp0, Π0pωqqP
µ

pdωq “

ż

Rd

vp0, xqµpdxq .

Since the same line with the same right-hand side holds true when Pµ is replaced by
Qµ equality (7.4.3) is established. The theorem is proved.

7.5 Regularity Estimates in Hölder Spaces

In this final section, we explain how to prove Hölder estimates for solutions u : Rd Ñ

R to the equation Lu “ f in Ω, where Ω Ă Rd is open and L is an operator of the
form (7.4.1).We offer two approaches, one direct approachusing the integrodifferential
representation of L and one approach using theMarkov process that is associated to L
via the martingale problem. The material of the section in based on [8], [47] and [26].
We refer to [27, Section 2] and [46, Section 1A] for a detailed discussion of the literature
and further results.

Before we can formulate the main result, we need to impose some condition on
npx, hq. The main assumption for this section is

Λ´1
|h|

´d´α
ď npx, hq ď Λ|h|

´d´α
ph, x P Rd , 0 ă |h| ď 1q , (7.5.1)

for some Λ ě 1, α P p0, 2q. We will prove the main two results under this condition.
The results of this section go back to [8] in the framework given by (7.5.1). Recently,
the result of [8] was extended to a much wider class of problems. As explained in [26],
Hölder-type regularity estimates can be proved if (7.5.1) is replaced by

Λ´1 ℓp|h|q

|h|d
ď npx, hq ď Λ ℓp|h|q

|h|d
ph, x P Rd , 0 ă |h| ď 1q , (7.5.2)

where ℓ : p0, 1q Ñ p0,8q is locally bounded and varies regularly at zero with index
´α P p´2, 0s. Possible choices for ℓ include ℓpsq “ s´α for some α P p0, 2q, ℓpsq “ 1
and ℓpsq “ lnp2{sq˘1. Note that condition (7.5.2) equals (7.3.9) if npx, hq is independent
of x.

The main regularity result of this section is the following.

Theorem 7.5.1 ([26]). Assume (7.5.2) is satisfied. There exist constants c ě 1, β P p0, 1q

such that for f P L8
pBrq, 0 ă r ă 1{2, and u P C2bpRdq satisfying Lu “ f in Br, the

following holds true:

sup
x,yPBr{4

|upxq ´ upyq|

Lp|x ´ y|q´β ď cLprqβ}u}8 ` cLprqβ´1
}f }L8pBrq. (7.5.3)

Here Lprq “
1
ş

r

ℓpsq
s ds.
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Corollary 7.5.2 ([8], [47]). Assume (7.5.1) holds true. Then (7.5.3) becomes

sup
x,yPBr{4

|upxq ´ upyq|

|x ´ y|𝛾
ď cr´𝛾

}u}8 ` crα´𝛾
}f }L8pBrq, (7.5.4)

where 𝛾 “ αβ P p0, 1q.

Remark 7.5. Note that the constant c in the above estimates depends on the value of
α. In fact, from the proofs one can see that c is unbounded for α Ñ 2´. It is possible to
prove (7.5.4) with a constant that is independent of α for α away from zero, cf. [14].

The significance of these two results lies in the fact that they require almost no regu-
larity assumption on the dependence of npx, hq on x P Rd. Note that 7.5.1 generalizes
7.5.2 to a large extent. The operators resp. stochastic processes that are covered by 7.5.1
allow for a rich structure with respect to scaling, see the examples mentioned above.

For the sequel of this section,we concentrate on the case that corresponds to (7.5.1)
and f “ 0. Let us begin with the more probabilistic approach.

7.5.1 Probabilistic approach

We assume that the martingale problem for pL, C8
c pRdqq is well-posed, i.e., there ex-

ists a strong Markov process X associated to L. Implicitly, the assumption that the
martingale problem for pL, C8

c pRdqq is well-posed, imposes some (weak) restriction
on npx, hq. Let us first clarify how we are going to understand the equality Lu “ 0 in
Ω.

Definition 7.5.3. A bounded function u : Rd Ñ R is said to be harmonic with respect
to L in an open subset Ω Ă Rd, if for every bounded open set B Ť Ω and every x P Rd

the process pupXτB^tqqtě0 is aPx-martingale. In this case we say Lu “ 0 in Ω.

Here τB denotes the random exit time for X leaving B. X denotes the standard coordi-
nate process, which is denoted by Π in Section 7.4.

The main auxiliary result is the following.

Proposition 7.5.4. Assume (7.5.1). LetPx be the solution to the martingale problem for
pL, C8

c pRdqq withPxpX0 “ xq “ 1. There is a constant c ą 0 such that for every R ą 0,
everymeasurable set A Ă B2RzBR with |pB2RzBRqXA| ě 1

2 |B2RzBR|, and every x P BR{2

PxpTA ă τB2R q ě PxpXτBR P Aq ě c.

Here TA resp. τA denote the hitting resp. exit time for amb. set A Ă Rd. 7.5.4 says that,
independent of the scale R ą 0 and the starting point x from the inner ball BR, there is
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Fig. 7.1: Sets A Ă B2RzBR for different radii R, cf. 7.5.4

at least a fixed portion of paths that hit the set A Ă B2RzBR before they exit the larger
ball B2R.

Let us explain how to prove 7.5.4. First of all, one uses the martingale problem in
order to establish some fundamental properties of the corresponding stochastic pro-
cess.

Proposition 7.5.5. (i) There exists a constant C1 ě 1 such that for x0 P Rd, r P p0, 1q

and t ą 0
Px0pτBrpx0q ď tq ď C1t r´α .

(ii) There is a constant C2 ě 1 such that for x0 P Rd

sup
xPRd

ExτBrpx0q ď C2rα , r P p0, 1{2q .

(iii) There is a constant C3 ě 1 such that for x0 P Rd and

inf
xPBr{2px0q

ExτBrpx0q ě C3rα , r P p0, 1q .

This result allows to establish an estimate on the probability that paths perform a very
large jump given that they perform a jump of fixed size.

Proposition 7.5.6. There is a constant C4 ě 1 such that for all x0 P Rd and r, s P p0, 1q

satisfying 2r ă s
sup

xPBrpx0q

PxpXτBrpx0q R Bspx0qq ď C4
` r
s
˘α .

Proof. Let x0 P Rd, r, s P p0, 1q and x P Brpx0q. Set Br :“ Brpx0q. By the Lévy system
formula, for t ą 0

PxpXτBr^t R Bsq “ Ex
ÿ

vďτBr^t
1tXv´PBr ,XvPBcsu

“ Ex

τBr^t
ż

0

ż

Bcs

npXv , z ´ Xvqdz dv .
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Let y P Br. Since s ě 2r, it follows that Bs{2pyq Ă Bs and hence
ż

Bcs

npy, z ´ yqdz ď

ż

Bs{2pyqc

npy, z ´ yqdz ď c1s´α .

These considerations together with 7.5.5 imply

PxpXτBr^t R Bsq ď c2s´αExτBr ď c3
` r
s
˘α .

Letting t Ñ 8 we obtain the desired estimate.

Finally, we can establish 7.5.4.

Proof. Assume R ą 0. Let A Ă B2RzBR satisfy |pB2RzBRq X A| ě 1
2 |B2RzBR|. Set Bs :“

Bsp0q for s ą 0 and let x0 P BR{2. The first inequality follows from tXτBR P Au Ă tTA ă

τB2Ru since A Ă B2RzBR.
By the Lévy system formula, for t ą 0,

Px0pXτBR^t P Aq “ Ex0
ÿ

sďτBR^t
1tXs´PBR ,XsPAu (7.5.5)

“ Ex0

τBR^t
ż

0

ż

A

npXs , z ´ Xsqdz ds . (7.5.6)

Since |z ´ x| ď |z| ` |x| ď |z| ` R ď 2|z| for x P BR and z P BcR,

Ex0

τBR^t
ż

0

ż

A

npXs , z ´ Xsqdz ds ě c1Ex0 rτBR ^ ts
ż

A
|z|´d´α dz (7.5.7)

ě c1Ex0 rτBR ^ tsR´α
|A| ě

c1
2 Ex0 rτBR ^ tsR´α

|B2RzBR| . (7.5.8)

We conclude
Px0pTA ă τB2R q ě c3R´αEx0 rτBR ^ ts .

Letting t Ñ 8 and using the lower bound in 7.5.5 we get

Px0pTA ă τB2R q ě c3R´α Ex0τBR ě c3C3R´α Rα “ c4 .

We omit the details of the proof that derives 7.5.2 from 7.5.4. This step is very similar
to the proof of 7.5.2, which we explain below. In the probabilistic framework, one uses
optimal stopping and the following decomposition

upz2q ´ upz1q “ Ez2 rupXτn q ´ upz1qs

“ Ez2 rupXτn q ´ upz1q; Xτn P Bn´1s
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`

n´2
ÿ

i“1
Ez2 rupXτn q ´ upz1q; Xτn P Bn´i´1zBn´is

` Ez2 rupXτn q ´ upz1q; Xτn P Bc1s “ I1 ` I2 ` I3.

for Bn “ Brn px0q, where rn is a sequence of radii with rn Ñ 0 and z1, z2 are points
in Bn`1. The previous quantitative assertions on the stochastic process, in particular
7.5.2 are then uses in order to control the different terms.

7.5.2 Analytic approach

The main tool in the analytic approach is provided by the following result.

Lemma 7.5.7 ([47]). Assume (7.5.1) holds true. There is η ą 0, ϑ P p0, 1q such that, if
u : Rd Ñ R satisfies

´Lupxq ď 0 for x P B1 ,
upxq ď 1 for x P B1 ,

upxq ď 2|2x|
η

´ 1 for x P RdzB1 ,

|B1 X tu ď 0u| ě
1
2 |B1| ,

then u ď 1 ´ ϑ in B 1
2
.

From a probabilistic point of view, the lemma can easily be motivated: The condition
´Lupxq ď 0 for x P B1 means that the function u is subharmonic in B1. If tu ď 0u is
denoted by M, then one can use optional stopping to obtain an estimate of the form

upxq ď 1 ¨ PxpτB1 ą TMq px P B 1
2

q ,

where X denotes the corresponding strong Markov process. Since we know by 7.5.4
that a positive portion of all paths hits M before leaving B1, the expression PxpτB1 ą

TMq turns out to be strictly less than 1.

We omit the analytic proof of 7.5.7. Instead, we show how it implies the estimate
that is asserted in 7.5.2.

Proof 7.5.2. We prove the result for r “ 1, the general case follows from scaling. As-
sume u P C2bpRdq satisfies Lu “ 0 in B1. Without loss of generality we can assume
u ‰ 0 and }u}8 ď 1{2. Let x0 P B1{4. We may and we do assume that upx0q ą 0. Our
aim is to show

|upxq ´ upx0q| ď c|x ´ x0|
β

px P B1q , (7.5.9)

for some β P p0, 1q and c ě 1.
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Br

x0 P B1{4

Brn

Fig. 7.2: Choice of x0 P B1{4

Define rn “ 2´n for n P IN. Set β “ mintη, lnp 2
2´ϑ q{ ln 2u, where η and ϑ are as

in 7.5.7. We construct a nondecreasing sequence pcnq and a nonincreasing sequence
pdnq of positive numbers such that

cn ď upyq ď dn for y P Brn :“ Brn px0q,

dn ´ cn “ 2´nβ (7.5.10)

This would complete the proof. Let us show how to construct the sequences pcnq, pdnq

inductively. Set
c1 :“ inf

Rd
u, d1 :“ c1 ` 1.

Let n P IN , n ě 2. Assume that ck , dk have been constructed for k ď n, such that
(7.5.10) holds for k ď n. We will now construct cn`1 and dn`1. Set m “

cn`dn
2 . By

(7.5.10) it follows for y P Brn

upyq ´ m ď 1
2 pdn ´ cnq “ 1

22
´nβ .

Define a function v : Rd Ñ R by vpxq :“ 21`nβ
pupx0 ` 2´nxq ´ mq. Then vpxq ď 1 for

x P B1 and Lv “ 0 in B1.

Assume that
ˇ

ˇtx P B1 : vpxq ď 0u
ˇ

ˇ ě 1
2
ˇ

ˇB1
ˇ

ˇ.We recall that the ball B1{2 has center 0
and the balls Brn have center x0. Given |x| ą 1, choose k P IN0 so that 2k ď |x| ă 2k`1.

Then by (7.5.10) we have

vpxq “ 21`nβ
pupx0 ` 2´nxq ´ mq ď 21`nβ

pdn´k´1 ´ mq

ď 21`nβ
pdn´k´1 ´ cn´k´1 ` cn ´ mq

“ 21`nβ`2´pn´k´1qβ
´ 1

22
´nβ˘

ď 21`pk`1qβ
´ 1 ď 2|2x|

β
´ 1 .

Next, we apply 7.5.7. Then we conclude v ď 1 ´ ϑ in B 1
2
. This is equivalent to

u ď cn `
2 ´ ϑ
2 2´nβ in Brn`1 .
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In this case, we define cn`1 “ cn and dn`1 “ cn ` 2p´n´1qβ. Note that u ď dn`1
in B2´n´1 because of our choice of β. In the case

ˇ

ˇtx P B1 : vpxq ď 0u
ˇ

ˇ ă 1
2
ˇ

ˇB1
ˇ

ˇ, we
perform analogous steps for ´v and set dn`1 “ dn and cn`1 “ dn ´ 2p´n´1qβ.
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Tuomo Kuusi, Giuseppe Mingione, and Yannick Sire
Regularity Issues Involving the Fractional
p-Laplacian

Abstract: We survey on existence and regularity for nonlinear integro-differential
equations involving measure data, focusing on zero order potential estimates. The
nonlocal elliptic operators considered are possibly degenerate or singular and cover
the case of the fractional p-Laplacian operatorwithmeasurable coefficients.We report
on the results in [37] providing different, more streamlined proofs.

8.1 Introduction

We survey on recent results in [37], where existence and regularity of solutions to non-
linear nonlocal equations with measure data are obtained. We consider nonlocal el-
liptic equations written as

´ LΦu “ µ in Ω Ă Rn , (8.1.1)

where Ω is a bounded open subset for n ě 2, ´LΦ is a nonlocal operator defined by

x´LΦu, φy :“
ż

Rn

ż

Rn
Φpupxq´upyqqpφpxq ´ φpyqqKpx, yq dx dy , (8.1.2)

for every smooth function φ with compact support. In (8.1.1) it is assumed that µ be-
longs toMpRnq, that is the space of Borel measures with finite total mass on Rn. The
function Φ : R ÞÑ R is assumed to be continuous, satisfying Φp0q “ 0 together with
the monotonicity property

Λ´1
|t|p ď Φptqt ď Λ|t|p , @ t P R . (8.1.3)

Finally, the kernel K : Rn ˆ Rn Ñ R is assumed to be measurable, symmetric, and
satisfying the following ellipticity/coercivity properties:

1
Λ|x´y|n`sp ď Kpx, yq ď

Λ
|x´y|n`sp for a.e. px, yq P Rn ˆ Rn , (8.1.4)

where Λ ě 1 and
s P p0, 1q , p ą 2 ´

s
n “: p˚ . (8.1.5)
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The lower bound p ą p˚ comes from the fact that we are considering elliptic problems
involving a measure. The domain of defintion of the operator ´LΦ is the fractional
Sobolev space W s,p

pRnq in the sense that this is the largest space to which φ has to
belong to in order tomake the duality in (8.1.2) finitewhen u P W s,p

pRnq. In the special
case Φptq “ |t|p´2t, we recover the fractional p-Laplacian operator with measurable
coefficients (see for instance [4, 14, 15]). On the other hand, in the case Φptq “ t we
cover the special case of linear fractional operators with measurable coefficients L
defined by

x´Lu, φy :“
ż

Rn

ż

Rn
pupxq´upyqqpφpxq ´ φpyqqKpx, yq dx dy (8.1.6)

(see also [2, 10]). In connection to the equation (8.1.1) we shall consider the related
Dirichlet problems, that is those of the form

#

´LΦu “ µ in Ω
u “ g in RnzΩ ,

(8.1.7)

where in general the “boundarydatum" g P W s,p
pRnqmust beprescribedon thewhole

complement of Ω. In this case, and when Φptq “ |t|p´2t and µ “ 0, we are essentially
considering the Euler-Lagrange equation of the functional

v ÞÑ

ż

Rn

ż

Rn
|vpxq´vpyq|

pKpx, yq dx dy

minimized in the class of functions such that v “ g outside Ω. This survey is two-fold:

1. We first sketch the proof of the solvability of the Dirichlet problem (8.1.7). Af-
ter introducing a suitable notion of solutions (called SOLA for Solutions Obtained
as Limits of Approximations), we briefly describe an existence theorem for SOLA
solutions.
2. Secondly, we describe the pointwise behaviour of these solutions by means
of nonlinear potentials, namely Wolff potentials. We also provide sufficient con-
ditions for continuity properties of solutions by means of µ.

We note that a few interesting existence and regularity results for the specific
equation obtained for the fractional laplacian for powers s ą 1{2 have been obtained
in [24] and, in a different setting in [30]. More recent work in [12] deals again with
fractional equations involving measures, this time for any s ą 0, while the opera-
tor is given by the fractional Laplacean, and the analysis is carried out by means of
fundamental solutions. A notion of renormalised solution for semilinear equations is
proposed in [1]. Another approach in [24] is via duality. In the present survey, for sake
of exposition, we will always put ourselves in the case Φptq “ |t|p´2t and K being a
symmetric kernel.

Before going into the results, let us give a brief outlook of the existing literature.
The references we give are by no means exhaustive.
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– The Hölder regularity and Harnack estimates for weak solutions of fractional
p-Laplacian type equations with measurable coefficients, employed in this sur-
vey, were obtained in [14, 15]. There are of coursemany related results established
later on. Let us mention that the boundary regularity was obtained in [23] using
barriers, and then later on in [34] using a different method. The latter one also
contains Hölder regularity for the obstacle problem. For the higher regularity we
would like tomention [9] showing higher differentiability properties of weak solu-
tions. It should be remarked, however, that in view of the local theory one would
expect C1,α-regularity from weak solutions, at least for a certain range of s and
p. To our knowledge, this is an open problem. In the case p “ 2 there is a vast
literature about “viscosity" solutions, and in many cases the obtained regularity
is optimal, see for instance [10, 48]. For regularity of variational solutions in the
case p “ 2 we mention [2, 25] and references therein.
– The existence of solutions is widely studied issue in the case of local equa-

tions, see [5, 6, 7, 8, 13]. Typical classes are solutions obtained via limiting ap-
proximation (SOLA), renormalized solutions, and entropy solutions. In the case
of nonnegative measures all this coincide with superharmonic solutions, see [27].
The uniqueness in the measure data problems is still a major open problem. In
the case of the nonlocal equations, we deal here with SOLAs. Their existence is
sketched also in this survey paper. The uniqueness of solutions is an open prob-
lem also in the fractional setting.
– Nonlinear potential theory. The first contributions to pointwise potential es-

timates were given by Kilpeläinen andMalý [28, 29] in the beginning of 90’s. They
proved that any nonnegative superharmonic function allows a two-sided estimate
via Wolff-potentials:

c´1Wµ
1,ppx, rq ď upxq ď c

ˆ

Wµ
1,ppx, rq ` inf

Brpxq
u
˙

,

where the Wolff-potential ([19, 20]) is defined as

Wµ
β,ppx0, rq :“

ż r

0

ˆ

|µ|pBϱpx0qq

ϱn´βp

˙1{pp´1q dϱ
ϱ , β ą 0 . (8.1.8)

The nonnegativemeasure µ is identified via Riesz’ representation theorem, that is
´divpapx, Duqq “ µ. An alternative approach to the proof was given by Trudinger
and Wang in [50], and later also in [31]. For further discussion, also to theory de-
veloped for pointwise gradient estimates, we refer to [35, 36].
– Nonlocal potential theory. Pointwise potential estimates can be very effi-

ciently used in the context of potential theory. For instance, they can be used to
prove so-called Wiener criterion giving necessary and sufficient geometric condi-
tions for boundary points to guarantee continuity up to the boundary whenever
boundary values are continuous at that point, see [21, 29, 40, 41, 42, 50]. As ofwrit-
ing this, the nonlocal Wiener criterion is still open. Nonetheless, there are some
partial developments to the corresponding potential theory in [33, 32, 39].
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– Lane-Emden type equations. Finally, we would like to mention that the po-
tential theoretic approach was very successfully used in the context of so-called
Lane-Emden type equations by Phuc and Verbitsky [46, 47] and also Jaye and Ver-
bitsky [22]. A very natural question is to ask to what extent such results would
generalize to the nonlocal setting.
– A very interesting open problem is still that is it possible to extend the results

of [37] to more general kernels, which can be, for example, unbounded away from
the diagonal x “ y. To our knowledge, even in the case p “ 2, the shape of fun-
damental solutions is generally not well-understood.

8.2 The Basic Existence Theorem and SOLA

We investigate the Dirichlet problem (8.1.7). SOLA are therefore defined following the
approximation scheme settled in the local case, with an additional approximation for
the boundary values, which is here allowed to be different than zero. Since problems
of the type (8.1.7) are defined on the whole space Rn, the analysis of solutions nec-
essarily involves a quantification of the long-range interactions of the function u. A
suitable quantity to control the interaction is the following Tail, which is initially de-
fined whenever v P Lp´1

loc pRnq:

Tailpv; x0, rq :“
«

rsp
ż

RnzBrpx0q

|vpxq|
p´1

|x´x0|n`sp dx
ff1{pp´1q

. (8.2.1)

See [14, 15] where this quantity is instrumental in the derivation of Harnack inequali-
ties and Hölder regularity. We accordingly define

Lp´1
sp pRnq :“

␣

v P Lp´1
loc pRnq : Tailpv; z, rq ă 8 @ z P Rn , @ r P p0,8q

(

. (8.2.2)

Definition 8.1. Let µ P pW s,p
pΩqq

1 and g P W s,p
pRnq. A weak (energy) solution to the

problem
#

´LΦu “ µ in Ω
u “ g in RnzΩ

(8.2.3)

is a function u P W s,p
pRnq such that

ż

Rn

ż

Rn
Φpupxq´upyqqpφpxq ´ φpyqqKpx, yq dx dy “ xµ, φy

holds for any φ P C8
0 pΩq and such that u “ g a.e. in RnzΩ. Accordingly, we say that u

is a weak subsolution (supersolution) to (8.2.3) if and only if
ż

Rn

ż

Rn
Φpupxq´upyqqpφpxq ´ φpyqqKpx, yq dx dy ď pěqxµ, φy (8.2.4)

holds for every non-negative φ P C8
0 pΩq.
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In the following we shall very often refer to a weak solution (sub/supersolution) to
(8.2.3) saying that is a weak solutions to ´LΦu “ µ in a domain Ω, thereby omitting
to specify the boundary value g. Moreover we have

Definition 8.2 (SOLA for the Dirichlet problem). Let µ P MpRnq, g P W s,p
loc pRnq X

Lp´1
sp pRnq and let ´LΦ be defined in (8.1.2) under assumptions (8.1.3)-(8.1.5). We say

that a function u P Wh,q
pΩq for

h P p0, sq , maxt1, p ´ 1u “: q˚ ď q ă q :“ min
"

npp ´ 1q

n ´ s , p
*

, (8.2.5)

is a SOLA to (8.1.7) if it is a distributional solution to ´LΦu “ µ in Ω, that is
ż

Rn

ż

Rn
Φpupxq´upyqqpφpxq ´ φpyqqKpx, yq dx dy “

ż

Rn
φ dµ (8.2.6)

holdswheneverφ P C8
0 pΩq, if u “ g a.e. inRnzΩ. Moreover it has to satisfy the following

approximation property: There exists a sequence of functions tuju Ă W s,p
pRnq weakly

solving the approximate Dirichlet problems
#

´LΦuj “ µj in Ω
uj “ gj on RnzΩ ,

(8.2.7)

in the sense of Definition 8.1, such that uj converges to u a.e. inRn and locally in LqpRnq.
Here the sequence tµju Ă C8

0 pRnq converges to µ weakly in the sense of measures in Ω
and moreover satisfies

lim sup
jÑ8

|µj|pBq ď |µ|pBq (8.2.8)

whenever B is a ball. The sequence tgju Ă C8
0 pRnq converges to g in the following sense:

For all balls Br ” Brpzq with center in z and radius r ą 0, it holds that

gj Ñ g in W s,p
pBrq , and lim

j
Tailpgj ´ g; z, rq “ 0 . (8.2.9)

Condition (8.2.8) can be easily seen to be satisfied if, for example, the sequence tµju
is obtained via convolutions with a family of standard mollifiers; as a matter of fact,
this is a canonical way to construct the approximating sequence tµju when showing
the existence of SOLA.

A SOLA to (8.1.7) always exists, as stated in the next theorem.

Theorem 8.3 (Solvability). Let µ P MpRnq, g P W s,p
loc pRnq X Lp´1

sp pRnq and let ´LΦ be
defined in (8.1.2) under assumptions (8.1.3)-(8.1.5). Then there exists a SOLA u to (8.1.7)
in the sense of Definition 8.2, such that u P Wh,q

pΩq for every h and q as described in
(8.2.5).

In the following we take the opportunity to correct a technical point in the proof of
Theorem8.3 in [37]. Indeed, we in some instances used a fractional Sobolev inequality
in bounded domains without ensuring that it holds.
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8.3 The De Giorgi-Nash-Moser Theory for the
Fractional p-Laplacian

8.3.1 Some recent results on nonlocal fractional operators

In this section, we recall some recent results for fractional weak solutions (and sub-
and supersolutions), which we adapted to our framework for the sake of the reader;
see [14, 15, 34] for the related proofs. Notice that the proofs of Theorems 8.5 and 8.7 are
valid if we merely assume u P W s,p

loc pΩq X Lp´1
sp pRnq instead of u P W s,p

pRnq.

Definition 8.4. We say that v is a weak subsolution to rLv “ 0 in Ω if v P W s,p
loc pΩq X

Lp´1
sp pRnq and it satisfies

ż

Rn

ż

Rn
|vpxq ´ vpyq|

p´2
pvpxq ´ vpyqqpφpxq ´ φpyqqrKpx, yq dx dy ď 0 (8.3.1)

for every nonnegative φ P C8
0 pΩq. Similarly, v is a weak supersolution to rLv “ 0 in Ω

if ´v is a weak subsolution to the same equation. Finally, v P W s,p
loc pΩq X Lp´1

sp pRnq is a
weak solution if the integral above is zero for every φ P C8

0 pΩq.
Here the assumptions on the kernel rK are of the same type as for K, that is, K̃p¨, ¨q

is measurable and satisfies Λ´2
ď rKpx, yq|x ´ y|

n`sp
ď Λ2 for almost every px, yq P

Rn ˆ Rn.

Firstly, we state a general inequality which shows that the natural extension of the
Caccioppoli inequality to the nonlocal framework has to take into account a suitable
tail. For other fractional Caccioppoli-type inequalities, though not taking into account
the tail contribution, see [44, 45], and also [17].

Theorem 8.5 (Caccioppoli estimate with tail). ([14, Theorem 1.4]). Let v be a weak
subsolution to rLv “ 0 in Br ” Brpzq. Then, for any nonnegative φ P C8

0 pBrq, the follow-
ing estimate holds true:

ż

Br

ż

Br
|w`pxqφpxq ´ w`pyqφpyq|

p
rKpx, yq dx dy

ď c
ż

Br

ż

Br

`

maxtw`pxq, w`pyqu
˘p

|φpxq ´ φpyq|
p
rKpx, yq dx dy (8.3.2)

`c
ż

Br
w`φp dx

˜

sup
y P supp φ

ż

RnzBr
wp´1

` pxqrKpx, yq dx
¸

,

where w` :“ pv ´ kq` for any k P R, and c depends only on p.

Remark 8.6. Observe that the estimate in (8.3.2) holds by replacing w with w :“ k´ u
in the case when v is a weak supersolution.
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A first natural consequence is the local boundedness of fractional weak subsolutions,
as stated in the following

Theorem 8.7. (Local boundedness, [14, Theorem 1.1 and Remark 4.2]). Let v be a
weak subsolution to rLv “ 0 in Br ” Brpx0q. Then, for all δ P p0, 1s, we have

ess sup
Br{2px0q

pv ´ kq` ď δ Tailppv ´ kq`; x0, r{2q ` c δ´𝛾

˜

ż

Brpx0q

pv ´ kq
p
` dx

¸
1
p

, (8.3.3)

where 𝛾 “ pp ´ 1qn{psp2q and the constant c depends only on n, p, s, and Λ.

It is worth noticing that the parameter δ in (8.3.3) allows a precise interpolation be-
tween the local and nonlocal terms. A well-known consequence of reverse Hölder in-
equalities, as in Theorem 8.7, is that they improve themselves. The result is presented
in the following corollary.

Corrolary 8.8. Let v be a weak solution to rLv “ 0 in Br ” Brpx0q. Then, for all k P R,

sup
Bσrpx0q

|v ´ k| ď
c

p1 ´ σq
np
p´1

«

ż

Brpx0q

|v ´ k| dx ` Tailpv ´ k; x0, r{2q

ff

holds whenever σ P p0, 1q, with c ” cpn, s, p, Λq.

Proof. Assume that σ ě 1{2, andwithout loss of generality that k “ 0. Let us consider
numbers σ ď t ă 𝛾 ď 1 and point z P Btrpx0q. Applying Theorem 8.7 with the choice
Br ” Bp𝛾´tqr{100pzq, we gain

|vpzq| ď
c

p𝛾 ´ tqn{p

˜

ż

Bsrpx0q

|v|
p dx

¸1{p

` Tailpv; z, p𝛾 ´ tqr{200q . (8.3.4)

We have used the fact that Bp𝛾´tqr{100pzq Ă B𝛾rpx0q whenever z P Btrpx0q. The tail
term in (8.3.4) can be estimated, by splitting the integration domain of the correspond-
ing integral in the sets Br{2px0qzBp𝛾´tqr{200pzq and RnzpBr{2px0q Y Bp𝛾´tqr{200pzqq, as
follows:

Tailpv; z, p𝛾 ´ tqr{200q ď
c

p𝛾 ´ tq
n

p´1

˜

ż

Br{2px0q

|v|
p´1 dx

¸1{pp´1q

`

«

rsp
p𝛾 ´ tqn

ż

RnzpBr{2px0qYBp𝛾´tqr{200pzqq

|vpxq|
p´1

|x´x0|n`sp dx
ff1{pp´1q

ď
c

p𝛾 ´ tq
n

p´1

»

–

˜

ż

B𝛾rpx0q

|v|
p dx

¸1{p

` Tailpv; x0, r{2q

fi

fl .

(8.3.5)



310 | Tuomo Kuusi, Giuseppe Mingione, and Yannick Sire

Notice that we have used the elementary estimate

|x´x0|
n`sp

|x ´ z|n`sp ď
cpn, pq

p𝛾 ´ tqn`sp

for x R Bp𝛾´tqr{200pzq. Using (8.3.4) and (8.3.5) we get

sup
Btrpx0q

|v| ď
c

p𝛾 ´ tq
n

p´1

»

–

˜

ż

B𝛾rpx0q

|v|
p dx

¸1{p

` Tailpv; x0, r{2q

fi

fl ,

which is valid whenever 1{2 ď t ă 𝛾 ď 1. Extracting sup v from the last integral on
the right hand side and appealing to Young’s inequality, we arrive at

sup
Btrpx0q

|v| ď
1
2 sup
B𝛾rpx0q

|v| `
c

p𝛾 ´ tq
np
p´1

«

ż

Brpx0q

|v| dx ` Tailpv; x0, r{2q

ff

.

A standard iteration argument, see e.g. [18], then finishes the proof.

Lemma 8.3.1. (Logarithmic lemma, [14, Lemma 1.3]). Let p P p1,8q. Let u P

W s,p
pRnq be a weak supersolution to rLv “ 0 such that u ě 0 in BR ” BRpx0q Ă Ω.

Then the following estimate holds for any Br ” Brpx0q Ă BR{2px0q and any d ą 0,
ż

Br

ż

Br
rKpx, yq

ˇ

ˇ

ˇ

ˇ

log
ˆ

d ` upxq

d ` upyq

˙ˇ

ˇ

ˇ

ˇ

p
dx dy

ď c rn´sp
"

d1´p
´ r
R
¯sp

rTailpu´; x0, Rqs
p´1

` 1
*

,

(8.3.6)

where u´ “ maxt´u, 0u is the negative part of the function u, and c depends only on
n, p, s and Λ.

Combining Theorem 8.5 together with a nonlocal Logarithmic-Lemma, one can prove
that both the p-minimizers andweak solutions enjoy oscillation estimates, which nat-
urally yield Hölder continuity (see Theorem 8.9) and some natural Harnack estimates
with tail, as the nonlocal weak Harnack estimate presented in Theorem 8.10 below.

Theorem 8.9. (Hölder continuity, [14, Theorem 1.2]) Let u be a weak solution to
rLv “ 0 in Brpx0q. Then u is locally Hölder continuous in Brpx0q. In particular, there are
positive constants α, α ă sp{pp´1q, and c, both depending only on n, p, s, Λ, such that

osc
Bϱpx0q

u ď c
´ϱ
r
¯α

«

Tailpu; x0, rq `

ˆ
ż

Brpx0q

|u|
p dx

˙
1
p
ff

(8.3.7)

holds whenever ϱ P p0, r{2s.



Measure Data and Nonlocal Equations | 311

Theorem 8.10. (Nonlocal weakHarnack inequality, [15, Theorem 1.2]). be a weak
supersolution to rLv “ 0 such that u ě 0 in BR ” BRpx0q Ă Ω. Let

t :“

$

&

%

pp´1qn
n´sp , 1 ă p ă n

s ,
`8, p ě n

s .
(8.3.8)

Then, for any Br ” Brpx0q Ă BR{2px0q and for any t ă t, we have
ˆ
ż

Br
ut dx

˙
1
t

ď c ess inf
B2r

u ` c
´ r
R
¯

sp
p´1 Tailpu´; x0, Rq,

where the constant c depends only on n, p, s, and Λ.

To be precise, the case p ě n
s was not treated in the proof of theweakHarnackwith tail

in [15], but onemay deduce the result in this case by straightforwardmodifications. As
expected, the contribution given by the nonlocal tail has again to be considered and
the result is analogous to the local case if u is nonnegative in the whole Rn.

In the proof of our main estimates we need to transfer L8-oscillation estimates
into Lq-estimates, reminiscent of the Campanato theory [11, 18]. The excess functional
needs to track also the nonlocal contributions. For this we find it convenient to con-
sider the following functional:

Epv; z, rq :“
˜

ż

Brpzq

ˇ

ˇ

ˇ
v ´ pvqBrpzq

ˇ

ˇ

ˇ

q˚
¸1{q˚

` Tailpv ´ pvqBrpzq; z, rq , (8.3.9)

where q˚ :“ maxt1, p ´ 1u. Observe that E satisfies, for any η, ζ P Lq
˚

pBrpzqq X

Lp´1
sp pRnq the trivial decay

Epη; z, σrq ď cpσ, n, s, pqEpη; z, rq , (8.3.10)

and the quasi-triangle inequality

Epη ` ζ ; z, rq ď cppq pEpη; z, rq ` Epζ ; z, rqq . (8.3.11)

If p ě 2, then cppq “ 1 in (8.3.11). Both properties are straightforward to check.
One of the key estimates is the following excess decay estimate.

Theorem 8.11 (Global excess decay). Let v be a weak solution to rLv “ 0 in Brpx0q.
Then there exist positive constants α P p0, sp{pp ´ 1qq, and c, both depending only on
n, s, p, Λ, such that the following inequality holds whenever 0 ă ϱ ď r:

Epv; x0, ϱq ď c
´ϱ
r
¯α
Epv; x0, rq. (8.3.12)

Proof. In view of (8.3.10) we may assume that ϱ ď r{4. The basic tool is provided by
Theorem 8.9 and Corollary 8.8. Indeed, together with Hölder’s inequality, they imply

osc
Bt
v ď c

ˆ

t
r

˙α
Eprq (8.3.13)
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for all t P rϱ, r{4s, wherewe have suppressed v and x0 from the notation. In particular,

˜

ż

Bϱ

ˇ

ˇ

ˇ
v ´ pvqBϱ

ˇ

ˇ

ˇ

q˚
¸1{q˚

ď osc
Bϱ
v ď c

´ϱ
r
¯α
Eprq . (8.3.14)

Let us then estimate the tail term appearing in the definition of Epϱq. We rewrite it as

Tailpv ´ pvqBϱ ; ϱq
p´1

” ϱsp
ż

RnzBϱ

|vpxq ´ pvqBϱ |
p´1

|x ´ x0|n`sp dx

“ ϱsp
ż

Br{4zBϱ

|vpxq ´ pvqBϱ |
p´1

|x ´ x0|n`sp dx ` ϱsp
ż

RnzBr{4

|vpxq ´ pvqBϱ |
p´1

|x ´ x0|n`sp dx .

Now, by Corollary 8.8 and Hölder’s inequality we have that

|pvqBϱ ´ pvqBr | ď sup
Br{2

|v ´ pvqBr | ď cEprq .

Therefore we obtain, again by Hölder’s inequality,

ϱsp
ż

RnzBr{4

|vpxq ´ pvqBϱ |
p´1

|x ´ x0|n`sp dx

ď cϱsp
ż

RnzBr{4

|vpxq ´ pvqBr |
p´1

|x ´ x0|n`sp dx ` c
´ϱ
r
¯sp

|pvqBϱ ´ pvqBr |

ď cϱsp
ż

RnzBr

|vpxq ´ pvqBr |
p´1

|x ´ x0|n`sp dx ` c
´ϱ
r
¯sp ż

Br
|v ´ pvqBr |

p´1 dx

`c
´ϱ
r
¯sp

Eprq

ď c
´ϱ
r
¯sp

Eprqp´1 .

On the other hand, appealing to (8.3.13) we have

ϱsp
ż

Br{4zBϱ

|vpxq ´ pvqBϱ |
p´1

|x ´ x0|n`sp dx ď c
ż r{4

ϱ

´ϱ
t
¯sp

posc
Bt
vq
p´1 dt

t

ď cEprqp´1
ż r{4

ϱ

´ϱ
t
¯sp ˆ t

r

˙αpp´1q dt
t

ď
c

sp ´ αpp ´ 1q

´ϱ
r
¯αpp´1q

Eprqp´1 ,

using also the fact that αpp ´ 1q ă sp. Combining the estimates leads to

Tailpv ´ pvqBϱ ; ϱq ď c
´ϱ
r
¯α
Eprq ,

again using αpp ´ 1q ă sp. Together with (8.3.14) this concludes the proof.
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8.4 The “Harmonic Replacement", a Crucial
Estimate and the Proof of Theorem 8.3

In this section we are going to consider operators of the type LΦ under the assump-
tions (8.1.3)-(8.1.5). With B2r ” B2rpx0q Ă Rn being a fixed ball, we shall consider
weak solutions u P W s,p

pRnq to the Dirichlet problem
#

´LΦu “ µ P C8
0 pRnq in B2r

u “ g P W s,p
pRnq in RnzB2r .

(8.4.1)

We set

rKpx, yq :“

$

’

&

’

%

|Φpupxq ´ upyqq|

|upxq ´ upyq|p´1 Kpx, yq, upxq ‰ upyq

Kpx, yq, upxq “ upyq .
(8.4.2)

It is easy to verify that K̃p¨, ¨q ismeasurable and satisfiesΛ´2
ď rKpx, yq|x´y|

n`sp
ď Λ2

for almost every px, yq P Rn ˆ Rn. We then define the following weak comparison
solution v P W s,p

pRnq solving the following Dirichlet problem:
#

´L
rKv “ 0 in Br
v “ u in RnzBr ,

(8.4.3)

where L
rK is the fractional p-Laplacian with the kernel rK. Throughout Lemmas 8.4.1-

8.4.5, u and vwill denote the solutions defined in (8.4.1) and (8.4.3), respectively, while
we define w :“ u ´ v.

8.4.1 The crucial inequality

Now, the first crucial comparison lemma. The statement of the following lemma
slightly differs from the one in [37]. We provide the proof of the necessary changes.

Lemma 8.4.1. The following inequality holds for a constant c ” cpn, p, Λq, whenever
ξ ą 1 and d ą 0:

ż

Rn

ż

Rn

`

|upxq´upyq| ` |vpxq´vpyq|
˘p´2

|wpxq´wpyq|
2

pd`|wpxq|`|wpyq|qξ
dx dy

|x´y|n`sp

ď
cd1´ξ

|µ|pBrq
pp ´ 1qpξ ´ 1q

.

(8.4.4)

In particular, when p ě 2 we have
ż

Rn

ż

Rn

|wpxq´wpyq|
p

pd`|wpxq|`|wpyq|qξ
dx dy

|x´y|n`sp ď
cd1´ξ

|µ|pBrq
pp ´ 1qpξ ´ 1q

. (8.4.5)



314 | Tuomo Kuusi, Giuseppe Mingione, and Yannick Sire

Proof. With w :“ u ´ v and w˘ :“ maxt˘w, 0u, we let

φ˘ “ ˘

´

d1´ξ
´ pd ` w˘q

1´ξ
¯

.

Note, in particular that φ˘ “ 0 onRnzBr; moreover this function is bounded and still
belongs toW s,p

pRnq since it is obtainedvia compositionofwwith aLipschitz function.
In the following we shall use the notation Apt, sq :“ |t|p´2t ´ |s|p´2s for t, s P R. We
chooseφ˘ as test functions in theweak formulations of (8.4.1) and (8.4.3); subtracting
them and using the fact that u ” v outside Br, we obtain

ż

Rn

ż

Rn
Apupxq´upyq, vpxq´vpyqqpφ˘pxq´φ˘pyqqrKpx, yq dx dy ď d1´ξ

|µ|pBrq .

The integral on the left is treated as in [37] and we give a sketch of the proof. Since

φ˘pxq´φ˘pyq “ ˘pw˘pxq´w˘pyqqpξ ´ 1q

ż 1

0
pd ` tw˘pyq ` p1 ´ tqw˘pxqq

´ξ dt ,

the quantity

Ψ˘px, yq :“ ˘Apupxq´upyq, vpxq´vpyqqpw˘pxq´w˘pyqq ,

dictates the sign of the integrand. We have the identity

Apupxq´upyq, vpxq´vpyqq

“ pp ´ 1q

ż 1

0
pt|upxq ´ upyq| ` p1 ´ tq|vpxq ´ vpyq|q

p´2 dt pwpxq ´ wpyqq ,

so that using the inequality

ż 1

0
pt|upxq ´ upyq| ` p1 ´ tq|vpxq ´ vpyq|q

p´2 dt

ě
1
c p|upxq ´ upyq| ` |vpxq ´ vpyq|q

p´2

yields

Ψ˘px, yq ě
pp ´ 1q

c p|upxq ´ upyq| ` |vpxq ´ vpyq|q
p´2

pw˘pxq´w˘pyqq
2 .

Appealing now to
ż 1

0
pd ` tw˘pyq ` p1 ´ tqw˘pxqq

´ξ dt ě
1
c pd ` w˘pyq ` w˘pxqq

´ξ

finishes the proof together with the properties of the kernel rK.
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8.4.2 Basic estimates in the case p ě 2

We now proceed with the proof of the main a priori estimates for solutions, thereby
introducing the following functions:

Uhpx, yq “
|upxq´upyq|

|x´y|h
, Vhpx, yq “

|vpxq´vpyq|

|x´y|h
, Whpx, yq “

|wpxq´wpyq|

|x´y|h
(8.4.6)

for x, y P Rn , x “ y, and for any h P p0, ss. The first a priori estimate we are going to
prove is concerned with the case p ě 2 and is contained in the following:

Lemma 8.4.2. Assume that p ě 2, h P p0, sq, and q P r1, qq, where q has been defined
in (8.2.5). Let δ :“ mintq ´ q, s ´ hu. Then

ˆ
ż

B2r

ż

B2r

|wpxq´wpyq|
q

|x´y|n`hq dx dy
˙1{q

ď
c
rh

„

|µ|pBrq
rn´sp

1{pp´1q

(8.4.7)

holds for a constant c ” cpn, s, p, Λ, δq, which blows up as δ Ñ 0.

Proof. With d ą 0 and ξ ą 1 to be chosen in a few lines, we start by rewriting

Wq
h px, yq “

ˆ

Wp
s px, yq

pd`|wpxq|`|wpyq|qξ

˙q{p

¨

”

pd`|wpxq|`|wpyq|q
ξ
|x´y|

ps´hqp
ıq{p

,

and then apply Hölder’s inequality in order to get

1
|Br|

ż

B2r

Wq
h px, yq

dx dy
|x´y|n

ď

„

1
|Br|

ż

B2r

Wp
s px, yq

pd`|wpxq|`|wpyq|qξ
dx dy
|x´y|n

q{p

¨

«

1
|Br|

ż

B2r

pd`|wpxq|`|wpyq|q
ξq{pp´qq

|x´y|n´ps´hqqp{pp´qq
dx dy

ffpp´qq{p

.

Notice that we have used that q ă p. Using (8.4.5) and Fubini’s theorem then yields

1
|Br|

ż

B2r

Wq
h px, yq

dx dy
|x´y|n

ď

«

cd1´ξ

ξ ´ 1
|µ|pBrq

|Br|

ffq{p

¨ crps´hqq
„
ż

B2r
pd ` |wpxq|q

ξq{pp´qq dx
pp´qq{p

.

We then choose

d :“
ˆ
ż

B2r
|w|

ξq{pp´qq dx
˙pp´qq{ξq

. (8.4.8)

Notice that we can assume that d ą 0; otherwise (8.4.7) follows trivially. This gives

1
|Br|

ż

Br

Wq
h px, yq

dx dy
|x´y|n

ď cdq{p
ˆ

rps´hqp |µ|pBrq
|Br|

˙q{p
. (8.4.9)
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By carefully choosing theparameter ξ (see [37] for details),wemayapply the fractional
Sobolev inequality (see e.g. [16]) to get

d ď crh
ˆ

1
|Br|

ż

B2r

Wq
h px, yq

dx dy
|x´y|n

˙1{q
. (8.4.10)

Here is where we need a larger ball than Br, and this was a missing technical point
in [37]. Indeed, for small h the Sobolev inequality is not valid in Br, but the fact that
w ” 0 in B2rzBr allows us to apply it in the larger ball B2r. Combining the last two
displays yields the result.

A straightforward application of the fractional Sobolev embedding theorem together
with (8.4.7) gives the following:

Lemma 8.4.3. Assume that p ě 2, 𝛾 P r1, 𝛾˚
q, where

𝛾˚ :“

$

’

&

’

%

npp ´ 1q

n ´ ps p ă n{s

`8 p ě n{s .

Then the inequality
ˆ
ż

Br
|w|

𝛾 dx
˙1{𝛾

ď c
„

|µ|pBrq
rn´sp

1{pp´1q

holds for a constant c ” cpn, s, p, Λ, 𝛾˚
´ 𝛾q.

8.4.3 Basic estimates in the case 2 ą p ą 2 ´ s{n

The counterpart of Lemma8.4.2 in the case p ă 2 turns out to bemore involved.We just
state the results, since the proofs are completely analogous to [37] taking into account
the small changes presented above in the proof of Lemma 8.4.2.

Lemma 8.4.4. Assume that 2 ą p ą p˚ “ 2 ´ s{n; for every q P r1, qq (with q :“
npp´1q{pn´ sq) there exists hpqq P p0, sq, such that if hpqq ă h ă s and δ :“ mintq´

q, p ´ p˚, s ´ hu then
ˆ
ż

B2r

ż

B2r

|wpxq´wpyq|
q

|x´y|n`hq dx dy
˙1{q

ď
c
rh

„

|µ|pBrq
rn´sp

1{pp´1q

`
c

rhpp´1q

ˆ
ż

B2r

ż

B2r

|upxq´upyq|
q

|x´y|n`hq dx dy
˙p2´pq{q „

|µ|pBrq
rn´sp



(8.4.11)

holds whenever hpqq ď h ă s, for a constant c ” cpn, s, p, Λ, δq, which blows up as
δ Ñ 0.
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Lemma 8.4.5. Assume that 2 ą p ą p˚ “ 2 ´ n{s and

1 ď 𝛾 ă 𝛾˚
“
npp ´ 1q

n ´ ps .

Then there exists a constant c ” cpn, s, p, Λ, 𝛾˚
´ 𝛾, p ´ p˚q such that the following

inequality holds:
ˆ
ż

Br
|w|

𝛾 dx
˙1{𝛾

ď c
„

|µ|pB2rq
rn´sp

1{pp´1q

` crEpu; x0, 2rqs
2´p

„

|µ|pB2rq
rn´sp



. (8.4.12)

Moreover, for every q P r1, qq there exists hpqq P p0, sq, such that if hpqq ă h ă s such
that the inequality

ˆ
ż

B2r

ż

B2r

|wpxq´wpyq|
q

|x´y|n`hq dx dy
˙1{q

ď
c
rh

„

|µ|pB2rq
rn´sp

1{pp´1q

`
c
rh

rEpu; x0, 2rqs
2´p

„

|µ|pB2rq
rn´sp



(8.4.13)

holds for a constant c depending only on n, s, p, Λ and δ, where the meaning of q, δ is
specified in Lemma 8.4.4.

8.4.4 Proof of Theorem 8.3

We now come to the proof of Theorem 8.3. We just sketch it and refer to [37] for full
details. We have first an approximation lemma.

Lemma 8.4.6 (Construction of the approximating boundary values gj). Let z P Ω;
there exists a sequence tgju Ă C8

0 pRnq such that for any R ą 0

gj Ñ g in W s,p
pBRq and

ż

RnzBRpzq

|gjpyq ´ gpyq|
p´1

|y´z|n`sp dy Ñ 0 (8.4.14)

as j Ñ 8.Moreover, for every ε ą 0 there exist a radius R̃ andan index j̃, both depending
on ε, such that

ż

RnzBRpzq

|gpyq|
p´1

` |gjpyq|
p´1

|y´z|n`sp dy ď ε (8.4.15)

holds whenever j ě j̃ and R ě R̃. Finally, for every R ą 0 there exists a constant cR,
depending on R and gp¨q, such that

sup
j

}gj}W s,ppBRq ď cR . (8.4.16)

Recall the following estimates from the previous discussion:
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Lemma 8.4.7. Let Ω Ă BR be an open and bounded domain. Let u, v P W s,p
pRnq be

weak solutions to the problems
#

´LΦu “ µ P C8
pRnq in Ω

u “ g in RnzΩ
and

#

´rL
rKv “ 0 in Ω
v “ g in RnzΩ ,

respectively, where g P W s,p
pRnq and rK has been defined as in (8.4.2). Let w :“ u ´ v,

q :“ npp ´ 1q{pn ´ sq. Then:
– When p ě 2, for every h P p0, sq and q P r1, qq, and with δ :“ mintq ´ q, s ´ hu,

the inequality
ˆ
ż

B2R

ż

B2R

|wpxq´wpyq|
q

|x´y|n`hq dx dy
˙1{q

ď c r|µ|pΩqs
1{pp´1q

holds for a constant c ” cpn, s, p, Λ, δ, Ωq.
– When 2 ą p ą p˚ “ 2 ´ s{n, for every q P r1, qq there exists hpqq P p0, sq, such

that if hpqq ă h ă s and δ :“ mintq ´ q, p ´ p˚, s ´ hu then the inequality
ˆ
ż

B2R

ż

B2R

|wpxq´wpyq|
q

|x´y|n`hq dx dy
˙1{q

ď c r|µ|pΩqs
1{pp´1q

` c
ˆ
ż

B2R

ż

B2R

|upxq´upyq|
q

|x´y|n`hq dx dy
˙p2´pq{q

r|µ|pΩqs

holds for a constant c ” cpn, s, p, Λ, δ, Ωq .

One gets the bounds

Lemma 8.4.8. Let p ą 2, h P p0, sq and q P r1, qq, where q has been defined in (8.2.5).
Then there exists a constant c depending only on n, s, p, Λ, s ´ h, q ´ q, gp¨q, Ω Ă BR
such that

ˆ
ż

Ω
|uj|q dx

˙1{q
`

ˆ
ż

B2RˆB2R
pU jhq

q
px, yq

dx dy
|x´y|n

˙1{q
ď c (8.4.17)

holds for all j P N. In the case 2 ą p ą p˚ “ 2 ´ s{n, for every q P r1, qq there exists
hpqq P p0, sq, such that if hpqq ă h ă s then estimate (8.4.17) continues to hold and the
constant c additionally depends on p ´ p˚.

From the results in the previous discussionwe can conclude that, up to non-relabelled
subsequences and using a diagonal argument, there exists u P Wh,q

pΩq such that
u “ g in RnzΩ and such that

$

’

&

’

%

uj á u in Wh,q
pB2Rq

uj Ñ u in LqpΩq

uj Ñ u a.e. in Rn
(8.4.18)

hold for any given h P p0, sq and q P rp ´ 1, qq. This gives the desired result (see [37]
for the rest of the proof).
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8.5 Pointwise Behaviour of SOLA Solutions

With µ being a Borel measure, we define the (truncated) Wolff potential Wµ
β,p of the

measure µ as

Wµ
β,ppx0, rq :“

ż r

0

ˆ

|µ|pBϱpx0qq

ϱn´βp

˙1{pp´1q dϱ
ϱ , β ą 0 (8.5.1)

whenever x P Rn and 0 ă r ď 8. We have the following two theorems concerning the
nonlinear potential estimates.

Theorem 8.12 (An upper bound via Wolff potential). Let µ P MpRnq, g P

W s,p
loc pRnqXLp´1

sp pRnqand let´LΦ bedefined in (8.1.2)under assumptions (8.1.3)-(8.1.5).
Let u be a SOLA to (8.1.7) and assume that for a ball Brpx0q Ă Ω the Wolff potential
Wµ
s,ppx0, rq is finite. Then x0 is a Lebesgue point of u in the sense that there exists the

precise representative of u at x0

upx0q :“ lim
ϱÑ0

puqBϱpx0q “ lim
ϱÑ0

ż

Bϱpx0q

u dx (8.5.2)

and the following estimate holds for a constant c depending only on n, s, p, Λ:

|upx0q| ď cWµ
s,ppx0, rq ` c

˜

ż

Brpx0q

|u|
q˚ dx

¸1{q˚

` cTailpu; x0, rq , (8.5.3)

where q˚ :“ maxt1, p ´ 1u.

Theorem 8.12 is actually itself a corollary of a more general result that we report be-
low, and that in a sense quantifies the oscillations of the gradient averages around the
considered point. For this we need to introduce another quantity that we shall exten-
sively use throughout the paper. This is the following global excess functional, which
is defined for functions f P Lq˚

locpRnq X Lp´1
sp pRnq:

Epf ; x0, rq :“
˜

ż

Brpx0q

|f´pf qBrpx0q|
q˚ dx

¸1{q˚

` Tailpf´pf qBrpx0q; x0, rq , (8.5.4)

where, as above, q˚ “ maxt1, p´ 1u. When the role of the point x0 will be clear from
the context we shall often denote Epf ; rq ” Epf ; x0, rq. The global excess functional is
the right tool to quantify, in an integral way, the oscillations of functions .Then Theo-
rem 8.12 follows from a stronger regularity/decay property of the global excess:

Theorem 8.13 (Global excess decay). Under the assumptions of Theorem8.12 there ex-
ists a constant c ” cpn, s, p, Λq such that the following estimate:

ż r

0
Epu; x0, tq

dt
t ` |puqBrpx0q ´ upx0q| ď cWµ

s,ppx0, rq ` cEpu; x0, rq , (8.5.5)

holds wheneverWµ
s,ppx0, rq is finite.
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Estimate (8.5.5) tells that finiteness of Wolff potentials at a point x0 allows for a point-
wise control on the oscillations of the solution averages and eventually implies that x0
is a Lebesgue point for u. We will next provide the full proof of the previous estimates.

8.5.1 Proofs of Theorems 8.12 and 8.13

Observe first that were we able to show that the x0 is a Lebesgue point of u and
that (8.5.5) holds, then Theorem 8.12 follows immediately. Thus we proceed proving
these.

Let tuju Ă W s,p
pRnq be an approximating sequence for the SOLA u with mea-

sure µj and boundary values gj, as described in Definition 8.2, and let rKj be de-
fined as in (8.4.2) with uj instead of u. For ϱ ď r, we define the comparison solution
vj P W s,p

pRnq as
$

&

%

´L
rKj
vj,ϱ “ 0 in Bϱ{2px0q

vj “ uj in RnzBϱ{2px0q ,

eventually letting wj “ uj ´ vj; In the following we suppress the dependence on x0
from the notationwriting, for instance, Epu; ϱq ” Epu; x0, ϱq, Tailpu; tq ” Tailpu; x0, tq
and so on; we recall that q˚ “ maxt1, p ´ 1u.

Our first goal is to get a oscillation decay estimate for u.

Lemma 8.5.1. Let u be a SOLA-solution in Bϱpx0q. Then there are constants c ”

cpn, s, p, Λq and η ” ηpn, pq such that

Epu; x0, σϱq ď cσαEpu; x0, ϱq ` cσ´η
«

|µ|pBϱpx0qq

ϱn´sp

ff1{pp´1q

(8.5.6)

holds for any σ P p0, 1q.

Proof. Wehave the quasi-triangle inequality (the normal triangle inequalitywhen p ě

2) whenever η, ζ P Lspp´1pRnq X L1pBϱq:

Epη, tq ď c pEpζ , tq ` Epζ ´ η, tqq .

The involved constant comes from the fact that in the definition of the Tailp¨q there is
power p ´ 1 present, which leads to concave functions when p ă 2. Since vj “ uj
outside of Bϱ{2, we have, for t ă ϱ{2, that

Epuj ´ vj , tq ď c
´ϱ
t
¯n{q˚

˜

ż

Bϱ
|uj ´ vj|q

˚

dx
¸1{q˚

.

Therefore, Theorem 8.11 yields

Epuj , σϱq ď cEpvj , σϱq ` cσ´n{q˚

˜

ż

Bϱ
|uj ´ vj|q

˚

dx
¸1{q˚
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ď cσαEpvj , ϱq ` cσ´n{q˚

˜

ż

Bϱ
|uj ´ vj|q

˚

dx
¸1{q˚

ď cσαEpuj , ϱq ` cσ´n{q˚

˜

ż

Bϱ
|uj ´ vj|q

˚

dx
¸1{q˚

.

Now, by Lemma 8.4.3 for p ě 2 we see that
˜

ż

Bϱ
|uj ´ vj|q

˚

dx
¸1{q˚

ď c
„

|µj|pBϱq

ϱn´sp

1{pp´1q

.

Instead, for 2 ´ s{n ă p ă 2, Lemma 8.4.5 and Young’s inequality with conjugate
exponents p1{p2 ´ pq, 1{pp ´ 1qq, yield

˜

ż

Bϱ{2

|uj ´ vj|q
˚

dx
¸1{q˚

ď δEpuj; ϱq ` cδpp´2q{pp´1q

„

|µj|pBϱq

ϱn´sp

1{pp´1q

for any δ P p0, 1q. Choosing δ “ σα`n{q˚

and combining the content of the last three
displays then leads to (8.5.6), after letting j Ñ 8. This finishes the proof.

Next, integrating (8.5.6) against the Haar-measure gives

ż r

ϱ
Epu; σtq dtt ď cσα

ż r

ϱ
Epu; tq dtt ` cσ´η

ż r

ϱ

«

|µ|pBtq
tn´sp

ff1{pp´1q
dt
t . (8.5.7)

Thus, choosing σ small enough so that σ “ p2cq
´1{α, which then depends only on

n, s, p, Λ, we obtain after changing variables and reabsorption, also observing that
|µ|pBBtq “ 0 for almost every t, that

ż r

σϱ
Epu; tq dtt ď 2

ż r

σr
Epu; tq dtt ` c

ż r

ϱ

„

|µ|pBtq
tn´sp

1{pp´1q dt
t . (8.5.8)

Furthermore, since
ż r

σr
Epu; tq dtt ď cEpu, rq ,

we deduce an intermediate result
ż r

ϱ
Epu; tq dtt ď cEpu; rq ` c

ż r

ϱ

„

|µ|pBtq
tn´sp

1{pp´1q dt
t . (8.5.9)

This proves the part of estimate (8.5.5) concerning the first term on the left hand side.
We proceed to prove that the limit in (8.5.2) exists and to complete the proof of

estimate (8.5.5). For this, let 0 ă ϱ̃ ď ϱ{2 ă r{8 and find k P N and ϑ P p1{4, 1{2s such
that ϱ̃ “ ϑkϱ. Then

|puqBϱ ´ puqBϱ̃ | ď

k´1
ÿ

j“0
|puqBϑj ϱ ´ puqBϑj`1ϱ

|
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ď ϑ´n{q˚

k´1
ÿ

j“0
Epu; ϑjϱq .

Furthermore, using elementary properties of the excess decay functional,wehave that

k´1
ÿ

j“0
Epu; ϑjϱq “

1
logp1{ϑq

k´1
ÿ

j“0

ż ϑj´1ϱ

ϑjϱ
Epu; ϑjϱq

dt
t

ď c
k´1
ÿ

j“0

ż ϑj´1ϱ

ϑjϱ
Epu; tq dtt ď c

ż ϱ{ϑ

ϱ̃
Epu; tq dtt ,

so that , using the content of the last three displays and recalling that ϱ ď r{4 ď r{ϑ,
it follows

|puqBϱ´puqBϱ̃ | ď c
ż ϱ{ϑ

ϱ̃
Epu; tq dtt . (8.5.10)

In turn, recalling that ϱ{ϑ ď r{p4ϑq ď r and using (8.5.9) we have

|puqBϱ´puqBϱ̃ | ď cEpu; rq ` cWµ
s,ppx0, rq . (8.5.11)

On the other hand, by (8.5.9) the finiteness ofWµ
s,ppx0, rq implies the finiteness of the

right hand side in (8.5.11) and therefore (8.5.10) readily implies that tpuqBϱu is a Cauchy
net. As a consequence, the limit in (8.5.2) exists and thereby defines the pointwise
precise representative of u at x0. Letting ϱ̃ Ñ 0 in (8.5.11) and taking ϱ “ r{4 then
gives

|puqBr{4´upx0q| ď cEpu; rq ` cWµ
s,ppx0, rq .

On the other hand, notice that we have

|puqBr´puqBr{4 | ď cEpu; rq

so that the last two displays and triangle inequality finally give (8.5.5) (recall also
(8.5.9)). This completes the proof of Theorem8.13. Finally, estimate (8.5.3) follows from
(8.5.5) via elementary manipulations.

8.6 A Lower Bound via Wolff Potentials

Theorem 8.12 is sharp in describing the pointwise behaviour of the SOLA in the sense
that the Wolff potential appearing on the right hand side of (8.5.3) cannot be replaced
by any other potential. Indeed, if the measure µ is nonnegative, then we also have the
following potential lower bound, that in turn implies an optimal description, in terms
of Lebesgue points :

Theorem 8.14 (Potential lower bound and fine properties). Let µ P MpRnq be a non-
negative measure, g P W s,p

loc pRnq X Lp´1
sp pRnq and let ´LΦ be defined in (8.1.2) under
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assumptions (8.1.3)-(8.1.5)with p ă n{s. Let u be a SOLA to (8.1.7)which is non-negative
in the ball Brpx0q Ă Ω and such that the approximating sequence tµju for µ as described
in Definition 8.2 is made of nonnegative functions. Then the estimate

Wµ
s,ppx0, r{8q ď cupx0q ` cTailpu´; x0, r{2q (8.6.1)

holds for a constant c ” cpn, s, p, Λq, as soon asWµ
s,ppx0, r{8q is finite, where u´ :“

maxt´u, 0u. In this case, according to Theorem 8.12, upx0q is defined as the precise
representative of u at x0 as in (8.5.2). Moreover, whenWµ

s,ppx0, r{8q is infinite, we have
that

lim
tÑ0

puqBtpx0q “ 8 . (8.6.2)

Consequently, every point is a Lebesgue point for u.

We use the following results from [15].

Lemma 8.6.1 (Caccioppoli estimate [15]). Let p P p1,8q, q P p1, pq, d ą 0 and let u
be a weak supersolution to (8.2.3) with µ “ 0, such that u ě 0 in BRpx0q Ă Ω. Then, for
w :“ pu ` dq

1´q{p the following inequality:
ż

Br

ż

Br

|wpxqφpxq´wpyqφpyq|
p

|x´y|n`sp dx dy

ď c
ż

Br

ż

Br
pmaxtwpxq, wpyquq

p |φpxq´φpyq|
p

|x´y|n`sp dx dy

`c
"

sup
yPsupp φ

ż

RnzBr
|x´y|

´n´sp dx

`d1´pR´sp“Tailpu´; x0, Rq
‰p´1

*ˆ
ż

Br
pwφq

p dx
˙

holds for Br ” Brpx0q Ă B3R{4px0q and any nonnegative φ P C8
0 pBrq, where the con-

stant c depends only on s, p, Λ, q and u´ :“ maxt´u, 0u.

An easy adaptation of Theorem 8.10 yields the following lemma.

Lemma 8.6.2. For any s P p0, 1q and any p P p1, n{sq, let u be a weak supersolution
to (8.2.3) with µ “ 0 such that u ě 0 in BR ” BRpx0q Ă Ω. Then the following estimate
holds for any Br ” Brpx0q Ă BR{2px0q and for any positive number 𝛾 ă npp ´ 1q{pn ´

spq:
ˆ
ż

Br
u𝛾

˙1{𝛾

ď c inf
B2r
u ` c

´ r
R
¯

sp
p´1 Tailpu´; x0, Rq,

where the constant c depends only on 𝛾, n, s, p, Λ.

Lemma 8.6.3. Let u be a weak solution to (8.2.3) with µ P C8
0 pRnq, such that u ě 0 in

B4r ” B4rpx0q Ă Ω and µ ě 0. Then there exists a constant c ” cpn, s, p, Λq such that
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the following inequality holds:

µpBrq
rn´sp ď

c
r1´sp

ż

B3r{2

ż

B3r{2

|upxq´upyq|
p´1

|x´y|n`sp´1 dx dy

`c
„

inf
Br
u ` Tailpu´; x0, 4rq

p´1
. (8.6.3)

Proof. Let φ P C8
0 pB5r{4q be such that 0 ď φ ď 1, φ “ 1 in Br and }Dφ}L8 ď 16{r.

Taking such φ in (8.2.6) and using (8.1.4), we get
µpBrq
rn´sp ď

1
rn´sp

ż

Rn

ż

Rn
Φpupxq´upyqqpφpxq´φpyqqKpx, yq dx dy

ď |B3{2|rsp
ż

B3r{2

ż

B3r{2
|upxq´upyq|

p´1
|φpxq ´ φpyq|Kpx, yq dx dy

`|B3{2|rsp
ż

RnzB3r{2

ż

B3r{2
pupxq´upyqq

p´1
` φpxqKpx, yq dx dy

`|B3{2|rsp
ż

B3r{2

ż

RnzB3r{2
pupxq´upyqq

p´1
` φpyqKpy, xq dx dy

ď crsp´1
ż

B3r{2

ż

B3r{2

|upxq´upyq|
p´1

|x´y|n`sp´1 dx dy

`crsp
ż

RnzB3r{2

ż

B3r{2
pupxq´upyqq

p´1
` φpxqKpx, yq dx dy . (8.6.4)

We turn to the estimate of the last integral; we shall also use the fact that |y ´ x0| ď

16|x ´ y| whenever y P RnzB3r{2 and x P suppφ (since suppφ Ă B5r{4). Recalling
that u ě 0 in B4r, we have

rsp
ż

RnzB3r{2

ż

B3r{2
pupxq´upyqq

p´1
` φpxqKpx, yq dx dy

ď crsp
ż

RnzB3r{2

ż

B3r{2

´

rupxqs
p´1

` ru´pyqs
p´1

¯

φpxqKpx, yq dx dy

ď c
ż

B3r{2
up´1 dx ` c rTailpu´; x0, 4rqs

p´1 ,

using also (8.1.4). Since µ is non-negative, then u is a non-negativeweak supersolution
to´LΦu “ 0 in B4r; at this point an application of Lemma 8.6.2 finishes the proof.

We then estimate the integral appearing in (8.6.3).

Lemma 8.6.4. Let u be a weak solution to (8.2.3) with µ P C8
0 pRnq, such that u ě 0 in

B4r ” B4rpx0q Ă Ω and µ ě 0. Let h P p0, sq, q P p0, qq, where q has been defined in
(8.2.5). Then there exists a constant c ” cpn, s, p, Λ, s ´ h, q ´ qq such that

ˆ
ż

B2r

ż

B2r

|upxq´upyq|
q

|x´y|n`hq dx dy
˙1{q

ď
c
rh

„

inf
Br
u ` Tailpu´; x0, 4rq



(8.6.5)

holds.
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Proof. Let
d ” dδ :“ inf

Br
u ` Tailpu´; x0, 4rq ` δ , for δ ą 0 , (8.6.6)

and set
u “ u ` d , w :“ u1´m{p , where m P p1, pq .

Applying Lemma 8.6.1 (with 2r instead of r and R ” 4r) with a cut-off function φ P

C8
0 pB7r{4q such that φ “ 1 in B3r{2, 0 ď φ ď 1 and |Dφ| ď 16{r, we obtain

ż

B3r{2

ż

B3r{2

|wpxq´wpyq|
p

|x´y|n`sp dx dy ď
c
rsp

ż

B2r
wp dx .

To evaluate the integral in the left-hand side, we start assuming, without loss of gen-
erality, upxq ą upyq; we have

|wpxq´wpyq| “ |rupxqs
1´m{p

´rupyqs
1´m{p

|

“ rupxqs
1´m{p

«

1 ´

ˆ

upyq

upxq

˙1´m{p
ff

ě
p ´ m
p

upxq ´ upyq

rupxqsm{p .

Notice that in the last lineswe have used the elementary inequality p1´ tβq ě βp1´ tq,
that holds in the case t, β P p0, 1s and that follows by mean value theorem. Consid-
ering in a similar way also the case upyq ą upxq and recalling the definition of u, we
conclude that

|upxq´upyq|

rupxqsm{p`rupyqsm{p ď
cp

p ´ m |wpxq´wpyq| .

On the other hand, recalling again the definitions of w and d, Lemma 8.6.2 then im-
plies

ż

B2r
wp dx ď cdp´m

since m P p1, pq, where c ” pn, s, p, Λq. Putting the last three displays above together
yields, and using that u ě 0 in B4r, we have

ż

B3r{2

ż

B3r{2

|upxq´upyq|
p

rupyq`upxqsm
dx dy

|x´y|n`sp ď
cdp´m

rsp .

Next, we get by Hölder’s inequality that
ż

B3r{2

ż

B3r{2

|upxq´upyq|
q

|x´y|n`hq dx dy

ď

˜

ż

B3r{2

ż

B3r{2

|upxq´upyq|
p

rupyq`upxqsm
dx dy

|x´y|n`sp

¸q{p

¨

˜

ż

B3r{2

ż

B3r{2

rupyq`upxqs
mq{pp´qq dx dy

|x´y|n`ph´sqqp{pp´qq

¸pp´qq{p

.
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Using the definition of d in (8.6.6), Lemma 8.6.2 then gives
˜

ż

B3r{2

ż

B3r{2

rupyq`upxqs
mq{pp´qq dx dy

|x´y|n`ph´sqqp{pp´qq

¸pp´qq{p

ď
c

rph´sqq

˜

ż

B3r{2
umq{pp´qq dx

¸pp´qq{p

ď c
´

rps´hqpdm
¯q{p

with the last inequalities that hold provided

mq
p ´ q ă

npp ´ 1q

n ´ sp and h ă s .

The first inequality in the above display is required in order to apply Lemma 8.6.2.
Notice that we can find m ą 1 satisfying the previous condition observing that

q
p ´ q ă

npp ´ 1q

n ´ sp ðñ q ă
npp ´ 1q

n ´ s .

We notice that the constant c depends where the constant depends on n, s, p, Λ, s ´

h, q ´ q. Hence we arrive at
ż

B3r{2

|upxq´upyq|
q

|x´y|n`hq dx dy ď
cdq

rhq
.

This finishes the proof letting δ Ñ 0 and recalling the definition of d in (8.6.6).

Lemma 8.6.5. Let u be a weak solution to (8.2.3) with µ P C8
0 pRnq, such that u ě 0 in

B4r ” B4rpx0q Ă Ω and µ ě 0. Then there exists a constant c ” cpn, s, p, Λq such that
„

µpBrq
rn´sp

1{pp´1q

ď c
„

inf
Br
u ` Tailpu´; x0, 4rq



(8.6.7)

holds.

Proof. By (8.6.3) we obtain

µpBrq
rn´sp ď

c
r1´sp

ż

B3r{2

ż

B3r{2

|upxq´upyq|
p´1

|x´y|n`sp´1 dx dy

`c
„

inf
Br
u ` Tailpu´; x0, 4rq

p´1
.

Using the fact that in B3r{2 ˆ B3r{2 we have
ˆ

|x ´ y|

r

˙1´sp
ď c

ˆ

|x ´ y|

r

˙´hpp´1q

for some h P p0, sq provided that

1 ´ sp ě ´hpp ´ 1q ùñ h ě
sp ´ 1
p ´ 1 .
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Looking h in the form h “ s ´ ε, we get the condition ε ď 1´s
p´1 , and thus we always

find h P p0, sq satisfying conditions above. We then get from Lemma 8.6.4 that

1
r1´sp

ż

B3r{2

ż

B3r{2

|upxq´upyq|
p´1

|x´y|n`sp´1 dx dy ď c
„

inf
Br
u ` Tailpu´; x0, 4rq

p´1
.

Combining estimates finishes the proof.

Proof of Theorem 8.14. In the following all the balls will be centred at x0. Let tuju be
an approximating sequence for the SOLA u as described in Definition 8.2, with the
source terms µj being nonnegative, as prescribed in the assumption of Theorem 8.14.
Since ´uj is in particular a weak subsolution to (8.2.7) implies

sup
Br{2

pujq´ ď c
„
ż

Br
pujq´ dx ` Tailppujq´; x0, r{2q



.

By the convergence properties of tuju and the nonnegativity of u in Br, and recalling
that p´ujq` “ pujq´, we can pass to the limit under the sign of integral thereby getting

lim sup
jÑ8

sup
Br{2

pujq´ ď cTailpu´; x0, r{2q , (8.6.8)

for a constant c depending only on n, s, p, Λ. Now, the function

ũj :“ uj ´ inf
Br{2

uj (8.6.9)

is nonnegative in Br{2. Denote

mϱ,j :“ inf
Bϱ
ũj and Tϱ,j :“ Tailppũj ´ mϱ,jq´; x0, ϱq

for ϱ P p0, r{2s. Lemma 8.6.5 gives
„µjpBϱq

ϱn´sp

1{pp´1q

ď c
`

mϱ,j ´ m4ϱ,j ` T4ϱ,j
˘

(8.6.10)

for any ϱ P p0, r{8s for a constant depending only on n, s, p, Λ. Now, with M ě 1 to
be chosen in a few lines, we have that

Tϱ,j “ cϱsp{pp´1q

«

ż

RnzBϱ

pũjpxq ´ mϱ,jq
p´1
´

|x´x0|n`sp dx
ff1{pp´1q

ď cϱsp{pp´1q

«

ż

RnzBMϱ

pũjpxq ´ mϱ,jq
p´1
´

|x´x0|n`sp dx
ff1{pp´1q

`cϱsp{pp´1q

«

ż

BMϱzBϱ

pũjpxq ´ mϱ,jq
p´1
´

|x´x0|n`sp dx
ff1{pp´1q

ď cM´sp{pp´1q
`

mϱ,j ´ mMϱ,j ` TMϱ,j
˘

` c
`

mϱ,j ´ mMϱ,j
˘
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ď cM´sp{pp´1qTMϱ,j ` c
`

mϱ,j ´ mMϱ,j
˘

(8.6.11)

holds for ϱ P p0, r{2q. Notice that we have used the elementary inequality

pũjpxq ´ mϱ,jq´ ď pũjpxq ´ mMϱ,jq´ ` mϱ,j ´ mMϱ,j .

Now, with t P p0, r{p8Mqq, by integrating (8.6.11) and changing variables we obtain
ż r{p8Mq

t
T4ϱ,j

dϱ
ϱ “

ż r{p2Mq

4t
Tϱ,j

dϱ
ϱ

ď cM´sp{pp´1q

ż r{p2Mq

t
TMϱ,j

dϱ
ϱ ` c

ż r{p2Mq

t
pmϱ,j ´ mMϱ,jq

dϱ
ϱ

“ cM´sp{pp´1q

ż r{2

tM
Tϱ,j

dϱ
ϱ ` c

˜

ż Mt

t
mϱ,j

dϱ
ϱ ´

ż r{2

r{p2Mq

mϱ,j
dϱ
ϱ

¸

.

Choosing M ” Mps, pq so large that

cM´sp{pp´1q
“

1
2 ,

we obtain, after easy manipulations,
ż r{p8Mq

t
T4ϱ,j

dϱ
ϱ ď

ż r{2

r{p2Mq

Tϱ,j
dϱ
ϱ ` c

˜

ż Mt

t
mϱ,j

dϱ
ϱ ´

ż r{2

r{p2Mq

mϱ,j
dϱ
ϱ

¸

.

Using (8.6.11) again (this time with Mϱ “ r{2) we obtain
ż r{2

r{p2Mq

Tϱ,j
dϱ
ϱ ď cTr{2,j ` c

ż r{2

r{p2Mq

pmϱ,j ´ mr{2,jq
dϱ
ϱ ,

and hence also, by changing variables, that
ż r{8

t
T4ϱ,j

dϱ
ϱ “

ż r{p8Mq

t
T4ϱ,j

dϱ
ϱ `

ż r{2

r{p2Mq

Tϱ,j
dϱ
ϱ

ď cpmt,j ´ mr{2,jq ` cpmr{p2Mq,j ´ mr{2,jq ` cTr{2,j
ď cmt,j ` cTr{2,j

holds whenever t ă r{p8Mq, for a constant c ” cpn, s, p, Λq; we have used that the
function ϱ Ñ mϱ,j is clearly non-increasing and that mr{2,j “ 0. Again integrat-
ing (8.6.10), and using the last inequality, we conclude with
ż r{8

t

„µjpBϱq

ϱn´sp

1{pp´1q dϱ
ϱ ď c

ż r{8

t
pmϱ,j ´ m4ϱ,jq

dϱ
ϱ ` c

ż r{8

t
T4ϱ,j

dϱ
ϱ

ď c
˜

ż r{8

t
mϱ,j

dϱ
ϱ ´

ż r{2

4t
mϱ,j

dϱ
ϱ

¸

` c
ż r{8

t
T4ϱ,j

dϱ
ϱ

ď c
ż 4t

t
mϱ,j

dϱ
ϱ ` c

ż r{8

t
T4ϱ,j

dϱ
ϱ
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ď cmt,j ` cTr{2,j ,

for a constant c depending only on n, s, p, Λ. We now want to let j Ñ 8 in the above
estimate, using the properties of SOLA described in Definition 8.2. As for the first term
Tr{8,j, by the definition in (8.6.9) and recalling that in particular we have that t ď r{2
so that infBr{2 uj ď pujqt, we have

lim sup
jÑ8

Tr{2,j “ lim sup
jÑ8

Tailppũj ´ mr{2,jq´; x0, r{2q

“ lim sup
jÑ8

Tail
˜˜

uj ´ inf
Br{2

uj

¸

´

; x0, r{2
¸

ď c lim sup
jÑ8

pujqt ` c lim sup
jÑ8

Tailppujq´; x0, r{2q

ď cpuqt ` cTailpu´; x0, r{2q .

Using also (8.6.8), we obtain

lim sup
jÑ8

mt,j “ lim sup
jÑ8

inf
Bt

˜

uj ´ inf
Br{2

uj

¸

ď lim sup
jÑ8

pujqBt ` lim sup
jÑ8

sup
Br{2

pujq´

ď c lim sup
jÑ8

pujqBt ` cTailpu´; x0, r{2q

ď cpuqBt ` cTailpu´; x0, r{2q .

Moreover, by the weak convergence of µj to µ and Lebesgue dominated convergence
theorem, we obtain that

ż r{8

t

„µjpBϱq

ϱn´sp

1{pp´1q dϱ
ϱ Ñ

ż r{8

t

„

µpBϱq

ϱn´sp

1{pp´1q dϱ
ϱ

as j Ñ 8. Thus we arrive at
ż r{8

t

„

µpBϱq

ϱn´sp

1{pp´1q dϱ
ϱ ď cpuqBt ` cTailpu´; x0, r{2q

for any t P p0, r{p8Mqq and where c ” cpn, s, p, Λq. Now, if Wµ
s,ppx0, r{8q is finite,

then by Theorem 8.12 there exists a the precise representative of u at x0, as described
in (8.5.2). This finishes the proof of (8.6.1) after letting t Ñ 0 in the above display,when
Wµ
s,ppx0, r{8q ă 8. In a similar way, ifWµ

s,ppx0, r{8q “ 8, then (8.6.2) follows, and in
any case x0 is a Lebesgue point for u.

8.7 Continuity Conditions for SOLA

Theorem 8.13 gives us an easy way to characterize when SOLA solutions are continu-
ous. The first qualitative result is the following.
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Theorem 8.15 (Continuity criterion). Let µ P MpRnq, g P W s,p
loc pRnq X Lp´1

sp pRnq and
let´LΦ be defined in (8.1.2) under assumptions (8.1.3)-(8.1.5). Let u be a SOLA to (8.1.7)
and Ω1

Ť Ω be an open subset. If

lim
tÑ0

sup
xPΩ1

Wµ
s,ppx, tq “ 0 , (8.7.1)

then u is continuous in Ω1.

Proof. We are going to prove that for any ε ą 0 and z P Ω1 there is small enough δ
such that

osc
BδpzqXΩ1

u ď ε .

Let us fix ε ą 0 and z P Ω1. Recording the estimate (8.5.5) in Theorem 8.13 we have
ż r

0
Epu; x, tq dtt ` |puqBrpxq ´ upxq| ď cWµ

s,ppx, rq ` cEpu; x, rq (8.7.2)

for all x P Ω1 and r P p0, distpΩ1, BΩqq. By (8.7.3) we find r0 P p0, distpΩ1, BΩqq such
that

M0 :“ sup
xPΩ1

´

Epu; x, r0q ` Wµ
s,ppx, r

¯

ă `8 .

From these two estimates we deduce that

Epu; z, tq Ñ 0 as t Ñ 0 .

Moreover, by the triangle inequality we get that there is a constant c ” cpn, p, sq such
that

Epu;rz, tq ď cEpu; z, 2tq

whenever rz P Btpzq. Using above estimates we deduce that

|upzq ´ uprzq| ď |upzq ´ puqBtpzq| ` |uprzq ´ puqBtprzq| ` |puqBtpzq ´ puqBtprzq|

ď c
´

Epu; z, 2tq ` Wµ
s,ppz, 2tq ` Wµ

s,pprz, 2tq
¯

whenever rz P Btpzq. Thus, using again (8.7.2) and the convergence Epu; z, tq Ñ 0 as
t Ñ 0, we deduce that we find small enough t so that the term on the right is less than
ε. We can hence take δ to be this t, and the proof is complete.

If there is more information on the measure, we may improve the regularity. For
this purpose, we define a fractional (restricted and centred) maximal function, for
β P p0, nq, as

Mµ
βpx0, rq :“ sup

0ăϱăr
ϱβ´n

|µ|pBϱpx0qq .

Notice that, for all δ ą 0, we have that

Mµ
sppx0, rq1{pp´1q

ď cWµ
s,ppx, 2rq ď cpδqMµ

sp´δpx0, 2rq1{pp´1q.



Measure Data and Nonlocal Equations | 331

The theorem tells that if the fractional maximal function is pointwise bounded, the
regularity is dictated either by the maximal Hölder-regularity for solutions to homo-
geneous equations, or by the presence of concentrations in the measure.

Theorem 8.16 (Hölder continuity criterion). Let µ P MpRnq, g P W s,p
loc pRnq X

Lp´1
sp pRnq and let ´LΦ be defined in (8.1.2) under assumptions (8.1.3)-(8.1.5). Let u be a

SOLA to (8.1.7) and Ω1
Ť Ω be an open subset. If

sup
xPΩ1

´

Epu; x, rq ` Mµ
sp´δpx, rq1{pp´1q

¯

ă 8 (8.7.3)

for some δ P p0, sps and r ă distpΩ1, BΩq, then u P C0,βpΩ1
q for β “ δ{pp ´ 1q if

δ ă αpp ´ 1q, and for β P p0, αq otherwise.

Proof. By Lemma 8.5.1 we deduce that

Epu; x, σϱq ď cσαEpu; x, ϱq ` cσ´η
«

|µ|pBϱpxqq

ϱn´sp

ff1{pp´1q

provided that Bϱpxq Ă Ω. Multiply the result with pσϱq
´β, and notice that

pσϱq
´βEpu; x, σϱq ď cσα´βϱ´βEpu; x, ϱq ` cσ´η´β

«

|µ|pBϱpxqq

ϱn´sp`βpp´1q

ff1{pp´1q

.

After taking supremum with respect to ϱ and choosing σ so that 2cσα´β
“ 1, we get

after reabsorption

sup
0ăϱăr

ϱ´βEpu; x, ϱq ď cr´βEpu; x, rq ` cMµ
sp´βpp´1q

px, rq1{pp´1q .

The desired Hölder regularity now follows by the standard Campanato theory.
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Xavier Ros-Oton
Boundary Regularity, Pohozaev Identities and
Nonexistence Results

Abstract: In this expository paper we survey some recent results on Dirichlet prob-
lems of the form Lu “ f px, uq in Ω, u ” 0 in RnzΩ. We first discuss in detail the
boundary regularity of solutions, stating the main known results of Grubb and of the
author and Serra. We also give a simplified proof of one of such results, focusing on
themain ideas and on the blow-up techniques that we developed in [26, 27]. After this,
we present the Pohozaev identities established in [24, 29, 16] and give a sketch of their
proofs, which use strongly the fine boundary regularity results discussed previously.
Finally, we show how these Pohozaev identities can be used to deduce nonexistence
of solutions or unique continuation properties.
The operators L under consideration are integro-differential operator of order 2s,
s P p0, 1q, the model case being the fractional Laplacian L “ p´∆q

s.

Keywords: Integro-differential equations; bounded domains; boundary regularity;
Pohozaev identities; nonexistence.

MSc: 47G20; 35B33; 35J61.

9.1 Introduction

This expository paper is concerned with the study of solutions to
#

Lu “ f puq in Ω
u “ 0 in RnzΩ,

(9.1.1)

where Ω Ă Rn is a bounded domain, and L is an elliptic integro-differential operator
of the form

Lupxq “ P.V.
ż

Rn

`

upxq ´ upx ` yq
˘

Kpyqdy,

K ě 0, Kpyq “ Kp´yq, and
ż

Rn
min

␣

|y|
2, 1

(

Kpyqdy ă 8. (9.1.2)

Such operators appear in the study of stochastic process with jumps: Lévy processes.
In the context of integro-differential equations, Lévy processes play the same role that
Brownian motion plays in the theory of second order PDEs. In particular, the study of
such processes leads naturally to problems posed in bounded domains like (9.1.1).
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Solutions to (9.1.1) are critical points of the nonlocal energy functional

Epuq “
1
2

ż

Rn

ż

Rn

`

upxq ´ upx ` yq
˘2Kpyqdy dx ´

ż

Ω
Fpuqdx

among functions u ” 0 in RnzΩ. Here, F1
“ f .

Here, we will work with operators L of order 2s, with s P p0, 1q. In the simplest
casewewill have Kpyq “ cn,s|y|

´n´2s, which corresponds to L “ p´∆q
s, the fractional

Laplacian. More generally, a typical assumption would be

0 ă
λ

|y|n`2s ď Kpyq ď
Λ

|y|n`2s .

Under such assumption, operators (9.1.2) can be seen as uniformly elliptic operators
of order 2s, for which Harnack inequality and other regularity properties are well un-
derstood; see for example [22].

For the Laplace operator, (9.1.1) becomes
#

´∆u “ f puq in Ω
u “ 0 on BΩ.

(9.1.3)

A model case for (9.1.3) is the power-type nonlinearity f puq “ |u|
p´1u, with p ą 1.

In this case, it is well known that the mountain pass theorem yields the existence of
(nonzero) solutions for p ă n`2

n´2 , while for powers p ě n`2
n´2 the only bounded solution

in star-shaped domains is u ” 0. In other words, one has existence of solutions in
the subcritical regime, and non-existence of solutions in star-shaped domains in the
critical or supercritical regimes.

An important tool in the study of solutions to (9.1.3) is the Pohozaev identity [21].
This celebrated result states that any bounded solution to this problem satisfies the
identity

ż

Ω

␣

2n Fpuq ´ pn ´ 2qu f puq
(

dx “

ż

BΩ

ˆ

Bu
B𝜈

˙2
px ¨ 𝜈qdσpxq, (9.1.4)

where
Fpuq “

ż u

0
f ptqdt.

When f puq “ |u|
p´1u then the identity becomes

ˆ

2n
p ` 1 ´ pn ´ 2q

˙
ż

Ω
|u|

p`1dx “

ż

BΩ

ˆ

Bu
B𝜈

˙2
px ¨ 𝜈qdσpxq.

When p ě n`2
n´2 , the left hand side of this identity is negative or zero, while the right

hand side is strictly positive for nonzero solutions in star-shaped domains. Thus, the
nonexistence of solutions follows.

The proof of the identity (9.1.4) is based on the following integration-by-parts type
formula

2
ż

Ω
px ¨ ∇uq∆u dx “ p2 ´ nq

ż

Ω
u ∆u dx `

ż

BΩ

ˆ

Bu
B𝜈

˙2
px ¨ 𝜈qdσpxq, (9.1.5)
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which holds for any C2 function with u “ 0 on BΩ. This identity is an easy conse-
quence of the divergence theorem. Indeed, using that

∆px ¨ ∇uq “ x ¨ ∇∆u ` 2∆u

and that
x ¨ ∇u “ px ¨ 𝜈q

Bu
B𝜈

on BΩ,

then integrating by parts (three times) we find
ż

Ω
px ¨ ∇uq∆u dx “ ´

ż

Ω
∇px ¨ ∇uq ¨ ∇u dx `

ż

BΩ
px ¨ ∇uq

Bu
B𝜈
dσ

“

ż

Ω
∆px ¨ ∇uq u dx `

ż

BΩ
px ¨ ∇uq

Bu
B𝜈
dσ

“

ż

Ω
tx ¨ ∇∆u ` 2∆uuu dx `

ż

BΩ
px ¨ 𝜈q

ˆ

Bu
B𝜈

˙2
dσ

“

ż

Ω
t´divpxuq∆u ` 2u∆uudx `

ż

BΩ
px ¨ 𝜈q

ˆ

Bu
B𝜈

˙2
dσ

“

ż

Ω
t´px ¨ ∇uq∆u ´ pn ´ 2qu∆uudx `

ż

BΩ
px ¨ 𝜈q

ˆ

Bu
B𝜈

˙2
dσ,

and hence (9.1.5) follows.
Identities of Pohozaev-type like (9.1.4) and (9.1.5) have been used widely in the

analysis of elliptic PDEs: they yield to monotonicity formulas, unique continuation
properties, radial symmetry of solutions, and uniqueness results. Moreover, they are
also used in other contexts such as hyperbolic equations, harmonicmaps, control the-
ory, and geometry.

The aim of this paper is to show what are the nonlocal analogues of these identi-
ties, explain themain ideas appearing in their proofs, and give some immediate conse-
quences concerning the nonexistence of solutions. Furthermore, we will also discuss
a very related issue: the boundary regularity of solutions.

‚ A simple case. In order to have a first hint of what should be the analogue of
(9.1.5) for integro-differential operators (9.1.2), let us look at the simplest case L “

p´∆q
s, and let us assume that u P C8

c pΩq. In this case, a standard computation shows
that

p´∆q
s
px ¨ ∇uq “ x ¨ ∇p´∆q

su ` 2s p´∆q
su.

This is a pointwise equality that holds at every point x P Rn. This, combined with the
global integration by parts identity in all of Rn

ż

Rn
u p´∆q

sv dx “

ż

Rn
p´∆q

su v dx, (9.1.6)

leads to

2
ż

Ω
px ¨ ∇uqp´∆q

su dx “ p2s ´ nq

ż

Ω
up´∆q

su dx, for u P C8
c pΩq.

(9.1.7)
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Indeed, taking v “ x ¨ ∇u one finds
ż

Rn
px ¨ ∇uqp´∆q

su dx “

ż

Rn
u p´∆q

s
px ¨ ∇uq dx

“

ż

Rn
u
␣

x ¨ ∇p´∆q
su ` 2s p´∆q

su
(

dx

“

ż

Rn

␣

´divpxuqp´∆q
su ` 2s up´∆q

su
(

dx

“

ż

Rn

␣

´px ¨ ∇uqp´∆q
su ` p2s ´ nq up´∆q

su
(

dx,

and thus (9.1.7) follows.
This identity has no boundary term (recall that we assumed that u and all its

derivatives are zero on BΩ), but it is a first approximation towards a nonlocal version
of (9.1.5). The only term that is missing is the boundary term.

As we showed above, when s “ 1 and u P C20pΩq, the use of the divergence the-
orem in Ω (instead of the global identity (9.1.6)) leads to the Pohozaev-type identity
(9.1.5), with the boundary term. However, in case of nonlocal equations there is no di-
vergence theorem in bounded domains, and this is why at first glance there is no clear
candidate for a nonlocal analogue of the boundary term in (9.1.5).

In order to get such a Pohozaev-type identity for solutions to (9.1.1), with the right
boundary term, we first need to answer the following:

What is the boundary regularity of solutions to (9.1.1)?

Once this is well understood, we will come back to the study of Pohozaev identities
and we will present the nonlocal analogues of (9.1.4)-(9.1.5) established in [24, 29].

The paper is organized as follows:
In Section 9.2 we discuss the boundary regularity of solutions to (9.1.1). We will

state the main known results, and give a sketch of the proofs and their main ingre-
dients. Then, in Section 9.3 we present the Pohozaev identities of [24, 29] and give
some ideas of their proofs. Finally, in Section 9.4 we give some consequences of such
Pohozaev identities.

9.2 Boundary Regularity

The study of integro-differential equations started already in the fifties with the works
of Getoor, Blumenthal, and Kac, among others [4, 13]. Due to the relation with Lévy
processes, they studied Dirichlet problems

#

Lu “ gpxq in Ω
u “ 0 in RnzΩ,

(9.2.1)
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and proved some basic properties of solutions, estimates for the Green function, and
the asymptotic distribution of eigenvalues. Moreover, in the simplest case of the frac-
tional Laplacian p´∆q

s, the following explicit solutions were found:

u0pxq “ px`q
s solves

#

p´∆q
su0 “ 0 in p0,8q

u0 “ 0 in p´8, 0q

and

u1pxq “ κn,s
`

1 ´ |x|
2˘s

`
solves

#

p´∆q
su0 “ 1 in B1
u0 “ 0 in RnzB1,

(9.2.2)

for certain constant κn,s; see [6].
The interior regularity of solutions for L “ p´∆q

s is by now well understood. In-
deed, potential theory for this operator enjoys an explicit formulation in terms of the
Riesz potential, and thus it is similar to that of the Laplacian; see the classical book of
Landkov [20].

For more general linear operators (9.1.2), the interior regularity theory has been
developed in the last years, and it is nowquitewell understood for operators satisfying

0 ă
λ

|y|n`2s ď Kpyq ď
Λ

|y|n`2s ; (9.2.3)

see for example the results of Bass [1], Serra [31], and also the survey [22] for regularity
results in Hölder spaces.

Concerning the boundary regularity theory for the fractional Laplacian, fine esti-
mates for the Green’s function near BΩ were established by Kulczycki [19] and Chen-
Song [9]; see also [4]. These results imply that, in C1,1 domains, all solutions u to (9.2.1)
are comparable to ds, where dpxq “ distpx,RnzΩq. More precisely,

|u| ď Cds (9.2.4)

for some constant C, and from this bound one can deduce an estimate of the form

}u}CspΩq
ď C}g}L8pΩq

for (9.2.1). Moreover, when g ą 0, then u ě c ds for some c ą 0 —recall the example
(9.2.2). In particular, solutions u are Cs up to the boundary, and this is the optimal
Hölder exponent for the regularity of u, in the sense that in general u R Cs`εpΩq for
any ε ą 0.

More generally, when the equation and the boundary data are given only in a sub-
region ofRn, one has the following estimate,whose proofwe sketch below. Notice that
the following estimate is for a general class of nonlocal operators L, which includes
the fractional Laplacian.
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u = 0

Lu = g

∂Ω

Ω

u ∈ L1
s(Rn)

Proposition 9.1 ([27]). Let Ω Ă Rn be any bounded C1,1 domain with 0 P BΩ, and L be
any operator (9.1.2)-(9.2.3), with Kpyq homogeneous. Let u be any bounded solution to

#

Lu “ g in Ω X B1
u “ 0 in B1zΩ,

with g P L8
pΩ X B1q. Then,9.1

}u}CspB1{2q ď C
`

}g}L8pΩXB1q ` }u}L8pB1q ` }u}L1s pRnq

˘

,

with C depending only on n, s, Ω, and ellipticity constants.

Proof. We give a short sketch of this proof. For more details, see [23] or [27].
First of all, truncating u and dividing it by a constant if necessary, wemay assume

that }g}L8pΩXB1q ` }u}L8pRnq ď 1. Second, by constructing a supersolution (using for
example Lemma 9.3 below) one can show that

|u| ď Cds in Ω. (9.2.5)

Then, once we have this we need to show that

|upxq ´ upyq| ď C|x ´ y|
s

@x, y P Ω. (9.2.6)

We separate two cases, depending on whether r “ |x ´ y| is bigger or smaller than
ρ “ mintdpxq, dpyqu.

9.1 Here, we denote }w}L1s pRnq :“
ş

Rn
wpxq

1`|x|n`2s dx.
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More precisely, if 2r ď ρ, then y P Bρ{2pxq Ă Bρpxq Ă Ω (we assume without
loss of generality that ρ “ dpxq ď dpyq here). Therefore, one can use known interior
estimates (rescaled) and (9.2.5) to get

rusCspBρ{2pxqq ď C. (9.2.7)

Indeed, by (9.2.5) we have that the rescaled function uρpzq :“ upx ` ρzq satisfies

}uρ}L8pB1q ď Cρs , }uρ}L1s pRnq ď Cρs , and }Luρ}L8pB1q ď Cρ2s ,

and therefore by interior estimates

ρsrusCspBρ{2pxqq “ ruρsCspB1{2q ď C
`

}uρ}L8pB1q ` }uρ}L1s pRnq ` }Luρ}L8pB1q

˘

ď Cpρs ` ρs ` ρ2sq ď Cρs .

In particular, it follows from (9.2.7) that |upxq ´ upyq| ď C|x ´ y|
s.

On the other hand, in case 2r ą ρ then we just use (9.2.5) to get

|upxq ´ upyq| ď |upxq| ` |upyq| ď Cdspxq ` Cdspyq

ď Cdspxq ` C
`

dspxq ` |x ´ y|
s˘

ď Cρs ` Cpr ` ρq
s

ď Crs “ C|x ´ y|
s .

In any case, we get (9.2.6), as desired.

9.2.1 Higher order boundary regularity estimates

Unfortunately, in the study of Pohozaev identities the bound (9.2.4) is not enough, and
finer regularity results are needed. A more precise description of solutions near BΩ is
needed.

For second order (local) equations, solutions to the Dirichlet problem are known
to be C8

pΩq whenever Ω and the right hand side g are C8. In case g P L8
pΩq, then

u P C2´ε
pΩq for all ε ą 0. This, in particular, yields a fine description of solutions u

near BΩ: for any z P BΩ one has
ˇ

ˇupxq ´ czdpxq
ˇ

ˇ ď C|x ´ z|2´ε ,

where dpxq “ distpx, Ωcq and cz P R. This is an expansion of order 2´ ε, which holds
whenever g P L8 and Ω is C1,1. When g and Ω are C8, then one has analogue higher
order expansions that essentially say that u{d P C8

pΩq.

The question for nonlocal operatorswas: are there anynonlocal analogues of such
higher order boundary regularity estimates?

The first result in this direction was obtained by the author and Serra in [23] for
the fractional Laplacian L “ p´∆q

s; we showed that u{ds P CαpΩq for some small
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α ą 0. Such result was later improved and extended to more general operators by
Grubb [14, 15] and by the author and Serra [26, 27]. These results may be summarized
as follows.

Theorem 9.2 ([14, 15, 26, 27]). Let Ω Ă Rn be any bounded domain, and L be any op-
erator (9.1.2)-(9.2.3). Assume in addition that Kpyq homogeneous, that is,

Kpyq “
a py{|y|q

|y|n`2s . (9.2.8)

Let u be any bounded solution to (9.2.1), and9.2 dpxq “ distpx,RnzΩq. Then,
(a) If Ω is C1,1, then

g P L8
pΩq ùñ u{ds P Cs´εpΩq for all ε ą 0,

(b) If Ω is C2,α and a P C1,αpSn´1
q, then

g P CαpΩq ùñ u{ds P Cα`s
pΩq for small α ą 0,

whenever α ` s is not an integer.
(c) If Ω is C8 and a P C8

pSn´1
q, then

g P CαpΩq ùñ u{ds P Cα`s
pΩq for all α ą 0,

whenever α ` s R Z. In particular, u{ds P C8
pΩq whenever g P C8

pΩq.

It is important to remark that the above theorem is just a particular case of the results
of [14, 15] and [26, 27]. Indeed, part (a)was proved in [27] for any a P L1pSn´1

q (without
the assumption (9.2.3)); (b) was established in [26] in themore general context of fully
nonlinear equations; and (c) was established in [14, 15] for all pseudodifferential op-
erators satisfying the s-transmission property. Furthermore, when s ` α is an integer
in (c), more information is given in [15] in terms of Hölder-Zygmund spaces Ck˚.

When g P L8
pΩq and Ω is C1,1, the above result yields a fine description of solu-

tions u near BΩ: for any z P BΩ one has
ˇ

ˇupxq ´ czdspxq
ˇ

ˇ ď C|x ´ z|2s´ε ,

where dpxq “ distpx, Ωcq. This is an expansion of order 2s ´ ε, which is analogue to
the one described above for the Laplacian.

In case of second order (local) equations, only the regularity of g and BΩ play a
role in the result. In the nonlocal setting of operators of the form (9.1.2)-(9.2.3), a third
ingredient comes into play: the regularity of the kernels Kpyq in the y-variable. This

9.2 In fact, to avoid singularities inside Ω, we define dpxq as a positive function that coincides with
distpx,RnzΩq in a neighborhood of BΩ and is as regular as BΩ inside Ω.
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is why in parts (b) and (c) of Theorem 9.2 one has to assume some regularity of K.
This is a purely nonlocal feature, and cannot be avoided. In fact, when the kernels are
not regular then counterexamples to higher order regularity can be constructed, both
to interior and boundary regularity; see [31, 27]. Essentially, when the kernels are not
regular, one can expect to get regularity results up to order 2s, but not higher.We refer
the reader to [22], where this is discussed in more detail.

Let us now sketch some ideas of the proof of Theorem 9.2. We will focus on the
simplest case and try to show the main ideas appearing in its proof.

9.2.2 Sketch of the proof of Theorem 9.2(a)

A first important ingredient in the proof of Theorem 9.2(a) is the following computa-
tion.

Lemma 9.3. Let Ω be any C1,1 domain, s P p0, 1q, and L be any operator of the form
(9.1.2)-(9.2.3) with Kpyq homogeneous, i.e., of the form (9.2.8). Let dpxq be any positive
function that coincides with distpx,RnzΩq in a neighborhood of BΩ and is C1,1 inside Ω.
Then,

|Lpdsq| ď CΩ in Ω, (9.2.9)

where CΩ depends only on n, s, Ω, and ellipticity constants.

Proof. Let x0 P Ω and ρ “ dpxq. Notice that when ρ ě ρ0 ą 0 then ds is C1,1 in a
neighborhood of x0, and thus Lpdsqpx0q is bounded by a constant depending only on
ρ0. Thus, we may assume that ρ P p0, ρ0q, for some small ρ0 ą 0.

Let us denote
ℓpxq :“

`

dpx0q ` ∇dspx0q ¨ px ´ x0q
˘

`
,

and notice that ℓs is a translated and rescaled version of the 1-D solution pxnq
s
`. Thus,

we have
Lpℓsq “ 0 in tℓ ą 0u;

see [26, Section 2]. Moreover, notice that by construction of ℓ we have

dpx0q “ ℓpx0q and ∇dpx0q “ ∇ℓpx0q.

Using this, it is not difficult to see that
ˇ

ˇdpx0 ` yq ´ ℓpx0 ` yq
ˇ

ˇ ď C|y|
2,

and this yields
ˇ

ˇdspx0 ` yq ´ ℓspx0 ` yq
ˇ

ˇ ď C|y|
2`ds´1

px0 ` yq ` ℓs´1
px0 ` yq

˘

.
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On the other hand, for |y| ą 1 we clearly have
ˇ

ˇdspx0 ` yq ´ ℓspx0 ` yq
ˇ

ˇ ď C|y|
s in RnzB1.

Using the last two inequalities, and recalling that Lpℓsqpx0q “ 0 and that dpx0q “

ℓpx0q, we find
ˇ

ˇLpdsqpx0q
ˇ

ˇ “
ˇ

ˇLpds ´ ℓsqpx0q
ˇ

ˇ “

ˇ

ˇ

ˇ

ˇ

ż

Rn
pds ´ ℓsqpx0 ` yqKpyqdy

ˇ

ˇ

ˇ

ˇ

ď C
ż

B1
|y|

2`ds´1
px0 ` yq ` ℓs´1

px0 ` yq
˘ dy

|y|n`2s ` C
ż

Bc1
|y|

s dy
|y|n`2s

ď C
ż

B1

`

ds´1
px0 ` yq ` ℓs´1

px0 ` yq
˘ dy

|y|n`2s´2 ` C.

Such last integral can be bounded by a constant C depending only on s and Ω, exactly
as in [28, Lemma 2.5], and thus it follows that

ˇ

ˇLpdsqpx0q
ˇ

ˇ ď C,

as desired.

Another important ingredient in the proof of Theorem 9.2(a) is the following classifi-
cation result for solutions in a half-space.

Proposition 9.4 ([27]). Let s P p0, 1q, and L be any operator of the form (9.1.2)-(9.2.3)
with Kpyq homogeneous. Let u be any solution of

#

Lv “ 0 in tx ¨ e ą 0u

v “ 0 in tx ¨ e ď 0u.
(9.2.10)

Assume that, for some β ă 2s, u satisfies the growth control

|vpxq| ď C
`

1 ` |x|
β˘ in Rn . (9.2.11)

Then,
vpxq “ Kpx ¨ eq

s
`

for some constant K P R.

Proof. The idea is to differentiate v in the directions that are orthogonal to e, to find
that v is a 1D function vpxq “ vpx ¨eq. Then, for 1D functions any operator Lwith kernel
(9.2.8) is just a multiple of the 1D fractional Laplacian, and thus one only has to show
the result in dimension 1. Let us next explain the whole argument in more detail.

Given R ě 1 we define
vRpxq :“ R´βvpRxq.

It follows from the growth condition on v that
ˇ

ˇvRpxq
ˇ

ˇ ď C
`

1 ` |x|
β˘ in Rn ,
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and moreover vR satisfies (9.2.10), too.
Since β ă 2s, then }vR}L1s pRnq ď C, and thus by Proposition 9.1 we get

}vR}CspB1{2q ď C,

with C independent of R. Therefore, using rvsCspBR{2q “ Rβ´s
rvRsCspB1{2q, we find

“

v
‰

CspBR{2q
ď CRβ´s for all R ě 1. (9.2.12)

Now, given τ P Sn´1 such that τ ¨ e “ 0, and given h ą 0, consider

wpxq :“ vpx ` hτq ´ vpxq

hs .

By (9.2.12) we have that w satisfies the growth condition

}w}L8pBRq ď CRβ´s for all R ě 1.

Moreover, since τ is a direction which is parallel to tx ¨ e “ 0u, then w satisfies the
same equation as v, namely Lw “ 0 in tx ¨ e ą 0u, and w “ 0 in tx ¨ e ď 0u. Thus, we
can repeat the same argument above with v replaced by w (and β replaced by β ´ s),
to find

“

w
‰

CspBR{2q
ď CRβ´2s for all R ě 1.

Since β ă 2s, letting R Ñ 8 we find that

w ” 0 in Rn .

This means that v is a 1D function, vpxq “ vpx ¨ eq. But then (9.2.10) yields that such
function v : R Ñ R satisfies

#

p´∆q
sv “ 0 in p0,8q

v “ 0 in p´8, 0s,

with the same growth condition (9.2.11). Using [26, Lemma 5.2], we find that vpxq “

Kpx`q
s, and thus

vpxq “ Kpx ¨ eq
s
`,

as desired.

Using the previous results, let us now give the:

‚ Sketch of the proof of Theorem 9.2(a). In Proposition 9.2.6 we saw how com-
bining (9.2.5) with interior estimates (rescaled) one can show that u P CspΩq. In other
words, in order toprove the Cs regularityup to theboundary, oneonlyneeds thebound
|u| ď Cds and interior estimates.

Similarly, it turns out that in order to show that u{ds P C𝛾pΩq, 𝛾 “ s ´ ε, we just
need an expansion of the form

ˇ

ˇupxq ´ Qzdspxq
ˇ

ˇ ď C|x ´ z|s`𝛾 , z P BΩ, Qz P R. (9.2.13)
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Once this is done, one can combine (9.2.13) with interior estimates and get u{ds P

C𝛾pΩq; see [27, Proof of Theorem 1.2] for more details.
Thus, we need to show (9.2.13).
The proof of (9.2.13) is by contradiction, using a blow-up argument. Indeed, as-

sume that for some z P BΩ the expansion (9.2.13) does not hold for any Q P R. Then,
we clearly have

sup
rą0

r´s´𝛾
}u ´ Qds}L8pBrpzqq “ 8 for all Q P R.

Then, one can show (see [27, Lemma 5.3]) that this yields

sup
rą0

r´s´𝛾
}u ´ Qprqds}L8pBrpzqq “ 8, with Qprq “

ş

Brpzq u d
s

ş

Brpzq d
2s .

Notice that this choice of Qprq is the one which minimizes the L2 distance between u
and Qds in Brpzq.

We define the monotone quantity

ϑprq :“ max
r1ěr

pr1q´s´𝛾
}u ´ Qpr1qds}L8pBr1 pzqq.

Since ϑprq Ñ 8 as r Ñ 0, then there exists a sequence rm Ñ 0 such that

prmq
´s´𝛾

}u ´ Qprmqds}L8pBrm q “ ϑprmq.

We now define the blow-up sequence

vmpxq :“ upz ` rmxq ´ Qprmqdspz ` rmxq

prmqs`𝛾ϑprmq
.

By definition of Qprmq we have
ż

B1
vmpxq dspz ` rmxqdx “ 0, (9.2.14)

and by definition of rm we have

}vm}L8pB1q “ 1 (9.2.15)

Moreover, it can be shown that we have the growth control

}vm}L8pBRq ď CRs`𝛾 for all R ě 1.

To prove this, one first shows that

|QpRrq ´ Qprq| ď CprRq
𝛾ϑprq,
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and then use the definitions of vm and ϑ to get

}vm}L8pBRq “
1

prmqs`𝛾ϑprmq

›

›u ´ Qprmqds
›

›

L8pBrmRq

ď
1

prmqs`𝛾ϑprmq

!

›

›u ´ QprmRqds
›

›

L8pBrmRq
`
ˇ

ˇQprmRq ´ Qprmq
ˇ

ˇprmRq
s
)

ď
1

prmqs`𝛾ϑprmq
ϑprmRqprmRq

s`𝛾
`

C
prmqs`𝛾ϑprmq

prmRq
𝛾ϑprmqprmRq

s

ď Rs`𝛾
` CRs`𝛾 .

In the last inequality we used ϑprmRq ď ϑprmq, which follows from the monotonicity
of ϑ and the fact that R ě 1.

On the other hand, the functions vm satisfy

|Lvmpxq| “
prmq

2s

prmqs`𝛾ϑprmq

ˇ

ˇLupz ` rmxq ´ Lpdsqpz ` rmxq
ˇ

ˇ in Ωm ,

where the domainΩm “ prmq
´1

pΩ´zq converges to a half-space tx ¨e ą 0u asm Ñ 8.
Here e P Sn´1 is the inward normal vector to BΩ at z.

Since Lu and Lpdsq are bounded, and 𝛾 ă s, then it follows that

Lvm Ñ 0 uniformly in compact sets in tx ¨ e ą 0u.

Moreover, vm Ñ 0 uniformly in compact sets in tx ¨ e ă 0u, since u “ 0 in Ωc.
Now, by Cs regularity estimates up to the boundary and the Arzelà-Ascoli theorem

the functions vm converge (up to a subsequence) to a function v P CpRnq. The conver-
gence is uniform in compact sets of Rn. Therefore, passing to the limit the properties
of vm, we find

}v}L8pBRq ď CRs`𝛾 for all R ě 1, (9.2.16)

and
#

Lv “ 0 in tx ¨ e ą 0u

v “ 0 in tx ¨ e ă 0u.
(9.2.17)

Now, thanks to Proposition 9.4, we find

vpxq “ Kpx ¨ eq
s
` for some K P R. (9.2.18)

Finally, passing to the limit (9.2.14) —using that dspz` rmxq{prmq
s

Ñ px ¨ eq
s
`—we

find
ż

B1
vpxq px ¨ eq

s
`dx “ 0, (9.2.19)

so that K ” 0 and v ” 0. But then passing to the limit (9.2.15) we get a contradiction,
and hence (9.2.13) is proved.

It is important to remark that in [27] we show (9.2.13) with a constant C depending
only on n, s, }g}L8 , the C1,1 norm of Ω, and ellipticity constants. To do that, the idea
of the proof is exactly the same, but one needs to consider sequences of functions um,
domains Ωm, points zm P BΩm, and operators Lm.
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9.2.3 Comments, remarks, and open problems

Let us next give some final comments and remarks about Theorem 9.2, as well as some
related open problems.

‚Singular kernels.Theorem9.2 (a)wasproved in [27] for operators Lwith general
homogeneous kernels of the form (9.2.8) with a P L1pSn´1

q, not necessarily satisfying
(9.2.3). In fact, a could even be a singular measure. In such setting, it turns out that
Lemma 9.3 is in general false, even in C8 domains. Because of this difficulty, the proof
of Theorem 9.2(a) given in [27] is in fact somewhat more involved than the one we
sketched above.

‚ Counterexamples for non-homogeneous kernels. All the results above are
for kernels K satisfying (9.2.3) and such that Kpyq is homogeneous. As said above, for
the interior regularity theory onedoes not need thehomogeneity assumption: the inte-
rior regularity estimates are the same for homogeneous or non-homogeneous kernels.
However, it turns out that something different happens in the boundary regularity the-
ory. Indeed, for operators with x-dependence

Lupxq “ P.V.
ż

Rn

`

upxq ´ upx ` yq
˘

Kpx, yqdy,

0 ă
λ

|y|n`2s ď Kpx, yq ď
Λ

|y|n`2s , Kpx, yq “ Kpx,´yq,

we constructed in [26] solutions to Lu “ 0 in Ω, u “ 0 inRnzΩ, that are not compara-
ble to ds. More precisely, we showed that in dimension n “ 1 there are β1 ă s ă β2
for which the functions px`q

βi , solve an equation of the form Lu “ 0 in p0,8q, u “ 0
in p´8, 0s. Thus, no fine boundary regularity like Theorem 9.2 can be expected for
non-homogeneous kernels; see [26, Section 2] for more details.

‚ On the proof of Theorem 9.2 (b). The proof of Theorem 9.2(b) in [26] has a sim-
ilar structure as the one sketched above, in the sense that we show first Lpdsq P CαpΩq

and then prove an expansion of order 2s` α similar to (9.2.13). However, there are ex-
tra difficulties coming from the fact that we would get exponent 2s` α in (9.2.16), and
thus the operator L is not defined on functions that grow that much. Thus, the blow-
up procedure needs to be done with incremental quotients, and the global equation
(9.2.17) is replaced by [26, Theorem 1.4].

‚ On the proof of Theorem 9.2 (c). Theorem 9.2(c) was proved in [14, 15]
by Fourier transform methods, completely different from the techniques presented
above. Namely, the results in [14, 15] are for general pseudodifferential operators sat-
isfying the so-called s-transmission property. A key ingredient in those proofs is the
existence of a factorization of the principal symbol, which leads to the boundary reg-
ularity properties for such operators.
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‚ Open problem: Regularity in Ck,α domains. After the results of [14, 15, 26, 27],
a natural question remains open: what happens in Ck,α domains?

Our results in [26, 27] give sharp regularity estimates in C1,1 and C2,α domains —
Theorem9.2 (a) and (b)—,while the results of Grubb [14, 15] give higher order estimates
in C8 domains —Theorem 9.2 (c). It is an open problem to establish sharp boundary
regularity results in Ck,α domains, with k ě 3, for operators (9.1.2)-(9.2.3) with homo-
geneous kernels.

For the fractional Laplacian, sharp estimates in Ck,α domains have been recently
established in [17], by using the extension problem for the fractional Laplacian. For
more general operators, this is only known for k “ 1 [28] and k “ 2 [26].

The development of sharp boundary regularity results in Ck,α domains for integro-
differential operators L would lead to the higher regularity of the free boundary in
obstacle problems such operators; see [10], [17], [8].

‚ Open problem: Parabolic equations. Part (a) of Theorem 9.2 was recently ex-
tended to parabolic equations in [12]. A natural open question is to understand the
higher order boundary regularity of solutions for parabolic equations of the form

Btu ` Lu “ f pt, xq.

Are there analogous estimates to those in Theorem 9.2 (b) and (c) in the parabolic
setting?

This could lead to the higher regularity of the free boundary in parabolic obstacle
problems for integro-differential operators; see [7, 2].

‚ Open problem: Operators with different scaling properties. An interesting
open problem concerning the boundary regularity of solutions is the following: What
happens with operators (9.1.2) with kernels having a different type of singularity near
y “ 0 ? For example, what happens with operators with kernels Kpyq « |y|

´n for
y « 0 ? This type of kernels appear when considering geometric stable processes; see
[33]. The interior regularity theory has been developed byKassmann-Mimica in [18] for
very general classes of kernels, butmuch less is known about the boundary regularity;
see [5] for some results in that direction.

9.3 Pohozaev Identities

Once the boundary regularity is known, we can now come back to the Pohozaev iden-
tities. We saw in the previous section that solutions u to

#

Lu “ f px, uq in Ω
u “ 0 in RnzΩ.

(9.3.1)
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are not C1 up to the boundary, but the quotient u{ds is Hölder continuous up to the
boundary. In particular, for any z P BΩ there exists the limit

u
ds pzq :“ lim

ΩQxÑz

upxq

dspxq
.

Aswewill see next, this function u{ds|BΩ plays the role of the normal derivative Bu{B𝜈

in the nonlocal analogues of (9.1.5)-(9.1.4).

Theorem 9.5 ([24, 29]). Let Ω be any bounded C1,1 domain, and L be any operator of
the form (9.1.2), with

Kpyq “
a py{|y|q

|y|n`2s .

and a P L8
pSn´1

q. Let f be any locally Lipschitz function, u be any bounded solution to
(9.3.1). Then, the following identity holds

´2
ż

Ω
px ¨∇uqLu dx “ pn´2sq

ż

Ω
u Lu dx`Γp1` sq2

ż

BΩ
Ap𝜈q

´ u
ds

¯2
px ¨𝜈qdσ. (9.3.2)

Moreover, for all e P Rn, we have9.3

´

ż

Ω
Beu Lu dx “

Γp1 ` sq2
2

ż

BΩ
Ap𝜈q

´ u
ds

¯2
p𝜈 ¨ eq dσ. (9.3.3)

Here
Ap𝜈q “ cs

ż

Sn´1
|𝜈 ¨ ϑ|

2sapϑqdϑ, (9.3.4)

apϑq is the function in (9.2.8), and cs is a constant that depends only on s. For L “ p´∆q
s,

we haveAp𝜈q ” 1.

When the nonlinearity f px, uq does not depend on x, the previous theorem yields the
following analogue of (9.1.4)

ż

Ω

␣

2n Fpuq ´ pn ´ 2squ f puq
(

dx “ Γp1 ` sq2
ż

BΩ
Ap𝜈q

´ u
ds

¯2
px ¨ 𝜈qdσpxq.

Before ourwork [24], noPohozaev identity for the fractional Laplacianwasknown (not
even in dimension n “ 1). Theorem 9.5 was first found and established for L “ p´∆q

s

in [24], and later the resultwas extended tomore general operators in [29]. A surprising
feature of this result is that, even if the operators (9.1.2) are nonlocal, the identities
(9.3.2)-(9.3.3) have completely local boundary terms.

Let us give now a sketch of the proof of the Pohozaev identity (9.3.2). In order to
focus on the main ideas, no technical details will be discussed.

9.3 In (9.3.3), we have corrected the sign on the boundary contribution, which was incorrectly stated
in [24, Theorem 1.9].
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9.3.1 Sketch of the proof

For simplicity, let us assume that Ω is C8 and that u{ds P C8
pΩq.

Step 1. We first assume that Ω is strictly star-shaped; later we will deduce the general
case from this one. TranslatingΩ if necessary, wemay assume it is strictly star-shaped
with respect to the origin.

Let us define
uλpxq “ upλxq, λ ą 1,

and let us write the right hand side of (9.3.2) as

2
ż

Ω
px ¨ ∇uqLu “ 2 d

dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż

Ω
uλLu.

This follows from the fact that d
dλ

ˇ

ˇ

ˇ

λ“1`
uλpxq “ px ¨ ∇uq and the dominated conver-

gence theorem. Then, since uλ vanishes outside Ω, we will have
ż

Ω
uλLu “

ż

Rn
uλLu “

ż

Rn
L

1
2 uλL

1
2 u,

and therefore
ż

Ω
uλLu “

ż

Rn
L

1
2 uλL

1
2 u “ λs

ż

Rn

´

L
1
2 u

¯

pλxqL
1
2 upxq dx

“ λs
ż

Rn
wpλxqwpxq dx

“ λ
2s´n
2

ż

Rn
wpλ

1
2 yqwpλ´ 1

2 yq dy

where wpxq “ L
1
2 upxq.

Now, since 2 d
dλ

ˇ

ˇ

ˇ

λ“1`
λ

2s´n
2 “ 2s ´ n, the previous identities (and the change

?
λ ÞÑ λ) yield

2
ż

Ω
px ¨ ∇uqLu “ p2s ´ nq

ż

Rn
w2

`
d
dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż

Rn
wλw1{λ .

Moreover, since
ż

Rn
w2

“

ż

Rn
L1{2u L1{2u “

ż

Rn
u Lu “

ż

Ω
u Lu,

then we have
´ 2

ż

Ω
px ¨ ∇uqLu “ pn ´ 2sq

ż

Ω
u Lu ` Ipwq, (9.3.5)

where
Ipwq “ ´

d
dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż

Rn
wλw1{λ , (9.3.6)

wλpxq “ wpλxq, and wpxq “ L
1
2 upxq.
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0
Ω

z
z̃

(2/3, z)

(1/3, z)

(1/2, z̃)

Fig. 9.1: Star-shaped coordinates x “ tz, with z P BΩ.

At this point one should compare (9.3.2) and (9.3.5). In order to establish (9.3.2),
we “just” need to show that Ipwq is exactly the boundary term we want.

Let us take a closer look at the operator defined by (9.3.6). The first thing one may
observe by differentiating under the integral sign is that

φ is “nice enough” ùñ Ipφq “ 0.

In particular, one can also show that Ipφ ` hq “ Ipφq whenever h is “nice enough”.
The function w “ L1{2u is smooth inside Ω and also in RnzΩ, but it has a singu-

larity along BΩ. In order to compute Ipwq, we have to study carefully the behavior of
w “ L1{2u near BΩ, and try to compute Ipwq by using (9.3.6). The idea is that, since
u{ds is smooth, then we will have

w “ L1{2u “ L1{2
´

ds uds
¯

“ L1{2`ds
˘ u
ds ` “nice terms”, (9.3.7)

and thus the behavior of w near BΩ will be that of L1{2`ds
˘ u
ds .

Using the previous observation, and writing the integral in (9.3.6) in the “star-
shaped coordinates” x “ tz, z P BΩ, t P p0,8q, we find

´Ipwq “
d
dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż

Rn
wλw1{λ “

d
dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż

BΩ
pz ¨ 𝜈qdσpzq

ż 8

0
tn´1wpλtzqw

ˆ

tz
λ

˙

dt

“

ż

BΩ
pz ¨ 𝜈qdσpzq d

dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż 8

0
tn´1wpλtzqw

ˆ

tz
λ

˙

dt.

Now, a careful analysis of L1{2
pdsq leads to the formula

L1{2`ds
˘

ptzq “ φsptq
a

Ap𝜈pzqq ` “nice terms”, (9.3.8)
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where φsptq “ c1tlog´
|t ´ 1| ` c2 χp0,1qptqu, and c1, c2 are explicit constants that

depend only on s. Here, χA denotes the characteristic function of the set A.
This, combined with (9.3.7), gives

wptzq “ φsptq
a

Ap𝜈pzqq
u
ds pzq ` “nice terms”. (9.3.9)

Using the previous two identities we find

Ipwq “ ´

ż

BΩ
pz ¨ 𝜈qdσpzq d

dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż 8

0
tn´1wpλtzqw

ˆ

tz
λ

˙

dt

“ ´

ż

BΩ
pz ¨ 𝜈qdσpzq d

dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż 8

0
tn´1φspλtqφs

ˆ

t
λ

˙

Ap𝜈pzqq

´ u
ds pzq

¯2
dt

“

ż

BΩ
Ap𝜈q

´ u
ds

¯2
pz ¨ 𝜈qdσpzq Cpsq,

(9.3.10)

where
Cpsq “ ´

d
dλ

ˇ

ˇ

ˇ

ˇ

λ“1`

ż 8

0
tn´1φspλtqφs

ˆ

t
λ

˙

dt

is a (positive) constant that can be computed explicitly. Thus, (9.3.2) follows from
(9.3.5) and (9.3.10).

Step 2. Let now Ω be any C1,1 domain. In that case, the above proof does not work,
since the assumption that Ω was star-shaped was very important in such proof. Still,
as shown next, once the identity (9.3.2) is established for star-shaped domains, then
the identity for general C1,1 domains follows from an argument involving a partition
of unity and the fact that every C1,1 domain is locally star-shaped.

Let Bi be a finite collection of small balls covering Ω. Then, we consider a family
of functions ψi P C8

c pBiq such that
ř

i ψi “ 1, and we let ui “ uψi.
We claim that for every i, j we have the following bilinear identity

´

ż

Ω
px ¨ ∇uiqLuj dx ´

ż

Ω
px ¨ ∇ujqLui dx “

n ´ 2s
2

ż

Ω
uiLuj dx`

`
n ´ 2s
2

ż

Ω
ujLui dx ` Γp1 ` sq2

ż

BΩ
Ap𝜈q

ui
δs
uj
δs px ¨ 𝜈q dσ. (9.3.11)

To prove this, we separate two cases. In case Bi X Bj ‰ H then it turns out that ui and
uj satisfy the hypotheses of Step 1, and thus they satisfy the identity (9.3.2) —here we
are using that the intersection of the C1,1 domain Ω with a small ball is always star-
shaped. Then, applying (9.3.2) to the functions pui ` ujq and pui ´ ujq and subtracting
such two identities, one gets (9.3.11). On the other hand, in case Bi X Bj “ H then the
identity (9.3.11) is a simple computation similar to (9.1.7), since in this case we have
uiuj “ 0 and thus there is no boundary term in (9.3.11). Hence, we got (9.3.11) for all
i, j. Therefore, summing over all i and all j and using that

ř

i ui “ u, (9.3.2) follows.



354 | Xavier Ros-Oton

Step 3. Let us finally show the second identity (9.3.3). For this, we just need to apply
the identity that we already proved, (9.3.2), with a different origin e P Rn. We get

´2
ż

Ω

`

px ´ eq ¨ ∇u
˘

Lu dx “ pn ´ 2sq
ż

Ω
u Lu dx

` Γp1 ` sq2
ż

BΩ
Ap𝜈q

´ u
ds

¯2
`

px ´ eq ¨ 𝜈
˘

dσ. (9.3.12)

Subtracting (9.3.2) and (9.3.12) we get (9.3.3), as desired.

9.3.2 Comments and further results

Let us next give some final remarks about Theorem 9.5.

‚ On the proof of Theorem 9.5. First, notice that the smoothness of u{ds and BΩ
is hidden in (9.3.9). In fact, the proof of (9.3.8)-(9.3.9) requires a very fine analysis, even
if one assumes that both u{ds and BΩ are C8. Furthermore, even in this smooth case,
the “nice terms” in (9.3.9) are not even C1 near BΩ, and a delicate result for I is needed
in order to ensure that Ip“nice terms”q “ 0; see Proposition 1.11 in [24].

Second, note that the kernel of the operator L1{2 has an explicit expression in
case L “ p´∆q

s, but not for general operators with kernels (9.2.8). Because of this, the
proofs of (9.3.8) and (9.3.9) are simpler for L “ p´∆q

s, and somenew ideas are required
to treat the general case, in which we obtain the extra factor

a

Ap𝜈pzqq.

‚ Extension to more general operators. After the results of [24, 29], a last ques-
tion remained to be answered: what happens with more general operators (9.1.2)? For
example, is there any Pohozaev identity for the class of operators p´∆ ` m2

q
s, with

m ą 0? And for operators with x-dependence?
In a recent work [16], G. Grubb obtained integration-by-parts formulas as in The-

orem 9.5 for pseudodifferential operators P of the form

Pu “ Oppppx, ξqqu “ F´1
ξÑxpppx, ξqpFuqpξqq, (9.3.13)

where F is the Fourier transform pFuqpξq “
ş

Rn e
´ix¨ξupxq dx. The symbol ppx, ξq has

an asymptotic expansion ppx, ξq „
ř

jPN0
pjpx, ξq in homogeneous terms: pjpx, tξq “

t2s´jpjpx, ξq, and p is even in the sense that pjpx,´ξq “ p´1q
jpjpx, ξq for all j.

When a in (9.2.8) is C8
pSn´1

q, then the operators (9.1.2)-(9.2.8) are pseudodiffer-
ential operators of the form (9.3.13). For these operators (9.1.2)-(9.2.8), the lower-order
terms pj (j ě 1) vanish and p0 is real and x-independent. Here p0pξq “ FyÑξKpyq, and
Ap𝜈q “ p0p𝜈q. The fractional Laplacian p´∆q

s corresponds to a ” 1 in (9.1.2)-(9.2.8),
and to ppx, ξq “ |ξ |

2s in (9.3.13).
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In case of operators (9.3.13) with no x-dependence andwith real symbols ppξq, the
analogue of (9.3.2) proved in [16] is the following identity

´2
ż

Ω
px ¨ ∇uqPu dx “ Γp1 ` sq2

ż

BΩ
p0p𝜈q

´ u
ds

¯2
px ¨ 𝜈qdσ`

` n
ż

Ω
u Pu dx ´

ż

Ω
u Oppξ ¨ ∇ppξqqu dx,

where p0p𝜈q is the principal symbol of P at 𝜈. Note that when the symbol ppξq is ho-
mogeneous of degree 2s (hence equals p0pξq), then ξ ¨ ∇ppξq “ 2s ppξq, and thus we
recover the identity (9.3.2).

The previous identity can be applied to operators p´∆ ` m2
q
s. Furthermore, the

results in [16] allow x-dependent operators P, which result in extra integrals over Ω.
The methods in [16] are complex and quite different from the ones we use in [24, 29].
The domain Ω is assumed C8 in [16].

9.4 Nonexistence Results and Other Consequences

As in the case of the Laplacian ∆, the Pohozaev identity (9.3.2) gives as an immediate
consequence the following nonexistence result for operators (9.1.2)-(9.2.8): If f puq “

|u|
p´1u in (9.1.1), then

– If Ω is star-shaped and p “ n`2s
n´2s , the only nonnegative weak solution is u ”

0.
– If Ω is star-shaped and p ą n`2s

n´2s , the only bounded weak solution is u ” 0.

This nonexistence result was first established by Fall and Weth in [11] for L “ p´∆q
s.

They used the extension property of the fractional Laplacian, combined with the
method of moving spheres.

On the other hand, the existence of solutions for subcritical powers 1 ă p ă
n`2s
n´2s was proved by Servadei-Valdinoci [32] for the class of operators (9.1.2)-(9.2.3).
Moreover, for the critical power p “ n`2s

n´2s , the existence of solutions in an annular-
type domains was obtained in [30].

The methods introduced in [24] to prove the Pohozaev identity (9.3.2) were used
in [25] to show nonexistence results for much more general operators L, including for
example the following.

Proposition 9.6 ([25]). Let L be any operator of the form

Lupxq “ ´
ÿ

i,j
aijBiju ` PV

ż

Rn

`

upxq ´ upx ` yq
˘

Kpyqdy, (9.4.1)
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where paijq is a positive definite symmetricmatrix and K satisfies the conditions in (9.1.2).
Assume in addition that

Kpyq|y|
n`2 is nondecreasing along rays from the origin. (9.4.2)

and that
|∇Kpyq| ď C Kpyq

|y|
for all y ‰ 0,

Let Ω be any bounded star-shaped domain, and u be any bounded solution of (9.1.1)
with f puq “ |u|

p´1u. If p ě n`2
n´2 , then u ” 0.

Similar nonexistence results were obtained in [25] for other types of nonlocal equa-
tions, including: kernels without homogeneity (such as sums of fractional Laplacians
of different orders), nonlinear operators (such as fractional p-Laplacians), and oper-
ators of higher order (s ą 1).

Finally, let us give another immediate consequence of the Pohozaev identity
(9.3.2).

Proposition 9.7 ([29]). Let L be any operator of the form (9.1.2)-(9.2.3)-(9.2.8),Ω be any
bounded C1,1 domain, and φ be any bounded solution to

#

Lφ “ λφ in Ω
φ “ 0 in RnzΩ,

for some real λ. Then, φ{ds is Hölder continuous up to the boundary, and the following
unique continuation principle holds:

φ
ds

ˇ

ˇ

ˇ

BΩ
” 0 on BΩ ùñ φ ” 0 in Ω.

The same unique continuation property holds for any subcritical nonlinearity f px, uq;
see Corollary 1.4 in [29].
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“I know nothing in the world
that has as much power as a word.

Sometimes I write one, and I look at it,
until it begins to shine"

Emily Dickinson

10.1 Introduction

A very interesting area of nonlinear analysis lies in the study of elliptic equations in-
volving fractional operators. Recently, a great attention has been focused on these
problems, both for the puremathematical research and in view of concrete real–world
applications. Indeed, these types of operators appear in a quite natural way in differ-
ent contexts, such as the description of several physical phenomena.

Moreover, rich mathematical concepts allow in general several approaches, and
this is the case for the fractional Laplacian, which can be defined using Fourier anal-
ysis, functional calculus, singular integrals or Lévy processes. Its inverse is closely
related to the famous potentials introduced by Marcel Riesz in the late 1930s. In con-
trast to the Laplacian, which is a local operator, the fractional Laplacian is a paradigm
of the family of nonlocal linear operators, and this has immediate consequences in the
formulation of basic questions like the Dirichlet problem (see [91]).

Of course, it is impossible to cite all the papers involved in this branch of research,
but we can not avoid mentioning the pioneering works [33, 34, 35, 36, 37, 38, 117] and
the more recent papers [48, 49, 50, 65, 66]; see also the manuscripts [98, 99, 118, 119].

Here, we are interested in nonlocal fractional periodic equations. On the contrary
of the classical literature dedicated to periodic boundary value problems involving the
Laplace operator or someof its generalizations, up tonow, to our knowledge, just a few
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numbers of papers consider nonlocal fractional periodic equations (see, for instance,
[47, 64, 113, 114], as well as [5, 6, 7, 8, 9] and [10, 11, 12, 13, 14]).

More precisely, this paper is concerned with the existence of weak solutions of
fractional nonlinear problems with periodic boundary conditions, whose simple pro-
totype is

#

p´∆ ` m2
q
su “ f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

where s P p0, 1q,N ě 2,m ą 0, p0, Tq
N :“ p0, Tqˆ ...ˆp0, Tq (N–times), teiuNi“1 is the

canonical basis inRN , and f : RNˆR Ñ R is a suitable T–periodic Carathéodory func-
tion. It is well–known that these equations can be realized as local degenerate elliptic
problems in a half–cylinder of RN`1

` together with a nonlinear Neumann boundary
condition, through the extension technique in periodic setting (see [5]). Thanks to this
identification, the main tools employed here to get existence and multiplicity results
are critical point theory and topological methods.

In order to define the nonlocal operator p´∆ ` m2
q
s we proceed as follows: let

u P C8
T pRNq, that is u is infinitely differentiable inRN and T–periodic in each variable.

Then u P C8
T pRNq can be represented via Fourier series expansion:

upxq “
ÿ

kPZN
ck
eıωk¨x
?
TN

px P RNq

where
ω :“ 2π

T and ck :“
1

?
TN

ż

p0,TqN
ue´ıωk¨xdx pk P ZNq

are the Fourier coefficients of the function u.

With the above notations the nonlocal operator p´∆ ` m2
q
s is given by

p´∆ ` m2
q
s upxq :“

ÿ

kPZN
ckpω2

|k|
2

` m2
q
s eıωk¨x

?
TN

.

Furthermore, if upxq :“
ÿ

kPZN
ck
eıωk¨x
?
TN

and vpxq :“
ÿ

kPZN
dk
eıωk¨x
?
TN

, we have that the

quadratic form
Qpu, vq :“

ÿ

kPZN
pω2

|k|
2

` m2
q
sckdk

can be extended by density on the Hilbert space

Hs
T :“

#

upxq “
ÿ

kPZN
ck
eıωk¨x
?
TN

P L2p0, Tq
N :

ÿ

kPZN
pω2

|k|
2

` m2
q
s

|ck|
2

ă `8

+
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endowed with the norm

|u|Hs
T
:“

˜

ÿ

kPZN
pω2

|k|
2

` m2
q
s
|ck|

2
¸1{2

.

Let us recall that in RN the operator p´∆ ` m2
q
s is strictly related to the quan-

tum mechanics; in fact, when s “ 1{2,
?

´∆ ` m2 ´ m corresponds to the Hamil-
tonian of a free relativistic particle of mass m; see, for instance, [71] and [62] where
the authors studied the existence of solitary wave solutions of the pseudo–relativistic
Hartree equation

ıBtψ “ p
a

´∆ ` m2 ´ mqψ ´ p|x|
´1

˚ |ψ|
2
qψ

on R3 (see also [45, 46] and references therein).
There is also a deep connection between p´∆`m2

q
s
´m2s and the Stochastic Pro-

cesses theory; the operator in question is an infinitesimal generator of a Lévy process
tXmt utě0 called the relativistic 2s–stable process

Epeiξ ¨Xmt q :“ e´trpm2
`|ξ |

2
q
s
´m2s

s
pξ P RNq;

for details we refer to [42] and [116].

The present manuscript is divided into three parts. The first part deals with some
basic facts about periodic fractional Sobolev spaces (see [6, 7, 8] for a detailed intro-
duction of this concepts) and the second one is dedicated to the analysis of fractional
elliptic problems involving subcritical nonlinearities, via classical variational meth-
ods and other novel approaches. At the end of the paper we present some recent re-
sults on (super)critical periodic fractional equations, studied in the recent literature,
also in relation with the celebrated Brezis–Nirenberg problem (see [30]).

In particular, for subcritical problems mountain pass and linking type non–
trivial solutions are obtained, as well as Ricceri’s solutions for parametric problems,
followed by equations at resonance, and the obtention of multiple solutions using
pseudo–index theory. For critical equations, emphasis is put on extending to the new
setting some results in connection to the famous critical Yamabe problem. While, for
parametric supercritical equations by combining the Moser iteration scheme in the
nonlocal framework with an abstract multiplicity result valid for differentiable func-
tionals, we show that the problem under consideration admits at least three periodic
solutions with the property that their Sobolev norms are bounded by a suitable con-
stant. Finally, we provide a concrete estimate of the range of these parameters by us-
ing some properties of the fractional calculus on a specific family of test functions
(defined in Section 10.2). This estimate turns out to be deeply related to the geometry
of the domain.

The material presented in Section 10.2 comes from the results contained in [6, 7,
8, 13]. The other sections are based on very recent results obtained by ourselves or
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through direct cooperation with other mathematicians. Further, a complete and ex-
haustive description of the arguments introduced along this manuscript will be devel-
oped in a forthcoming book.

For a detailed introduction on fractional nonlocal problems we refer to the pa-
per [50] and to the monograph [91] for variational methods on the nonlocal fractional
framework; see also the classical book [79] inwhich the authors studied periodic prob-
lems by using fundamental techniques of critical point theory.

10.2 Nonlocal Periodic Setting

In this section we sketch the basic facts on fractional Sobolev spaces and fractional
nonlocal operators. Our treatment ismostly self–contained andwe tacitly assume that
the reader has some knowledge with the basic objects discussed here. More precisely,
the main purpose is to present some results on fractional Sobolev spaces and non-
local operators in the form in which they will be exploited later on. Since this is an
introductory part to convey the framework we work in, the rigorous proof will be kept
minimum. Some extra reading of the references may be necessary to truly learn the
material.

10.2.1 Fractional Sobolev spaces

In order to give the weak formulation of subcritical fractional periodic problems, we
need to work in a special functional space. Indeed, one of the difficulties in treating
these equations is related to encoding the periodic boundary condition in the vari-
ational formulation. In this respect the standard fractional Sobolev spaces are not
sufficient in order to study the fractional periodic case. We overcome this difficulty
by working in a new functional space, whose definition is recalled here. The reader
familiar with this topic may skip this section and go directly to the next one.

From now on, we assume s P p0, 1q and N ě 2. Let

RN`1
` :“ tpx, yq P RN`1 : x P RN , y ą 0u

be the upper half–space in RN`1.
Let ST :“ p0, Tq

N
ˆ p0,`8q be the half–cylinder in RN`1

` with basis B
0ST :“

p0, Tq
N

ˆ t0u and we denote by BLST :“ Bp0, Tq
N

ˆ r0,`8q the lateral boundary of
ST . With }v}LrpSTq we will always denote the norm of v P LrpSTq and with |u|Lrp0,TqN

the Lrp0, Tq
N norm of u P Lrp0, Tq

N .
Let C8

T pRNq be the space of functions u P C8
pRNq such that u is T–periodic in

each variable, that is

upx ` Teiq “ upxq for every x P RN ,
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and i “ 1, ..., N.
We define the fractional Sobolev spaceHs

T as the closure of C8
T pRNq endowed by

the norm
|u|Hs

T
:“

d

ÿ

kPZN
pω2|k|2 ` m2qs |βk|2.

Let us introduce the functional space XsT defined as the completion of

C8
T pRN`1

` q :“
!

v P C8
pRN`1

` q : vpx ` Tei , yq “ vpx, yq

for every px, yq P RN`1
` , i “ 1, . . . , N

)

under the H1
pST , y1´2s

q norm given by

}v}XsT :“
g

f

f

e

ij

ST

y1´2sp|∇v|2 ` m2v2q dxdy .

We notice that the Sobolev space XsT is separable. Indeed, the map T :
C8
T pRN`1

` q Ñ pL2pSTqq
N

ˆ L2pSTq defined by

Tpvq :“
´

y
1´2s
2 ∇v, y

1´2s
2 v

¯

, @ v P C8
T pRN`1

` q

is a linear isometry and the space

TpC8
T pRN`1

` qq “ pL2pSTqq
N

ˆ L2pSTq

is separable. Consequently, it follows that C8
T pRN`1

` q is separable and, by density ar-
guments, XsT also does.

We recall that it is possible to define a trace operator betweenXsT andHs
T (see [6, 7]

for details):

Theorem 10.1. There exists a surjective linear operator Tr : XsT Ñ Hs
T such that:

piq Trpvq “ v|B0ST for all v P C8
T pRN`1

` q X XsT ;
piiq Tr is bounded and

?
κs|Trpvq|Hs

T
ď }v}XsT , (10.2.1)

for every v P XsT , where

κs :“ 21´2s Γp1 ´ sq
Γpsq . (10.2.2)

In particular, equality holds in (10.2.1) for some v P XsT if and only if v weakly solves
the following equation

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST .

We have the following embedding result:
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Theorem 10.2. Let N ě 2 and s P p0, 1q. Then, the space TrpXsTq is continuously em-
bedded in Lqp0, Tq

N for any 1 ď q ď 27
s, where

27
s :“

2N
N ´ 2s

denotes the fractional critical Sobolev exponent.
Moreover, TrpXsTq is compactly embedded in Lqp0, Tq

N for any 1 ď q ă 27
s.

Let g P H´s
T , where

H´s
T :“

#

g “
ÿ

kPZN
gk
eıωk¨x
?
TN

:
ÿ

kPZN

|gk|
2

pω2|k|2 ` m2qs
ă `8

+

is the dual ofHs
T , and consider the following two problems:
#

p´∆ ` m2
q
su “ g in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
(10.2.3)

and
$

’

&

’

%

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST
v|txi“0u “ v|txi“Tu on BLST
B
1´2s
𝜈 v “ κsgpxq on B

0ST

, (10.2.4)

where the notation v|txi“0u “ v|txi“Tu on BLST means

vpx1, ..., xi´1, 0, xi`1, ..., xN , yq “ vpx1, ..., xi´1, T, xi`1, ..., xN , yq,

for every i P t1, ..., Nu and y ě 0. Further,

B
1´2s
𝜈 vp¨q :“ ´ lim

yÑ0`
y1´2s Bv

By p¨, yq

denotes the conormal exterior derivative of v.
We have the following definitions of weak solutions to (10.2.4) and (10.2.3) respec-

tively:

Definition 10.3. We say that v P XsT is a weak solution to (10.2.4) if
ij

ST

y1´2s
p∇v∇φ ` m2vφq dxdy “ κsxg, Trpφqy,

for every φ P XsT , where x¨, ¨y denotes the duality pairing betweenHs
T and its dualH

´s
T .

Definition 10.4. A function u P Hs
T is aweak solution to (10.2.3) if u “ Trpvq and v P XsT

is a weak solution to (10.2.4).
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Taking into account Theorem 10.1 and Theorem 10.2, it is possible to introduce the
notion of extension for a function u P Hs

T .
More precisely, the next result holds:

Theorem 10.5. Let u P Hs
T . Then, there exists a unique v P XsT such that

$

’

&

’

%

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST
v|txi“0u “ v|txi“Tu on BLST
vp¨, 0q “ u on B

0ST

(10.2.5)

and

´ lim
yÑ0`

y1´2s Bv
By px, yq “ κsp´∆ ` m2

q
supxq inH´s

T .

We call v P XsT the extension of u P Hs
T .

In particular, if u “
ÿ

kPZN
βk
eıωk¨x
?
TN

, then v is given by

vpx, yq “
ÿ

kPZN
βkΘkpyq

eıωk¨x
?
TN

,

where Θkpyq :“ Θp
a

ω2|k|2 ` m2yq and Θ P H1
pR`, y1´2s

q solves the following ODE
$

&

%

Θ2
`
1 ´ 2s
y Θ1

´ Θ “ 0 in R`

Θp0q “ 1 and Θp`8q “ 0
.

Moreover, v satisfies the following properties:
piq v is smooth for y ą 0 and T–periodic in x;

piiq }v}XsT ď }z}XsT for any z P XsT such that Trpzq “ u;
piiiq }v}XsT “

?κs|u|Hs
T
.

We notice that, after the work of Caffarelli and Silvestre [36], several authors have
considered a definition of the fractional Laplacian operator in a bounded domain
with zero Dirichlet boundary data by means of an auxiliary variable (see the papers
[25, 28, 31, 32, 41, 88] and references therein). For completeness, among other results
appeared in the current literature,we recall that Stinga andTorrea in [127] showed that
any fractional operator Ls, where s P p0, 1q and L is a nonnegative self–adjoint linear
second order partial differential operator, can be seen as a Dirichlet to Neumann op-
erator associated to some degenerate boundary value problem in Ωˆ p0,`8q, where
Ω is a smooth and bounded domain of RN . We use this strategy here in order to study
nonlocal periodic equations.

We also observe that the function Θ in Theorem 10.5 has the explicit form

Θpyq “
2
Γpsq

´ y
2
¯s
Kspyq,
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where Γ is the Gamma function defined by

Γptq :“
ż `8

0
zt´1e´wdw, @t ą 0

and Ks denotes the modified Bessel function of the second kind with order s, given by

Kspyq :“ π I´spyq ´ Ispyq

2 sinpsπq
,

where

Ispyq :“
`8
ÿ

k“0

py{2q
2k`s

k!Γpk ` s ` 1q
, and I´spyq :“

`8
ÿ

k“0

py{2q
2k´s

k!Γpk ´ s ` 1q
.

Further, it is known (see [53]) that

K1
spyq “

s
y Kspyq ´ Ks´1pyq, (10.2.6)

for every y ą 0.
The above results are useful in proving suitable estimates on the norm of some

truncated test functions, that wewill manage in Sections 10.4 and 10.5, when studying
multiplicity results for periodic fractional problems.

More precisely, fix σ P R and let us define wσ P XsT as follows

wσpx, yq :“ 2
Γpsq

´my
2

¯s
Kspmyqσ, @ px, yq P RN`1

` (10.2.7)

that is

wσpx, yq “
π
Γpsq

´my
2

¯s
˜

`8
ÿ

k“0

pmy{2q
2k´s

k!Γpk ´ s ` 1q
´

`8
ÿ

k“0

pmy{2q
2k`s

k!Γpk ` s ` 1q

¸

σ
sinpsπq

.

Hence, it follows that
lim
yÑ0`

wσpx, yq “ σ, (10.2.8)

that is Trpwσq “ σ.
Moreover, by (10.2.6) one has

κs “

ż `8

0
y1´2s

´

|Θ1
pyq| ` m2

|Θpmyq|
2
¯

dy,

and

}wσ}
2
XsT

“ σ2TN
ż `8

0
y1´2s

´

|Θ1
pmyq| ` m2

|Θpmyq|
2
¯

dy

“ σ2m2sTN
ż `8

0
y1´2s

´

|Θ1
pyq| ` m2

|Θpmyq|
2
¯

dy (10.2.9)

“ σ2m2sTNκs .

See [7, Theorem 17] for details.
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10.2.2 Weak solutions

Let us consider the following problem
#

p´∆ ` m2
q
su “ f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.2.10)

where f is a Carathéodory T–periodic (with respect to x P RN) and (sub)critical func-
tion.

Instead of problem (10.2.10), we investigate the following problem
$

’

’

&

’

’

%

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST
v|txi“0u “ v|txi“Tu on BLST

B
1´2s
𝜈 v “ κs f px, vq on B

0ST

. (10.2.11)

According to the linear case we have the following

Definition 10.6. A function v P XsT is a weak solution of problem (10.2.11) if
ij

ST

y1´2s
p∇v∇φ ` m2vφq dxdy “ κs

ż

B0ST

f px, TrpvqqTrpφqdx,

for every φ P XsT .

Thanks to the above definition, the notion ofweak solution of problem (10.2.10) can be
easily derived.

Definition 10.7. A function u P Hs
T is a weak solution of problem (10.2.10) if u “ Trpvq

and v P XsT is a weak solution of problem (10.2.11).

In order to obtain the existence of weak solutions for problem (10.2.10) we study the
existence of critical points for the energy functional J : XsT Ñ R defined by

Jpvq :“ 1
2 }v}

2
XsT ´ κs

ż

B0ST

Fpx, Trpvqqdx, (10.2.12)

where
Fpx, tq :“

ż t

0
f px, wqdw.

Indeed, standard arguments ensure that J P C1pXsT ;Rq and its Fréchet derivatives
at v P XsT is given by

xJ1
pvq, φy “

ij

ST

y1´2s
p∇v∇φ ` m2vφqdxdy´κs

ż

B0ST

f px, TrpvqqTrpφqdx,

for every φ P XsT .



368 | Giovanni Molica Bisci

Finally, we notice that the constant function upxq “ σ P R, for every x P p0, Tq
N ,

is a (trivial) solution of (10.2.10) if and only if

σm2s
“ f px, σq in p0, Tq

N .

Thus, constant solutions of problem (10.2.10) (if they exist) as fixed points of the real
function

σ ÞÑ
f px, σq

m2s .

10.2.3 Spectral properties of p´∆ ` m2qs

The study of the eigenvalues of a linear operator is a classical topic and many func-
tional analytic tools of general flavor may be used to deal with it. The result that we
give here is, indeed,more general andmore precise thanwhat we need, strictly speak-
ing, for the proofs of ourmain results: neverthelesswebelieve it is good tohave a result
stated in detail also for further reference.

We focus on the following eigenvalue problem
#

p´∆ ` m2
q
su “ λu in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
. (10.2.13)

More precisely, we discuss the weak formulation of (10.2.13), which consists in the
following eigenvalue problem:

Find u P Hs
T such that u :“ Trpvq, where v P XsT and

ij

ST

y1´2s
p∇v∇φ ` m2vφq dxdy

“ λκs
ż

B0ST

TrpvqTrpφqdx,

for every φ P XsT .
In other words, v P XsT is a weak solution of the extended problem

$

’

’

&

’

’

%

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST
v|txi“0u “ v|txi“Tu on BLST

B
1´2s
𝜈 v “ λκsv on B

0ST

. (10.2.14)

We recall that λ P R is an eigenvalue of p´∆ ` m2
q
s provided there exists a non–

zero weak solution of (10.2.13).
Following the classical spectral theory [112, 131], the powers of a positive opera-

tor in a bounded domain are defined through the spectral decomposition using the
powers of the eigenvalues of the original operator.

Then, it is easy to derive the following result:
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Lemma 10.8. With the above notations the following facts hold:
piq the operator p´∆ ` m2

q
s has a countable family of eigenvalues tλℓuℓPN which can

be written as an increasing sequence of positive numbers

0 ă λ1 ă λ2 ď . . . ď λℓ ď λℓ`1 ď . . .

Each eigenvalue is repeated according to its multiplicity pwhich is finiteq;
piiq λℓ “ µsℓ for all ℓ P N, where tµℓuℓPN is the increasing sequence of eigenvalues of

´∆ ` m2;
piiiq λ1 is simple, λℓ “ µsℓ Ñ `8 as ℓ Ñ `8;
pivq the sequence tuℓuℓPN of eigenfunctions corresponding to λℓ is an orthonormal ba-

sis of L2p0, Tq
N and an orthogonal basis of the Sobolevspace Hs

T . Let us note that
tuℓ, µℓuℓPN are the eigenfunctions and eigenvalues of ´∆ ` m2 under periodic
boundary conditions;

pvq for any h P N, λℓ has finite multiplicity, and there holds

λℓ “ min
uPPℓzt0u

|u|
2
Hs
T

|u|2L2p0,TqN

pRayleigh’s principleq

where
Pℓ :“ tu P Hs

T : xu, ujyHs
T

“ 0, for j “ 1, . . . , ℓ ´ 1u.

Now,weaim tofind someuseful relationbetween the eigenvalues tλjujPN of p´∆`m2
q
s

and the corresponding extended eigenvalue problem in the half–cylinder ST , given by
problem (10.2.14).

Let us introduce the following notations. Set

Vh :“ Spantv1, . . . , vhu, (10.2.15)

where vj solves (10.2.14). Clearly Trpvjq “ uj for all j P N, where tujujPN is the basis of
eigenfunctions inHs

T , defined in Lemma 10.8. For any h P N we define

VK
h :“ tv P XsT : xv, vjyXsT “ 0, for j “ 1, . . . , hu. (10.2.16)

Since vj solves (10.2.14), then we deduce that

VK
h “ tv P XsT : xTrpvq, TrpvjqyL2p0,TqN “ 0, for j “ 1, . . . , hu.

Then XsT “ Vh
À

VK
h . Let us point out that the trace operator is bijective on

S :“ tv P XsT : v weakly solves p10.2.5qu.

Indeed, if ṽ1 and ṽ2 are the extension of ũ1, ũ2 P Hs
T respectively, then

xṽi , φyXsT “ ksxũi , TrpφqyHs
T

@φ P XsT , i “ 1, 2. (10.2.17)
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If ũ1 “ Trpṽ1q “ Trpṽ2q “ ũ2, by (10.2.17) it follows that

xṽ1 ´ ṽ2, φyXsT “ 0 @φ P XsT ,

so we deduce that ṽ1 “ ṽ2, that is Tr is injective on S.
This fact and the linearity of the trace operator Tr yields

dimVh “ dim SpantTrpv1q, ¨ ¨ ¨ , Trpvhqu “ h.

Now, we prove that } ¨ }XsT and | ¨ |2 are equivalent norms on the finite dimensional
linear space Vh.

More precisely, for any v P Vh, it results

κsm2s
|Trpvq|

2
L2p0,TqN ď }v}

2
XsT ď κsλh|Trpvq|

2
L2p0,TqN . (10.2.18)

Firstly, we notice that tvjujPN is an orthogonal system in XsT , since tTrpvjqujPN is an
orthonormal system in L2p0, Tq

N , and vj satisfies

xz, vjyXsT “ κsλjxTrpzq, TrpvjqyL2p0,TqN ,

for every z P Xs and j P N.
Then, by using the fact that tλjujPN is an increasing sequence (see piq of Lemma

10.8), and thanks to the trace inequality (10.2.1), for v “
řh
j“1 αjvj P Vh we have

κsm2s
|Trpvq|

2
L2p0,TqN ď }v}

2
XsT “

h
ÿ

j“1
α2j }vj}2XsT

“ κs
h
ÿ

j“1
λjα2j |Trpvjq|

2
L2p0,TqN ď κsλh

h
ÿ

j“1
α2j |Trpvjq|

2
L2p0,TqN

“ κsλh|Trpvq|
2
L2p0,TqN ď

λh
m2s }v}

2
XsT .

Finally, we prove that, for any v P VK
h , the following inequality holds

λh`1|Trpvq|
2
L2p0,TqN ď

1
κs

}v}
2
XsT .

Fix v P VK
h . Then Trpvq P Ph`1. Indeed Trpvjq “ uj weakly solves p´∆ ` m2

q
su “

λju and by using the fact that

xTrpvq, TrpvjqyL2p0,TqN “ 0 for every j “ 1, . . . , h

we can infer that xTrpvq, TrpvjqyHs
T

“ 0, for every j “ 1, . . . , h.
As a consequence, by using the variational characterization pvq of Lemma 10.8

and the trace inequality (10.2.1), we get

λh`1|Trpvq|
2
L2p0,TqN ď |Trpvq|

2
Hs
T

ď
1
κs

}v}
2
XsT . (10.2.19)
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We will denote respectively by σpp´∆ ` m2
q
s
q and by

0 ă λ1 ă λ2 ď . . . ď λk ď . . .

the spectrum and the non–decreasing, diverging sequence of problem (10.2.13) re-
peated according to their multiplicity.

Lemma 10.8, as well as a careful analysis of the spectrum σpp´∆ ` m2
q
s
q, will be

crucial in Subsection 10.4.5. Finally, in the next proposition, an explicit computation
of λ1 is given.

Proposition 10.9. Let λ1 be the first eigenvalue of (10.2.13). Then

λ1 “ min
uPHs

Tzt0u

|u|
2
Hs
T

|u|2L2p0,TqN

“ m2s . (10.2.20)

Proof. The proof is elementary. Indeed, let us observe that

m2s
|u|

2
L2p0,TqN “ m2s ÿ

kPZN
|ck|

2

ď
ÿ

kPZN
pω2

|k|
2

` m2
q
s
|ck|

2
“ |u|

2
Hs
T
,

for any u “
ÿ

kPZN
ck
eıωk¨x
?
TN

P Hs
T . Moreover, if u0 is a constant function, then u0 P Hs

T

and
|u0|

2
L2p0,TqN “ m2s

|u0|
2
Hs
T
.

This complete the proof.

10.3 Existence Results

Nonlinear elliptic equations have proven to be a fruitful area of application of varia-
tional and topological methods. Such approaches usually exploit the special form of
the nonlinear terms, for instance their symmetries, in order to obtain not just the ex-
istence of a solution, but also allow to one to acquire knowledge about the behaviour
of the solutions (for instance sign and regularity).

The purpose of this section is to study the existence of one (non–trivial) solution
for elliptic problems driven by the fractional nonlocal operator p´∆`m2

q
s with peri-

odic boundary conditions, exploiting some classical and more recent abstract critical
point methods.
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10.3.1 A Mountain Pass solution

Starting from the well–known Mountain Pass Theorem (briefly, MPT) of Ambrosetti
and Rabinowitz [4], many authors were interested in finding critical points of real–
valued functionals defined on an infinite dimensional Banach space, obtaining sev-
eral generalizations of this famous result, which allow to solve wide classes of ordi-
nary or partial differential equations. Along this direction, in this subsection,weprove
exhibit the existence of one weak solution for fraction nonlocal periodic equations.

Let f : RN ˆ R Ñ R be a continuous T–periodic (with respect to x P RN) function
verifying the following conditions

there exist a1, a2 ą 0 and q P p2, 27
sq, 27

s :“ 2N{pN ´ 2sq such that

|f px, tq| ď a1 ` a2|t|q´1 for every x P RN , t P R ;
(10.3.1)

lim
tÑ0

f px, tq
t “ 0 uniformly in x P RN ; (10.3.2)

there exist µ ą 2 and r ą 0 such that for every x P RN , t P R, |t| ě r
0 ă µFpx, tq ď tf px, tq ,

(10.3.3)

where the function F is the primitive of f with respect to the second variable, that is

Fpx, tq :“
ż t

0
f px, wqdw .

As amodel for f we can take the function f px, tq “ αpxq|t|q´2t, where α : RN Ñ R
is a T–periodic continuous function, and q P p2, 27

sq .
We study here the following problem

$

’

’

’

’

’

&

’

’

’

’

’

%

ij

ST

y1´2s
p∇v∇φ ` m2vφq dxdy

“ κs𝛾
ż

B0ST

TrpvqTrpφqdx ` κs
ż

B0ST

f px, TrpvqqTrpφqdx, @ φ P XsT
v P XsT ,

(10.3.4)
where 𝛾 P R, with 𝛾 ă m2s.

In our setting (10.3.4) represents the weak formulation of the following problem
$

’

’

&

’

’

%

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST
v|txi“0u “ v|txi“Tu on BLST

B
1´2s
𝜈 v “ κsr𝛾v ` f px, vqs on B

0ST

. (10.3.5)

In order to find solutions for problem (10.3.5), we make use of the Mountain Pass
Theorem (see [4, 101, 129]). For this, we have to check that the energy functional J :
XsT Ñ R given by

Jpvq :“ 1
2
´

}v}
2
XsT ´ 𝛾κs|Trpvq|

2
L2p0,TqN

¯

´ κs
ż

B0ST

Fpx, Trpvqqdx, @ v P XsT
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has a particular geometric structure (as stated, e.g., in conditions (1˝)–(3˝) of [129,
Theorem 6.1]) and satisfies the classical Palais–Smale compactness condition (see,
for instance, [129, page 70]).

The main existence result for problem (10.3.4) reads as follows:

Theorem 10.10. Let f be a continuous T–periodic pwith respect to x P RNq function ver-
ifying (10.3.1) and (10.3.2) in addition to (10.3.3). Then, problem (10.3.4) admits a Moun-
tain Pass type solution v P XsT which is not identically zero.

Wenotice that Theorem 10.10 is an existence theorem for equations driven by the non-
local fractional operator p´∆`m2

q
s. More precisely, Theorem 10.10 gives the existence

of one non–zero weak solution u P Hs
T for the following nonlocal problem

#

p´∆ ` m2
q
su “ 𝛾u ` f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
.

The nonlocal analysis that we perform in order to use theMountain Pass Theorem
for the proof of Theorem 10.10 is quite standard and it has been used in the literature
obtaining the existence of one non–zero solution for different classes of elliptic prob-
lems; see, for instance, the classical result in [129, Theorem 6.2] (see also [4, 101]) and
the recent papers [123, 125], where the authors studied some fractional nonlocal prob-
lems under the Dirichlet boundary condition. When applying the MPT, both in the
nonlocal framework and in the classical Laplacian setting, a crucial role, is played
by the Ambrosetti–Rabinowitz condition (10.3.3). See [97] and references therein for
related topics.

We emphasize that, for our goal, it is fundamental to use the analytical setting
recalled in Section 10.2 in order to correctly encode the periodic boundary datum in
the variational formulation of problem (10.3.5). Finally, we point out that, in the same
spirit adopted here, in [7] the author, by using a linking approach (see [101, Theorem
5.3]), studied the interesting case 𝛾 “ m2s obtaining the existence of one non–trivial
solution for the problem

#

p´∆ ` m2
q
su “ m2su ` f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
.

Remark 10.11. The statement of Theorem 10.10 remains valid if, instead of condition
(10.3.2), we require that

lim sup
tÑ0

Fpx, tq
t2 ă

1
2m

2s ,

uniformly in x P p0, Tq
N . See [51, Theorem 3.6] and [52, Theorem 5.2] for related topics

in the classical elliptic Dirichlet case.

Remark 10.12. If, in addition to (10.3.1) and (10.3.3) we also assume that f is odd in
the second variable, applying the Z2–symmetric version of the Mountain Pass Theo-
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rem for even functionals (see [101, Theorem 9.12]), problem (10.3.4) admits a sequence
of infinitelymanyweak solutions tvjujPN Ă XsT . Note that the symmetry hypothesis on
f allows to remove any asymptotic condition at the origin (see [84] for related topics).
For completenesswe recall that, by adapting the classical variational techniques used
in order to study the standard Laplace equationwith subcritical growth nonlinearities
to the nonlocal periodic framework, in [10] the author proved that the following prob-
lem

#

p´∆ ` m2
q
su “ 𝛾u ` f px, uq ` hpxq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

where h is a T–periodic L8 function, admits infinitely many weak solutions tujujPN Ă

Hs
T , with the property that their Sobolev norm goes to infinity as j Ñ `8 , provided

the exponent
q ă 27

s ´
2s

N ´ 2s .

This result represents theperiodic nonlocal counterpart of the classical Laplacian case
studied in [17, 18, 128] where the existence of infinitely many weak solutions (with the
property that the L2–norm of their gradient goes to infinity) was proved (see also [63,
129]). Finally, we recall that the nonlocal fractional case, under the Dirichlet boundary
condition, was studied in [120]. See also the papers [27] and [93] for related topics.

10.3.2 Ground state solutions

Requiring a suitable behaviour at zero and at infinity on the nonlinearity f , in this sub-
section we study the existence of a ground state solution for nonlocal periodic prob-
lems. Moreover, under additional symmetry assumptions, the existence of infinitely
many pairs of weak solutions is achieved.

First of all, we recall the definition of ground state solution. Let E be a real Banach
space and Φ P C1pE;Rq be a functional. The Fréchet derivative of Φ at z, Φ1

pzq, is
an element of the dual space E˚, and we will denote Φ1

pzq evaluated at φ P E by
xΦ1

pzq, φy.
Suppose z ‰ 0 is a critical point of Φ, i.e. Φ1

pzq “ 0. Then, necessarily z is con-
tained in the set

N :“ tz P Ezt0u : xΦ1
pzq, zy “ 0u.

SoN is a natural constraint for the problem of finding nontrivial (i.e., z ‰ 0) criti-
cal points ofΦ.N is calledNeharimanifold, though in general itmaynot be amanifold.

Set
c :“ inf

zPN
Φpzq.

A critical point z0 P N for the functional Φ such that Φpz0q “ c is said to be a
ground state solution of the equation Φ1

pzq “ 0.
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Szulkin and Weth in [130] give a unified approach to the method of Nehari man-
ifold for functionals which have a local minimum at zero and they provide several
examples where this method is applied to the problem of finding ground states and
multiple solutions for nonlinear elliptic boundary valueproblems.Moreover, they also
consider a recent generalization of this method to problems where zero is a saddle
point of the associated energy functionals.

In particular, they proved the following abstract result (see [130, Theorem 12]):

Theorem 10.13. Let E be a Hilbert space and suppose that Φ : E Ñ R is given by

Φpzq :“ 1
2 }z}2 ´ Ipzq,

where I : E Ñ R is such that:
piq I1pzq “ op}z}q as z Ñ 0;

piiq z ÞÑ I1ptzqz{t is strictly increasing for all z ‰ 0 and t ą 0;
piiiq Iptzq{t2 Ñ `8 uniformly for z on weakly compact subsets of Ezt0u as t Ñ `8;
pivq I1 is completely continuous.

Then equation Φ1
pzq “ 0 has a ground state solution. Moreover, if the functional I

is even, then this equation has infinitely many pairs of solutions.

Now, let f : RN ˆR Ñ R be a continuous T–periodic (with respect to x P RN) function
verifying the following conditions:

ph1q f px, tq “ optq uniformly in x P p0, Tq
N as t Ñ 0;

ph2q t ÞÑ f px, tq{|t| is strictly decreasing on p´8, 0q and p0,`8q;
ph3q Fpx, tq{t2 Ñ ´8 uniformly in x P p0, Tq

N as |t| Ñ `8,

where Fpx, tq :“
ż t

0
f px, wqdw.

Adirect application of Theorem 10.13 gives the following existence (andmultiplic-
ity) result:

Theorem 10.14. Let f : RN ˆ R Ñ R be a continuous T–periodic pwith respect to
x P RNq function that satisfies hypotheses ph1q–ph3q. Then, if 𝛾 ă m2s, the following
problem

#

p´∆ ` m2
q
su “ 𝛾u ` f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

has a ground state solution.
Moreover, if the nonlinear term f is odd in the second variable, then problem (10.14)

admits infinitely many pairs of solutions.

Wenotice that the Ambrosetti–Rabinowitz condition, requested in Theorem 10.10, is a
superlinear growth assumption on the nonlinearity f . Indeed, integrating (10.3.3) we
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get that
there exist a3, a4 ą 0, such that

Fpx, tq ě a3|t|µ ´ a4 for any px, tq P r0, Ts
N

ˆ R,
(10.3.6)

see, for instance, [125, Lemma 4].
As a consequence of (10.3.6) and the fact that µ ą 2, we have that

lim
|t|Ñ`8

Fpx, tq
t2 “ `8 uniformly for any x P r0, Ts

N , (10.3.7)

which is a superlinear assumption on f at infinity.
Of course there are functions that which increase slower than that and yet satisfy

ph1q–ph3q of Theorem 10.14 (see also Subsection 10.3.4).

10.3.3 A local minimum result

The methods concerned with the minimization of functionals go under the name of
direct methods in the Calculus of Variations, while the ones related to finding critical
points of functionals give rise to a branch of nonlinear analysis knownas Critical Point
Theory. The starting point of the so–called directmethods of the Calculus of Variations
is the Weierstrass Theorem (saying that a weakly lower semicontinuous and coercive
functional defined on a reflexive Banach space admits a global minimum), as well
as in critical points theory the crucial idea is that the existence of critical points is
related to the topological properties of the sublevels of the functional, provided some
compactness properties are satisfied.

Of course, when using direct minimization, we need that the functional is
bounded from below and, in this case, we look for its global minima, which are the
most natural critical points. In looking for global minima of a functional, the two rel-
evant notions are the weakly lower semicontinuity and the coercivity, as stated in the
Weierstrass Theorem. The coercivity of the functional assures that the minimizing se-
quence is bounded, while the semicontinuity gives the existence of the minimum for
the functional.

In this subsection we consider nonlocal problems depending on a real parame-
ter and we study them by using some abstract methods valid for differentiable func-
tionals. We would emphasize the fact that these results can not be achieved by direct
minimization.

More precisely, our aim is to study the existence of solutions for the following
nonlocal equation

#

p´∆ ` m2
q
su “ µf px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.3.8)

adopting variational techniques. The main tool, in order to prove our main result,
stated in Theorem 10.16, is the variational principle contained in [103, Theorem 2.5]
that we recall here in the form given below.
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Theorem 10.15. Let E be a reflexive real Banach space, let Φ, Ψ : E Ñ R be
two Gâteaux differentiable functionals such that Φ is strongly continuous, sequentially
weakly lower semicontinuous and coercive in E andΨ is sequentiallyweakly upper semi-
continuous in E . Let Jµ be the functional defined as Jµ :“ Φ ´ µΨ , µ P R , and for any
r ą inf

E
Φ let φ be the function defined as

φprq :“ inf
uPΦ´1

`

p´8,rq
˘

sup
vPΦ´1

`

p´8,rq
˘

Ψpvq ´ Ψpuq

r ´ Φpuq
.

Then, for any r ą inf
E
Φ, and any µ P p0, 1{φprqq

10.1, the restriction of the functional Jµ
to Φ´1`

p´8, rq
˘

admits a global minimum, which is a critical point pprecisely a local
minimumq of Jµ in E.

Weassume that the nonlinearity in (10.3.8) is a continuous T–periodic (with respect to
x P RN) function f : RN ˆR Ñ R verifying the following subcritical growth condition:

there exist a1, a2 ě 0 and q P p2, 27
sq, 27

s :“ 2N{pN ´ 2sq , such that

|f px, tq| ď a1 ` a2|t|q´1 for every x P RN , t P R .
(10.3.9)

Moreover, we assume the following condition, which is a sort of asymptotic
growth condition at zero:

lim
tÑ0`

Fpx, tq
t2 “ `8 uniformly in x P p0, Tq

N . (10.3.10)

Here, as usual, F is the primitive of the nonlinearity f with respect to the second
variable, i.e.

Fpx, tq :“
ż t

0
f px, wqdw ,

for every x P RN and any t P R .
The main result of this subsection can be stated as follows.

Theorem 10.16. Let f : RN ˆ R Ñ R be a continuous T–periodic pwith respect to x P

RNq verifying (10.3.9). In addition, if f px, 0q “ 0 for every x P RN , assume also (10.3.10).
Then, there exists µ‹

ą 0 such that, for any µ P p0, µ‹
q, problem (10.3.8) admits at

least one not identically zero weak solution uµ “ Trpvµq P Hs
T . Also µ‹

“ `8, provided
q P p1, 2q .

Moreover,
lim
µÑ0`

|uµ|Hs
T

“ 0

10.1 Note that, by definition, φprq ě 0 for any r ą inf
E
Φ . Here and in the following, if φprq “ 0, by

1{φprq we mean `8, i.e. we set 1{φprq “ `8 .



378 | Giovanni Molica Bisci

and, for every r ą 0, the function

µ ÞÑ
1
2 }vµ}

2
XsT ´ µκs

ż

B0ST

Fpx, uµq dx,

is negative and strictly decreasing in p0, 1{φ‹
prqq, where the number φ‹

prq is defined by

φ‹
prq :“ κs inf

}w}2XsT
ă2r

sup
}v}2XsT

ă2r

ż

B0ST

Fpx, Trpvqq dx ´

ż

B0ST

Fpx, Trpwqq dx

r ´
1
2 }w}

2
XsT

.

The main novelty of this new framework is that, instead of the usual assumptions
on functionals, it requires some hypotheses on the nonlinearity which allow to better
understand the existence phenomena in the periodic case. This allows us to enlarge
the set of applications of [103] exploiting this abstract methods without the existence
of a continuous representative.

We notice that, in general, when f p¨, 0q “ 0, problem (10.3.8) admits changing–
sign solutions, as it happens if we look at the classical case of the Laplacian.

A simple and direct case of Theorem 10.16 reads as follows.

Corrolary 10.17. Let β : RN Ñ R be a positive continuous T–periodic pnon–constantq
map and f : R Ñ R be a continuous and subcritical function. Assume that

lim
tÑ0`

f ptq
t “ `8. (10.3.11)

Then, there exists µ‹
ą 0 such that, for any µ P p0, µ‹

q, the following problem
#

p´∆ ` m2
q
su “ µβpxqf puq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.3.12)

admits at least one non–trivial weak solution inHs
T .

As an application of our main result, we can consider the following model problem
#

p´∆ ` m2
q
su “ µ

`

apxq|u|
r´2u ` bpxq|u|

q´2u ` cpxqq in p0, Tq
N

upx ` Teiq “ upxq for x P RN , i “ 1, ..., N
.

(10.3.13)
In this framework, Theorem 10.16 reduces to the following result.

Corrolary 10.18. Assume that 1 ă r ă 2 ď q ă 27
s and a, b, c : RN Ñ R

are T–periodic continuous functions. In addition, if c ” 0 in p0, Tq
N , assume that

infxPp0,TqN apxq ą 0.
Then, there exists µ‹

ą 0 such that for any µ P p0, µ‹
q, problem (10.3.13) admits at

least one not identically zero weak solution uµ P Hs
T and

lim
µÑ0`

|uµ|Hs
T

“ 0.
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Also µ‹
“ `8, provided b ” 0 in p0, Tq

N .

As a final remark, we give an estimate from below for the parameter µ‹ appearing in
Theorem 10.16. Indeed, while when q P p1, 2q Theorem 10.16 assures that µ‹

“ `8,
the exact value of µ‹ is not known in the other cases, that is when q P r2, 27

sq . We have
that

µ‹ :“ sup
rą0

1
φ‹prq ě sup

rą0

qκ´1
s?

2a1σ1qr´1{2 ` 2q{2a2σqq rq{2´1 ,

where
σt :“

1
?κs

sup
uPHs

Tzt0u

|u|Ltp0,TqN

|u|Hs
T

with t P t1, qu.

Then
µ‹

ě
κ´1
s

a2σ22
if q “ 2

and
µ‹

ě
qκ´1

s
?
2a1σ1qr´1{2

max ` 2q{2a2σqq r
q{2´1
max

if q P p2, 27
sq,

where

rmax :“
1
2

˜

a1σ1q
a2σqqpq ´ 2q

¸2{pq´1q

,

while a1 and a2 are as in (10.3.9).

Remark 10.19. We notice that, when q P p1, 2q the existence of solutions for problem
(10.3.8) can be obtained using classical direct methods (see, for instance [129, Chapter
I]), but, as it happens with the arguments used along the present paper, we do not
know a priori if the solution provided by these classical theorems is the identically
zero function or not (of course, we refer to the case f p¨, 0q “ 0, otherwise v ” 0 does
not solve (10.3.8)). Hence, if f p¨, 0q “ 0, alsowhenusing standardmethods,weneed to
assume extra conditions on f , in order to prove that the solution of the problem is not
the zero function. Finally, we emphasize that, arguing as in [92], combining Theorem
10.15 with the classical Pucci–Serrin result [100, Theorem 4], the existence of at least
three weak solutions for problem (10.3.8) can be proved.

Remark 10.20. The statement of Theorem 10.16 remains valid if, instead of condition
(10.3.10), we require that

lim sup
tÑ0`

Fpx, tq
t2 “ `8, (10.3.14)

uniformly in x P p0, Tq
N .



380 | Giovanni Molica Bisci

For instance, Theorem 10.16 can be applied to the following parametric nonlinear
problem

#

p´∆ ` m2
q
su “ µβpxqhpuq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.3.15)

where β : RN Ñ R is a positive continuous T–periodic function and

hptq :“

$

&

%

0 if t ď 0
?
t
ˆ

1
2 ` sin 1

t2

˙

if t ą 0 .

Indeed, as a direct computation ensures, one has

´8 ă lim inf
tÑ0`

ż t

0
hpwqdw

t2 ă lim sup
tÑ0`

ż t

0
hpwqdw

t2 “ `8.

Then, by Theorem 10.16 (where condition (10.3.10) is replaced by(10.3.14)) there exists
µ‹

ą 0 such that, for any µ P p0, µ‹
q, problem (10.3.15) admits at least one not iden-

tically zero weak solution uµ P Hs
T . We notice that Theorem 10.10 in Subsection 10.3.1

(as well as Theorem 10.14 in Subsection 10.3.2) cannot be applied to problem (10.3.15)
since conditions (10.3.14) and (10.3.2) are mutually exclusive. See [91, Part II, Chapter
7] and [60, 95, 94] for related topics.

If in addition to condition (10.3.11) the function f satisfies also the Ambrosetti–
Rabinowitz condition, the existence of at least two solutions can be achieved as the
next result shows:

Theorem 10.21. Let β : RN Ñ R be a positive continuous T–periodic pnon–constantq
map and f : R Ñ R be a continuous function verifying (10.3.9) and (10.3.11). Assume
that

there exist 𝜈 ą 2, M ą 0 sufficiently large such that

0 ă 𝜈Fptq ď tf ptq, (10.3.16)

for every |t| ě M.
Then, for µ sufficiently small, the following problem
#

p´∆ ` m2
q
su “ µβpxqf puq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.3.17)

admits at least two non–trivial weak solutions inHs
T .

Proof. Since conditions (10.3.9) and (10.3.11) hold, by Theorem 10.16, for µ sufficiently
small, problem (10.3.17) admits at least one non–trivial solution that is the trace of a
local minimum (namely v1,µ) of the energy functional

Jµpvq :“ 1
2 }v}

2
XsT ´ µκs

ż

B0ST

βpxqFpTrpvqqdx, @ v P XsT .
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In view of condition (10.3.17), arguing in a standardway, it is possible to prove that
every Palais–Smale sequence is bounded. Hence, the functional Jµ satisfies the pPSq

condition. Moreover, as pointed out in Subsection 10.3.2, hypothesis (10.3.16) ensures
that

there exist 𝛾1, 𝛾2 ą 0 such that
Fptq ě 𝛾1|t|𝜈 ´ 𝛾2, for any t P R.

(10.3.18)

Now, let tξjujPN be a real sequence such that lim
jÑ`8

ξj “ `8 and, for every j P N,

let us define

wξj px, yq :“ 2
Γpsq

´my
2

¯s
Kspmyqξj , @ px, yq P RN`1

` (10.3.19)

where Ks is the Bessel function of the second kind of order s (see Subsection 10.2.1).
In view of (10.3.19) and (10.3.18), it follows that

Jµpwξj q ď

˜

ξ2j
2 m

2sTN ´ µp𝛾1ξ𝜈j ´ 𝛾2q|β|L1p0,TqN

¸

κs ,

bearing in mind that Trpwξj q “ ξj, for every j P N. Clearly, since 𝜈 ą 2, the above
inequality implies that

lim
jÑ`8

Jµpwξj q “ ´8.

Hence,
lim inf

}v}XsTÑ`8
Jµpvq “ ´8

and there exists some v0 P XsT such that Jµpv0q ă Jµpv1,µq.
Now, we can assume that v1,µ is a strict local minimum for Jµ in XsT . Hence, the

Mountain Pass Theorem ensures that there exists a critical point of Jµ, namely v2 P

XsT , such that Jµpv2q ą Jµpv1,µq.
The proof of Theorem 10.21 is complete.

10.3.4 A Morse theoretical approach

Let E be a real Banach space, J P C1pE;Rq, and

K :“ tz P E : J1
pzq “ 0u,

where E˚ denotes the dual space of E endowed by the norm } ¨ }E˚ .
The q–th critical group of J at an isolated critical point z P K with Jpzq “ c is

defined by
CqpJ, zq :“ HqpJc X U, Jc X Uztzuq, pq P Nq

where
Jc :“ tz P E : Jpzq ď cu,
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U is any neighborhood of z (containing z as unique critical point), H˚ is the singular
relative homology with coefficients in an Abelian group G. Finally, let ϑ be the trivial
homological group.

We say that z P K is an homological non–trivial critical point of J if at least one of
its critical groups is non–trivial.

For the sake of completeness, we recall that a C1–functional J : E Ñ R satisfies
the Cerami condition at level µ P R, (briefly pCqµ) if

pCqµ every sequence tzjujPN in E such that

Jpzjq Ñ µ and p1 ` }zj}q}J1
pzjq}E˚ Ñ 0,

as j Ñ `8, possesses a convergent subsequence.

We say that J satisfies the Cerami condition (in short (C)) if pCqµ holds for every
µ P R.

Further, a C1–functional J : X Ñ R satisfies the Palais–Smale condition at level
µ P R, (briefly (PS)µ) if

(PS)µ every sequence tzjujPN in E such that

Jpzjq Ñ µ and }J1
pzjq}E˚ Ñ 0,

as j Ñ `8, possesses a convergent subsequence.

Hence, we say that J satisfies the Palais–Smale condition (in short (PS)) if (PS)µ
holds for every µ P R. As it is well–known, the (C) condition is a weak version of the
(PS) compactness condition. Finally, if J satisfied the (PS) condition or the (C) condi-
tion, then J satisfied the deformation condition (see [76]).

Proposition 10.22. Let J P C1pE;Rq be bounded from below. Assume that J satisfies
the pPSq condition. If J has a critical point that is homological non–trivial and is not a
minimizer of J, then J has at least three critical points.

See [75, Theorem 2.1].

If J satisfies the pCq condition and the critical values of J, are bounded from below
by some a ă inf JpKq, then the critical groups of J at infinity were introduced by
Bartsch and Li [] as follows

CqpJ,8q :“ HqpY , Jaq, pq P Nq. (10.3.20)

If J satisfies the pCq condition, then J satisfies the deformation lemma, hence the
right–hand side of (10.3.20) does not depend on the choice of the constant a.
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Proposition 10.23. Let J P C1pE;Rq and assume that condition pCq holds. Further-
more, suppose that J has only finitely many critical points. Then
piq if there is some q P N such that CqpJ,8q ‰ ϑ, then J has a critical point z with

CqpJ, zq ‰ ϑ;
piiq let 0 be an isolated critical point of J. IfK “ t0u, then

CqpJ,8q “ CqpJ, 0q,

for every q P N.

See [44] for details.
By Proposition 10.23 it follows that if CqpJ,8q ‰ CqpJ, 0q for some q P N, then J

must have a non–trivial critical point. Therefore, wemust compute the critical groups
at zero and at infinity.

In what follows wemay assume that J has only finitely many critical points. Since
J satisfies the pCq condition or the pPSq condition, then the critical groups CqpJ,8q at
infinity make sense.

Proposition 10.24. Assume that J has a critical point at zero with Jp0q “ 0. Suppose
that J has a local linking at zero with respect to Y “ V ‘ W, with k :“ dimV ă `8,
that is: there exists ρ ą 0 such that
piq Jpzq ď 0, for every z P V , }z} ď ρ;

piiq Jpzq ą 0, for every z P W , 0 ă }z} ď ρ.
Then CkpJ, 0q ‰ ϑ. Hence, 0 is a homological nontrivial critical point of J.

See [75, Proposition 2.1].
A careful application of Propositions (10.22), (10.23) and (10.24) gives us some ex-

istence results for the following problem
#

p´∆ ` m2
q
1{2u “ f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.3.21)

where f is a suitable nonlinear term.
More precisely, we assume that f : RN ˆ R Ñ R is T–periodic (with respect to

x P RN) and continuous function with f px, 0q “ 0, for every x P p0, Tq
N , and

Fpx, tq :“
ż t

0
f px, wqdw,

for every px, tq P p0, Tq
N

ˆ R.
We also use the following conditions:

pk1q there exists a constant c0 ą 0 such that

|f px, tq| ď c0p1 ` |t|q´1
q, for any px, tq P p0, Tq

N
ˆ R (10.3.22)
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where q P p1, 27
q, and 27 :“ 2N{pN ´ 1q;

pk2q there is some r ą 0 small enough and λk ă λ ă λk`1 such that

λk
t2
2 ď Fpx, tq ď λ t

2

2 , (10.3.23)

for every x P p0, Tq
N and |t| ď r;

pk3q there exist µ ą 2, M ą 0 sufficiently large such that

0 ă µFpx, tq ď tf px, tq, (10.3.24)

for every x P p0, Tq
N , and |t| ě M.

Here 0 ă λ1 ă λ2 ď . . . ď λk ă λk`1 ď . . . are the eigenvalues of p´∆ ` m2
q
1{2

inH1{2
T (see Section 2 for more details).
Assuming that f px, 0q ” 0, then problem (10.3.21) has the zero solution. There-

fore, we are interested in the existence of not identically zero solutions. To this goal, it
follows by Morse theory that, comparing the critical groups of the energy functional
(associated with problem (10.3.21)) at zero and at infinity, one may deduce the exis-
tence of non–trivial weak solutions to elliptic equations (see, for instance, [44, 96]).

Our first existence result reads as follows.

Theorem 10.25. Assume that conditions pk1q–pk3q hold. Then, problem (10.3.21) has
at least one not identically zero weak solution inH1{2

T .

On the other hand, a lot of works, concerning superlinear elliptic boundary value
problems, have been done by using the Ambrosetti–Rabinowitz condition, expressed
here by pk3q. As observed in Subsection 10.3.2, the role of this condition is to ensure
that every Palais–Smale sequence of the energy functional associated to (10.3.21) is
bounded.

However, there aremany functionswhich are superlinear at infinity, but forwhich
that condition fails. For instance, the real function

f px, tq :“ tlogp1 ` |t|q, @ px, tq P p0, Tq
N

ˆ R (10.3.25)

does not satisfy condition (10.3.24).
Therefore, we will use the following hypotheses on the nonlinearity f :

pk4q f px, tqt ě 0 for any px, tq P p0, Tq
N

ˆ R and

lim
|t|Ñ`8

f px, tq
t “ `8, (10.3.26)

uniformly in p0, Tq
N ;



Nonlocal Fractional Periodic Equations | 385

pk5q there exists ϑ ě 1 such that

ϑFpx, tq ě Fpx, ζtq,

for every px, tq P p0, Tq
N

ˆ R and ζ P r0, 1s, where we set

Fpx, tq :“ f px, tqt ´ 2Fpx, tq.

It is easy to see that the function (10.3.25) satisfies the conditions pk4q and pk5q.
Condition pk5q was introduced by Jeanjean in [70] and, in recent years, was often ap-
plied to consider the existence of non–trivial solutions for superlinear problems with-
out the Ambrosetti–Rabinowitz condition. See, for instance, the papers [1, 55, 72, 73]
and references therein.

We have the following existence property:

Theorem 10.26. Assume that conditions pk1q, pk2q, pk4q and pk5q are verified. Then,
problem (10.3.21) has at least one not identically zero weak solution inH1{2

T .

Condition pk5q is a global hypothesis on f , hence is not very satisfactory. For this rea-
son, we replace pk5q with the following monotonicity condition:

pk6q there exists 𝜈 ą 0 such that

f px, tq
t is increasing in t ě 𝜈 and decreasing in t ď ´𝜈 . (10.3.27)

The next theorem holds true:

Theorem 10.27. Assume that pk1q, pk2q, pk4q and pk6q hold. Then, problem (10.3.21)
has at least one not identically zero weak solution inH1{2

T .

Now, we turn to look for a multiplicity result for the problem (10.3.21) (see Section
10.4 for several results on the existence of multiple solutions for nonlocal periodic
equations).

Finally, under the following assumption

pk7q lim sup
|t|Ñ`8

Fpx, tq
t2 ă

m
2 uniformly in p0, Tq

N ,

we have the following result:

Theorem 10.28. Assume that pf1q, pf2q and pf7q hold. Then, problem (10.3.21) has at
least two not identically zero weak solutions inH1{2

T .

Remark 10.29. The main theorems presented here represent a nonlocal counterpart
of [74, Theorem 1.1], [55, Theorem 1.1], [73, Theorem 1.2] and [75, Theorem 2.1]. In the
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treated cases the growth conditions expressed by (10.3.22) and (10.3.23), as well as
by (10.3.26) and (10.3.27), are crucial in order to obtain our results. We refer also to
[58] where similar results are obtained for nonlocal equations involving the regional
fractional Laplacian.

10.3.5 Some localization theorems

In this subsection we study the existence of weak solutions for the following problem
$

’

’

’

’

’

&

’

’

’

’

’

%

ij

ST

y1´2s
p∇v∇φ ` m2vφq dxdy

“ λκs
ż

B0ST

f px, TrpvqqTrpφqdx, @ φ P XsT
v P XsT ,

(10.3.28)

where λ is a positive real parameter. On the contrary of Subsection 10.3.3 we do not
assume here any asymptotic condition at zero on the nonlinear term f as requested,
for instance, in Theorem 10.16. The main approach is based on the direct methods in
the Calculus of Variations (see [91] and [59] where a similar approach has been used
in order to study subelliptic problems on Carnot groups).

More precisely, under a suitable subcritical growth condition on the nonlinear
term f , we are able to prove the existence of at least one weak solution of problem
(10.3.28) provided that λ belongs to a precise bounded interval of positive parameters,
as stated here below:

Theorem 10.30. Let f : RN ˆ R Ñ R be a Carathéodory T–periodic pwith respect to
x P RNq function such that

|f px, tq| ď αpxq ` βpxq|t|p a.e. in RN ˆ R, (10.3.29)

where

α P L
𝛾27

s
𝛾27

s´1 p0, Tq
N and β P L

1
1´𝛾 p0, Tq

N

with 𝛾 P p2{27
s , 1q, p P p1, 𝛾27

s ´ 1q. Furthermore, let

0 ă λ ă
pp ´ 1q

p´1
p

ppκ
1
2
s κ1,𝛾q

p´1
p pκ

1´p
2

s κ2,𝛾q
p`1
p |α|

p´1
p

L
𝛾27

s
𝛾27

s´1 p0,TqN

|β|
1
p

L
1

1´𝛾 p0,TqN

, (10.3.30)

where κ1,𝛾 and κ2,𝛾 denote the embedding constants of the Sobolev space Hs
T into

L𝛾2
7
s p0, Tq

N and L
p`1
𝛾 p0, Tq

N , respectively.
Then, the following nonlocal parametric problem

#

p´∆ ` m2
q
su “ λf px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.3.31)
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has a weak solution u0,λ P Hs
T and

}u0,λ}Hs
T

ă

ˆ

λpκp`1
2,𝛾 |β|

L
1

1´𝛾 p0,TqN

˙
1

1´p
.

Let us consider the functional Jλ : XsT Ñ R defined by

Jλpvq :“ 1
2 }v}

2
XsT ´ λκs

ż

B0ST

Fpx, Trpvqqdx, (10.3.32)

where λ P R and, as usual, we set Fpx, tq :“
ż t

0
f px, wqdw.

Note that, under our growth condition on f , the functional Jλ P C1pXsT ;Rq and its
derivative at v P XsT is given by

xJ1
λpvq, φy “

ij

ST

y1´2s
p∇v∇φ ` m2vφqdxdy´λκs

ż

B0ST

f px, TrpvqqTrpφqdx,

for every φ P XsT .
Thus, the weak solutions of problem (10.3.31) are exactly the critical points of the

energy functional Jλ.
Fix λ ą 0 and denote

Φpvq :“ }v}XsT and Ψλpvq :“ λκs
ż

B0ST

Fpx, Trpvqqdx,

for every u P XsT .
Note that, thanks to condition (10.3.29), the operator Ψλ is well defined and se-

quentially weakly (upper) continuous. So the operator Jλ is sequentially weakly lower
semicontinuous on XsT . With the above notations we can prove the next two lemmas,
that will be crucial in the sequel.

Lemma 10.31. Let λ ą 0 and suppose that

lim sup
εÑ0`

sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´ sup
vPΦ´1pr0,ϱ0´εsq

Ψλpvq

ε ă ϱ0, (10.3.33)

for some ϱ0 ą 0. Then,

inf
σăϱ0

sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´ sup
vPΦ´1pr0,σsq

Ψλpvq

ϱ20 ´ σ2
ă

1
2 . (10.3.34)

Proof. Firstly, by condition (10.3.33) one has

lim sup
εÑ0`

sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´ sup
vPΦ´1pr0,ϱ0´εsq

Ψλpvq

ϱ20 ´ pϱ0 ´ εq2
ă

1
2 . (10.3.35)
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Indeed, if ε P p0, ϱ0q, one has
sup

vPΦ´1pr0,ϱ0sq

Ψλpvq ´ sup
vPΦ´1pr0,ϱ0´εsq

Ψλpvq

ϱ20 ´ pϱ0 ´ εq2

“

sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´ sup
vPΦ´1pr0,ϱ0´εsq

Ψλpvq

ε ˆ

ˆ
´ε{ϱ0

ϱ0

«

ˆ

1 ´
ε
ϱ0

˙2
´ 1

ff ,

and
lim
εÑ0`

´ε{ϱ0

ϱ0

«

ˆ

1 ´
ε
ϱ0

˙2
´ 1

ff “
1
2ϱ0

.

Now, by (10.3.35) there exists ε ą 0 such that

sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´ sup
vPΦ´1pr0,ϱ0´εsq

Ψλpvq

ϱ20 ´ pϱ0 ´ εq2
ă

1
2 ,

for every ε Ps0, εr. Setting σ0 :“ ϱ0 ´ ε0 (with ε0 Ps0, εr), it follows that

sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´ sup
vPΦ´1pr0,σ0sq

Ψλpvq

ϱ20 ´ σ20
ă

1
2 ,

and thus inequality (10.3.34) is verified.

Lemma 10.32. Let λ ą 0 and suppose that condition (10.3.34) holds. Then

inf
wPΦ´1pr0,ϱ0qq

sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´ Ψλpwq

ϱ20 ´ }w}2XsT

ă
1
2 . (10.3.36)

Proof. Assumption (10.3.34) yields

sup
vPΦ´1pr0,σ0sq

Ψλpvq ą sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´
1
2 pϱ20 ´ σ20q, (10.3.37)

for some 0 ă σ0 ă ϱ0. Thanks to the weakly regularity of the functional Ψλ, since

sup
vPΦ´1pr0,σ0sq

Ψλpvq “ sup
}v}XsT“σ0

Ψλpvq,

by (10.3.37) there exists v0 P XsT with }v0}XsT “ σ0 such that

Ψλpv0q ą sup
vPΦ´1pr0,ϱ0sq

Ψλpvq ´
1
2 pϱ20 ´ σ20q, (10.3.38)
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that is
sup

vPΦ´1pr0,ϱ0sq

Ψλpvq ´ Ψλpv0q

ϱ20 ´ }v0}2XsT

ă
1
2 , (10.3.39)

with }v0}XsT “ σ0. The proof of Lemma 10.32 is now complete.

For the proof of Theorem 10.30, first of all, we note that problem (10.3.31) has a varia-
tional structure. Indeed, it is the Euler–Lagrange equation of the functional Jλ defined
in (10.3.32).

Hence, fix

λ P

¨

˚

˚

˚

˚

˚

˝

0, pp ´ 1q
p´1
p

ppκ
1
2
s κ1,𝛾q

p´1
p pκ

1´p
2

s κ2,𝛾q
p`1
p |α|

p´1
p

L
𝛾27

s
𝛾27

s´1 p0,TqN

|β|
1
p

L
1

1´𝛾 p0,TqN

˛

‹

‹

‹

‹

‹

‚

, (10.3.40)

and let consider 0 ă ε ă ϱ. Setting

Λλpε, ϱq :“
sup

vPΦ´1pr0,ϱsq

Ψλpvq ´ sup
vPΦ´1pr0,ϱ´εsq

Ψλpvq

ε ,

one has

Λλpε, ϱq ď
1
ε

ˇ

ˇ

ˇ

ˇ

ˇ

sup
vPΦ´1pr0,ϱsq

Ψλpvq ´ sup
vPΦ´1pr0,ϱ´εsq

Ψλpvq

ˇ

ˇ

ˇ

ˇ

ˇ

.

Moreover, it easily follows that

Λλpε, ϱq ď κs sup
vPΦ´1pr0,1sq

ż

p0,TqN

ˇ

ˇ

ˇ

ˇ

ˇ

ż ϱ Trpvq

pϱ´εq Trpvq
λ |f px, tq|

ε dt
ˇ

ˇ

ˇ

ˇ

ˇ

dx.

Moreover, the growth condition (10.3.29) yields

sup
vPΦ´1pr0,1sq

ż

p0,TqN

ˇ

ˇ

ˇ

ˇ

ˇ

ż ϱ Trpvq

pϱ´εq Trpvq
λ |f px, tq|

ε dt
ˇ

ˇ

ˇ

ˇ

ˇ

dx ď sup
vPΦ´1pr0,1sq

ż

p0,TqN
λαpxq|Trpvq|dx

` sup
vPΦ´1pr0,1sq

ż

p0,TqN

λβpxq

p ` 1

˜

ϱp`1
´ pϱ ´ εq

p`1

ε

¸

|Trpvq|
p`1dx.

Since the Sobolev space Hs
T is compactly embedded in Lqp0, Tq

N , for every q P

r1, 27
sq, bearing in mind that

α P L
𝛾27

s
𝛾27

s´1 p0, Tq
N and β P L

1
1´𝛾 p0, Tq

N ,

the above inequality yields

Λλpε, ϱq ď κ
1
2
s κ1,𝛾 |λα|

L
𝛾27

s
𝛾27

s´1 p0,TqN

`
κ

1´p
2

s κp`1
2,𝛾

p ` 1 |λβ|
L

1
1´𝛾 p0,TqN

˜

ϱp`1
´ pϱ ´ εq

p`1

ε

¸

.



390 | Giovanni Molica Bisci

Thus, passing to the limsup, as ε Ñ 0`, we get

lim sup
εÑ0`

Λλpε, ϱq ă κ
1
2
s κ1,𝛾 |λα|

L
𝛾27

s
𝛾27

s´1 p0,TqN

` κ
1´p
2

s κp`1
2,𝛾 |λβ|

L
1

1´𝛾 p0,TqN
ϱp . (10.3.41)

Now, consider the real function

φλpϱq :“ κ
1
2
s κ1,𝛾 |λα|

L
𝛾27

s
𝛾27

s´1 p0,TqN

` κ
1´p
2

s κp`1
2,𝛾 |λβ|

L
1

1´𝛾 p0,TqN
ϱp ´ ϱ,

for every ϱ ą 0.
It is easy to see that inf

ϱą0
φλpϱq is attained at

ϱ0,λ :“ κ
1
2
s

ˆ

λpκp`1
2,𝛾 |β|

L
1

1´𝛾 p0,TqN

˙
1

1´p
.

and, by (10.3.40), one has
inf
ϱą0

φλpϱq ă 0.

Hence, inequality (10.3.41) yields

lim sup
εÑ0`

Λλpε, ϱ0,λq ă ϱ0,λ .

Now, it follows by Lemmas 10.31 and 10.32 that

inf
wPΦ´1pr0,ϱ0,λqq

sup
vPΦ´1pr0,ϱ0,λsq

Ψλpvq ´ Ψλpwq

ϱ20,λ ´ }w}2XsT

ă
1
2 ,

which implies that there exists wλ P XsT such that

Ψλpwq ď sup
vPΦ´1pr0,ϱ0,λsq

Ψλpvq ă Ψλpwλq `
1
2 pϱ20,λ ´ }wλ}2XsT q,

for every w P Φ´1
pr0, ϱ0,λsq.

Thus

Jλpwλq :“
1
2 }wλ}2XsT ´ Ψλpwλq ă

ϱ20,λ
2 ´ Ψλpwq, (10.3.42)

for every w P Φ´1
pr0, ϱ0,λsq.

Since the energy functional Jλ is sequentially weakly lower semicontinuous, its
restriction on Φ´1

pr0, ϱ0,λsq has a global minimum v0,λ P Φ´1
pr0, ϱ0,λsq.

Note that v0,λ belongs to Φ´1
pr0, ϱ0,λqq. Indeed, if }v0,λ}XsT “ ϱ0,λ, by (10.3.42),

one has

Jλpv0,λq “
ϱ20,λ
2 ´ Ψλpv0,λq ą Jλpwλq,

which is a contradiction.
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In conclusion, it follows that v0,λ P XsT is a local minimum for the energy func-
tional Jλ with

}v0,λ}XsT ă ϱ0,λ ,

and so, a weak solution of problem (10.3.31). This completes the proof.

A simple special case of Theorem 10.30 reads as follows:

Corrolary 10.33. Let f : R Ñ R be a continuous function such that

sup
tPR

|f ptq|

1 ` |t|p ď κ, (10.3.43)

where p P p1, 𝛾27
s ´ 1q, with 𝛾 P p2{27

s , 1q. Assume that

0 ă κ ă
pp ´ 1q

p´1
p

ppκ
1
2
s κ1,𝛾q

p´1
p pκ

1´p
2

s κ2,𝛾q
p`1
p

T
N
ˆ

1´𝛾
p `

p1´pqp𝛾27
s´1q

p𝛾27
s

˙

, (10.3.44)

where κ1,𝛾 and κ2,𝛾 denote the embedding constants of the Sobolev space Hs
T in

L𝛾2
7
s p0, Tq

N and L
p`1
𝛾 p0, Tq

N , respectively.
Then, the following nonlocal problem

#

p´∆ ` m2
q
su “ f puq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

has a weak solution u0,κ P Hs
T such that

}u0,κ}Hs
T

ă

´

κpκp`1
2,𝛾 T

1´𝛾
¯

1
1´p .

A direct consequence of Theorem 10.30 in the Euclidean setting has been proved in
[16] by exploiting the variational principle obtained by Ricceri in [103].

10.4 Multiple Solutions

The purpose of this section is to study the existence of multiple solutions for nonlocal
periodic equations involving a nonlinear term satisfying different growth conditions.

10.4.1 Periodic equations sublinear at infinity

Under the variational viewpoint, we study the existence and non–existence of weak
solutions to the following fractional problem

#

p´∆ ` m2
q
su “ λβpxqf puq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.4.1)
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where λ is a positive real parameter and β P L8
pRNq is a T–periodic function satisfying

inf
xPp0,TqN

βpxq ą 0. (10.4.2)

In this context, regarding the nonlinear term, we hypothesize that f : R Ñ R is
continuous, superlinear at zero, i.e.

lim
tÑ0

f ptq
t “ 0, (10.4.3)

sublinear at infinity, i.e.
lim

|t|Ñ`8

f ptq
t “ 0, (10.4.4)

and such that
sup
tPR

Fptq ą 0, (10.4.5)

where
Fptq :“

ż t

0
f pwqdw,

for any t P R.
Assumptions (10.4.3) and (10.4.4) are quite standard in presence of subcritical

terms; moreover, together with (10.4.5), they assure that the number

cf :“ max
tPRzt0u

|f ptq|

|t| . (10.4.6)

is well–defined and strictly positive. Further, property (10.4.3) is a sublinear
growth condition at infinity on the nonlinearity f which complements the classical
Ambrosetti–Rabinowitz assumption.

We point out that a similar variational approach we will employ has been exten-
sively used in several contexts, in order to prove multiplicity results of different prob-
lems, such as elliptic problems on either bounded or unbounded domains of the Eu-
clidean space (see [69]), elliptic equations involving the Laplace–Beltrami operator
on Riemannian manifold (see [67]), and, more recently, elliptic equations on the ball
endowed with Funk–type metrics (see [68]). See also [15, 90] for related topics.

Let us consider λ1 “ m2s be the first eigenvalue of the linear problem
#

p´∆ ` m2
q
su “ λu in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
. (10.4.7)

The main result of the present paper is an existence theorem for equations driven
by the s–power of ´∆ ` m2, as stated here below.

Theorem 10.34. Let β : RN Ñ R be a T–periodic function satisfying (10.4.2) and
f : R Ñ R be a continuous function verifying (10.4.3)–(10.4.5). Then, the following con-
clusions hold:
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piq problem (10.4.1) admits only the identically zero solution whenever

0 ď λ ă
m2s

cf }β}8

;

piiq there exists λ‹
ą 0 such that problem (10.4.1) admits at least two distinct and not

identically zero weak solutions u1,λ , u2,λ P Hs
T , provided that λ ą λ‹.

Furthermore, in the sequel we will give additional information as far as the localiza-
tion of the parameter λ‹ is concerned. More precisely, we show that

λ‹
P

«

m2s

cf }β}8

, λ0

ff

,

where λ0 is defined in formula (10.4.26) in Remark 10.37.
Theorem 10.34 will be proved by exporting classical variational techniques to the

fractional framework. By studying the extended problem to the cylinder with the clas-
sical minimization techniques in addition to the Mountain Pass Theorem, we are able
to prove the existence of at least two weak solutions whenever the parameter λ is suf-
ficiently large (for instance λ ą λ0).

The Main Theorem: non–existence for small λ
Let us prove the item piq of Theorem 10.34.
Arguing by contradiction, suppose that there exists a weak solution v0 P XsTzt0u

(and let u0 :“ Trpv0q P Hs
T) to problem (10.34), i.e.

ij

ST

y1´2s
p∇v0∇φ ` m2v0φqdxdy “ λκs

ż

B0ST

βpxqf pTrpv0qqTrpφqdx, (10.4.8)

for every φ P XsT .
Testing (10.4.8) with φ :“ v0, we have

}v0}
2
XsT “ λκs

ż

B0ST

βpxqf pTrpv0qqTrpv0qdx, (10.4.9)

and it follows that
ż

B0ST

βpxqf pTrpv0qqTrpv0qdx ď

ż

B0ST

βpxq |f pTrpv0qqTrpv0q| dx

ď cf }β}8|Trpv0q|
2
L2p0,TqN

ď
cf

κsm2s }β}8}v0}
2
XsT . (10.4.10)

In the last inequality we have used the following fact

λ1 “ min
uPHs

Tzt0u

|u|
2
Hs
T

|u|2L2p0,TqN

ď
|u0|

2
Hs
T

|u0|2L2p0,TqN

ď
|v0|

2
XsT

κs|Trpv0q|2L2p0,TqN

,
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and the trace inequality. By (10.4.9), (10.4.10) and the assumption on λ we get

}v0}
2
XsT ď λ

cf
m2s }β}8}v0}

2
XsT ă }v0}

2
XsT ,

clearly a contradiction.
The Main Theorem: multiplicity
We prove that, under our natural assumptions on the nonlinear term f , weak so-

lutions to problem (10.4.1) below do exist. Ourmethod to determinemultiple solutions
to (10.4.1), consists in applying classical variationalmethods to the functional Jλ given
by

Jλpvq :“ Φpvq ´ λΨpvq,

where
Φpvq :“ 1

2 }v}
2
XsT

,

while
Ψpvq :“ κs

ż

B0ST

βpxqFpTrpvqqdx,

for every v P XsT . Clearly the functional Φ and Ψ are Fréchet differentiable.
Moreover, the functional Jλ is weakly lower semicontinuous on XsT . Indeed, the

application
v ÞÑ

ż

B0ST

βpxqFpTrpvqqdx

is continuous in the weak topology of XsT .
Weprove this simple fact as follows. Let tvjujPN be a sequence inXsT such that vj á

v8 weakly in XsT . Then, by using Sobolev embedding results and [29, Theorem IV.9],
up to a subsequence, tTrpvjqujPN converges to Trpv8q strongly in L𝜈p0, Tq

N and a.e. in
p0, Tq

N as j Ñ `8, and it is dominated by some function κ𝜈 P L𝜈p0, Tq
N i.e.

|Trpvjqpxq| ď κ𝜈pxq a.e. x P p0, Tq
N , for any j P N (10.4.11)

for any 𝜈 P r1, 27
sq.

Due to (10.4.4), there exists c ą 0 such that

|f ptq| ď cp1 ` |t|q, p@ t P Rq. (10.4.12)

Then, by the continuity of F and (10.4.12) it follows that

FpTrpvjqpxqq Ñ FpTrpv8qpxqq a.e. x P p0, Tq
N

as j Ñ `8 and

ˇ

ˇFpTrpvjqpxqq
ˇ

ˇ ď c
ˆ

|Trpvjqpxq| `
1
2 |Trpvjqpxq|

2
˙

ď c
ˆ

κ1pxq `
1
2 κ2pxq

2
˙

a.e. x P p0, Tq
N and for any j P N.
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Hence, by applying the Lebesgue Dominated Convergence Theorem in L1p0, Tq
N ,

we have that
ż

B0ST

βpxqFpTrpvjqq dx Ñ

ż

B0ST

βpxqFpTrpv8qq dx

as j Ñ `8, that is the map

v ÞÑ

ż

B0ST

βpxqFpTrpvqqdx

is continuous from XsT with the weak topology to R.
On the other hand, the map

v ÞÑ

ij

ST

y1´2s
p|∇v|

2
` m2v2qdxdy

is lower semicontinuous in the weak topology of XsT .
Hence, the functional Jλ is lower semicontinuous in the weak topology of XsT .
Sub–quadraticity of the potential
Set

cℓ :“ max
uPHs

Tzt0u

|u|Lℓp0,TqN

|u|2Hs
T

,

for every ℓ P r1, 27
sq.

Let us prove that, under the hypotheses (10.4.3) and (10.4.4), one has

lim
}v}XsT

Ñ0

Ψpvq

}v}
2
XsT

“ 0 and lim
}v}XsT

Ñ8

Ψpvq

}v}
2
XsT

“ 0. (10.4.13)

Fix ε ą 0; in view of (10.4.3) and (10.4.4), there exists δε P p0, 1q such that

|f ptq| ď
ε

}β}8

|t|, (10.4.14)

for all 0 ă |t| ď δε and |t| ě δ´1
ε .

Let us fix q P p2, 27
sq. Since the function

t ÞÑ
|f ptq|

|t|q´1

is bounded on rδε , δ´1
ε s, for some mε ą 0 and for every t P R one has

|f ptq| ď
ε

}β}8

|t| ` mε|t|q´1. (10.4.15)

As a byproduct, inequality (10.4.15), in addition to the trace inequality, yields

|Ψpvq| ď κs
ż

B0ST

βpxq|FpTrpvqq|dx
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ď κs
ż

B0ST

βpxq

ˆ

ε
2 }β}8

|Trpvq|
2

`
mε
q |Trpvq|

q
˙

dx

ď κs
ż

B0ST

ˆ

ε
2 |Trpvq|

2
`
mε
q βpxq|Trpvq|

q
˙

dx

ď κs
ε
2 c

2
2 |Trpvq|

2
Hs
T

` κs
mε
q }β}8 cqq |Trpvq|

q
Hs
T

ď
ε
2 c

2
2 }v}

2
XsT

`
mε

qκq{2´1
s

}β}8 cqq }v}
q
XsT

,

for every v P XsT .
Therefore, for every v P XsTzt0u, it follows that

0 ď
|Ψpvq|

}v}
2
XsT

ď
ε
2 c

2
2 `

mε

qκq{2´1
s

}β}8 cqq }v}
q´2
XsT

.

Since q ą 2 and ε is arbitrary, the first limit of (10.4.13) turns out to be zero.
Now, if r P p1, 2q, due to the continuity of f , there also exists a numberMε ą 0 so

that
|f ptq|

|t|r´1 ď Mε ,

for all t P rδε , δ´1
ε s, where ε and δε are the numbers previously introduced.

The above inequality, together with (10.4.14), yields

|f ptq| ď
ε

}β}8

|t| ` Mε|t|r´1

for each t P R, and hence

|Ψpvq| ď κs
ż

B0ST

βpxq|FpTrpvqq|dx

ď κs
ż

B0ST

βpxq

ˆ

ε
2 }β}8

|Trpvq|
2

`
Mε
r |Trpvq|

r
˙

dx

ď κs
ż

B0ST

ˆ

ε
2 |Trpvq|

2
`
Mε
r βpxq|Trpvq|

r
˙

dx

ď κs
ε
2 c

2
2 |Trpvq|

2
Hs
T

` κs
Mε
r }β}8 crr |Trpvq|

r
Hs
T

ď
ε
2 c

2
2 }v}

2
XsT

`
Mε

rκr{2´1
s

}β}8 crr }v}
r
XsT

,

for each v P XsT .
Therefore, for every v P XsTzt0u, it follows that

0 ď
|Ψpvq|

}v}
2
XsT

ď
ε
2 c

2
2 `

Mε

rκr{2´1
s

}β}8 crr }v}
r´2
XsT

. (10.4.16)

Since ε can be chosen as small as we wish and r P p1, 2q, taking the limit as }v}XsT
Ñ

`8 in (10.4.16), we have proved the second limit of (10.4.13).
The Palais–Smale condition
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Lemma 10.35. Let f : R Ñ R be a continuous function verifying condition (10.4.4).
Then, for every λ ą 0, the functional Jλ is bounded from below, coercive and satisfies
pPSq.

Proof. Fix λ ą 0 and 0 ă ε ă 1{pλc22q. Due to (10.4.16), one has

Jλpwq ě
1
2 }v}

2
XsT ´ λκs

ż

B0ST

βpxq|FpTrpvqq|dx

ě
1
2 }v}

2
XsT ´ λ εc

2
2

2 }v}
2
XsT

´ λ Mε

rκr{2´1
s

}β}8 crr }v}
r
XsT

“
1
2
´

1 ´ λc22ε
¯

}v}
2
XsT ´ λ Mε

rκr{2´1
s

}β}8 crr }v}
r
XsT

,

for every w P XsT . Then the functional Jλ is bounded from below and coercive.
Now, let us prove that Jλ satisfies (PS)µ for µ P R. To this end, let tvjujPN Ă XsT be

a Palais–Smale sequence, i.e.

Jλpvjq Ñ µ and }J1
λpvjq}˚ Ñ 0,

as j Ñ `8 where,

}J1
λpvjq}˚ :“ sup

!

ˇ

ˇx J1
λpvjq, φy

ˇ

ˇ : φ P XsT , and }φ}XsT “ 1
)

.

Taking account the coercivity of Jλ, the sequence tvjujPN is necessarily bounded
in XsT . Since XsT is reflexive, we may extract a subsequence, which for simplicity we
still denote tvjujPN, such that vj á v8 in XsT , i.e.,

ij

ST

y1´2s
p∇vj∇φ ` m2vjφqdxdy Ñ

ij

ST

y1´2s
p∇v8∇φ ` m2v8φqdxdy, (10.4.17)

as j Ñ `8, for any φ P XsT .
Let us prove that tvjujPN strongly converges to v8 P XsT . At this purpose, note that

xΦ1
pvjq, vj´v8y “ xJ1

λpvjq, vj´v8y`λκs
ż

B0ST

βpxqf pTrpvjqqTrpvj´v8qdx, (10.4.18)

where

xΦ1
pvjq, vj ´ v8y “

ij

ST

y1´2s
p|∇vj|2 ` m2v2j qdxdy

´

ij

ST

y1´2s
p∇vj∇v8 ` m2vjv8qdxdy.

Since }J1
λpvjq}˚ Ñ 0 and the sequence tvj ´ v8ujPN is bounded in XsT , taking

account that |xJ1
λpvjq, vj ´ v8y| ď }J1

λpvjq}˚}vj ´ v8}XsT , it is easily seen that

xJ1
λpvjq, vj ´ v8y Ñ 0 (10.4.19)
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as j Ñ `8.
Furthermore, by (10.4.15) and Hölder’s inequality one has

ż

B0ST

βpxq|f pTrpvjqq||Trpvj ´ v8q|dx ď ε
ż

B0ST

|Trpvjq||Trpvj ´ v8q|dx

` mε }β}8

ż

B0ST

|Trpvjq|
q´1

|Trpvj ´ v8q|dx

ď ε
ˇ

ˇTrpvjq
ˇ

ˇ

L2p0,TqN

ˇ

ˇTrpvj ´ v8q
ˇ

ˇ

L2p0,TqN

` mε }β}8

ˇ

ˇTrpvjq
ˇ

ˇ

q´1
Lqp0,TqN

ˇ

ˇTrpvj ´ v8q
ˇ

ˇ

Lqp0,TqN
.

Since ε is arbitrary and the embedding TrpXsTq ãÑ Lqp0, Tq
N compact, we obtain

ż

B0ST

βpxq|f pTrpvjq||Trpvj ´ v8q|dx Ñ 0, (10.4.20)

as j Ñ `8.
Relations (10.4.18), (10.4.19) and (10.4.20) yield

xΦ1
pvjq, vj ´ v8y Ñ 0, (10.4.21)

as j Ñ `8 and hence
ij

ST

y1´2s
p|∇vj|2 ` m2v2j qdxdy ´

ij

ST

y1´2s
p∇vj∇v8 ` m2vjv8qdxdy Ñ 0, (10.4.22)

as j Ñ `8.
Thus, by (10.4.22) and (10.4.17) it follows that

lim
jÑ`8

ij

ST

y1´2s
p|∇vj|2 ` m2v2j qdxdy “

ij

ST

y1´2s
p|∇v8|

2
` m2v28qdxdy.

In conclusion, thanks to [29, Proposition III.30], vj Ñ v8 in XsT and the proof is
complete.

The following technical lemma will be useful in the proof of our result via minimiza-
tion procedure.

Lemma 10.36. Let f : R Ñ R be a continuous function satisfying condition (10.4.5).
Then, there exists t0 P R such that Ψpwt0q ą 0, where the function wt0 is defined as in
(10.2.7) with t0 instead of σ.

Proof. By condition (10.4.5) there exists t0 P R such that Fpt0q ą 0. Hence, bearing in
mind (10.4.2) and by using (10.2.8) it follows that

Ψpwt0q :“ κs
ż

B0ST

βpxqFpTrpwt0qq dx ě κsTN inf
xPp0,TqN

βpxqFpt0q ą 0. (10.4.23)

The proof is complete.
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Now, let us prove the item piiq of Theorem 10.34.

First solution via direct minimization
The assumptions on β and (10.4.5) imply that there exists a suitable functionwt0 P

XsTzt0u so that Ψpwt0q ą 0, and thus the number

λ‹ :“ inf
Ψpvqą0
vPXsT

Φpvq

Ψpvq
(10.4.24)

is well–defined and, in the light of (10.4.13), positive and finite.
Fixing λ ą λ‹ and choosing v‹

λ P XsT with Ψpv‹
λq ą 0 and

λ‹
ď
Φpv‹

λq

Ψpv‹
λq

ă λ,

one has
c1,λ :“ inf

vPXsT
Jλpvq ď Jλpv‹

λq ă 0.

Since Jλ is bounded from below and satisfies pPSqc1,λ , then c1,λ is a critical value
of Jλ, to wit, there exists v1,λ P XsTzt0u such that

Jλpv1,λq “ c1,λ ă 0 and J1
λpv1,λq “ 0.

This is the first solution sought for.
Second solution via MPT
The nonlocal analysis that we perform in order to use Mountain Pass Theorem is

quite general and may be suitable for other goals too. Our proof will check that the
classical geometry of the Mountain Pass Theorem is respected by the nonlocal frame-
work.

Fix λ ą λ‹, where λ‹ is definedby (10.4.24), and apply (10.4.15)with ε :“ 1{p2λc22q.
For each w P XsT one has

Jλpvq “
1
2 }v}

2
XsT

´ λΨpvq

ě
1
2 }v}

2
XsT

´
λ
2 εκs |Trpvq|

2
L2p0,TqN ´ κs

λ
q }β}8 mλ |Trpvq|

q
Lqp0,TqN

ě
1 ´ λεc22

2 }v}
2
XsT

´
λ

qκq{2´1
s

}β}8 mλcqq }v}
q
XsT

.

Setting

rλ :“ min

$

&

%

›

›v‹
λ
›

›

XsT
,
˜

4qκq{2´1
s

λ }β}8 mλcqq

¸1{pq´2q
,

.

-

,

due to what seen before, we get

inf
}v}XsT

“rλ
Jλpvq ą 0 “ Jλp0q ą Jλpv‹

λq,



400 | Giovanni Molica Bisci

namely the energy functional possesses the usual mountain pass geometry.
Then, invoking also Lemma 10.35, we can apply the Mountain Pass Theorem to

deduce the existence of v2,λ P XsT so that J1
λpv2,λq “ 0 and Jλpv2,λq “ c2,λ, where c2,λ

has the well–known characterization:

c2,λ :“ inf
𝛾PΓ

max
tPr0,1s

Jλp𝛾ptqq,

where
Γ :“

!

𝛾 P C0pr0, 1s;XsTq : 𝛾p0q “ 0, 𝛾p1q “ v‹
λ

)

.

Since
c2,λ ě inf

}v}XsT
“rλ

Jλpvq ą 0,

we have 0 ‰ v2,λ ‰ v1,λ and the existence of two distinct non–zero weak solutions to
(10.4.1) is proved. In conclusion Trpv1,λq and Trpv2,λq are two distinct non–zero weak
solutions to (10.4.1). The proof is now complete.

Remark 10.37. The proof of Theorem 10.34 gives an exact, but quite involved form of
the parameter λ‹. In particular we notice that

λ‹ :“ inf
Ψpvqą0
vPXsT

Φpvq

Ψpvq
ě

m2s

cf }β}8

. (10.4.25)

Indeed, by (10.4.6), one clearly have

|f ptq| ď cf |t|, @ t P R.

Moreover, since
|Trpvq|

2
2 ď

1
κsm2s }v}

2
XsT , @ v P XsT

it follows that

Ψpvq ď κs
ż

p0,TqN
βpxq|FpTrpvqq|dx

ď cf κs
}β}8

2 |Trpvq|
2
L2p0,TqN

ď cf
}β}8

2m2s }v}
2
XsT ,

for every v P XsT . Hence, inequality (10.4.25) immediately holds. We point out that no
information is available concerning the number of solutions of problem (10.4.1) if

λ P

«

m2s

cf }β}8

, λ‹

ff

.

Since the expression of λ‹ is involved, we give in the sequel an upper estimate of
it which can be easily calculated. This fact can be done in terms of the some analytical
and geometrical constants.
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Due to (10.4.24) one has
λ‹

ď
Φpwt0q

Ψpwt0q
,

where the test function wt0 is defined in Section 10.2, and t0 P R with Fpt0q ą 0.
More precisely, by using (10.2.9), one has λ‹

ď λ0, where

λ0 :“
1
2

¨

˚

˝

m2s

inf
xPp0,TqN

βpxq

˛

‹

‚

t20
Fpt0q

. (10.4.26)

Now, the conclusions of Theorem 10.34 are valid for every λ ą λ0.

Finally, we point out that, by using [107, Theorem 1] and Remark 10.37, the following
result can be proved.

Theorem 10.38. Let f : RN ˆ R Ñ R be a Carathéodory T–periodic pwith respect
to x P RNq function such that (10.4.3) and (10.4.4) hold and g : RN ˆ R Ñ R be a
Carathéodory T–periodic pwith respect to x P RNq function such that

there exist a1, a2 ą 0 and q P p2, 27
sq, 27

s :“ 2N{pN ´ 2sq , such that

|gpx, tq| ď a1 ` a2|t|q´1 for every x P p0, Tq
N , t P R.

(10.4.27)

Furthermore, set

λ‹ :“ 1
2

¨

˚

˝

m2s

inf
xPp0,TqN

βpxq

˛

‹

‚

t20
Fpt0q

,

where t0 P R is such that Fpt0q ą 0.
Then, for each compact interval ra, bs Ă pλ‹,`8q, there exists 𝛾 ą 0 with the

following property:
for every λ P ra, bs, there exists δ ą 0 such that, for each µ P r0, δs, the perturbed

problem
#

p´∆ ` m2
q
su “ βpxqf puq ` µgpx, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

admits at least three weak solutions inHs
T X L8

p0, Tq
N , whoseHs

T–norms are less than
𝛾.

Remark 10.39. Theorem 10.38 gives a more precise information as the one stated in
Theorem 10.34; indeed, it shows that the multiplicity result described below is stable
with respect to small periodic subcritical perturbations g. We also note that, a sharp
value for the parameter λ‹ that appears in Theorem 10.38 is given by:

λ‹
7 :“ 1

2

¨

˚

˝

m2s

inf
xPp0,TqN

βpxq

˛

‹

‚

inf
σPSf

σ2
Fpσq

,
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where
Sf :“

"

σ P R :
ż σ

0
f ptqdt ą 0

*

.

See Section 10.5 and [89] for related topics.
In the next result, in connection with Theorem 10.38, by adapting the technical

approach developed in [56, Theorem 7] to the nonlocal periodic setting, we prove the
existence of at least two weak solutions for nonlocal periodic problems under a slight
different assumption at infinity on the nonlinear term f and in presence of a suffi-
ciently small periodic perturbation term g.

Theorem 10.40. Let f : RN ˆ R Ñ R be a Carathéodory T–periodic function pwith
respect to x P RNq such that:

pj1q the following limit holds
lim sup
|t|Ñ`8

Fpx, tq
t2 ă

1
2m

2s

uniformly in x P p0, Tq
N ;

pj2q for every M ą 0, sup
|t|ďM

|Fp¨, tq| P L1p0, Tq
N .

Furthermore, suppose that there exist positive constants c0, σ and d P Rzt0u such that:
pj3q |Fpx, tq| ď c0t2 uniformly in x P p0, Tq

N and for every t P R;
pj4q Fpx, tq ď 0 for every t P p´σ, σq, uniformly in x P p0, Tq

N ;
pj5q the inequality

ż

p0,TqN
Fpx, dqdx

d2 ą
1
2m

2sTN

holds.
Finally, let g : RN ˆ R Ñ R be a Carathéodory T–periodic pwith respect to x P RNq

function such that
pj6q there exist ϱ ą 1 and α ą 0, β P L1p0, Tq

N , with ϱ ă 27
s for which

ˇ

ˇ

ˇ

ˇ

ˇ

ż t

0
gpx, wqdw

ˇ

ˇ

ˇ

ˇ

ˇ

ď α|t|ϱ ` βpxq, @ px, tq P p0, Tq
N

ˆ R.

Then, for every r ą 0, there exists λr ą 0 such that, for every λ P p0, λrq, the following
problem
$

’

’

’

’

’

&

’

’

’

’

’

%

ij

ST

y1´2s
p∇v∇φ ` m2vφq dxdy

“ κs
ż

B0ST

f px, TrpvqqTrpφqdx ` λκs
ż

B0ST

gpx, TrpvqqTrpφqdx, @ φ P XsT
v P XsT ,

(10.4.28)
has at least two solutions in Ψ´1

pp´8, rqq, where

Ψpvq :“ 1
2 }v}

2
XsT ´ κs

ż

B0ST

Fpx, Trpvqqdx, @ v P XsT .
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In order to prove the result, stated in Theorem 10.40, the main tool will be a critical
point theorem due to Ricceri [105, Theorem 10]. For the sake of clarity, we recall it here
below:

Theorem 10.41. Let pE, } ¨ }q be a uniformly convex and separable real Banach space.
Furthermore, let J,Φ : E Ñ R two sequentially weakly lower semicontinuous function-
als, with J also strongly continuous.

For every z P E, put

Ψpzq :“ }z}2
2 ` Jpzq.

Assume that Ψ is coercive and has a strict local pnot global q minimum, say z0.
Then, for every r ą Ψpz0q, there exists λ‹

r ą 0 such that, for each λ P p0, λ‹
r q, the

functional Ψ ` λΦ has at least two local minima lying in Ψ´1
pp´8, rqq.

Proof of Theorem 10.40 - For every v P XsT , let us put

Jpvq :“ ´κs
ż

B0ST

Fpx, Trpvqqdx,

Ψpvq :“ 1
2 }v}

2
XsT ` Jpvq,

and
Φpvq :“ ´κs

ż

B0ST

Gpx, Trpvqqdx,

where
Gpx, tq :“

ż t

0
gpx, wqdw.

First of all, we prove that the following facts hold:

pp1q the functional Ψ is coercive;
pp2q inf

vPXsT
Ψ ă 0;

pp3q Ψ has a strict local minimum at zero.

More precisely, one has:
pp1q - By pj1q and pj2q it follows that for a.e. x P p0, Tq

N and t P R one has

Fpx, tq ď λt2 ` kpxq, (10.4.29)

for some k P L1p0, Tq
N and λ ă m2s. Thus, inequality (10.4.29) yields

ż

B0ST

Fpx, Trpvqqdx ă
λ

2κsm2s }v}
2
XsT ` |k|L1p0,TqN .

Hence,

Ψpvq ą
1
2

˜

1 ´
λ
m2s

¸

}v}
2
XsT ` κ´1

s |k|L1p0,TqN ,
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for every v P XsT , and lim
}v}XsTÑ`8

Ψpvq “ `8.

pp2q - Let us define

wdpx, yq :“ 2d
Γpsq

´my
2

¯s
Kspmyq, @ px, yq P RN`1

` , (10.4.30)

where Ks is the Bessel function of the second kind of order s (see Subsection 10.2.1).
Hence, wd P XsT and by (10.2.9) and (10.2.8) it follows that

Ψpwdq “

˜

ξ2j
2 m

2sTN ´

ż

p0,TqN
Fpx, dqdx

¸

κs .

Then, by pj5q, one has Ψpwdq ă 0 and so inf
vPXsT

Ψ ă 0.

pp3q - For every v P XsT , let

p0, Tq
N
v,σ :“ tx P p0, Tq

N : |Trpvqpxq| ą σu.

If x P p0, Tq
N

zp0, Tq
N
v,σ, then |Trpvqpxq| ď σ and, by pj4q, one has Fpx, Trpvqpxqq ď 0.

Thus, pj3q yields
ż

p0,TqN
Fpx, Trpvqqdx ď c0|p0, Tq

N
v,σ|

1´ 2
27
s |Trpvq|

2
27
s
. (10.4.31)

Now, by (10.4.31), we can write

Ψpvq ě

ˆ

1
2 ´ c0c27

s
|p0, Tq

N
v,σ|

1´ 2
27
s

˙

}v}
2
XsT ,

for every v P XsT . Moreover, the right–hand side of the above inequality goes to zero as
}v}XsT Ñ 0. Indeed, by (10.2.20), it follows that

|p0, Tq
N
v,σ| ď

1
m2s?κsσ2

}v}
2
XsT .

The conclusion is attained.
Finally, by pj1q the functional J is sequentially weakly continuous and, by pj6q,

Φ is weakly lower semicontinuous. Hence, all the assumptions of Theorem 10.41 are
satisfied. Then, for every r ą Ψpz0q, there exists λ‹

r ą 0 such that, for each λ P p0, λ‹
r q,

the functional Ψ ` λΦ has at least two local minima lying in Ψ´1
pp´8, rqq. The proof

of Theorem 10.41 is now complete.

10.4.2 On the Ambrosetti–Rabinowitz condition

The aimof this subsection is to prove that under theAmbrosetti–Rabinowitz condition
on the nonlinear term f , there exist two (weak) solutions to the problem

#

p´∆ ` m2
q
su “ 𝛾u ` λf px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.4.32)
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where 𝛾 ă m2s and λ ą 0 is sufficiently large. The results presented here are based on
the paper [13].

Let us introduce the following functional Jλ : XsT Ñ R defined by

Jλpvq :“ 1
2λ

´

}v}
2
XsT ´ 𝛾κs|Trpvq|

2
L2p0,TqN

¯

´ κs
ż

B0ST

Fpx, Trpvqqdx, (10.4.33)

where λ ą 0 is fixed.
We will prove that Jλ satisfies the assumptions of the following abstract result:

Theorem 10.42. Let E be a reflexive real Banach space, and let Φ, Ψ : E Ñ R be two
continuouslyGâteauxdifferentiable functionals such thatΦ is sequentiallyweakly lower
semicontinuous and coercive. Further, assume thatΨ is sequentially weakly continuous.
In addition, assume that, for each µ ą 0, the functional Jµ :“ µΦ ´ Ψ satisfies the
classical compactness Palais-Smale pbriefly pPSqq condition. Then, for each ϱ ą inf

E
Φ

and each

µ ą inf
uPΦ´1

`

p´8,ϱq
˘

sup
vPΦ´1

`

p´8,ϱq
˘

Ψpvq ´ Ψpuq

ϱ ´ Φpuq

the following alternative holds: either the functional Jµ has a strict global minimum
which lies in Φ´1`

p´8, ϱqq, or Jµ has at least two critical points one of which lies in
Φ´1`

p´8, ϱqq.

For a proof of Theorem 10.42, one can see [102]. We refer also to [87, 108, 111] and
references therein for recent applications of Ricceri’s variational principle [103].

For our purpose, we assume that the right-hand side in equation (10.4.32) is a con-
tinuous function f : RN ˆ R Ñ R verifying the following hypotheses:

(f1) f px, tq is T–periodic in x P RN , that is f px ` Tei , tq “ f px, tq for any x P RN ,
T ą 0, and i “ 1, . . . , N;
(f2) there exist a1, a2 ą 0, and 2 ă q ă 27

s :“
2N

N ´ 2s such that

|f px, tq| ď a1 ` a2|t|q´1

for any x P RN and t P R;
(f3) there exist α ą 2 and r0 ą 0 such that

0 ă αFpx, tq ď tf px, tq

for x P RN and |t| ě r0, where Fpx, tq :“
ż t

0
f px, wqdw.

In this context, the main result of the present subsection is a multiplicity theorem
as stated here below.
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Theorem 10.43. Letm ą 0 and 𝛾 ă m2s. Let f : RN ˆR Ñ R be a continuous function
satisfying the assumptions pf1q–pf3q.

Then, for any ϱ ą 0 and each

0 ă λ ă

q?ϱ
´

1 ´
𝛾

m2s

¯q{2

2κs

˜

a1σ1q
´

1 ´
𝛾

m2s

¯

q´1
2

` a2σqqϱ
q´1
2

¸ , (10.4.34)

problem (10.4.5) admits at least two weak solutions inHs
T , one of which lies in

Sϱ :“
#

u P Hs
T : |u|Hs

T
ă

d

ϱ
κs

`

1 ´
𝛾
m2s

˘

+

,

where
κs :“ 21´2s Γp1 ´ sq

Γpsq ,

and
σr :“

1
?κs

sup
uPHs

Tzt0u

|u|Lrp0,TqN

|u|Hs
T

with r P t1, qu.

Proof. Byusing pf2q andTheorem 10.2, it follows that Jλ iswell defined, Jλ P C1pXsT ;Rq

and

xJ1
λpvq, φy “

1
λ

¨

˚

˝

ij

ST

y1´2s
p∇v∇φ ` m2vφqdxdy ´ 𝛾κs

ż

B0ST

TrpvqTrpφqdx

˛

‹

‚

´κs
ż

B0ST

f px, TrpvqqTrpφqdx,

for every φ P XsT .
Let ϱ ą 0 and set µ :“ 1{p2λq, with λ as in the statement of Theorem 10.43.

We set E :“ XsT , Jµ :“ Jλ and

Φpvq :“ }v}
2
XsT ´ 𝛾κs|Trpvq|

2
L2p0,TqN “: }v}

2
e ,

as well as
Ψpvq :“ κs

ż

B0ST

Fpx, Trpvqqdx,

for every v P XsT .
Taking into account that

m2s
|u|

2
L2p0,TqN “ m2s ÿ

kPZN
|ck|

2

ď
ÿ

kPZN
pω2

|k|
2

` m2
q
s
|ck|

2
“ |u|

2
Hs
T
,
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for any u “
ÿ

kPZN
ck
eıωk¨x
?
TN

P Hs
T , by using Theorem 10.1, it is easily seen that

}v}
2
XsT ´ 𝛾κs|Trpvq|

2
L2p0,TqN “ }v}

2
XsT ´

𝛾

m2s κsm
2s

|Trpvq|
2
L2p0,TqN

ě }v}
2
XsT ´

𝛾

m2s κs|Trpvq|
2
Hs
T

ě

´

1 ´
𝛾

m2s

¯

}v}
2
XsT .

This fact and 0 ă 𝛾 ă m2s yield
c

1 ´
𝛾

m2s }v}XsT ď }v}e ď }v}XsT (10.4.35)

for every v P XsT , so } ¨ }e is equivalent to the standard norm } ¨ }XsT .
Then, Φ is sequentially weakly lower semicontinuous and coercive, and Ψ is

sequentially weakly continuous thanks to Theorem 10.2. Now, by using the AR–
condition pf3q, it is easily seen that there exists v0 P XsT such that

Jµptv0q Ñ ´8 (10.4.36)

as t Ñ `8. Hence, the functional Jµ is unbounded from below.
In order to apply our abstract result, we observe that the functional Jλ satisfies the

compactness pPSq condition (see [13] for details).
Now, we are in the position to apply Theorem 10.42. We aim to prove that

µ ą χpϱq :“ inf
uPBϱ

κs sup
vPBϱ

ż

B0ST

Fpx, Trpvqqdx ´ κs
ż

B0ST

Fpx, Trpuqqdx

ϱ ´ }u}2e
(10.4.37)

for every ϱ ą 0, where Bϱ :“ tv P XsT : }v}e ă
?ρu.

Fix ϱ ą 0. Since 0 P Bϱ, it follows that

χpϱq ď

κs sup
vPBϱ

ż

B0ST

Fpx, Trpvqqdx

ϱ . (10.4.38)

By using pf2q we can see that
ż

B0ST

Fpx, Trpvqqdx ď a1|Trpvq|L1p0,TqN `
a2
q |Trpvq|

q
Lqp0,TqN

for every v P XsT , so, by (10.4.35), we deduce that

sup
vPBϱ

ż

B0ST

Fpx, Trpvqqdx ď σ1
?ϱ a1

c

1 ´
𝛾

m2s

`
σqqa2

q
´

1 ´
𝛾

m2s

¯q{2 ϱ
q
2 .
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This implies that

sup
vPBϱ

ż

B0ST

Fpx, Trpvqqdx

ϱ ď
σ1
?ϱ

a1
c

1 ´
𝛾

m2s

`
σqqa2

q
´

1 ´
𝛾

m2s

¯q{2 ϱ
q
2 ´1 . (10.4.39)

Since (10.4.34) holds, conditions (10.4.38) and (10.4.39) immediately yield

χpϱq ď κs

»

—

—

–

σ1
?ϱ

a1
c

1 ´
𝛾

m2s

`
σqqa2

q
´

1 ´
𝛾

m2s

¯q{2 ϱ
q
2 ´1

fi

ffi

ffi

fl

ă
1
2λ “: µ.

Thus, inequality (10.4.37) is proved. Then, in view of Theorem 10.42, problem
p10.4.5q admits at least two weak solutions one of which lies in Sϱ. This completes
the proof of Theorem 10.43.

10.4.3 Three solutions for perturbed equations

In this section we are interested in nonlocal equations depending onmultiple param-
eters. In manymathematical problems deriving from applications the presence of one
(or more) parameter is a relevant feature, and the study of how solutions depend on
parameters is an important topic.

Most of the results in this direction were obtained through bifurcation theory (for
an extensive treatment of this matters we refer to [2, 3] and their bibliography). How-
ever, some interesting results canbeobtained also bymeans of variational techniques,
or as a combination of the two methods.

In the periodic nonlocal framework, the simplest example we can deal with is
given by the fractional Laplacian, according to the following result:

Theorem 10.44. Let
1 ă p ă q ă

N ` 2s
N ´ 2s ,

and β : RN Ñ R be a positive T–periodic continuous function.
Then, for each ε ą 0 small enough, there exists λε ą 0 such that, for every compact

interval ra, bs Ă p0, λεq, there exists ρ ą 0 with the following property:
for every λ P ra, bs and every continuous function h : R Ñ R satisfying

lim sup
|t|Ñ`8

|hptq|

|t|α ă `8,

for some
α P

ˆ

0, N ` 2s
N ´ 2s

˙
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there exists δ ą 0 such that, for every 𝜈 P r0, δs, the nonlocal problem
#

p´∆ ` m2
q
su “ ε|u|

p´1u ´ λ|u|
q´1u ` 𝜈βpxqhpuq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

has at least three distinct weak solutions tuju3j“1 Ă Hs
T , such that

|uj|Hs
T

ă
ρ

?κs
,

for every j P t1, 2, 3u.

We give some details concerning the abstract approach that can be used in order
to prove Theorem 10.44 and the more general version given in Theorem 10.47. Let
E be a non–empty set and I, Ψ ,Φ : E Ñ R three given functions. If µ ą 0 and
r P pinfE Φ, supE Φq, we put

βpµI ` Ψ ,Φ, rq :“ sup
zPΦ´1ppr,`8qq

µIpzq ` Ψpzq ´ inf
Φ´1pp´8,rqq

pµI ` Ψq

r ´ Φpzq .

When the map Ψ ` Φ is bounded from below, for each

r P pinf
E
Φ, sup

E
Φq

such that
inf

zPΦ´1pp´8,rsq
Ipzq ď inf

zPΦ´1prq
Ipzq,

we put

µ‹
pI, Ψ ,Φ, rq :“ inf

"

Ψpzq ´ 𝛾 ` r
ηr ´ Ipzq : z P E,Φpzq ă r, Ipzq ă ηr

*

,

where
𝛾 :“ inf

E
pΨpzq ` Φpzqq,

and
ηr :“ inf

zPΦ´1prq
Ipzq.

With the above notations, our abstract tool for proving the main result is [110,
Theorem 3] that we recall here for reader convenience.

Theorem 10.45. Let pE, } ¨ }q be a reflexive Banach space; I : E Ñ R a sequentially
weakly lower semicontinuous, bounded on each bounded subset of E, C1–functional
whose derivative admits a continuous inverse on the topological dual E˚;Φ, Ψ : E Ñ R
two C1–functionals with compact derivative. Assume also that the functional Ψ ` λΦ is
bounded from below for all λ ą 0 and that

lim inf
}z}Ñ`8

Ψpzq
Ipzq “ ´8. (10.4.40)
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Then, for each r ą sup
S
Φ, where S is the set of all global minima of I, for each

µ ą maxt0, µ‹
pI, Ψ ,Φ, rqu,

and each compact interval ra, bs Ă p0, βpµI ` Ψ , Ψ , rqq, there exists a number ρ ą 0
with the following property:

for every λ P ra, bs and every C1–functional Γ : E Ñ R with compact derivative,
there exists δ ą 0 such that, for each 𝜈 P r0, δs, the equation

µI1pzq ` Ψ 1
pzq ` λΦ1

pzq ` 𝜈Γ1
pzq “ 0,

has at least three solutions in E whose norm are less than ρ.

We recall that if I is a C1–functional, the derivative I1 : E Ñ E˚ admits a continuous
inverse on E˚ provided that there exists a continuous operator h : E˚

Ñ E such that

hpI1pzqq “ z,

for every z P E.

Remark 10.46. For completeness, we mention that other results, related to Theorem
10.45, are contained in [106, 107, 108, 109, 110].

We denote by A the class of all T–periodic (with respect to x P RN) continuous (or
more generally Carathéodory) functions f : RN ˆ R Ñ R such that

sup
px,tqPRNˆR

|f px, tq|

1 ` |t|q´1 ă `8,

for some q P r1, 27
sq.

Let p P A and set Jp : XsT Ñ R the C1–functional defined by

Jppvq :“ κs
ż

B0ST

Ppx, Trpvqqdx,

where
Ppx, tq :“

ż t

0
ppx, wq dw,

and whose derivative is given by

xJ1ppvq, φy “ κs
ż

Ω
ppx, vqφdx,

for every φ P XsT .
For each r ą 0 and each pair of functions f , g : RN ˆ R Ñ R belonging to A and

such that G ´ F is bounded from below, set

rµpf , g, rq :“ 2 inf
#

r ´ r𝛾 ´ Jf pvq

rηr ´ }v}2XsT

: v P XsT , Jgpvq ă r, }v}
2
XsT ă rηr

+

,
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where
Gpx, tq :“

ż t

0
gpx, wq dw

for every px, tq P RN ˆ R,

r𝛾 :“ κs
ż

Ω
inf
zPR

pGpx, zq ´ Fpx, zqqdx,

and
rηr :“ inf

uPJ´1
g prq

}v}
2
XsT .

Finally, for each ε P

ˆ

0, 1
maxt0, rµpf , g, rqu

˙

, denote by rβpε, f , g, rq the quantity

rβpε, f , g, rq :“ sup
uPJ´1

g ppr,`8qq

}v}
2
XsT

´ 2εJf pvq ´ inf
vPJ´1

g pp´8,rqq

p}v}
2
XsT ´ 2εJf pvqq

2pr ´ Jgpvqq
.

In order to prove the main result, we will make use of Theorem 10.45.
With the above notations our theorem reads as follows:

Theorem 10.47. Let σ P p2, 27
sq and f , g : RN ˆ R Ñ R be two functions belonging to

A such that

lim
tÑ`8

inf
xPp0,TqN

Fpx, tq

t2 “ `8, lim sup
|t|Ñ`8

sup
xPp0,TqN

Fpx, tq

|t|σ ă `8

and

lim
|t|Ñ`8

inf
xPp0,TqN

Gpx, tq

|t|σ “ `8.

Then, for each r ą 0, for each

ε P

ˆ

0, 1
maxt0, µ̃pf , g, rqu

˙

and for each compact interval ra, bs Ă p0, β̃pε, f , g, rqq, there exists a number ρ ą 0
with the following property:

for every λ P ra, bs and every function h P A there exists δ ą 0 such that, for each
𝜈 P r0, δs, the problem
#

p´∆ ` m2
q
su “ εf px, uq ´ λgpx, uq ` 𝜈hpx, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

has at least three weak solutions whose norms inHs
T are less than

ρ
?κs

.
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Remark 10.48. The above result can be viewed as the (periodic) fractional analogous
of [110, Theorem 4] in which a Dirichlet problem involving the p–Laplacian operator
∆pu :“ divp|∇u|

p´2∇uq (where p ą 1) is studied; see also [91, Part II, Chapter 10] and
[86] for some related problems in the nonlocal setting.

Remark 10.49. On the contrary of the results contained in Subsection 10.4.1, in The-
orem 10.47 no condition at zero on the nonlinear term f is requested.

We end this subsection studying the existence of at least three non–trivial solutions
for the following parametric (𝛾 P R) problem

#

p´∆ ` m2
q
su “ 𝛾u ` f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
, (10.4.41)

in a suitable left neighborhood of any eigenvalue of p´∆ ` m2
q
s.

We assume that f : RN ˆ R Ñ R is a Carathéodory T–periodic (with respect to
x P RN) function such that:

there exist a1, a2 ą 0 and q P p2, 27
sq, 27

s :“ 2N{pN ´ 2sq , such that

|f px, tq| ď a1 ` a2|t|q´1 a.e. x P p0, Tq
N , t P R ;

(10.4.42)

there exist two positive constants a3 and a4 such that

Fpx, tq ě a3|t|q ´ a4, x P p0, Tq
N , t P R;

(10.4.43)

lim
|t|Ñ0

f px, tq
|t| “ 0 uniformly in x P p0, Tq

N ; (10.4.44)

0 ă qFpx, tq ď tf px, tq a.e. x P p0, Tq
N , t P Rzt0u, (10.4.45)

where q is given in (10.4.42).
The main result about problem (10.4.41) can be stated as follows:

Theorem 10.50. Assume that f : RN ˆ R Ñ R is a Carathéodory T–periodic pwith
respect to x P RNq function verifying (10.4.42)–(10.4.45).

Then, for every eigenvalue λk of p´∆ ` m2
q
s with periodic boundary data, there

exists a left neighborhood Ok of λk such that problem (10.4.41) admits at least three
non–zero weak solutions for all 𝛾 P Ok.

In order to get this result we apply the following abstract critical point theorem (see
[77, Theorem 2.10]):

Theorem 10.51 (Sphere–torus linking with mixed type assumptions). Let H be a
Hilbert space and X1, X2, X3 be three subspaces of H such that H “ X1 ‘ X2 ‘ X3 with
0 ă dim Xi ă `8 for i “ 1, 2 . Let J : H Ñ R be a C1,1–functional. Let ρ, ρ1, ρ2, ρ1 be
such that 0 ă ρ1, 0 ď ρ1

ă ρ ă ρ2 and

∆ :“ tz P X1 ‘ X2 : ρ1
ď }P2z} ď ρ2, }P1z} ď ρ1u and T :“ BX1‘X2∆ ,
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where Pi : H Ñ Xi is the orthogonal projection of H onto Xi , i “ 1, 2 , and

S23pρq :“ tz P X2 ‘ X3 : }z} “ ρu and B23pρq :“ tz P X2 ‘ X3 : }z} ă ρu .

Assume that
a1 :“ sup JpTq ă inf JpS23pρqq “: a2 .

Let a, b be such that a1
ă a ă a2, b ą sup Jp∆q and

the assumption p∇qpJ, X1 ‘ X3, a, bq holds;

the Palais–Smale condition holds at any level c P ra, bs .

Then, J has at least two critical points in J´1
pra, bsq .

If, furthermore,
a1 ă inf JpB23pρqq ą ´8

and the Palais–Smale condition holds at every c P ra1, bs, then J has another critical
level between a1 and a1 .

One of the main ingredient of Theorem 10.51 in order to get our multiplicity result is
the so–called∇–condition introduced in [77, Definition 2.4]. Let

PC : H Ñ C

be the orthogonal projection of H onto C, where C be a closed subspace of H and let
a, b P R Y t˘8u.

We say that functional J verifies condition p∇qpJ, C, a, bq if there exists 𝛾 ą 0
such that

inf
!

}PC∇Jpzq} : a ď Jpzq ď b, distpz, Cq ď 𝛾
)

ą 0 .

Roughly speaking, the condition p∇qpJ, C, a, bq requires that J has no critical
points z P C such that a ď Jpzq ď b, with some uniformity.

The proof of Theorem 10.50 is similar to the one given in [83] and [82] (see also
[81]).

10.4.4 Periodic equations with bounded primitive

We aim at finding condition on the datum f for which the problem
$

’

’

’

’

’

&

’

’

’

’

’

%

ij

ST

p∇v∇φ ` m2vφq dxdy

“ κsµ
ˆ
ż

B0ST

βpxqFpTrpvqqdx ´ λ
˙
ż

B0ST

βpxqf pTrpvqqTrpφqdx @ φ P XsT
v P XsT ,

(10.4.46)
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possesses at least three solutions, where

Fptq :“
ż t

0
f pwq dw, @ t P R

moreover λ, µ P R and β P L8
pRNq is a T–periodic function satisfying

inf
xPp0,TqN

βpxq ą 0.

Our variational approach is realizable checking that the associated energy func-
tional Jλ,µ : XsT Ñ R defined by

Jλ,µpvq :“ 1
2 }v}

2
XsT ´ κs

µ
2

ˆ
ż

B0ST

βpxqFpTrpvqqdx ´ λ
˙2

,

verifies, thanks to the abstract setting developed in Section 10.2, the assumptions re-
quested by a special case (see Theorem 10.53 below) of a recent and general critical
point theorem obtained by Ricceri in [111, Theorem 1.6].

It isworth pointing out that the classical variational approach to attack such prob-
lems is not often easy to perform; indeed the presence of the term

Lpvq :“
ˆ
ż

B0ST

βpxqFpTrpvqqdx ´ λ
˙2

, v P XsT

causes variational methods not to work when applied to these classes of equations.
We rephrase [111, Theorem 1.6] in a slightly different version:

Theorem 10.52. Let pE, }¨}q be a separable and reflexive real Banach space, η, J : E Ñ

R be two C1–functionals with compact derivative such that ηp0q “ Jp0q “ 0. Moreover,
assume that J is non–constant and that η is bounded from above. Let Φ : E Ñ R be a
sequentially weakly lower semicontinuous and coercive C1–functional, with Φp0q “ 0
and whose derivative admits a continuous inverse on E˚; φ : r´ oscE J, oscE Js X R Ñ

r0,`8q a convex C1 function with φ´1
p0q “ t0u, where oscE J stands for the oscillation

of J on E, namely
osc
E
J :“ sup

E
J ´ inf

E
J.

Suppose that the number

ϑ :“ inf
zPJ´1pRzt0uq

Φpzq ´ ηpzq
φpJpzqq

,

is non–negative and that there exists µ ą 0 such that

lim
}z}Ñ`8

pΦpzq ´ ηpzq ´ µφpJpzq ´ λqq “ `8,

for every λ P pinfE J, supE Jq.
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Then, there exists an open interval Λ Ď pinfE J, supE Jq such that, for every λ P Λ,
the equation

Φ1
pzq “ η1

pzq ` µφ1
pJpzq ´ λqJ1pzq, (10.4.47)

has at least three solutions in E.

The main novelty obtained the above result is that, in contrast with a large part of the
existing literature, the abstract energy functional does not depend on the parameter
λ in an affine way.

A key role in Theorem 10.52 is played by the convex function φ: it is responsible
for both the nonlocality of equation (10.4.47) and the non–affine dependence on the
parameter λ.

Our abstract tool proving themain result is a direct consequence of Theorem 10.52
obtained in [40, Theorem 3.1], where the role of φ is assigned to a parabola:

Theorem 10.53. Let pE, }¨}q be a separable and reflexive real Banach space; J : E Ñ R
be a noncostant C1–functional with compact derivative such that Jp0q “ 0; Ψ : E Ñ

r0,`8q be a sequentially weakly lower semicontinuous and coercive C1–functional,
with Ψp0q “ 0 and whose derivative admits a continuous inverse on the topological
dual E˚. Set

pϑ :“ 2 inf
zPJ´1pRzt0uq

Ψpzq
|Jpzq|2

.

Then, for each µ ą pϑ satisfying

lim sup
}z}Ñ`8

|Jpzq|
2

Ψpzq ă
2
µ , (10.4.48)

there exists an open interval Λ Ď pinfE J, supE Jq such that, for each λ P Λ, the equation

Ψ 1
pzq “ µpJpzq ´ λqJ1pzq,

has at least three solutions.

Some applications of this recent results can be found for instance in [39, 40] and [104]
itself. In the last paper, Ricceri has used his abstract result to prove the existence of
three weak solutions for a Dirichlet problem involving the Laplace operator in which
two nonlocalities appear, both in the divergence term and in the external force.

We denote by C the class of all continuous function f : R Ñ R such that

sup
tPR

|f ptq|

1 ` |t|q´1 ă `8,

for some q P r1, 27
sq.

With the above notations our result reads as follows.
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Theorem 10.54. Let f : R Ñ R be a not identically zero continuous function belonging
to C such that

lim
|t|Ñ`8

Fptq
t “ 0. (10.4.49)

Then, for each µ satisfying

µ ą
1
κs

inf

$

’

’

’

’

’

&

’

’

’

’

’

%

ij

ST

p|∇v|
2

` m2v2q dxdy

ˆ
ż

B0ST

βpxqFpTrpvqqdx
˙2 : v P XsT ,

ż

B0ST

βpxqFpTrpvqqdx ‰ 0

,

/

/

/

/

/

.

/

/

/

/

/

-

,

there exists an open interval

Λ Ď

˜

TN inf
xPp0,TqN

βpxq inf
tPR

Fptq, TN}β}8 sup
tPR

Fptq
¸

such that, for each λ P Λ, problem (10.4.46) has at least three solutions.

Proof. Let us apply Theorem 10.53 by choosing

E :“ XsT , Jpvq :“
ż

B0ST

βpxqFpTrpvqqdx, Ψpvq :“ 1
2 }v}

2
XsT ,

for every v P E.
Of course Ψ is a weakly lower semicontinuous and coercive C1–functional with

Φp0q “ 0 and its derivative Ψ 1 is a homeomorphism between the Hilbert space E and
its topological dual E˚.

Furthermore, since f P C the functional J is a C1–functional with compact deriva-
tive; note that the embedding j : Hs

T ãÑ Lqp0, Tq
N is compact for every q P r1, 27

sq.
Finally, observe that J is clearly noncostant with Jp0q “ 0.

Now, let us fix µ as in Theorem 10.54. By condition (10.4.49) and the continuity of
the potential F, we infer that, for every ε ą 0, there exist two positive constants c1
and c2 such that

Jpvq “

ż

B0ST

βpxqFpTrpvqqdx ď c1 ` ε}v}XsT ,

for every v P E. Hence, if v ‰ 0, we easily get
|Jpvq|

2

Ψpvq
ď 2 c21

}v}2XsT

` 4 c1c2
}v}XsT

ε ` 2c22ε2.

Thus,

lim sup
}v}XsTÑ`8

|Jpvq|
2

Ψpvq
“ 0 ă

2
κsµ

,

and so condition (10.4.48) holds as desired. Then, the thesis of Theorem 10.53 follows
and the existence of three solutions to problem (10.4.46) is achieved.

Theorem 10.54 may be seen as a periodic version of the result contained in [85]; see
also [91, Part II] for similar multiplicity properties.
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10.4.5 Resonant periodic equations

As usual, the classical Ambrosetti–Rabinowitz condition plays a crucial rôle in prov-
ing that every Palais–Smale sequence is bounded, as well as the so called Mountain–
Pass geometry is satisfied. However, even dealing with different problems than ours,
several authors studied different assumptions that still allow to applymin–maxproce-
dure in order to assure the existence of critical points. For asymptotically linear prob-
lems we show a result that moves along this direction.

Let us denote by pE, } ¨ }q a Banach space, Φ a C1–functional on E, Φb :“ tz P E :
Φpzq ď bu the sublevel of Φ corresponding to b P R :“ R Y t˘8u and by

Kc :“ tz P E : Φpzq “ c, Φ1
pzq “ 0u

the set of the critical points of Φ in E at the critical level c P R.
Let us recall some basic notions of the index theory for an even functional with

symmetry group Z2 “ tid,´idu. Let us set

Σ :“ tA Ď E : A closed and symmetric w.r.t. the origin,
i.e. ´z P A if z P Au

and
H :“ th P C0pE; Eq : h oddu.

For A P Σ, A ‰ H, the genus of A is

𝛾pAq :“ inftm P N : Dψ P C0pA;Rmzt0uq s.t. ψp´zq “ ´ψpzq, @z P Au

if such an infimum exists, otherwise 𝛾pAq “ `8. Assume 𝛾pHq “ 0.
The index theory pΣ,H, 𝛾q related to Z2 is also called genus (we refer for more

details to [129, Section II.5]).
The pseudo–index related to the genus and S P Σ is the triplet pS,H˚, 𝛾˚

q such
that H˚ is a group of odd homeomorphisms and 𝛾˚ : Σ Ñ N Y t`8u is the map
defined by

𝛾˚
pAq :“ min

hPH˚
𝛾phpAq X Sq, @A P Σ

(cf. [26] for more details).
Themain result of this subsection, the forthcoming Theorem 10.58, is based on the

following abstract result proved in [19, Theorem 2.9]; see also [20, 21] and references
therein for related topics.

Theorem 10.55. Let a, b, c0, c8 P R, ´8 ď a ă c0 ă c8 ă b ď `8, Φ be an even
functional, pΣ,H, 𝛾q the genus theory on E, S P Σ, pS,H˚, 𝛾˚

q the pseudo–index theory
related to the genus and S, with

H˚ :“ th P H : h bounded homeomorphism
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such that hpzq “ z if z R Φ´1
ppa, bqqu.

Assume that:
piq the functional Φ satisfies pPSq in pa, bq;

piiq S Ď Φ´1
prc0,`8qq;

piiiq there exist k̃ P N and Ã P Σ such that Ã Ď Φc8 and 𝛾˚
pÃq ě k̃.

Then, setting Σ˚
i :“ tA P Σ : 𝛾˚

pAq ě iu, the numbers

ci :“ inf
APΣ˚

i

sup
zPA

Φpzq, @ i P t1, . . . , k̃u, (10.4.50)

are critical values for Φ and

c0 ď c1 ď . . . ď ck̃ ď c8.

Furthermore, if c “ ci “ . . . “ ci`r, with i ě 1 and i ` r ď k̃, then 𝛾pKcq ě r ` 1.

Remark 10.56. In the applications, a lower bound for the pseudo–index of a suitable
Ã as in piiiq of Theorem 10.55 is needed: considering the genus theory pΣ,H, 𝛾q on E
and V ,W two closed subspaces of E, if

dimV ă `8 and codim W ă `8,

then
𝛾pV X hpBB X Wqq ě dimV ´ codim W

for every bounded h P H and every open bounded symmetric neighbourhood B of 0 in
E (cf. [19, Theorem A.2]). The latter result is then employed to solve nonlocal periodic
equations patterned after the main problems in [22, 23].

From now on we will suppose that f : RN ˆR Ñ R is a Carathéodory function satisfy-
ing the following assumptions:

ph1q f px, tq is T–periodic in x P RN , that is f px ` Tei , tq “ f px, tq for any x P RN

(T ą 0), for every i “ 1, ..., N and

sup
|t|ďa

|f p¨, tq| P L8
p0, Tq

N for any a ą 0;

ph2q there exist
lim

|t|Ñ`8

f px, tq
t “ 0 (10.4.51)

and
lim
tÑ0

f px, tq
t “ λ0 P R (10.4.52)

uniformly with respect to a.e. x P RN .



Nonlocal Fractional Periodic Equations | 419

Further, let us denote respectively by σpp´∆ ` m2
q
s
q and by

0 ă λ1 ă λ2 ď . . . ď λk ď . . .

the spectrum and the non–decreasing, diverging sequence of eigenvalues of the fol-
lowing problem

#

p´∆ ` m2
q
su “ λu in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
,

repeated according to their multiplicity (see Section 10.2 for details).
Under the above assumptions on f it is possible to prove some existence andmul-

tiplicity results for asymptotically linear T–periodic fractional problems of the form
#

p´∆ ` m2
q
su “ λ8u ` f px, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN and i “ 1, ..., N
. (10.4.53)

Byusing the classical Saddle Point Theoremdue toRabinowitz [101], the following
existence result has been achieved.

Theorem 10.57. Suppose that f : RN ˆ R Ñ R is a Carathéodory function satisfying
ph1q and ph2q. Then, problem (10.4.53) has at least a weak solution inHs

T , provided that
λ8 R σpp´∆ ` m2

q
s
q.

When the nonlinear term f is symmetric the pseudo–index theory ensures that the
next result holds.

Theorem 10.58. Suppose that f : RN ˆ R Ñ R is a Carathéodory function satisfying
conditions ph1q and ph2q. Further, let us assume that f px, ¨q is odd for a.e. x P RN and
verifies the following condition
pCλ8

q there exist h, k P N, with k ě h, such that

λ0 ` λ8 ă λh ď λk ă λ8.

Then, problem (10.4.53) has at least k´h`1 distinct pairs of non–trivial weak solutions
inHs

T , provided that λ8 R σpp´∆ ` m2
q
s
q.

See [85] for a complete and detailed proof.

Remark 10.59. We point out that, combining the proof of our main results and those
of [21, Theorem 3.1], Theorem 10.58 holds if we require that

λ8 ă λh ď λk ă λ0 ` λ8,

instead of condition pCλ8
q.
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We emphasize that further difficulties arise in the so–called “resonant case”, that is
λ8 P σpp´∆ ` m2

q
s
q: indeed, the resonance affects both the compactness property

and the geometry of the Euler–Lagrange functional arising in a suitable variational
approach (cf., e.g., [19] and references therein for the classical elliptic case). We will
consider this interesting case via some further investigations. Finally, we also point
out that our results should be viewed as a periodic nonlocal version of Proposition 1.1
and Theorem 1.2 of [22] (see also [23]).

10.5 Critical and Supercritical Nonlinearities

Although in the current literature there are a lot of papers concerning subcritical and
critical fractional Laplacian problems, only few of them deal with nonlinearities hav-
ing supercritical growth (see, for instance, [54, 115, 132]).

Moreover, to the best of our knowledge, neither critical nor supercritical periodic
fractional equations have been investigated until now due to several difficulties that
naturally appear in treating such problems. We present here a first result in this di-
rection, concerning the existence of multiple periodic solutions for a class of nonlocal
equationswith critical and supercritical growth (see the recent paper [12] for a detailed
proof and additional comments and remarks).

By combining the Moser iteration scheme in the nonlocal framework with an ab-
stract multiplicity result valid for differentiable functionals we show that the problem
under consideration admits at least three periodic solutions with the property that
their Sobolev norms are bounded by a suitable constant.

If E is a real Banach space, we denote byWE the class of all functionalsΦ : E Ñ R
possessing the following property:

if tzjujPN is a sequence in E converging weakly to z P E and

lim inf
jÑ`8

Φpzjq ď Φpzq,

then tzjujPN has a subsequence converging strongly to z.

With the above notation, [107, Theorem 1] reads as follows:

Theorem 10.60. Let E be a separable and reflexive real Banach space; I Ă R be an
interval; Φ : X Ñ R be a sequentially weakly lower semicontinuous C1–functional
belonging to WE, bounded on each bounded subset of E and whose derivative admits
a continuous inverse on the dual E˚ of E; J : E Ñ R be a C1–functional with compact
derivative.
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Assume that, for each λ P I, the functional Φ ´ λJ is coercive and has a strict local,
not global minimimum, say zλ. Then, for each compact interval ra, bs Ď I for which

sup
λPra,bs

pΦpzλq ´ λJpzλqq ă `8,

there exists 𝛾 ą 0 with the following property:
for every λ P ra, bs and every C1–functional Ψ : E Ñ R with compact derivative,

there exists δ0 ą 0 such that, for each µ P r0, δ0s, the equation

Φ1
pzq “ λJ1pzq ` µΨ 1

pzq

has at least three solutions in E whose norms are less than 𝛾.

10.5.1 A periodic critical equation

Let β P L8
pRNq be a T–periodic function satisfying

inf
xPp0,TqN

βpxq ą 0.

A special case of our main result reads as follows.

Theorem 10.61. Assume that f : R Ñ R is a continuous function such that
pf 1
1q lim

tÑ0
f ptq
t “ lim

|t|Ñ`8

f ptq
t “ 0;

pf 1
2q sup

tPR
Fptq ą 0, where Fptq :“

ż t

0
f pwqdw.

Furthermore, set

λ‹ :“ 1
2

¨

˚

˝

m2s

inf
xPp0,TqN

βpxq

˛

‹

‚

t20
Fpt0q

,

where t0 P R is such that Fpt0q ą 0.
Then, for each compact interval ra, bs Ă pλ‹,`8q, there exists 𝛾 ą 0 with the

following property:
for every λ P ra, bs, there exists δ ą 0 such that, for each µ P r0, δs, the critical

problem
#

rp´∆ ` m2
q
s
su “ λβpxqf puq ` µ|u|

27
s´2u in p0, Tq

N

upx ` Teiq “ upxq for all x P RN , i “ 1, . . . , N
,

(10.5.1)
admits at least three weak solutions inHs

T X L8
p0, Tq

N , whoseHs
T–norms are less than

𝛾.

As a byproduct of Theorem 10.61we immediately have the followingmultiplicity result
valid for unperturbed periodic problems.
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Corrolary 10.62. Assume that f : R Ñ R is a continuous function satisfying conditions
pf 1
1q and pf 1

2q. Then, for each compact interval ra, bs Ă pλ‹,`8q, there exists 𝛾 ą 0 such
that, for every λ P ra, bs, the following problem

#

rp´∆ ` m2
q
s
su “ λβpxqf puq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN , i “ 1, . . . , N
, (10.5.2)

admits at least three weak solutions inHs
T X L8

p0, Tq
N , whoseHs

T–norms are less than
𝛾.

We also notice that Theorem 10.34 in Section 10.4 can be achieved as a direct conse-
quence of Theorem 10.60.

10.5.2 Supercritical periodic problems

We end this note by presenting the existence andmultiplicity of periodic solutions for
the following class of perturbed problems

#

rp´∆ ` m2
q
s
su “ λf px, uq ` µgpx, uq in p0, Tq

N

upx ` Teiq “ upxq for all x P RN , i “ 1, . . . , N
. (10.5.3)

Let us assume that f : RN ˆ R Ñ R is a Carathéodory T–periodic (with respect to
x P RN) function satisfying the following hypotheses:

pf1q lim
|t|Ñ`8

f px, tq
t “ 0 uniformily in x P p0, Tq

N ;

pf2q lim
tÑ0

f px, tq
t “ 0 uniformily in x P p0, Tq

N ;
pf3q there is t0 P R such that

ż

p0,TqN
Fpx, t0qdx ą 0,

where
Fpx, tq :“

ż t

0
f px, wq dw;

pf4q for any M ą 0, the function

sup
|t|ďM

|f p¨, tq| P L8
p0, Tq

N .

We also suppose that g : RN ˆR Ñ R is a Carathéodory T–periodic (with respect
to x P RN) such that

pg1q there exist c0 ą 0 and p ě 27
s such that

|gpx, tq| ď c0p1 ` |t|p´1
q
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for a.e. x P RN , t P R.

With the above notations our main result can be stated as follows:

Theorem 10.63. Let f : RN ˆ R Ñ R be a Carathéodory T–periodic pwith respect to
x P RNq function such that pf1q–pf4q hold and g : RN ˆ R Ñ R be a Carathéodory
T–periodic pwith respect to x P RNq function for which pg1q is verified.

Then, it follows that

ϑ :“ 2 sup
#

κs
}v}2XsT

ż

p0,TqN
Fpx, Trpvqqdx : }v}XsT ‰ 0

+

ą 0,

and, for each compact interval ra, bs Ă p1{ϑ,`8q, there exists 𝛾 ą 0with the following
property: for every λ P ra, bs, there exists δ ą 0 such that, for each µ P r0, δs, problem
(10.4.5) admits at least three weak solutions in Hs

T X L8
p0, Tq

N , whose Hs
T–norms are

less than 𝛾.

In order to prove Theorem 10.63 we are led to consider the following problem
$

’

&

’

%

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST
v|txi“0u “ v|txi“Tu on BLST
B
1´2s
𝜈 v “ κsrλf px, vq ` µgpx, vqs on B

0ST

, (10.5.4)

where
B
1´2s
𝜈 vpx, 0q :“ ´ lim

yÑ0`
y1´2s Bv

By px, yq

is the conormal exterior derivative of v.
Problem (10.5.4) is (super)critical, sowecannotusedirectly variational techniques

in order to obtain existence and multiplicity results for the initial problem (10.5.3).
First of all we consider the case

gpx, tq :“ |t|p´2t,

for every x P p0, Tq
N and t P R. Therefore, we adapt a truncation argument due to

Chabrowski and Yang [43]: precisely, we consider the following auxiliary truncated
problem

$

’

&

’

%

´divpy1´2s∇vq ` m2y1´2sv “ 0 in ST
v|txi“0u “ v|txi“Tu on BLST
B
1´2s
𝜈 v “ κs rλf px, vq ` µgκpx, vqs on B

0ST

, (10.5.5)

where

gκpx, tq :“
#

gpx, tq if |t| ď κ
κp´q

|t|q´2t if |t| ą κ,
(10.5.6)

and κ is a suitable constant and q P p2, 27
sq.



424 | Giovanni Molica Bisci

Since the nonlinearity gκ which appears in (10.5.5) is a superlinear function with
subcritical growth, thanks to the results contained in Section 10.2, we can apply The-
orem 10.60 to establish a multiplicity result for problem (10.5.5).

Now, we notice that if v P XsT is a weak solution of problem (10.5.5) whose trace
u :“ Trpvq is bounded in L8

p0, Tq
N , with

|u|L8p0,TqN ď κ, (10.5.7)

then, thanks to the definition of gκ, the function v P XsT is a weak solution of (10.5.4)
and u :“ Trpvq P Hs

T weakly solves (10.5.3).
A direct computation ensures that, if κ is sufficiently large, every solution ob-

tained by using Theorem 10.60 satisfies (10.5.7) and consequently solves problem
(10.5.3).

Now, suppose that g verifies the (super)critical growth pg1q and set

gκpx, tq :“
#

gpx, tq if |t| ď κ
mintgpx, tq, c0p1 ` κp´q

|t|q´2tqu if |t| ą κ
,

where q P p2, 27
sq. Since

|gκpx, tq| ď c0p1 ` κp´q
|t|q´1

q for a.e. x P RN , @ t P R, (10.5.8)

we can easily adapt the previous iteration arguments by using (10.5.8) instead of
(10.5.6).

Remark 10.64. Exploiting the arguments introduced in Section 10.2 it easy to see that
the statements of Theorem 10.63 are valid for each compact interval ra, bs contained
in

¨

˚

˚

˝

m2sTN
2

t20
ż

p0,TqN
Fpx, t0qdx

,`8

˛

‹

‹

‚

.

Remark 10.65. In [57, Theorem 1.1] the authors studied perturbed elliptic equations
proving that the method of [133] can be adapted to arbitrary perturbations not neces-
sarily governed by a polynomial growth. Their proof employs a variant of the Moser
iteration argument inspired by [80, TheoremC]; see [57, Lemma 2.3]. An analogous ap-
proach can be adapted to our nonlocal periodic framework obtaining the existence of
at least threeweak solutions for problem (10.5.3) inpresenceof anarbitrary T–periodic
Carathéodory term g such that:

for any M ą 0, the function

sup
|t|ďM

|gp¨, tq| P L8
p0, Tq

N .
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This fact is due to the peculiar nature of the conclusion of the abstract Ricceri’s result.
Indeed, the interplay between [107, Theorem 1] with the Moser–type iteration scheme
turns out to be successful also in this case thanks to the preliminary properties pre-
sented in Section 10.2.

Remark 10.66. To the best of our knowledge Theorem 10.63 (as well as its conse-
quences) is the first result that has appeared in the literature concerning the existence
of multiple solutions for (super)critical fractional periodic equations. For complete-
ness, we mention here the papers [61, 78, 121, 122, 124, 126] in connection with the
celebrated Brezis–Nirenberg problem, where the authors studied, under the Dirich-
let boundary condition, nonlocal elliptic equations involving the fractional Laplacian
operator and a nonlinear term with critical growth.

Acknowledgment: This work was realized within the auspices of the INdAM–
GNAMPA Project 2016 problemi variazionali su varietà riemanniane e gruppi di Carnot,
by the DiSBeF Research Project 2015 Fenomeni non–locali: modelli e applicazioni, by
the DiSPeA Research Project 2016 Implementazione e testing di modelli di fonti ener-
getiche ambientali per reti di sensori senza fili autoalimentate and by the PRIN 2015
Research Project Variational methods, with applications to problems in mathematical
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Stefania Patrizi
Change of Scales for Crystal Dislocation
Dynamics

Abstract:We present some recent results obtained in [12, 13, 19, 26, 28, 29, 35, 36, 37,
38] for equations of evolutionary type, run by fractional and possibly anisotropic frac-
tional operators. Themodels considered arise natural in crystallography, in which the
solution of the equation has the physical meaning of the atom dislocation inside the
crystal structure. Since different scales come into play in such description, different
models have been adopted in order to deal with phenomena at atomic, microscopic,
mesoscopic and macroscopic scale. We show that, looking at the asymptotic states of
the solutions of equationsmodeling the dynamics of dislocations at a given scale, one
can deduce the model for the motion of dislocations at a larger scale.

11.1 Introduction

Dislocations are line defects in crystals. Their typical length is of the order of 10´6m
and their thickness of order of 10´9m. When thematerial is submitted to shear stress,
these lines can move in the crystallographic planes and their dynamics is one of the
main explanation of the plastic behavior of metals. Dislocations can be described at
several scales by different models:

(a) atomic scale (Frenkel-Kontorova model),
(b) microscopic scale (Peierls-Nabarro model),
(c) mesoscopic scale (Discrete Dislocation Dynamics),
(d) macroscopic scale (elasto-visco-plasticity with density of dislocations).

We refer the reader to the book of Hirth and Lothe [23] for a detailed introduction to
dislocations. In physics and mechanics, it is a great challenge to try to predict macro-
scopic elasto-visco-plasticity properties of materials (like metals), based on micro-
scopic properties (like dislocations). The classical Frenkel-Kontorovamodel describes
a chain of classical particles evolving in a one dimensional space, coupled with their
neighbors and subjected to a periodic potential, see the book of Braun and Kivshar
[6] for a detailed presentation of the model. The Peierls-Nabarro model has been orig-
inally introduced as a variational (stationary) model (see [32, 23]), in which the mi-
croscopic effects are described by a partial differential equation involving a fractional
and possibly anisotropic operator of order 1 of elliptic type. The asymptotics of the sta-
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tionary model have been characterized in a number of mathematical papers within
the framework of Γ-convergence, see, e.g., the works by Garroni, Leoni, Müller and
collaborators [17, 18, 9, 8, 2] and references therein also for relatedmodels. In the face
cubic structured (FCC) observed in many metals and alloys, dislocations move at low
temperature on the slip plane.The dynamics of dislocations at microscopic scale is
then described by the evolutive version of the Peierls-Nabarro model, see for instance
[11, 30].

Several changes of scale exist in the literature. In dimension 1, the passage from
the Frenkel-Kontorova model to Peierls-Nabarro model (from (a) to (b)) has been per-
formed in [14]. The evolutive Peierls-Nabarro equation in dimension 1 where the frac-
tional operator is the half-Laplacian, has been considered by González and Monneau
[19]. The equation models the case of parallel straight edge dislocation lines in the
same slip plane. In this setting, after a suitable section of a three-dimensional crys-
tal with a transverse plane, dislocation lines can be identified with points lying in the
same line. We will refer to them as particles (though no "material" particle is really
involved). In [19], looking at the sharp interface limit of the phase transitions of the
Peierls-Nabarro model, the authors identify a dynamics of particles that corresponds
to the classical discrete dislocation dynamics (from (b) to (c)). The results of [19] have
been extended to the fractional Laplacian of order 2s P p0, 2q by Dipierro, Figalli,
Palatucci andValdinoci [13, 12]. The evolutive, generalized (s P p0, 1q) Peierls-Nabarro
equation in dimension 1 has been considered again by the author and E. Valdinoci in
[35]. Here, differently from the existing literature, dislocation particles are allowed to
have different orientations. This produces a new phenomenon: collision of particles.
Indeed particles with opposite orientations have the tendency to attract each other.
The main difficulty here is that when a collision occurs the mesoscopic scale model
becomes singular and we loose information about the dynamics of the particles after
the collision. We have been able to overcome this difficulty in [37, 38], where we de-
scribe the dynamics of dislocations for times bigger than the collision time. We want
to mention the papers [5, 1], for related results about the dynamics of dislocations for
short times.

For N ě 2, the large scale limit of a single phase transition described by Peierls-
Nabarro shows that the line tension effect is the much stronger term. The limit model
for s ě 1

2 appears to be the mean curvature motion as proven by Imbert and Sougani-
dis [26]. For s ă 1

2 , only partial but significant results have been obtained in [26],
suggesting that in this case the front moves by fractional mean curvature. The results
of [26] can be seen as the non-local counterpart of those obtained for the Allen-Cahn
equation (see [10]). The double limit behavior of the Peierls-Nabarro model in dimen-
sions greater than 1 has been also stressed in [39]. Here the authors show that the
Peierls-Nabarro energy in a bounded domain of RN , N ě 2, Γ-converges to the classi-
cal minimal surface functional when s P

”

1
2 , 1

¯

, while it Γ-converges to the non-local

minimal surface functional when s P

´

0, 12
¯

.
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The passage from the Discrete Dislocation Dynamics model to the Dislocation
Density model in dimension 1 has been performed in [15] (from (c) to (d)).

In [29] we have investigated the large scale limit of the evolutive Peierls-Nabarro
model in any dimension N, in the case of a large number of phase transitions (i.e. of
dislocations), recovering at the limit a model with evolution of dislocation densities.
In other words, a direct passage from themicroscopic scale (Peierls-Nabarromodel) to
the macroscopic scale (elasto-visco-plasticity with density of dislocations), has been
performed (from (b) to (d)). From amathematical point of view, this is an homogeniza-
tion problem for an evolutive equation run by a fractional and possibly anisotropic op-
erator of order 1 of elliptic type, usually called Lévy operator. The homogenized limit
equation can be interpreted as the plastic flow rule in a model for macroscopic crystal
plasticity. In [28] we have been able to explicitly characterize the macroscopic equa-
tion in the case of parallel straight edge dislocation lines in the same slip plane with
the same Burgers’ vectors, moving with self-interactions. This result recovers the so
called Orowan’s law. In the Physics literature this was proposed by Head in [22]. The
results of [29, 28] have been extended to equations with anisotropic fractional opera-
tors of any order 2s P p0, 2q in [36]. The scaling of the system and the results obtained
are different according to the fractional parameter s. Namely, when s ą 1

2 the effec-
tive Hamiltonian "localizes" and it only depends on a first order differential operator.
Conversely, when s ă 1

2 , the non-local features are predominant and the effective
Hamiltonian involves the fractional operator of order s.

The aim of the present paper is to describe and explain some recent results for
problems involving non-linear and non-local partial differential equations with appli-
cation to the theory of crystal dislocations. Due to their mathematical interest and in
view of the concrete applications in physical models, these problems have been ex-
tensively studied in the recent literature. The results presented here, in particular, are
contained in [12, 13, 19, 26, 28, 29, 35, 36, 37, 38]. Proofs are quite technical, so we
have decided not to include them in the paper. We prefer instead to give heuristic ex-
planations of the theorems we are going to state. We want to mention the paper [21]
for a presentation of results prior to [12, 13, 28, 29, 35, 36, 37, 38], related to passages
of scales in dimension 1, from the atomic one to the macroscopic one.

Organization of the paper

The paper is organized as follows. We first recall the classical Peierls-Nabarro model,
in Section 11.2. In Section 11.3 we describe the passage from the Peierls-Nabarromodel
to the Discrete Dislocation Dynamics model. The results here presented are contained
in [12, 13, 19, 35, 37, 38]. In Section 11.4 we review the homogenization of the Peierls-
Nabarromodel which represents the passage from themicroscopic to themacroscopic
scale, and it is studied in [28, 29, 36]. In Section 11.5, we give a heuristic explanation of
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some of the results proven in [26], which can be seen as the analogous of the results of
Section 11.3 in dimension greater than 1. Finally, some open problems are presented
in Section 11.6.

11.2 The Peierls-Nabarro Model

The Peierls-Nabarromodel is a phase fieldmodel for dislocation dynamics incorporat-
ing atomic features into continuum framework. In a phase field approach, the disloca-
tions are represented by transition of a continuous field. We briefly review the model.
There are two basic types of dislocations: the edge dislocation and the screw disloca-
tion. In both cases themotion of a dislocation is a result of shear stress, but for a screw
dislocation, the defect line movement is perpendicular to direction of the stress and
the atom displacement, while for an edge dislocations it is parallel, see [23] for more
details. As an example, consider an edge dislocation in a crystal with simple cubic
lattice. In a Cartesian system of coordinates x1x2x3, we assume that the dislocation is
located in the slip plane x1x2 (where the dislocation can move) and that the Burgers’
vector (i.e. a fixed vector associated to the dislocation) is in the direction of the x1 axis.
We write this Burgers’ vector as be1 for a real b. The disregistry of the upper half crys-
tal tx3 ą 0u relative to the lower half tx3 ă 0u in the direction of the Burgers’ vector
is upx1, x2q, where u is a phase parameter between 0 and b. Then the dislocation loop
can be for instance localized by the level set u “ b{2. For a closed loop, we expect
to have u » b inside the loop and u » 0 far outside the loop. In the Peierls-Nabarro
model, the total energy is given by

E “ Eel ` Emis . (11.2.1)

In (11.2.1), Eel is the elastic energy induced by the dislocation, and Emis is the so called
misfit energy due to the nonlinear atomic interaction across the slip plane,

Emispuq “

ż

R2
Wpupxqq dx with x “ px1, x2q,

whereWpuq is the interplanarpotential. In the classical Peierls-Nabarromodel [34, 31],
Wpuq is approximated by the sinusoidal potential

Wpuq “
µb2
4π2d

ˆ

1 ´ cos
ˆ

2πu
b

˙˙

,

where d is the lattice spacing perpendicular to the slip plane.

The elastic energy Eel induced by the dislocation is (for X “ px, x3q with x “

px1, x2q)

Eelpu, Uq “
1
2

ż

R3
e : Λ : e dX with e “ epUq ´ upxqδ0px3qe0,



Crystal Dislocation Dynamics | 437

and
$

’

’

&

’

’

%

epUq “ 1
2

´

∇U ` p∇Uq
T
¯

e0 “ 1
2 pe1 b e3 ` e3 b e1q

where U : R3
Ñ R3 is the displacement and Λ “ tΛijklu are the elastic coefficients.

Given the field u, we minimize the energy Eelpu, Uq with respect to the displacement
U and define

Eelpuq “ inf
U

Eelpu, Uq.

Following the proof of Proposition 6.1 (iii) in [3], we can see that (at least formally)

Eelpuq “ ´
1
2

ż

R2
pc0 ‹ uqu

where c0 is a certain kernel. In the case of isotropic elasticity, we have

Λijkl “ λδijδkl ` µ
`

δikδjl ` δilδjk
˘

where λ, µ are theLamécoefficients. Then thekernel c0 canbewritten (seeProposition
6.2 in [3], translated in our framework):

c0pxq “
µ
4π

ˆ

B22
1

|x|
` ωB11

1
|x|

˙

with ω “
1

1 ´ 𝜈
and 𝜈 “

λ
2pλ ` µq

where 𝜈 P p´1, 1{2q is called the Poisson ratio.
The equilibrium configuration of the edge dislocation is obtained by minimizing

the total energy with respect to u, under the constraint that far from the dislocation
core, the function u tends to 0 in one half plane and to b in the other half plane. In
particular, the phase transition u is then solution of the following equation

Irus “ W 1
puq on RN , (11.2.2)

where
Irus “ PV c0 ‹ u “ PV

ż

RN

upx ` yq ´ upxq

|y|N`2s g
ˆ

y
|y|

˙

dy, (11.2.3)

where PV stands for principal value, s “ 1
2 , N “ 2 and gpz1, z2q “

µ
4π

´

p2ω ´ 1qz21 ` p2 ´ ωqz22
¯

. This operator is known as anisotropic (if g ı constant)

Lévy operator (of order 2s=1). If ω “ 1 and µ “ 2, then I 1
2

“ ´p´∆q
1
2 (isotropic case).

In that special case, we recall that the solution u of (11.2.2) satisfies upxq “ ũpx, 0q

where ũpXq is the solution of (see [27, 19])
$

’

’

&

’

’

%

∆ũ “ 0 in tx3 ą 0u

Bũ
Bx3

“ W 1
pũq on tx3 “ 0u .
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Moreover, we have in particular an explicit solution for b “ 1, d “ 2 (with W 1
pũq “

1
2π sinp2πũq)

ũpXq “
1
2 `

1
π arctan

ˆ

x1
x3 ` 1

˙

. (11.2.4)

In the original Peierls-Nabarro model, the dislocation line is assumed to be straight,
say perpendicular to the x1 axis. In this simplified case, the displacement is a function
of only one variable and the phase field function satisfies (11.2.2) with N “ 1. It is easy
to check that we can recover the explicit solution found in Nabarro [31] by rescaling
(11.2.4):

$

’

’

’

’

&

’

’

’

’

%

upxq “
b
2 `

b
π arctan

ˆ

2p1 ´ 𝜈qx1
d

˙

pedge dislocationq

upxq “
b
2 `

b
π arctan

ˆ

2x2
d

˙

pscrew dislocationq.

In a more general model, one can consider a potentialW satisfying

piq Wpv ` bq “ Wpvq for all v P R;
piiq WpbZq “ 0 ă Wpaq for all a P RzbZ. (11.2.5)

Theperiodicity ofW reflects theperiodicity of the crystal,while theminimumproperty
is consistent with the fact that the perfect crystal is assumed to minimize the energy.
We can assume wlog that b “ 1. Then the 1-D phase transition is solution to:

$

’

’

’

&

’

’

’

%

Irus “ W 1
puq in R

u1
ą 0 in R

lim
xÑ´8

upxq “ 0, lim
xÑ`8

upxq “ b, up0q “
1
2 .

(11.2.6)

The existence of a unique solution of (11.2.6), when I “ ´p´∆q
s and under an

additional non degeneracy assumption on the second derivative of the potential, has
been proven independently by Palatucci, Savin andValdinoci in [33] and by Cabré and
Y. Sire in [7] for any s P p0, 1q. Asymptotic estimates for u and u1 are given in [33]. Finer
estimates on u are shown in [13] and [12] respectively when s P

”

1
2 , 1

¯

and s P

´

0, 12
¯

.
We collect these results in the following lemma

Lemma 11.2.1. Assume g ” 1 and
$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

W P C3,αpRq for some 0 ă α ă 1
Wpv ` 1q “ Wpvq for any v P R
W “ 0 on Z
W ą 0 on RzZ
W2

ą 0 on Z.

(11.2.7)
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Then there exists a unique solution u P C2,αpRq of (11.2.6). Moreover, there exists a con-
stant C ą 0 and κ ą 2s (only depending on s) such that

ˇ

ˇ

ˇ

ˇ

upxq ´ Hpxq `
1

2sW2p0q

x
|x|2s`1

ˇ

ˇ

ˇ

ˇ

ď
C

|x|κ
, for |x| ě 1, (11.2.8)

and
|u1

pxq| ď
C

|x|1`2s for |x| ě 1, (11.2.9)

where H is the Heaviside function.

According to [13], the constant κ in (11.2.8) can be chosen to be optimal equal to 1`2s.
Remark thatwhen g ” 1, then´I “ C´1

N,sp´∆q
s, for a suitable constant CN,s depending

on N and s.
In the face cubic structured (FCC) observed in many metals and alloys, disloca-

tions move at low temperature on the slip plane. A collection of dislocations curves
all contained in a single slip plane x1x2, and moving in a landscape with periodic
obstacles (that can be for instance precipitates in the material) are represented by a
single phase parameter upt, x1, x2q defined on the plane x1x2. The dynamics of dis-
locations is then described by the evolutive version of the Peierls-Nabarro model (see
for instance [30] and [11]):

Btu “ Irupt, ¨qs ´ W 1
puq ` σobst

13 pt, xq in R`
ˆ RN (11.2.10)

with the physical dimension N “ 2. In the model, the component σobst
13 of the stress

(evaluated on the slip plane) has been introduced to take into account the shear stress
not created by the dislocations themselves. This shear stress is created by the presence
of the obstacles and the possible external applied stress on the material.

11.3 From the Peierls-Nabarro Model to the Discrete
Dislocation Dynamics Model

The evolutive Peierls-Nabarro model (11.2.10) in dimension N “ 1, describes at micro-
scopic scale the dynamics of a collection of parallel and straight edge dislocations all
lying in the same slip plane x1x2. Suppose that the dislocation lines are perpendicular
to the x1 axis, then, after a section of a three-dimensional crystal with the plane x1x3,
they can be identified with points lying in the x1 axis. We will refer to them as parti-
cles. We want to identify at a larger scale, the mesoscopic one, an evolution model for
the Discrete Dislocation Dynamics. In the entire section we will assume that g ” 1,
that is I is, up to a multiplicative constant, the operator ´p´∆q

s. Assume in addition
that the exterior stress in (11.2.10) has the following form σobst

13 “ ε2sσpε1`2s t, εxq. We
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perform the following rescaling of the solution u of (11.2.10)

vεpt, xq “ u
ˆ

t
ε1`2s ,

x
ε

˙

,

where ε ą 0 is a small parameter representing the ratio between microscopic scale
and the mesoscopic scale. Then, the function vεpt, xq solves

$

’

&

’

%

pvεqt “
1
ε

ˆ

Irvεs ´
1
ε2sW

1
pvεq ` σpt, xq

˙

in p0,`8q ˆ R

vεp0, ¨q “ v0ε on R,
(11.3.1)

for a suitable initial condition to be chosen. Assume that the potential W satisfies
(11.2.7). We suppose in addition that σ satisfies
$

’

’

&

’

’

%

σ P BUCpr0,`8q ˆ Rq and for some M ą 0 and α P ps, 1q

}σx}L8pr0,`8qˆRq ` }σt}L8pr0,`8qˆRq ď M
|σxpt, x ` hq ´ σxpt, xq| ď M|h|

α , for every x, h P R and t P r0,`8q.

(11.3.2)

Given x01 ă x02 ă ... ă x0N , we say that the function u
´

x´x0i
ε

¯

, where u is the
solution of (11.2.6), is a transition layer centered at x0i and positively oriented. Simi-
larly, we say that the function u

´

x0i ´x
ε

¯

´ 1 is a transition layer centered at x0i and
negatively oriented. Then the positively oriented transition layer connects the “rest
states” 0 and 1, while the negatively oriented one connects 0 with ´1. Remark that,
since the equation in (11.2.6) is invariant by translation, the potential W is 1-periodic
and Irup´¨qspxq “ Irup¨qsp´xq, we have that u

´

ζ x´x0
ε

¯

´ k is solution of the same
equation for any x0 P R, k P Z and ζ P t´1, 1u. The positively (resp., negatively) ori-
ented transition layer identifies a dislocation particle located at the position x0i with
Burgers’ vector e1 (resp., ´e1). We consider as initial condition in (11.3.1) the state ob-
tained by superposing N copies of the transition layer, centered at x01, ..., x0N , N´K of
them positively oriented and the remaining K negatively oriented, that is

v0ε pxq “
ε2s

W2p0q
σp0, xq `

N
ÿ

i“1
u
˜

ζi
x ´ x0i
ε

¸

´ K, (11.3.3)

where ζ1, ..., ζN P t´1, 1u,
N
ÿ

i“1
pζiq´

“ K, 0 ď K ď N. Here, we denote by pζ q
´ the

function defined by: pζ q
´

“ 0 if ζ ě 0 and pζ q
´

“ ζ if ζ ă 0. The first term on the
right-hand side of (11.3.3) takes into account the influence of the exterior stress σ. The
initial condition (11.3.3) models an initial configuration in which there are N parallel
and straight edge dislocation lines, all lying in the same slip plane, x1x2, N ´ K of
them with the same Burgers’ vector e1, the remaining K with Burgers’ vector ´e1.
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Let us introduce the solution pxiptqqi“1,...,N to the system
$

’

’

’

&

’

’

’

%

9xi “ 𝛾

¨

˝

ÿ

j‰i
ζiζj

xi ´ xj
2s|xi ´ xj|1`2s ´ ζiσpt, xiq

˛

‚ in p0, Tcq

xip0q “ x0i ,

(11.3.4)

where 𝛾 :“
ˆ
ż

R
pu1

pxqq
2dx

˙´1
, with u solution of (11.2.6). The physical properties

of the singular potential of this ODE’s system depend on the orientation of the dis-
location function at the transition points. Namely, if the particles xi and xi`1 have
the same orientation, i.e., ζiζi`1 “ 1, then the potential induces a repulsion between
them. Conversely, when they have opposite orientation, i.e., ζiζi`1 “ ´1, then the
potential becomes attractive, and the two particles may collide in a finite time Tc.
Therefore, p0, Tcq is the maximal interval where the system (11.3.4) is well defined.
In formulas, in the collision case we have that xiptq ‰ xi`1ptq for any t P r0, Tcq and
any i “ 1, . . . , N, with

lim
tÑT´

c

xi0ptq “ lim
tÑT´

c

xi0`1ptq, (11.3.5)

for some i0 P t1, . . . , Nu. Estimates of the collision time in the case of particles with
alternating orientations and in the case in which two consecutive particles with op-
posite orientation are sufficiently close at the initial time, are given in [35].

We are now ready, to describe the asymptotic behavior of the dislocation function
vε. For small ε, the solution vε of (11.3.1)-(11.3.3) approaches a piecewise constant func-
tion. The plateaus of this asymptotic limit correspond to the periodic sites induced by
the crystalline structure, but its jumppoints evolve in time. Roughly speaking, one can
imagine that these points behave like a particle system driven by the system of ordi-
nary differential equations (11.3.4). System (11.3.4) can be interpreted as a mesoscopic
model for the Discrete Dislocation Dynamics.

Let us state the result precisely. First, we recall that the (upper and lower) semi-
continuous envelopes of a function v are defined as

v˚
pt, xq :“ lim sup

pt1 ,x1qÑpt,xq

vpt1, x1
q

and
v˚pt, xq :“ lim inf

pt1 ,x1qÑpt,xq
vpt1, x1

q.

Theorem 11.3.1 (Theorem 1.1, [35]). Assume that (11.2.7), (11.3.2) and (11.3.3) hold, and
let

v0pt, xq “

N
ÿ

i“1
Hpζipx ´ xiptqqq ´ K, (11.3.6)

where H is the Heaviside function and pxiptqqi“1,...,N is the solution to (11.3.4). Then, for
every ε ą 0 there exists a unique solution vε to (11.3.1). Furthermore, as ε Ñ 0`, the
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solution vε exhibits the following asymptotic behavior:

lim sup
pt1 ,x1qÑpt,xq

εÑ0`

vεpt1, x1
q ď pv0q

˚
pt, xq (11.3.7)

and
lim inf

pt1 ,x1qÑpt,xq

εÑ0`

vεpt1, x1
q ě pv0q˚pt, xq, (11.3.8)

for any pt, xq P r0, Tcq ˆ R.

Theorem 11.3.1 was already proven in [19, 13, 12] respectively in the case s “ 1
2 , s P

´

1
2 , 1

¯

and s P

´

0, 12
¯

for a collectionof dislocation lines allwith the sameorientation,
i.e, K “ 0. In this particular case the particles points have the tendency of repel each
other, so collisions do not occur, i.e, Tc “ `8.

Let us now give an heuristic explanation of the result of Theorem 11.3.1.

11.3.1 Heuristics of the dynamics

This subsection is contained in [35]. We think that it could be useful to understand
the heuristic derivation of (11.3.4) in the simpler setting of two particles with different
orientations (i.e. N “ 2 and K “ 1).

For this, let u be the solution of (11.2.6). Let us introduce the notation

uε,1pt, xq :“ u
ˆ

x ´ x1ptq
ε

˙

, uε,2pt, xq :“ u
ˆ

x2ptq ´ x
ε

˙

´ 1,

and with a slight abuse of notation

u1
ε,1pt, xq :“ u1

ˆ

x ´ x1ptq
ε

˙

, u1
ε,2pt, xq :“ u1

ˆ

x2ptq ´ x
ε

˙

.

Let us consider the following ansatz for vε

vεpt, xq » uε,1pt, xq ` uε,2pt, xq “ u
ˆ

x ´ x1ptq
ε

˙

` u
ˆ

x2ptq ´ x
ε

˙

´ 1.

Then, we compute

pvεqt “ ´u1

ˆ

x ´ x1ptq
ε

˙

9x1ptq
ε ` u1

ˆ

x2ptq ´ x
ε

˙

9x2ptq
ε

“ ´u1
ε,1pt, xq

9x1ptq
ε ` u1

ε,2pt, xq
9x2ptq
ε ,
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and using the equation (11.2.6) and the periodicity ofW

Ivεpt, xq “
1
ε2s Iu

ˆ

x ´ x1ptq
ε

˙

`
1
ε2s Iu

ˆ

x2ptq ´ x
ε

˙

“
1
ε2sW

1

ˆ

u
ˆ

x ´ x1ptq
ε

˙˙

`
1
ε2sW

1

ˆ

u
ˆ

x2ptq ´ x
ε

˙˙

“
1
ε2sW

1
puε,1pt, xqq `

1
ε2sW

1
puε,2pt, xqq.

By inserting into (11.3.1), we obtain

´u1
ε,1

9x1
ε ` u1

ε,2
9x2
ε “

1
ε2s`1

´

W 1
puε,1q ` W 1

puε,2q ´ W 1
puε,1 ` uε,2q

¯

`
σ
ε . (11.3.9)

Now we make some observations on the asymptotics of the potential W. First of all,
we notice that the periodicity ofW and the asymptotic behavior of u imply

ż

R
W 1

pupxqqu1
pxqdx “

ż

R

d
dxWpupxqqdx “ Wp1q ´ Wp0q “ 0, (11.3.10)

and similarly
ż

R
W2

pupxqqu1
pxqdx “ 0. (11.3.11)

Next, we use estimate (11.2.8) and make a Taylor expansion ofW 1 at 0 to compute for
x ‰ x2

W 1
´

u
´ x2 ´ x

ε
¯¯

» W 1

˜

H
´ x2 ´ x

ε
¯

`
ε2spx ´ x2q

2sW2p0q|x ´ x2|1`2s

¸

“ W 1

˜

ε2spx ´ x2q

2sW2p0q|x ´ x2|1`2s

¸

» W2
p0q

ε2spx ´ x2q

2sW2p0q|x ´ x2|1`2s

“
ε2spx ´ x2q

2s|x ´ x2|1`2s .

So, we use the substitution y “ px ´ x1q{ε to see that

1
ε

ż

R
W 1

puε,2pt, xqqu1
ε,1pt, xqdx »

1
ε

ż

R

ε2spx ´ x2q

2s|x ´ x2|1`2s u
1
´ x ´ x1

ε
¯

dx

“

ż

R

ε2spεy ` x1 ´ x2q

2s|εy ` x1 ´ x2|1`2s u
1
pyqdy

»
ε2spx1 ´ x2q

2s|x1 ´ x2|1`2s

ż

R
u1

pyqdy

“
ε2spx1 ´ x2q

2s|x1 ´ x2|1`2s ,

if x1 ‰ x2. Hence
1

ε2s`1

ż

R
W 1

puε,2pt, xqqu1
ε,1pt, xqdx »

x1 ´ x2
2s|x1 ´ x2|1`2s , (11.3.12)
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if x1 ‰ x2. We use again the substitution y “ px ´ x1q{ε, (11.3.10) and (11.3.11) to get

1
ε

ż

R
W 1

puε,1pt, xq ` uε,2pt, xqqu1
ε,1pt, xqdx

»
1
ε

ż

R
W 1

˜

u
´ x ´ x1

ε
¯

` Hpxq `
ε2spx ´ x2q

2sW2p0q|x ´ x2|1`2s

¸

u1
´ x ´ x1

ε
¯

dx

“

ż

R
W 1

˜

upyq `
ε2spεy ` x1 ´ x2q

2sW2p0q|εy ` x1 ´ x2|1`2s

¸

u1
pyqdy

»

ż

R
W 1

pupyqqu1
pyqdy `

ż

R
W2

pupyqq
ε2spεy ` x1 ´ x2q

2sW2p0q|εy ` x1 ´ x2|1`2s u
1
pyqdy

»
ε2spx1 ´ x2q

2sW2p0q|x1 ´ x2|1`2s

ż

R
W2

pupyqqu1
pyqdy

“ 0.

We deduce
1

ε1`2s

ż

R
W 1

puε,1pt, xq ` uε,2pt, xqqu1
ε,1pt, xqdx » 0. (11.3.13)

Moreover, we have

1
ε

ż

R
σpt, xqu1

ε,1pt, xqdx “

ż

R
σpt, εy ` x1qu1

pyqdy

» σpt, x1q

ż

R
u1

pyqdy

“ σpt, x1q. (11.3.14)

Finally
1
ε

ż

R
pu1
ε,1pt, xqq

2dx “

ż

R
pu1

pyqq
2dy “ 𝛾´1, (11.3.15)

and using (11.2.9)

1
ε

ż

R
u1
ε,1pt, xqu1

ε,2pt, xqdx »
1
ε

ż

R
u1

´ x ´ x1
ε

¯ ε1`2s

|x ´ x2|1`2s dx

“

ż

R
u1

pyq
ε1`2s

|εy ` x1 ´ x2|1`2s dy

»
ε1`2s

|x1 ´ x2|1`2s

ż

R
u1

pyqdy

» 0, (11.3.16)

if x1 ‰ x2. Now we multiply (11.3.9) by u1
ε,1pt, xq, we integrate on R and we use

(11.3.10), (11.3.12), (11.3.13), (11.3.14), (11.3.15) and (11.3.16), to get

´𝛾´1 9x1 “
x1 ´ x2

2s|x1 ´ x2|1`2s ` σpt, x1q.

A similar equation is obtained if we multiply (11.3.9) by u1
ε,2pt, xq and integrate on R.

Therefore we get the system
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$

’

&

’

%

9x1 “ ´𝛾
x1 ´ x2

2s|x1 ´ x2|1`2s ´ 𝛾σpt, x1q

9x2 “ ´𝛾
x2 ´ x1

2s|x2 ´ x1|1`2s ` 𝛾σpt, x2q,
(11.3.17)

which is (11.3.4) with N “ 2 and K “ 1. This is a heuristic justification of the link be-
tween the partial differential equation in (11.3.1) and the systemof ordinary differential
equations in (11.3.4).

11.3.2 Dislocation dynamics after the collision time

System (11.3.4), describing at mesoscopic scale the dynamics of dislocation lines, be-
comes singular at the collision time t “ Tc, and so no information about the dynamics
of dislocations for times bigger than Tc can be inferred from it. To overcome this dif-
ficulty the idea consists in looking instead to the solution of the PDE (11.3.1) for small
but fixed ε. Indeed such a function vε is well defined for any positive time. For simplic-
ity here we present only the cases with two and three particles. We refer to [38] for the
general case of N particles. Roughly speaking, in case of two particles, the collision of
the two particles “annihilate” all the dynamics, nothing more is left and the system
relaxes to the trivial equilibrium.

The case of three particles is, on the other hand, different from the case of two
particles, since the steady state associated with the case of three particles is the hete-
roclinic orbit (and not the trivial function as in the case of two particles). In the case
of three particles, one has that two particles “annihilate” each other, but the third
particle “survives”, and this produces a jump in the dislocation function – indeed, as
explained in the previous sections, these “purely mathematical” particles correspond
to an excursion of the dislocation, from two equilibria, which is modeled by the stan-
dard transition layer in (11.2.6). The precise results, which are proven in [37], are stated
in the next two subsections.

11.3.3 The case of two transition layers

Given x01 ă x02 let us consider as initial condition in (11.3.1)

v0ε pxq “
ε2s

W2p0q
σp0, xq ` u

˜

x ´ x01
ε

¸

` u
˜

x02 ´ x
ε

¸

´ 1, (11.3.18)

where u is the solution of (11.2.6).
In general, it may happen that Tc “ `8, i.e. no collision occurs. On the other

hand, it can be shown that when either the external stress is small or the particles are
initially close to collision, then Tc ă `8. More precisely, in [36] we proved that if the
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following condition is satisfied

either σ ď 0 or x02 ´ x01 ă

ˆ

1
2s}σ}8

˙
1
2s
,

then the collision time Tc is finite.
In the setting of finite collision time, the dislocation function vε, after a time Tε,

which is only slightly larger than the collision time Tc, becomes small with ε. Indeed,
the following two theorems are proven in [37].

Theorem 11.3.2 (Theorem 1.1, [37]). Assume that (11.2.7), (11.3.2) hold and Tc ă `8.
Let vε be the solution of (11.3.1)- (11.3.18). Then there exists ε0 ą 0 such that for any
ε ă ε0 there exist Tε , ϱε ą 0 such that

Tε “ Tc ` op1q, ϱε “ op1q as ε Ñ 0

and

vεpTε , xq ď ϱε for any x P R. (11.3.19)

The result above can be made precise by saying that, if the system is not subject to
any external stress, then the dislocation function vε decays in time exponentially fast.
More precisely, we have:

Theorem 11.3.3 (Theorem 1.2, [37]). Assume that (11.2.7), (11.3.2) hold and that σ ” 0.
Let vε be the solution of (11.3.1)- (11.3.18). Then there exist ε0 ą 0 and c ą 0 such that
for any ε ă ε0 we have

|vεpt, xq| ď ϱεec
Tε´t
ε2s`1 , for any x P R and t ě Tε , (11.3.20)

where Tε and ϱε are given in Theorem 11.3.2.

The evolution of the two particle system and of the associated dislocation function, as
obtained in Theorems 11.3.2 and 11.3.3, is described in Figure 11.1.

11.3.4 The case of three transition layers

Next, we consider the case in which the initial condition in (11.3.1) is a superposition
of three transition layers with different orientation. Precisely, let ζ1 “ 1, ζ2 “ ´1,
ζ3 “ 1. Given x01 ă x02 ă x03, let us consider as initial condition in (11.3.1)

v0ε pxq “
ε2s

W2p0q
σp0, xq `

3
ÿ

i“1
u
˜

ζi
x ´ x0i
ε

¸

´ 1, (11.3.21)

where u is the solution of (11.2.6).
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Fig. 11.1: (Figure 1 in [37]) Evolution of the dislocation function in case of two particles.

Theorem 11.3.4 (Theorem 1.3, [37]). Assume that (11.2.5), (11.3.2), hold and Tc ă `8.
Let vε be the solution of (11.3.1)-(11.3.21). Then there exists ε0 ą 0 such that for any
ε ă ε0 there exist T1ε , T2ε , ϱε ą 0 and yε , zε such that

T1ε , T2ε “ Tc ` op1q, ϱε “ op1q as ε Ñ 0,

|zε ´ yε| “ op1q as ε Ñ 0

and for any x P R
vεpT1ε , xq ď u

´ x ´ yε
ε

¯

` ϱε (11.3.22)

and
vεpT2ε , xq ě u

´ x ´ zε
ε

¯

´ ϱε , (11.3.23)

where u is the solution of (11.2.6).

Next result is the analogue of Theorem 11.3.3 in the three particle setting. Roughly
speaking, it says that, after a small transition time after the collision, the dislocation
function relaxes towards the standard layer solution exponentially fast. The formal
statement is the following:

Theorem 11.3.5 (Theorem 1.4, [37]). Assume that (11.2.5), (11.3.2), hold and that σ ” 0.
Let vε be the solution of (11.3.1)-(11.3.21). Then there exist ε0 ą 0 and µ ą 0 such that
for any ε ă ε0 there exists Kε “ op1q as ε Ñ 0 such that

vεpt, xq ď u

¨

˚

˚

˝

x ´ yε ` Kεϱε
´

1 ´ e´
µpt´T1ε q

ε2s`1
¯

ε

˛

‹

‹

‚

` ϱεe´
µpt´T1ε q

ε2s`1 ,

for any x P R and t ě T1ε , (11.3.24)
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Fig. 11.2: (Figure 2 in [37]) Evolution of the dislocation function in case of three particles.

vεpt, xq ě u

¨

˚

˚

˝

x ´ zε ´ Kεϱε
´

1 ´ e´
µpt´T2ε q

ε2s`1
¯

ε

˛

‹

‹

‚

´ ϱεe´
µpt´T2ε q

ε2s`1 ,

for any x P R and t ě T2ε (11.3.25)

where T1ε , T2ε , ϱε , yε and zε are given in Theorem 11.3.4 and u is the solution of (11.2.6).

Corrolary 11.1 (Corollary 1.5, [37]). Under the assumptions of Theorem 11.3.5, there ex-
ists ε0 ą 0 such that for any ε ă ε0, there exist a sequence tk Ñ `8 as k Ñ `8, and
a point xε P R with

yε ´ Kεϱε ă xε ă zε ` Kεϱε , (11.3.26)

such that
vεptk , xq Ñ u

´ x ´ xε
ε

¯

as k Ñ `8, (11.3.27)

where yε, zε, Kε and ϱε are given in Theorem 11.3.4 and u is the solution of (11.2.6).

The results of Theorems 11.3.4 and 11.3.5 and Corollary 11.1 are represented in Fig-
ure 11.2, where we sketched the evolution of the dislocation function and of the as-
sociated particle system in the case of three particles with alternate orientations.

It is worth to point out that the case of three particles provides structurally richer
phenomena than the case of two particles. Indeed, in the case of three particles we
have two different types of collision: simple and triple. The simple collision occurs
when only two particles collide at time Tc, i.e., either

x1pTcq “ x2pTcq and x3pTcq ą x2pTcq,

or
x2pTcq “ x3pTcq and x1pTcq ă x2pTcq.
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In the triple collision case, the three particles collide together and simultaneously, i.e.

x1pTcq “ x2pTcq “ x3pTcq.

In [35], we proved that if σ ” 0, then for any choice of the initial condition px01, x02, x03q

we have a collision in a finite time. Moreover a triple collision is possible if and only if

x02 ´ x01 “ x03 ´ x02.

11.4 From the Peierls-Nabarro Model to the
Dislocation Density Model

Consider the evolutive Peierls-Nabarro model in any dimension (11.2.10), where Is is
the anisotropic Lévy operator of order 2s, defined in (11.2.3). Let us first consider the
case s “ 1

2 , which is studied in [29, 28].
We want to identify at macroscopic scale an evolution model for the dynamics of

a density of dislocations. We consider the following rescaling

uεpt, xq “ εu
ˆ

t
ε ,
x
ε

˙

,

where ε is the ratio between the typical length scale for dislocation (of the order of
the micrometer) and the typical macroscopic length scale in mechanics (millimeter or
centimeter). Moreover, assuming suitable initial data

up0, xq “
1
ε u0pεxq on RN , (11.4.1)

(where u0 is a regular bounded function), we see that the function uε is solution of
$

&

%

Btuε “ I1ruεpt, ¨qs ´ W 1
´

uε
ε

¯

` 7
` t
ε ,

x
ε
˘

in R`
ˆ RN

uεp0, xq “ u0pxq on RN .
(11.4.2)

This indicates that at the limit ε Ñ 0, we will recover a model for the dynamics of
(renormalized) densities of dislocations. For N “ 2, (11.2.10) with initial condition
(11.4.1) models, at microscopic scale, the dynamics of a collections of edge dislocation
linesmoving in the same slip plane, with same Burgers’ vectors, such that the number
of dislocations is of the order of 1{ε per unit of macroscopic scale.

Here, we assume that the function g in (11.2.3) satisfies

(H1) g P CpSN´1
q, g ą 0, g even.

On the functionsW, σ and u0 we assume:

(H2) W P C1,1pRq andWpv ` 1q “ Wpvq for any v P R;
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(H3) σ P C0,1pR`
ˆRNq and 7pt`1, xq “ 7pt, xq, σpt, x`kq “ σpt, xq for any k P ZN

and pt, xq P R`
ˆ RN ;

(H4) u0 P W2,8
pRNq.

Identifying the limit solution of the function uε, when ε Ñ 0, means solving an
homogenization problem. In homogenization, both the limit function and the equa-
tion satisfied by it are unknown of the problem. In [29], we show that the limit u0 of
uε as ε Ñ 0 exists and is the unique solution of the homogenized problem

$

&

%

Btu “ Hp∇xu, I1rupt, ¨qsq in R`
ˆ RN

up0, xq “ u0pxq on RN ,
(11.4.3)

for some continuous function H usually called effective Hamiltonian. The function u0

will be interpreted later as a macroscopic plastic strain satisfying the macroscopic
plastic flow rule (11.4.3). Moreover Isru0s will be the stress created by the macroscopic
density of dislocations.

As usual in periodic homogenization, the limit equation is determined by a cell
problem. In our case, such a problem is for any p P RN and L P R the following:

$

&

%

λ ` Bτv “ I1rvpτ, ¨qs ` L ´ W 1
pv ` λτ ` p ¨ yq ` 7pτ, yq in R`

ˆ RN

vp0, yq “ 0 on RN ,
(11.4.4)

where λ “ λpp, Lq is the unique number for which there exists a solution v of (11.4.4)
which is bounded on R`

ˆ RN . In order to solve (11.4.4), we show for any p P RN and
L P R the existence of a unique solution of

$

&

%

Bτw “ I1rwpτ, ¨qs ` L ´ W 1
pw ` p ¨ yq ` 7pτ, yq in R`

ˆ RN

wp0, yq “ 0 on RN ,
(11.4.5)

and we look for some λ P R for which w ´ λτ is bounded. Precisely we have:

Theorem 11.4.1 (Theorem 1.1, [29]). Assume (H1)-(H4). For L P R and p P RN , there
exists a unique viscosity solution w P CbpR`

ˆRNq of (11.4.5) and there exists a unique
λ P R such that w satisfies: wpτ,yq

τ converges towards λ as τ Ñ `8, locally uniformly
in y. The real number λ is denoted by Hpp, Lq. The function Hpp, Lq is continuous on
RN ˆ R and non-decreasing in L.

In Theorem 11.4.1, we denoted by CbpR`
ˆ RNq the set of continuous functions on

R`
ˆ RN which are bounded on p0, Tq ˆ RN for any T ą 0. The non-local equation

(11.4.2) is related to the local equation
$

&

%

Btuε “ F
´

x
ε ,

uε
ε ,∇u

ε
¯

in R`
ˆ RN

uεp0, xq “ u0pxq on RN ,
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that was studied in [24] under the assumption that Fpx, u, pq is periodic in px, uq and
coercive in p. As in the local case, the presence of the term uε

ε in (11.4.2) does not allow
to use directly the bounded solution of (11.4.4), usually called a corrector. Indeed, a
corrector in dimension N ` 1 needs to be introduced. Nevertheless, we have the fol-
lowing convergence result:

Theorem 11.4.2 (Theorem 1.2, [29]). Assume (H1)-(H4). The solution uε of (11.4.2) con-
verges towards the solution u0 of (11.4.3) locally uniformly in pt, xq, where H is defined
in Theorem 11.4.1.

11.4.1 Viscosity solutions for non-local operators

The classical notion of viscosity solution can be adapted for a quite general class
of equations involving non-local operators, which includes equations (11.4.2) and
(11.4.3), see for instance [4]. For equation (11.4.3), the property of the effective Hamil-
tonian Hpp, Lq to be non-decreasing with respect to L is a sort of ellipticity condition,
which allows to define a well-posed notion of viscosity solution. The definition of vis-
cosity solution for equations involving the Lévy operator Is, comes from this simple
observation: for a smooth function φ, one has that, for any r ą 0,

PV
ż

|z|ďr
pφpx ` zq ´ φpxqq

1
|z|N`2s g

ˆ

z
|z|

˙

dz

“PV
ż

|z|ďr
pφpx ` zq ´ φpxq ´ ∇φpxq ¨ zq 1

|z|N`2s g
ˆ

z
|z|

˙

dz,

as

PV
ż

|z|ďr
∇pφpxq¨zq 1

|z|N`2s g
ˆ

z
|z|

˙

dz “ lim
δÑ0`

ż

δă|z|ďr
∇pφpxq¨zq 1

|z|N`2s g
ˆ

z
|z|

˙

dz “ 0,

being the integrand an odd function. Now, if φ is sufficiently regular, then the follow-
ing integrand is convergent,

ż

|z|ďr
pφpx ` zq ´ φpxq ´ ∇φpxq ¨ zq 1

|z|N`2s g
ˆ

z
|z|

˙

dz.

On the other hand, if φ is bounded, the following integral is convergent too
ż

|z|ąr
pφpx ` zq ´ φpxqq

1
|z|N`2s g

ˆ

z
|z|

˙

dz.

Taking into account this simple remark, a well-posed definition of viscosity solution
for a general non-local equation with associated initial condition can be given. Con-
sider

$

&

%

ut “ Fpt, x, u, Du, Isrusq in R`
ˆ RN

up0, xq “ u0pxq on RN ,
(11.4.6)
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where Fpt, x, u, p, Lq is continuous and non-decreasing in L. Set

I1,rs rφ, xs :“
ż

|z|ďr
pφpx ` zq ´ φpxq ´ ∇φpxq ¨ zq 1

|z|N`2s g
ˆ

z
|z|

˙

dz,

I2,rs rφ, xs :“
ż

|z|ąr
pφpx ` zq ´ φpxqq

1
|z|N`2s g

ˆ

z
|z|

˙

dz.

Denote by USCbpR`
ˆ RNq (resp., LSCbpR`

ˆ RNq) the set of upper (resp., lower)
semicontinuous functions on R`

ˆ RN which are bounded on p0, Tq ˆ RN for any
T ą 0.

Definition 11.4.3 (r-viscosity solution). A function u P USCbpR`
ˆ RNq (resp., u P

LSCbpR`
ˆRNq) is a r-viscosity subsolution (resp., supersolution) of (11.4.6) if up0, xq ď

pu0q
˚

pxq (resp., up0, xq ě pu0q˚pxq) and for any pt0, x0q P R`
ˆ RN , any τ P p0, t0q

and any test function φ P C2pR`
ˆRNq such that u´φ attains a local maximum (resp.,

minimum) at the point pt0, x0q on Qpτ,rqpt0, x0q, then we have

Btφpt0, x0q ´ Fpt0, x0, upt0, x0q,∇xφpt0, x0q, I1,rs rφpt0, ¨q, x0s ` I2,rs rupt0, ¨q, x0sq ď 0
(resp., ě 0q.

A function u P CbpR`
ˆ RNq is a r-viscosity solution of (11.4.6) if it is a r-viscosity sub

and supersolution of (11.4.6).

It is classical that the maximum in the above definition can be supposed to be global.
We have also the following property, see e.g., [4]:

Proposition 11.4.4 (Equivalence of the definitions). Assume Fpt, x, u, p, Lq conti-
nuous and non-decreasing in L. Let r ą 0 and r1 ą 0. A function u P USCbpR`

ˆ RNq

(resp., u P LSCbpR`
ˆRNq) is a r-viscosity subsolution (resp., supersolution) of (11.4.6)

if and only if it is a r1-viscosity subsolution (resp., supersolution) of (11.4.6).

The non-decreasing property of Fpt, x, u, p, Lq with respect to L is crucial to prove
comparison principles between viscosity sub and supersolutions. Comparison princi-
ples for viscosity sub and supersolutions of non-local equations including (11.4.2) are
proven for instance in [20]. The comparison principle for (11.4.3) has been proven in
[25]. Existence of viscosity solutions for non-local equations for which the comparison
principle holds, follows by using the Perron’s method, after providing a suitable sub
and supersolution.

11.4.2 Mechanical interpretation of the homogenization

Let us briefly explain the meaning of the homogenization result. In the macroscopic
model, the function u0pt, xq can be interpreted as the plastic strain (localized in the
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slip plane tx3 “ 0u). Then the three-dimensional displacement Upt, Xq is obtained as
a minimizer of the elastic energy

Upt, ¨q “ argmin
Ũ

Eelpu0pt, ¨q, Ũq

and the stress is

σ “ Λ : e with e “ epUq ´ u0pt, xqδ0px3qe0.

Then the resolved shear stress is

I1ru0s “ σobst
13 .

The homogenized equation (11.4.3), i.e.,

Btu0 “ Hp∇xu0, I1ru0pt, ¨qsq

which is the evolution equation for u0, can be interpreted as the plastic flow rule in
a model for macroscopic crystal plasticity. This is the law giving the plastic strain ve-
locity Btu0 as a function of the resolved shear stress σobst

13 and the dislocation density
∇u0.

The typical example of such a plastic flow rule is the Orowan’s law:

Hpp, Lq » |p|L.

This is also the law that we recover in dimension N “ 1 in paper [29] in the case where
there are no obstacles (i.e., σobst

13 ” 0) and for small stress L and small density |p|.

11.4.3 The Orowan’s law

The limit equation of an homogenization problem is defined through a cell problem,
but its explicit expression is usually unknown. In [28] we are able to explicitly charac-
terize the effettive Hamiltonian Hpp, Lq defined in Theorem 11.4.1 for small values of
p and L, in the case I1 “ ´p´∆q

1
2 , N “ 1 and σ ” 0. In this setting, equation (11.4.2)

models the dynamics of parallel straight edge dislocation lines in the same slip plane
with the same Burgers’ vector, moving with self-interactions. In other words equation
(11.4.2) simply describes the motion of dislocations by relaxation of the total energy
(elastic +misfit). In [28] we study the behavior of Hpp, Lq for small p and L, and in this
regime we recover Orowan’s law, which claims that

Hpp, Lq » 𝛾|p|L (11.4.7)

for some constant of proportionality 𝛾 ą 0. The precise result is stated in the following
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Theorem 11.4.5 (Theorem 1.2, [28]). Assume g “ 1
π , N “ 1, σ ” 0,W P C4,α, for some

0 ă α ă 1, and (11.2.7). Let p0, L0 P R. Then the function H defined in Theorem 11.4.1
satisfies

Hpδp0, δL0q

δ2 Ñ 𝛾|p0|L0 as δ Ñ 0` with 𝛾 “

ˆ
ż

R
pu1

q
2
˙´1

, (11.4.8)

where u is the solution of (11.2.6).

11.4.4 Heuristic for the proof of Orowan’s law

Define upτ, yq :“ wpτ, yq ` py, where w is the corrector solution of (11.4.5). Then, u
satisfies

$

&

%

Bτu “ L ` I1rupτ, ¨qs ´ W 1
puq in R`

ˆ R
up0, yq “ py on R.

(11.4.9)

Moreover, by Theorem 11.4.1, we have that

upτ, yq „ py ` λτ ` bounded,

where λ “ Hpp, Lq. The idea underlying the proof of Orowan’s law is related to a fine
asymptotics of equation (11.4.9). From Theorem 11.3.1 we know that if u solves (11.4.9)
with L “ δL0, i.e.

Bτu “ δL0 ` I1rupτ, ¨qs ´ W 1
puq (11.4.10)

for a choice of initial data with a finite number of indices i:

up0, yq “
δL0
W2p0q

`
ÿ

x0i ě0
φ
˜

y ´
x0i
δ

¸

`
ÿ

x0i ă0

˜

φ
˜

y ´
x0i
δ

¸

´ 1
¸

then

uδpt, xq :“ u
ˆ

t
δ2 ,

x
δ

˙

Ñ u0pt, xq “
ÿ

x0i ě0
Hpx´xiptqq`

ÿ

x0i ă0
pHpx ´ xiptqq ´ 1q as δ Ñ 0

where H is the Heaviside function and with the dynamics
$

’

’

’

’

&

’

’

’

’

%

dxi
dt “ 𝛾

¨

˝´L0 `
1
π
ÿ

j “i

1
xi ´ xj

˛

‚

xip0q “ x0i .

(11.4.11)

System (11.4.11) is the (rescaled as here we have g “ 1{π instead than g “ 1) system
(11.3.4), with s “ 1

2 and ζi “ 1 for any i. Moreover for the choice p “ δp0 with p0 ą 0
and x0i “ i{p0 that we extend formally for all i P Z, we see (at least formally) that

|up0, yq ´ δp0y| ď Cδ .
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This suggests also that the infinite sum in (11.4.11) should vanish (by antisymmetry)
and then the mean velocity should be

dxi
dt » ´𝛾L0

i.e., after scaling back

upτ, yq » δp0py ´ c1τq ` bounded

with the velocity
c1 “

dpxi{δq

dpt{δ2q
» ´𝛾L0δ

i.e.,
upτ, yq » δp0y ` λτ ` bounded with λ » δ2𝛾p0L0.

We deduce that we should have

upτ, yq

τ Ñ λ » δ2𝛾p0L0 as τ Ñ `8.

We see that this λ “ Hpδp0, δL0q is exactly the one we expect asymptotically in The-
orem 11.4.5 when p0 ą 0.

11.4.5 Homogenization and Orowan’s law for anisotropic
fractional operators of any order

The results of [28, 29] have been generalized in [36] to Lévy operators of any order
2s, with s P p0, 1q. In [36], for s ą 1

2 we considered the following homogenization
problem:

$

&

%

Btuε “ ε2s´1Isruεpt, ¨qs ´ W 1
´

uε
ε

¯

` 7
` t
ε ,

x
ε
˘

in R`
ˆ RN

uεp0, xq “ u0pxq on RN ,
(11.4.12)

and for s ă 1
2 :

$

&

%

Btuε “ Isruεpt, ¨qs ´ W 1
´

uε
ε2s

¯

` 7
` t
ε2s ,

x
ε
˘

in R`
ˆ RN

uεp0, xq “ u0pxq on RN .
(11.4.13)

Remark that the scalings for s ą 1
2 and s ă 1

2 are different. They formally coincide
when s “ 1

2 . We proved that the solution uε of (11.4.12) converges as ε Ñ 0 to the
solution u0 of the homogenized problem

$

&

%

Btu “ H1p∇xuq in R`
ˆ RN

up0, xq “ u0pxq on RN ,
(11.4.14)
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with an effective Hamiltonian H1 which does not depend on Is anymore, while the
solution uε of (11.4.13) converges as ε Ñ 0 to u0 solution of the following

$

&

%

Btu “ H2pIsrusq in R`
ˆ RN

up0, xq “ u0pxq on RN ,
(11.4.15)

with an effective Hamiltonian H2 not depending on the gradient. That is, roughly
speaking, for any s P p0, 1q, the effective Hamiltonian is an operator of order
mint2s, 1u, which reveals the stronger non-local effects present in the case s ă 1

2 .
As before, the functions H1 and H2 are determined by the following cell problem:

$

&

%

Bτw “ Isrwpτ, ¨qs ` L ´ W 1
pw ` p ¨ yq ` 7pτ, yq in R`

ˆ RN

wp0, yq “ 0 on RN ,
(11.4.16)

and we look for some λ such that w ´ λτ is bounded. As in the case s “ 1
2 , we proved

the following ergodic result.

Theorem 11.4.6 (Theorem 1.1 [36]). Assume (H1)-(H4). For L P R and p P RN , there
exists a unique viscosity solution w P CbpR`

ˆRNq of (11.4.5) and there exists a unique
λ P R such that w satisfies:

wpτ, yq

τ converges towards λ as τ Ñ `8, locally uniformly in y.

The real number λ is denoted by Hpp, Lq. The function Hpp, Lq is continuous onRN ˆR
and non-decreasing in L.

Once the cell problem was solved, we could prove the following convergence results:

Theorem 11.4.7 (Theorem 1.2 [36]). Assume (H1)-(H4). The solution uε of (11.4.12) con-
verges towards the solution u0 of (11.4.14) locally uniformly in pt, xq, where

H1ppq :“ Hpp, 0q

and Hpp, Lq is defined in Theorem 11.4.6.

Theorem 11.4.8 (Theorem 1.3 [36]). Assume (H1)-(H4). The solution uε of (11.4.13) con-
verges towards the solution u0 of (11.4.15) locally uniformly in pt, xq, where

H2pLq :“ Hp0, Lq

and Hpp, Lq is defined in Theorem 11.4.6.

We point out that the effective Hamiltonians H1 and H2 represent the speed of pro-
pagation of the dislocation dynamics according to (11.4.14) and (11.4.15). In particular,
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due to Theorems 11.4.7 and 11.4.8, such speed only depends on the slope of the dislo-
cation in the weakly non-local setting s ą 1

2 and only on an operator of order s of the
dislocation in the strongly non-local setting s ă 1

2 .
Finally, when N “ 1, Is “ ´p´∆q

s and σ ” 0, and we make the further assump-
tions (11.2.7) on the potential W, we proved the following extension of the Orowan’s
law:

Theorem 11.4.9 (Theorem 1.4, [36]). Assume Is “ ´p´∆q
s, N “ 1, σ ” 0, W P C4,α,

for some 0 ă α ă 1, (11.2.7), andW even when s P

´

0, 12
¯

. Let p0, L0 P R with p0 ‰ 0.
Then the function H defined in Theorem 11.4.6 satisfies

Hpδp0, δ2sL0q

δ1`2s Ñ 𝛾|p0|L0 as δ Ñ 0` with 𝛾 “

ˆ
ż

R
pu1

q
2
˙´1

, (11.4.17)

where u is solution of (11.2.6).

11.5 Non-local Allen-Cahn Equation

Imbert and Souganidis [26] have considered the following rescaled in time and space
version of the evolutive Peierl-Nabarro model in dimension N ě 2: for t ą 0 and
x P RN ,

Btu `
1
εηε

!

´ε2sIsruεs ` W 1
puεq

)

“ 0 (11.5.1)

where Is is the Lévy operator of order2s P p0, 2q, introduced in (11.2.3),W 1 is a bistable
nonlinearity and the parameter ηε depends on s and it is defined as follows:

ηε “

$

’

’

&

’

’

%

ε if s ą 1
2 ,

ε| logpεq| if s “ 1
2 ,

ε2s if s ă 1
2 .

(11.5.2)

For our purposes, we assume that W satisfies (11.2.7). Let q be the phase transition
function, solution to: for e P SN´1,

$

’

’

&

’

’

%

Ierqs “ W 1
pqq, in R

q1
ą 0

limξÑ´8 qpξq “ 0, limξÑ`8 qpξq “ 1,

(11.5.3)

where
Ies rqspξq :“ PV

ż

RN
pqpξ ` e ¨ zq ´ qpξqqJpzqdz

and
Jpzq :“ g

ˆ

z
|z|

˙

1
|z|N`2s . (11.5.4)
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When g ” cN,s, then Ies is actually independent of e and a solution is providing by
qpξq “ u pξq, where u is solution of (11.2.6). In [26] it is proven that when s ě 1

2 , the
solution uε of the diffusion-reaction equation (11.4.2) with initial datum

u0ε pxq “ q
ˆ

d0pxq

ε , Dd0pxq

˙

, (11.5.5)

where d0 is the signed distance function to the boundary of a smooth set Ω0, can only
have, as ε Ñ 0, two limits: the stable equilibria of the bistable non-linearity W 1 in
r0, 1s, i.e., 0 and 1. The resulting interface, BΩt, evolves by anisotropic mean curva-
ture. For s ă 1

2 only partial but significant results have been obtained. In the theory of
crystal dislocations when N “ 2, BΩt represents the dislocation line at time t moving
on the slip plane x1x2. In the one dimensional space, moving interfaces are points.
Their dynamics is then described by the system of ODE’s (11.3.4). In this section, we
want to give a heuristic proof of the results contained in [26]. Assume for simplicity
g ” cN,s, then the phase transition q is independent of the direction e. In this setting
we have the following Ansatz for uε:

uεpt, xq „ q
ˆ

dpt, xq

ε

˙

where dpt, xq is the signed distance function from the front that propagates starting
from the initial configuration Ω0. Close to the front, the distance function d is smooth
in x and |Dd| “ 1, which implies in particular that D2dDd “ 0. Inserting the deriva-
tives of the Ansatz into the equation (11.5.1), multiplying by ε and using equation
(11.5.3), we get (close to the front):

9q
ˆ

dpt, xq

ε

˙

Btdpt, xq “
1
ηε

"

ε2sIs
„

q
ˆ

dpt, ¨q

ε

˙

pxq ´ W 1

ˆ

q
ˆ

dpt, xq

ε

˙˙*

“
1
ηε

"

Is

„

q
ˆ

dpt, ε¨q

ε

˙

´ x
ε
¯

´ Ies rqs

ˆ

dpt, xq

ε

˙*

. (11.5.6)

Let us introduce the notation ξ “
dpt,xq

ε , y “ x
ε and e “ Ddpt, xq. Then, we can write

the right-hand side of the previous equation as follows

Is

„

q
ˆ

dpt, ε¨q

ε

˙

pyq ´ Ies rqspξq “ PV
ż

RN

„

q
ˆ

dpt, x ` εzq
ε

˙

´ qpξ ` e ¨ zq


Jpzqdz

“ PV
ż

RN
rqpξ ` e ¨ z ` εWεpt, x, zqq ´ qpξ ` e ¨ zqs Jpzqdz,

whereWεpt, x, zq “ 1
ε2 rdpt, x`εzq´dpt, xq´εDdpt, xq ¨zs. Notice thatWε is bounded

in ε if d is C1,1 with respect to the space variable, in a neighborhood of x. Now, if the
front is smooth, for pt, xq close to the front, we can assume that the slow variables
pt, xq and the fast variable ξ are independent. Therefore, multiplying equation (11.5.6)
by 9qpξq and integrating in ξ , we get

𝛾´1
Btdpt, xq ´

1
ηε
apt, x, eq “ 0, (11.5.7)
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where
𝛾´1 :“

ż

R
p 9qq

2
pξqdξ , (11.5.8)

aεpt, x, eq “

ż

R
9qpξqaεpt, x, ξ , eqdξ , (11.5.9)

and

aεpt, x, ξ , eq “ PV
ż

RN
rqpξ ` e ¨ z ` εWεpt, x, zqq ´ qpξ ` e ¨ zqs Jpzqdz.

From Lemma 4 in [26], we know that when s ě 1
2 , there is a matrix A depending on s

andN (but independent of e in the isotropic case), such that, as ε Ñ 0, 1
ηε aε pt, x, eq Ñ

trpAD2dpt, xqq. Passing to the limit as ε Ñ 0 in (11.5.7), we find the following equation
for d

Btdpt, xq “ 𝛾trpAD2dq “ 𝛾tr
ˆˆ

I ´
Dd b Dd

|Dd|2

˙

AD2d
˙

, (11.5.10)

since D2dDd “ 0. The mean curvature equation just obtained gives the propagation
law of the front. When s ă 1

2 , the quantity
1
ηε a pt, x, eq converges as ε Ñ 0 to a frac-

tional mean curvature operator, as proven in Lemma 10 of [26]. So in this case one
would get (11.5.10) with the local mean curvature operator replaced by a fractional
one.

Let us now state the precise result. To simplify the presentation, we consider the
isotropic case. For the anisotropic case we refer to [26].

Theorem 11.5.1 (Theorem 1, [26]). Let J be given by (11.5.4) with g ” cN,s and s P
”

1
2 , 1

¯

. Let uε be the unique solution of (11.5.1) with initial datum (11.5.5), where
qpx, eq “ qpxq “ upxq is the solution of (11.2.6) and d0 is the signed distance func-
tion to the boundary of a smooth set Ω0. Then, there exists a symmetric matrix A P Spnq

depending on q, s and N, such that if u is the unique (generalized flow) solution of the
geometric equation (11.5.10)with initial condition up0, xq “ d0pxq, where 𝛾 is defined by
(11.5.8), the function uε satisfies, for t ą 0, x P RN ,

$

&

%

uεpt, xq Ñ 1 in tupt, xq ą 0u

uεpt, xq Ñ 0 in tupt, xq ă 0u
as ε Ñ 0.

Moreover both limits are local uniform.

11.6 Some Open Problems

A first open problem, to the best of our knowledge, is the extension of Theorem 11.5.1
to the case s P

´

0, 12
¯

. Indeed, in [26] it is proven that, for a smooth function d, such
that |∇d| “ 1, then

1
ηε
aε pt, x, eq Ñ krdspxq
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where k is a fractional operator and aε is defined in (11.5.9). This suggests that the front
moves according the following fractional mean-curvature equation:

Btdpt, xq “ 𝛾krdpt, ¨qspxq|Dd|

with µ and k depending on the gradient variable in the anisotropic case. The proof
of Theorem 11.5.1 relies on the construction of barriers, i.e., sub and supersolution of
(11.5.1), which are suitable correction of the Ansatz. In the case s ă 1

2 , the authors
are not able to construct a barrier far from the front. Indeed, in the case s ă 1

2 the
contributions from far from the front are not negligible. This is somehow expected,
see for instance [33].

A further interesting problem in this direction, with important applications in the
theory of crystal dislocations, consists in extending the result of Section 11.3 to higher
dimensions, i.e., proving analogous results to those presented in Section 11.5 in the
case of two or more dislocation lines. To provide a concrete example, suppose that
there are two closed dislocation lines in the slip plane x1x2. This situation can bemod-
eled by equation (11.5.1), with associated initial condition

u0ε pxq “ q
˜

d10pxq

ε , Dd10pxq

¸

` q
˜

d20pxq

ε , Dd20pxq

¸

, (11.6.1)

where di0 is the signed distance function to the boundary of a smooth set Ωi0, i “

1, 2, Ω1
0 Ă Ω2

0 and the two sets are at positive distance one from each other. Here q
is solution of (11.5.3). Existence of such layer solutions needs to be proven as well. In
the isotropic case, solutions of (11.5.3) are given by qpxq “ upx ´ x0q, for any x0 P R,
where u is the unique solution of (11.2.6).

The solution uε of (11.5.1)-(11.6.1), will convergence as ε Ñ 0 to the following sta-
ble equilibria ofW 1: 0,1 and 2. Let Ω1ptq and Ω2ptq be the resulting interphases at time
t starting from the initial configurations Ω1

0 and Ω2
0 respectively. We expect a double

behavior for the motion of these fronts. Indeed, we think that in the case s ě 1
2 , the

fronts move by local mean curvature and the interaction between the two fronts is
negligible at a first level of approximation, i.e., the mean curvature motion is predom-
inant. On the other hand, when s ă 1

2 , we expect that the interaction is not negligible
anymore and that the equations for the motion of the fronts involve a fractional mean
curvature operator and a local term taking into account the interaction of the fronts.

If the expected results hold true, thiswould suggest to investigate a higher order of
asymptotics for the solution of (11.5.1)-(11.6.1) to gather how dislocation lines interact,
having in mind that the case s “ 1

2 has a physical interest in view of its applications
to the theory of crystal dislocations.

Finally, one could also consider dislocation lines with different orientations. In
this case, the initial datum, with two of them would be

u0ε pxq “ q
˜

d10pxq

ε , Dd10pxq

¸

` q
˜

´
d20pxq

ε ,´Dd20pxq

¸

.
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In this situation, we expect some sort of collision in finite time.
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