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Editorial

Operators of Fractional Calculus and
Their Applications

Hari Mohan Srivastava 1,2

1 Department of Mathematics and Statistics, University of Victoria, Victoria, BC V8W 3R4, Canada;
harimsri@math.uvic.ca

2 Department of Medical Research, China Medical University Hospital, China Medical University,
Taichung 40402, Taiwan

Received: 4 September 2018; Accepted: 4 September 2018; Published: 5 September 2018

Website: http://www.math.uvic.ca/faculty/harimsri/

This volume contains the successfully invited and accepted submissions (see [1–9]) to a Special
Issue of MDPI’s journal, Mathematics in the subject area of “Operators of Fractional Calculus and
Their Applications”.

The subject of fractional calculus (that is, calculus of integrals and derivatives of any arbitrary
real or complex order) has gained considerable popularity and importance over the past four decades,
due, mainly, to its demonstrated applications in numerous diverse and widespread fields of science
and engineering. It does indeed provide several potentially useful tools for solving differential,
integral, and integro-differential equations, and various other problems involving special functions of
Mathematical Physics and Applied Mathematics as well as their extensions and generalizations for
one and more variables.

The suggested topics of interest for the call of papers for this Special Issue included, but were not
limited to, the following keywords:

• Operators of fractional calculus
• Chaos and fractional dynamics
• Fractional differential
• Fractional differintegral equations
• Fractional integro-differential equations
• Fractional integrals
• Fractional derivatives
• Special Functions of Mathematical Physics and Applied Mathematics
• Identities and inequalities involving fractional integrals

Here, in this Editorial, we briefly describe the status of the Special Issue, as follows:

1. Publications: (8 + 1);
2. Rejections: (16);
3. Article Average Processing Time: 43 days;
4. Article Type: Research Article (8); Review (0); Correction (1)

Authors’ geographical distribution:

• Canada (2)
• Korea (2)
• Japan (1)
• India (1)
• Thailand (1)
• Slovakia (1)
• People’s Republic of China (1)

Mathematics 2018, 6, 157; doi:10.3390/math6090157 www.mdpi.com/journal/mathematics1
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• Taiwan (Republic of China) (1)
• Jordan (1)
• USA (1)

The very first work to be devoted exclusively to the subject of fractional calculus, was published
in 1974. Ever since then, numerous monographs and books as well as scientific research journals have
appeared in the existing literature on the theory and applications of fractional calculus.

Several well-established scientific research journals, published by such publishers as (for example)
Elsevier Science Publishers, Hindawi Publishing Corporation, Springer, De Gruyter, MDPI, and others,
have published and continue to publish a number of Special Issues in many of their journals
on recent advances in different aspects of the subject of fractional calculus and its applications.
Many widely-attended international conferences, too, continue to be successfully organized and held
worldwide ever since the very first one on this subject in USA in the year 1974.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: This paper introduces a new analytical technique (NAT) for solving a system of nonlinear
fractional partial differential equations (NFPDEs) in full general set. Moreover, the convergence
and error analysis of the proposed technique is shown. The approximate solutions for a system of
NFPDEs are easily obtained by means of Caputo fractional partial derivatives based on the properties
of fractional calculus. However, analytical and numerical traveling wave solutions for some systems
of nonlinear wave equations are successfully obtained to confirm the accuracy and efficiency of the
proposed technique. Several numerical results are presented in the format of tables and graphs to
make a comparison with results previously obtained by other well-known methods

Keywords: system of nonlinear fractional partial differential equations (NFPDEs); systems of nonlinear wave
equations; new analytical technique (NAT); existence theorem; error analysis; approximate solution

1. Introduction

Over the last few decades, fractional partial differential equations (FPDEs) have been proposed
and investigated in many research fields, such as fluid mechanics, the mechanics of materials, biology,
plasma physics, finance, and chemistry, and they have played an important role in modeling the
so-called anomalous transport phenomena as well as in theory of complex systems, see [1–8]. In
study of FPDEs, one should note that finding an analytical or approximate solution is a challenging
problem, therefore, accurate methods for finding the solutions of FPDEs are still under investigation.
Several analytical and numerical methods for solving FPDEs exist in the literature, for example; the
fractional complex transformation [9], homotopy perturbation method [10], a homotopy perturbation
technique [11], variational iteration method [12], decomposition method [12], and so on. There are,
however, a few solution methods for only traveling wave solutions, for example; the transformed
rational function method [13], the multiple exp-function algorithm [14]), and some references
cited therein.

The system of NFPDEs have been increasingly used to represent physical and control systems
(see for instant, [15–17] and references cited therein). The systems of nonlinear wave equations play an
important role in a variety of oceanographic phenomena, for example, in the change in mean sea level
due to storm waves, the interaction of waves with steady currents, and the steepening of short gravity
waves on the crests of longer waves (see for example, [18–22]). In this paper, two systems of nonlinear
wave equations with a fractional order are studied; one is the nonlinear KdV system (see [23,24]) and
another one is the system of dispersive long wave equations (see [24–26]).

Some numerical or analytical methods have been investigated for solving a system of NFPDEs,
such as an iterative Laplace transform method [27], homotopy analysis method [28], and adaptive

Mathematics 2017, 5, 47; doi:10.3390/math5040047 www.mdpi.com/journal/mathematics3
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observer [29]. Moreover, very few algorithms for the analytical solution of a system of NFPDEs have
been suggested, and some of these methods are essentially used for particular types of systems, often
just linear ones or even smaller classes. Therefore, it should be noted that most of these methods
cannot be generalized to nonlinear cases.

In the present work, we introduce a new analytical technique (NAT) to solve a full general system
of NFPDEs of the following form:⎧⎪⎨

⎪⎩
Dqi

t ui(x̄, t) = fi(x̄, t) + Liū + Niū, mi − 1 < qi < mi ∈ N, i = 1, 2, . . . , n,

∂ki ui

∂tki
(x̄, 0) = fiki

(x̄), ki = 0, 1, 2, . . . , mi − 1, i = 1, 2, . . . , n,
(1)

where Li and Ni are linear and nonlinear operators, respectively, of ū = ū(x̄, t) and its partial
derivatives, which might include other fractional partial derivatives of orders less than qi; fi(x̄, t) are
known analytic functions; and Dqi

t are the Caputo partial derivatives of fractional orders qi, where we
define ū = ū(x̄, t) = (u1(x̄, t), u2(x̄, t), . . . , un(x̄, t)), x̄ = (x1, x2, . . . , xn) ∈ Rn.

The goal of this paper is to demonstrate that a full general system of NFPDEs can be solved
easily by using a NAT without any assumption and that it gives good results in analytical and
numerical experiments. The rest of the paper is organized in as follows. In Section 2, we present basic
definitions and preliminaries which are needed in the sequel. In Section 3, we introduce a NAT for
solving a full general system of NFPDEs. Approximate analytical and numerical solutions for the
systems of nonlinear wave equations are obtained in Section 4.

2. Basic Definitions and Preliminaries

There are various definitions and properties of fractional integrals and derivatives. In this section,
we present modifications of some basic definitions and preliminaries of the fractional calculus theory,
which are used in this paper and can be found in [10,30–35].

Definition 1. A real function u(x, t), x, t ∈ R, t > 0, is said to be in the space Cμ, μ ∈ R if there exists a real
number p(> μ), such that u(x, t) = tpu1(x, t), where u1(x, t) ∈ C(R× [0, ∞)), and it is said to be in the
space Cm

μ if and only if ∂mu(x,t)
∂tm ∈ Cμ, m ∈ N.

Definition 2. Let q ∈ R \N and q ≥ 0. The Riemann–Liouville fractional partial integral denoted by Iq
t of

order q for a function u(x, t) ∈ Cμ, μ > −1 is defined as:⎧⎪⎨
⎪⎩
Iq

t u(x, t) =
1

Γ(q)

∫ t

0
(t − τ)q−1u(x, τ)dτ, q, t > 0,

I0
t u(x, t) = u(x, t), q = 0, t > 0,

(2)

where Γ is the well-known Gamma function.

Theorem 1. Let q1, q2 ∈ R \N, q1, q2 ≥ 0 and p > −1. For a function u(x, t) ∈ Cμ, μ > −1, the operator
Iq

t satisfies the following properties:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Iq1

t Iq2
t u(x, t) = Iq1+q2

t u(x, t)

Iq1
t Iq2

t u(x, t) = Iq2
t Iq1

t u(x, t)

Iq
t tp =

Γ(p + 1)
Γ(p + q + 1)

tp+q

(3)

4
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Definition 3. Let q, t ∈ R, t > 0 and u(x, t) ∈ Cm
μ . Then

⎧⎪⎪⎨
⎪⎪⎩
Dq

t u(x, t) =
∫ t

a

(t − τ)m−q−1

Γ(m − q)
∂mu(x, τ)

∂τm dτ, m − 1 < q < m ∈ N,

Dq
t u(x, t) =

∂mu(x, t)
∂tm , q = m ∈ N,

(4)

is called the Caputo fractional partial derivative of order q for a function u(x, t).

Theorem 2. Let t, q ∈ R, t > 0 and m − 1 < q < m ∈ N. Then⎧⎪⎪⎨
⎪⎪⎩
Iq

t Dq
t u(x, t) = u(x, t)−

m−1

∑
k=0

tk

k!
∂ku(x, 0+)

∂tk ,

Dq
t Iq

t u(x, t) = u(x, t).

(5)

3. NAT for Solving a System of NFPDEs

This section discusses a NAT to solve a system of NFPDEs. This NAT has much more
computational power in obtaining piecewise analytical solutions.

To establish our technique, first we need to introduce the following results.

Lemma 1. For ū = ∑∞
k=0 pkūk, the linear operator Liū satisfies the following property:

Liū = Li

∞

∑
k=0

pkūk =
∞

∑
k=0

pkLiūk, i = 1, 2, . . . , n. (6)

Theorem 3. Let ū(x̄, t) = ∑∞
k=0 ūk(x̄, t), for the parameter λ, we define ūλ(x̄, t) = ∑∞

k=0 λkūk(x̄, t), then the
nonlinear operator Niūλ satisfies the following property

Niūλ = Ni

∞

∑
k=0

λkūk =
∞

∑
n=0

[ 1
n!

∂n

∂λn

[
Ni

n

∑
k=0

λkūk
]

λ=0

]
λn, i = 1, 2, . . . , n. (7)

Proof. According to the Maclaurin expansion of Ni ∑∞
k=0 λkūk with respect to λ, we have

Niūλ = Ni

∞

∑
k=0

λkūk = [Ni

∞

∑
k=0

λkūk]λ=0 +
[ ∂

∂λ
[Ni

∞

∑
k=0

λkūk]λ=0
]
λ

+
[ 1

2!
∂2

∂λ2 [Ni

∞

∑
k=0

λkūk]λ=0
]
λ2 + · · ·

=
∞

∑
n=0

[ 1
n!

∂n

∂λn [Ni

∞

∑
k=0

λkūk]λ=0
]
λn

=
∞

∑
n=0

[ 1
n!

∂n

∂λn

[
Ni(

n

∑
k=0

λkūk +
∞

∑
k=n+1

λkūk)
]

λ=0

]
λn

=
∞

∑
n=0

[ 1
n!

∂n

∂λn

[
Ni

n

∑
k=0

λkūk
]

λ=0

]
λn, i = 1, 2, . . . , n.

Definition 4. The polynomials Ein(ui0, ui1, . . . , uin), for i = 1, 2, . . . n, are defined as

Ein(ui0, ui1, . . . , uin) =
1
n!

∂n

∂λn

[
Ni

n

∑
k=0

λkūk

]
λ=0

, i = 1, 2, . . . , n. (8)

5
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Remark 1. Let Ein = Ein(ui0, ui1, . . . , uin), by using Theorem 3 and Definition 4, the nonlinear operators
Niūλ can be expressed in terms of Ein as

Niūλ =
∞

∑
n=0

λnEin, i = 1, 2, . . . , n. (9)

3.1. Existence Theorem

Theorem 4. Let mi − 1 < qi < mi ∈ N for i = 1, 2, . . . n, and let fi(x̄, t), fiki
(x̄) to be as in (6), respectively.

Then the system (1) admits at least a solution given by

ui(x̄, t) =
mi−1

∑
ki=0

tki

ki!
fiki

(x̄) + f (−qi)
it (x̄, t) +

∞

∑
k=1

[
L(−qi)

it ū(k−1) + E(−qi)
i(k−1)t

]
, i = 1, 2, . . . n; (10)

where L(−qi)
it ū(k−1) and E(−qi)

i(k−1)t denote the fractional partial integral of order qi for Li(k−1) and Ei(k−1)
respectively with respect to t.

Proof. Let the solution function ui(x̄, t) of the system (6) to be as in the following analytical expansion:

ui(x̄, t) =
∞

∑
k=0

uik(x̄, t), i = 1, 2, . . . , n. (11)

To solve system (1), we consider

Dqi
t uiλ(x̄, t) = λ

[
fi(x̄, t) + Liūλ + Niūλ

]
, i = 1, 2, . . . , n; λ ∈ [0, 1]. (12)

with initial conditions given by

∂ki uiλ(x̄, 0)
∂tki

= giki
(x̄), ki = 0, 1, 2, . . . , mi − 1. (13)

Next, we assume that, system (12) has a solution given by

uiλ(x̄, t) =
∞

∑
k=0

λkuik(x̄, t), i = 1, 2, . . . , n. (14)

Performing Riemann-Liouville fractional partial integral of order qi with respect to t to both sides
of system (12) and using Theorem 1, we obtain

uiλ(x̄, t) =
mi−1

∑
ki=0

tki

ki!
∂ki uiλ(x̄, 0)

∂tki
+ λIqi

t
[

fi(x̄, t) + Liūλ + Niūλ

]
, (15)

for i = 1, 2, . . . , n. By using the initial condition from the system (1), the system (15) can be rewritten as

uiλ(x̄, t) =
mi−1

∑
ki=0

tki

ki!
giki

(x̄) + λ
[

f (−qi)
it (x̄, t) + Iqi

t [Liūλ] + Iqi
t [Niūλ]

]
, (16)

for i = 1, 2, . . . , n. Inserting (14) into (16), we obtain

∞

∑
k=0

λkuik(x̄, t) =
mi−1

∑
ki=0

tki

ki!
giki

(x̄) + λ
[

f (−qi)
it (x̄, t) + Iqi

t [Li

∞

∑
k=0

λkūk]

+ Iqi
t [Ni

∞

∑
k=0

λkūk]
]
, i = 1, 2, . . . , n. (17)

6
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By using Lemma 1 and Theorem 3, the system (17) becomes

∞

∑
k=0

λkuik(x̄, t) =
mi−1

∑
ki=0

tki

ki!
giki

(x̄) + λ f (−qi)
it (x̄, t) + Iqi

t λ
∞

∑
k=0

[Liλ
kūk]

+ Iqi
t λ

∞

∑
n=0

[ 1
n!

∂n

∂λn

[
Ni

n

∑
k=0

λkūk
]

λ=0

]
λn, i = 1, 2, . . . , n. (18)

Next, we use Definition 4 in the system (18), we obtain

∞

∑
k=0

λkuik(x̄, t) =
mi−1

∑
ki=0

tki

ki!
giki

(x̄) + λ f (−qi)
it (x̄, t) + Iqi

t λ
∞

∑
k=0

[Liλ
kūk]

+ Iqi
t λ

∞

∑
n=0

Einλn, i = 1, 2, . . . , n. (19)

By equating the terms in system (17) with identical powers of λ, we obtain a series of the
following systems⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ui0(x̄, t) =
mi−1

∑
ki=0

tki

ki!
giki

(x̄),

ui1(x̄, t) = f (−qi)
it (x̄, t) + L(−qi)

it ū0 + E(−qi)
i0t ,

ui2(x̄, t) = L(−qi)
it ū1 + E(−qi)

i1t ,
...

uik(x̄, t) = L(−qi)
it ū(k−1) + E(−qi)

i(k−1)t, k = 2, 3, . . . , i = 1, 2, . . . , n.

(20)

Substituting the series (20) in the system (14) gives the solution of the system (12). Now, from the
systems (11) and (14), we obtain

ui(x̄, t) = lim
λ→1

uiλ(x̄, t) = ui0(x̄, t) + ui1(x̄, t) +
∞

∑
k=2

uik(x̄, t), i = 1, 2, . . . , n. (21)

By using the first equations of (21), we see that ∂ki ui(x̄,0)
∂tki

= limλ→1
∂ki uiλ(x̄,0)

∂tki
, i = 1, 2, . . . , n, which

implies that giki
(x̄) = fiki

(x̄), i = 1, 2, . . . , n.

Inserting (20) into (21) completes the proof.

3.2. Convergence and Error Analysis

Theorem 5. Let B be a Banach space. Then the series solution of the system (20) converges to Si ∈ B for
i = 1, 2, . . . , n, if there exists γi, 0 ≤ γi < 1 such that, ‖uin‖ ≤ γi‖ui(n−1)‖ for ∀n ∈ N.

Proof. Define the sequences Sin, i = 1, 2, . . . , n of partial sums of the series given by the system (20) as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Si0 = ui0(x̄, t),

Si1 = ui0(x̄, t) + ui1(x̄, t),

Si2 = ui0(x̄, t) + ui1(x̄, t) + ui2(x̄, t),
...

Sin = ui0(x̄, t) + ui1(x̄, t) + ui2(x̄, t) + · · ·+ uin(x̄, t), i = 1, 2, . . . , n,

, (22)

7
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and we need to show that {Sin} are a Cauchy sequences in Banach space B. For this purpose, we
consider

‖Si(n+1) − Sin‖ = ‖ui(n+1)(x̄, t)‖ ≤ γi‖uin(x̄, t)‖ ≤ γ2
i ‖ui(n−1)(x̄, t)‖ ≤ · · ·

≤ γn+1
i ‖ui0(x̄, t)‖, i = 1, 2, . . . , n. (23)

For every n, m ∈ N, n ≥ m, by using the system (23) and triangle inequality successively, we have,

‖Sin − Sim‖ = ‖Si(m+1) − Sim + Si(m+2) − Si(m+1) + · · ·+ Sin − Si(n−1)‖
≤ ‖Si(m+1) − Sim‖+ ‖Si(m+2) − Si(m+1)‖+ · · ·+ ‖Sin − Si(n−1)‖
≤ γm+1

i ‖ui0(x̄, t)‖+ γm+2
i ‖ui0(x̄, t)‖+ · · ·+ γn

i ‖ui0(x̄, t)‖
= γm+1

i (1 + γi + · · ·+ γn−m−1
i )‖ui0(x̄, t)‖

≤ γm+1
i

(1 − γn−m

1 − γi

)
‖ui0(x̄, t)‖. (24)

Since 0 < γi < 1, so 1 − γn−m
i ≤ 1 then

‖Sin − Sim‖ ≤ γm+1
i

1 − γ i
‖ui0(x̄, t)‖. (25)

Since ui0(x̄, t) is bounded, then

lim
n,m→∞

‖Sin − Sim‖ = 0, i = 1, 2, . . . , n. (26)

Therefore, the sequences {Sin} are Cauchy sequences in the Banach space B, so the series solution
defined in the system (21) converges. This completes the proof.

Theorem 6. The maximum absolute truncation error of the series solution (11) of the nonlinear fractional
partial differential system (1) is estimated to be

sup
(x̄,t)∈Ω

∣∣ui(x̄, t)−
m

∑
k=0

uik(x̄, t)
∣∣ ≤ γm+1

i
1 − γi

sup
(x̄,t)∈Ω

|ui0(x̄, t)|, i = 1, 2, . . . , n, (27)

where the region Ω ⊂ Rn+1.

Proof. From Theorem 5, we have

‖Sin − Sim‖ ≤ γm+1
i

1 − γi
sup

(x̄,t)∈Ω
|ui0(x̄, t)|, i = 1, 2, . . . , n. (28)

But we assume that Sin = ∑n
k=0 uik(x̄, t) for i = 1, 2, . . . , n, and since n → ∞, we obtain

Sin → ui(x̄, t), so the system (28) can be rewritten as

‖ui(x̄, t)− Sim‖ = ‖ui(x̄, t)−
m

∑
k=0

uik(x̄, t)‖

≤ γm+1
i

1 − γi
sup

(x̄,t)∈Ω
|ui0(x̄, t)|, i = 1, 2, . . . , n. (29)

8
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So, the maximum absolute truncation error in the region Ω is

sup
(x̄,t)∈Ω

∣∣ui(x̄, t)−
m

∑
k=0

uik(x̄, t)
∣∣ ≤ γm+1

i
1 − γi

sup
(x̄,t)∈Ω

|ui0(x̄, t)|, i = 1, 2, . . . , n. (30)

and this completes the proof.

4. Applications to the Systems of Nonlinear Wave Equations

In this section, we present examples of some systems of nonlinear wave equations. These examples
are chosen because their closed form solutions are available, or they have been solved previously by
some other well-known methods.

Example 1. Consider the nonlinear KdV system of time-fractional order of the form [24]

Dq
t u = −αuxxx − 6αuux + 6vvx, Dq

t v = −αvxxx − 3αuvx, (31)

for 0 < q < 1, subject to the initial conditions

u(x, 0) = β2sech2(
γ

2
+

βx
2
), v(x, 0) =

√
α

2
β2sech2(

γ

2
+

βx
2
). (32)

For q = 1, the exact solitary wave solutions of the KdV system (31) is given by⎧⎪⎪⎨
⎪⎪⎩

u(x, t) = β2sech2(
1
2
[γ − αβ3t + βx]),

v(x, t) =
√

α

2
β2sech2(

1
2
[γ − αβ3t + βx]),

(33)

where the constant α is a wave velocity and β, γ are arbitrary constants.

To solve the system (31), we compare (31) with the system (1), we obtain

Dq
t u = −αuxxx + N1(u, v), Dq

t v = −αvxxx + N2(u, v), (34)

where we assume N1(u, v) = 6vvx − 6αuux and N2(u, v) = −3αuvx.

Next, we assume the system (31) has a solution given by

u(x, t) =
∞

∑
k=0

uk(x, t), v(x, t) =
∞

∑
k=0

vk(x, t). (35)

To obtain the approximate solution of the system (31), we consider the following system.

Dq
t uλ = λ

[− αuλxxx + N1(uλ, vλ)
]
, Dq

t vλ = λ
[− αvλxxx + N2(uλ, vλ)

]
, (36)

subject to the initial conditions given by

uλ(x, 0) = g1(x), vλ(x, 0) = g2(x), (37)

and we assume that the system (36) has a solution of the form

uλ(x, t) =
∞

∑
k=0

λkuk(x, t), vλ(x, t) =
∞

∑
k=0

λkvk(x, t). (38)

9
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By operating Riemann-Liouville fractional partial integral of order q with respect to t for both
sides of the system (36) and by using Theorem 2 and the system (37), we obtain{

uλ = g1(x) + λIq
t
[− αuλxxx + N1(uλ, vλ)

]
,

vλ = g2(x) + λIq
t
[− αvλxxx + N2(uλ, vλ)

] (39)

By using Remark 1 and system (38), in the system (39), we obtain⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∞

∑
k=0

λkuk = g1(x) + λIq
t
[− α

∞

∑
k=0

λkukxxx +
∞

∑
n=0

λnE1n
]
,

∞

∑
k=0

λkvk = g2(x) + λIq
t
[− α

∞

∑
k=0

λkvkxxx +
∞

∑
n=0

λnE2n
]
.

(40)

By equating the terms in the system (40) with identical powers of λ, we obtain a series of the
following systems.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

u0 = g1(x), v0 = g2(x),

u1 = Iq
t
[− αu0xxx + E10

]
, v1 = Iq

t
[− αv0xxx + E20

]
,

u2 = Iq
t
[− αu1xxx + E11

]
, v2 = Iq

t
[− αv1xxx + E21

]
,

...

uk = Iq
t
[− αu(k−1)xxx + E1(k−1)

]
, vk = Iq

t
[− αv(k−1)xxx + E2(k−1)

]
,

(41)

for k = 1, 2, . . ., where E1(k−1), E1(k−1) can be obtain by using Definition 4.

By using the systems (35) and (38), we can set

u(x, t) = lim
λ→1

uλ(x, t) =
∞

∑
k=0

uk(x, t), v(x, t) = lim
λ→1

vλ(x, t) =
∞

∑
k=0

vk(x, t). (42)

By using the first equations of (42), we have u(x, 0) = limλ→1 uλ(x, 0), v(x, 0) = limλ→1 vλ(x, 0),
which implies that g1(x) = u(x, 0) and g2(x) = v(x, 0). Consequently, by using (41) and Definition 4,
with the help of Mathematica software, the first few components of the solution for the system (31) are
derived as follows.

u0(x, t) = β2sech2(
γ

2
+

βx
2
), v0(x, t) =

√
α

2
β2sech2(

γ

2
+

βx
2
),

u1(x, t) =
αβ5

Γ(q + 1)
tanh(

γ

2
+

βx
2
)sech2(

γ

2
+

βx
2
)tq,

v1(x, t) =
α3/2β5

√
2Γ(q + 1)

tanh(γ2 +
βx
2
)sech2(

γ

2
+

βx
2
)tq,

u2(x, t) =
α2β8

2Γ(2q + 1)
[cosh(γ + βx)− 2]sech4(

γ

2
+

βx
2
))t2q,

v2(x, t) =
α5/2β8

2
√

2Γ(2q + 1)
(cosh(γ + βx)− 2)sech4(

γ

2
+

βx
2
)t2q,

u3(x, t) =
α3β11

8Γ(q + 1)2Γ(3q + 1)
[
Γ(q + 1)2[−32 cosh(γ + βx) + cosh(2[γ + βx])

+ 39] + 12Γ(2q + 1)[cosh(γ + βx)− 2]
]

tanh(
γ

2
+

βx
2
)sech6(

γ

2
+

βx
2
)t3q,

10
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v3(x, t) =
α7/2β11

8
√

2Γ(q + 1)2Γ(3q + 1)

[
Γ(q + 1)2[−32 cosh(γ + βx) + cosh(2(γ + βx))

+ 39] + 12Γ(2q + 1)[cosh(γ + βx)− 2]
]

tanh(
γ

2
+

βx
2
)sech6(

γ

2
+

βx
2
)t3q,

...

and so on.

Hence the third-order term approximate solution for the system (31) is given by

u(x, t) = β2sech2(
γ

2
+

βx
2
) +

αβ5

Γ(q + 1)
tanh(

γ

2
+

βx
2
)sech2(

γ

2
+

βx
2
)tq

+
α2β8

2Γ(2q + 1)
[cosh(γ + βx)− 2]sech4(

γ

2
+

βx
2
))t2q

+
α3β11

8Γ(q + 1)2Γ(3q + 1)
[
Γ(q + 1)2[−32 cosh(γ + βx) + cosh(2[γ + βx])

+ 39] + 12Γ(2q + 1)[cosh(γ + βx)− 2]
]

tanh(
γ

2
+

βx
2
)sech6(

γ

2
+

βx
2
)t3q,

v(x, t) =
√

α

2
β2sech2(

γ

2
+

βx
2
) +

α3/2β5
√

2Γ(q + 1)
tanh(γ2 +

βx
2
)sech2(

γ

2
+

βx
2
)tq

+
α5/2β8

2
√

2Γ(2q + 1)
(cosh(γ + βx)− 2)sech4(

γ

2
+

βx
2
)t2q

+
α7/2β11

8
√

2Γ(q + 1)2Γ(3q + 1)

[
Γ(q + 1)2[−32 cosh(γ + βx) + cosh(2(γ + βx))

+ 39] + 12Γ(2q + 1)[cosh(γ + βx)− 2]
]

tanh(
γ

2
+

βx
2
)sech6(

γ

2
+

βx
2
)t3q.

In Table 1, the numerical values of the approximate and exact solutions for Example 1 show the
accuracy and efficiency of our technique at different values of x, t. The absolute error is listed for
different values of x, t. In Figure 1a, we consider fixed values α = β = 0.5, γ = 1 and fixed order q = 1
for piecewise approximation values of x, t in the domain −20 ≤ x ≤ 20 and 0.20 ≤ t ≤ 1. In Figure 1b,
we plot the exact solution with fixed values α = β = 0.5 and γ = 1 in the domain −20 ≤ x ≤ 20 and
0.20 ≤ t ≤ 1.

Table 1. Numerical values when q = 0.5, 1 and α = β = 0.5, γ = 1 for Example 1.

x t
q = 0.5 q = 1 α = β = 0.5, γ = 1 Absolute Error

uN AT vN AT uN AT vN AT uEX vEX |uEX − uN AT | |vEX − vN AT |

−10
0.20 0.0171378 0.0085689 0.0174511 0.0087256 0.0174511 0.0087256 9.11712 × 10−12 4.55856 × 10−12

0.40 0.0169274 0.0084637 0.0172419 0.0086210 0.0172419 0.0086210 1.45834 × 10−10 7.29172 × 10−11

0.60 0.0167686 0.0083843 0.0170352 0.0085176 0.0170352 0.0085176 7.38075 × 10−10 3.69037 × 10−10

0
0.20 0.1994480 0.0997242 0.1977450 0.0988724 0.1977450 0.0988724 5.11989 × 10−11 2.55994 × 10−11

0.40 0.2006050 0.1003020 0.1988720 0.0994360 0.1988720 0.0994360 8.07505 × 10−10 4.03753 × 10−10

0.60 0.20148400 0.1007420 0.1999930 0.0999966 0.1999930 0.0999966 4.02841 × 10−9 2.01421 × 10−9

20
0.20 0.0000172 8.62 × 10−6 0.0000169 8.46 × 10−6 0.0000169 8.46 × 10−6 1.70233 × 10−14 8.51164 × 10−15

0.40 0.0000175 8.74 × 10−6 0.0000171 8.56 × 10−6 0.0000171 8.56 × 10−6 2.73056 × 10−13 1.36528 × 10−13

0.60 0.0000177 8.83 × 10−6 0.0000173 8.67 × 10−6 0.0000173 8.67 × 10−6 1.38582 × 10−12 6.92909 × 10−13

11
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u x t

v x t

(a)

u x t

v x t

(b)

Figure 1. (a) The graph for the approximate solution of Example 2 for α = β = 0.5 and q1 = q2 = 1;
(b) The graph for the exact solution of Example 2 for α = β = 0.5.

Example 2. Consider the nonlinear dispersive long wave system of time fractional order [24–26]

Dq1
t u = −vx − 1

2
(u2)x, Dq2

t v = −(u + uxx + uv)x, (43)

for 0 < q1, q1 < 1, with initial condition given by

u(x, 0) = α[tanh(
1
2
[β + αx]) + 1], v(x, 0) = −1 +

1
2

α2sech2(
1
2
[β + αx]). (44)

For q1 = q2 = 1, the system (43) has the following exact solitary wave solutions:

u(x, t) = α[tanh(
1
2
[β + αx − α2t]) + 1], v(x, t) = −1 +

1
2

α2sech2(
1
2
[β + αx − α2t]), (45)

where α, β are arbitrary constants.

By comparing the system (43) with the system (1), the system (43) can be rewritten as

Dq1
t u = −vx + N1(u, v), Dq2

t v = −ux − uxxx + N2(u, v), (46)

where N1(u, v) = −uux and N2(u, v) = −(uvx + vux). To solve the system (46) by NAT discussed in
Section 3, we assume that the system (46) has a solution given by

u(x, t) =
∞

∑
k=0

uk(x, t), v(x, t) =
∞

∑
k=0

vk(x, t). (47)

Forgetting the approximate solution of the system (43), we consider the following system.

Dq1
t uλ = λ[−vxλ + N1(uλ, vλ)], Dq2

t vλ = λ[−uλx − uλxxx + N2(uλ, vλ)], (48)

subject to the initial conditions given by

uλ(x, 0) = g1(x), vλ(x, 0) = g2(x). (49)

Assume that the system (48) has a solution given by

uλ(x, t) =
∞

∑
k=0

λkuk(x, t), vλ(x, t) =
∞

∑
k=0

λkvk(x, t). (50)

12
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By using Theorem 2, we take Riemann-Liouville fractional partial integrals of order q1 and q2

with respect to t for both sides of the system (48) and using (47), we obtain{
uλ = g1(x) + λIq1

t
[− vxλ + N1(uλ, vλ)

]
,

vλ = g2(x) + λIq2
t
[− uxλ − uxxxλ + N2(uλ, vλ)

]
.

(51)

Next, we use Theorem 1. The system (51) can be rewritten as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∞

∑
k=0

λkuk = g1(x) + λIq1
t
[− ∞

∑
k=0

λkvxk +
∞

∑
n=0

λnE1n
]
,

∞

∑
k=0

λkvk = g2(x) + λIq2
t
[− ∞

∑
k=0

λkukx −
∞

∑
k=0

λkukxxx +
∞

∑
n=0

λnE2n
]
.

(52)

By equating the terms in the system (52) with identical powers of λ, we obtain a series of the
following systems.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

u0 = g1(x), v0 = g2(x),

u1 = Iq1
t
[− v0x + E10

]
, v1 = Iq2

t
[− u0x − u0xxx + E20

]
,

u2 = Iq1
t
[− v1x + E11

]
, v2 = Iq2

t
[− u1x − u1xxx + E21

]
,

...

uk = Iq1
t
[− v(k−1)x + E1(k−1)

]
, vk = Iq2

t
[− u(k−1)x − u(k−1)xxx + E2(k−1)

]
,

(53)

for k = 1, 2, . . ., where E1(k−1), E1(k−1) can be obtain by using Theorem 4.

From the systems (47) and (50), we have

u(x, t) = lim
λ→1

uλ(x, t) =
∞

∑
k=0

uk(x, t), v(x, t) = lim
λ→1

vλ(x, t) =
∞

∑
k=0

vk(x, t). (54)

By using the first equations of (54), we have u(x, 0) = limλ→1 uλ(x, 0), v(x, 0) = limλ→1 vλ(x, 0),
which implies that g1(x) = u(x, 0) and g2(x) = v(x, 0). Consequently, by using (53) and Definition 4
by the help of Mathematica software, the first few components of the solution for the system (43) are
derived as follows.

u0(x, t) = α[tanh(
1
2
[β + αx]) + 1], v0(x, t) = −1 +

1
2

α2sech2(
1
2
[β + αx]),

u1(x, t) = − α3

2q1Γ (q1)
sech2(

1
2
[β + αx])tq1 ,

v1(x, t) =
4α4

q2Γ (q2)
sinh4(

1
2
[β + αx])csch3(β + αx)tq2 ,

u2(x, t) =
1
4

α5sech4(
1
2
[β + αx])

[ [cosh(β + αx)− 2]tq2

Γ (q1 + q2 + 1)

− [sinh(β + αx) + cosh(β + αx)− 2]tq1

Γ (2q1 + 1)
]
tq1 ,

v2(x, t) =
α6sech5( 1

2 [β + αx])
8Γ (q1 + q2 + 1) Γ (2q2 + 1)

tq2
[
tq1 Γ (2q2 + 1)

[
7 sinh(

1
2
[β + αx])

− sinh(
3
2
[β + αx])

]− Γ (q1 + q2 + 1)
[
7 sinh(

1
2
[β + αx])

− sinh(
3
2
[β + αx]) + 3 cosh(

1
2
[β + αx])− cosh(32[β + αx])

]
tq2
]
,

13
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u3(x, t) =
1
16

α7tq1

[
64t2q1 e2(β+αx)

Γ (3q1 + 1)
(
eβ+αx + 1

)6

[4q1 Γ
[
q1 +

1
2
][

e2(β+αx) − 1
]

√
πΓ (q1 + 1)

− 2eβ+αx[eβ+αx[eβ+αx − 8] + 6
]]

+ tq2 sech6(
1
2
[β + αx])

×
[ tq2 eα(−x)−β

[
eβ+αx[eβ+αx[eβ+αx − 14] + 21]− 4

]
Γ (q1 + 2q2 + 1)

+
tq1
[− 10 sinh(β + αx) + sinh(2[β + αx]) + 4 cosh(β + αx)− 6

]
Γ (2q1 + q2 + 1)

]]
,

v3(x, t) =
2α8tq2 eβ+αx[
eβ+αx + 1

]7

[
tq2
[4tq2 e2(β+αx)[eβ+αx (eβ+αx − 13

) (
eβ+αx − 2

)− 6
]

Γ (3q2 + 1)

+
[− 4Γ (q1 + q2 + 1) eβ+αx[eβ+αx + 1

][
eβ+αx (eβ+αx − 3

)
+ 1

]
Γ (q1 + 1) Γ (q2 + 1) Γ (q1 + 2q2 + 1)

+

eβ+αx
[

49 − eβ+αx[eβ+αx[eβ+αx (eβ+αx + 15
)− 172

]
+ 220

]]
Γ (q1 + 2q2 + 1)

− 1
]
tq1
]

−
2t2q1 eβ+αx

[
eβ+αx (eβ+αx[eβ+αx (eβ+αx − 37

)
+ 151

]− 119
)
+ 16

]
Γ (2q1 + q2 + 1)

]
,

...

and so on.

Hence the third-order term approximate solution for the system (43) is given by

u(x, t) = α[tanh(
1
2
[β + αx]) + 1]− α3

2q1Γ (q1)
sech2(

1
2
[β + αx])tq1

+
1
4

α5sech4(
1
2
[β + αx])

[ [cosh(β + αx)− 2]tq2

Γ (q1 + q2 + 1)

− [sinh(β + αx) + cosh(β + αx)− 2]tq1

Γ (2q1 + 1)
]
tq1

+
1
16

α7tq1

[
64t2q1 e2(β+αx)

Γ (3q1 + 1)
(
eβ+αx + 1

)6

[4q1 Γ
[
q1 +

1
2
][

e2(β+αx) − 1
]

√
πΓ (q1 + 1)

− 2eβ+αx[eβ+αx[eβ+αx − 8] + 6
]]

+ tq2sech6(
1
2
[β + αx])

×
[ tq2 eα(−x)−β

[
eβ+αx[eβ+αx[eβ+αx − 14] + 21]− 4

]
Γ (q1 + 2q2 + 1)

+
tq1(−10 sinh(β + αx) + sinh(2(β + αx)) + 4 cosh(β + αx)− 6)

Γ (2q1 + q2 + 1)

]]
,

v(x, t) = −1 +
1
2

α2sech2(
1
2
[β + αx]) +

4α4

q2Γ (q2)
sinh4(

1
2
[β + αx])csch3(β + αx)tq2

+
α6sech5( 1

2 [β + αx])
8Γ (q1 + q2 + 1) Γ (2q2 + 1)

tq2
[
tq1 Γ (2q2 + 1)

[
7 sinh(

1
2
[β + αx])

− sinh(
3
2
[β + αx])

]− Γ (q1 + q2 + 1)
[
7 sinh(

1
2
[β + αx])

− sinh(
3
2
[β + αx]) + 3 cosh(

1
2
[β + αx])− cosh(32[β + αx])

]
tq2
]

14
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+
2α8tq2 eβ+αx

[eβ+αx + 1]7

[
tq2

[
4tq2 e2(β+αx)[eβ+αx[eβ+αx − 13][eβ+αx − 2]− 6

]
Γ (3q2 + 1)

+
[
− 4Γ (q1 + q2 + 1) eβ+αx[eβ+αx + 1]

[
eβ+αx[eβ+αx − 3] + 1

]
Γ (q1 + 1) Γ (q2 + 1) Γ (q1 + 2q2 + 1)

+
eβ+αx[49 − eβ+αx[eβ+αx[eβ+αx[eβ+αx + 15]− 172

]
+ 220]

]
Γ (q1 + 2q2 + 1)

− 1
]
tq1

]

− 2t2q1 eβ+αx[eβ+αx[eβ+αx[eβ+αx[eβ+αx − 37] + 151
]− 119

]
+ 16

]
Γ (2q1 + q2 + 1)

]
.

In Table 2, we obtain similar approximation values as in the exact solution for Example 2 at different
values of x, t. The absolute error is listed against different values of x, t. In Figure 2a, we plot the
approximate solution at fixed values of the constants α = β = 0.5 and fixed order q = 1. In Figure 2b,
we plot the exact solution with fixed values of the constants α = β = 0.5. The graphs of the approximate
and exact solutions are drawing in the domain −20 ≤ x ≤ 20 and 0.20 ≤ t ≤ 1.

Table 2. Numerical values when q1 = q2 = 0.5, 1 and α = β = 0.5 for Example 2.

x t
q1 = 0.5 q2 = 0.5 q1 = 1 q2 = 1 α = 0.5 β = 0.5 Absolute Error

uN AT vN AT uN AT vN AT uEX vEX |uEX − uN AT | |vEX − vN AT |

−10
0.20 0.0104859 −0.9952150 0.0104567 −0.9948260 0.0104567 −0.9948260 2.38731 × 10−9 9.68267 × 10−10

0.40 0.0100181 −0.9954506 0.0099518 −0.9950740 0.0099518 −0.9950740 3.78897 × 10−8 1.54049 × 10−8

0.60 0.0095700 −0.9956240 0.0094709 −0.9953090 0.0094710 −0.9953090 1.90276 × 10−8 7.75425 × 10−8

0
0.20 0.6103320 −0.8796460 0.6106390 −0.8811210 0.6106390 −0.8811210 2.69185 × 10−8 1.81638 × 10−8

0.40 0.5979280 −0.8788030 0.5986870 −0.8798700 0.5986880 −0.8798700 4.24645 × 10−7 2.98579 × 10−7

0.60 0.5853820 −0.8782520 0.5866150 −0.8787530 0.5866180 −0.8787510 2.11781 × 10−6 1.55116 × 10−6

20
0.20 0.9999710 −0.9999840 0.9999710 −0.9999860 0.9999710 −0.9999860 7.23998 × 10−12 3.61844 × 10−12

0.40 0.9999700 −0.9999830 0.9999700 −0.9999850 0.9999000 −0.9999850 1.17016 × 10−10 5.84818 × 10−11

0.60 0.9999680 −0.9999820 0.9999680 −0.9999840 0.9999680 −0.9999840 5.98445 × 10−10 2.99087 × 10−10

u x t

v x t

(a)

u x t

v x t

(b)

Figure 2. (a) The graph for the approximate solution of Example 1 for α = β = 0.5, γ = 1 and q = 1;
(b) The graph for the exact solution of Example 1 for α = β = 0.5 and γ = 1.

5. Discussion and Conclusions

In this paper, a nonlinear time-fractional partial differential system via NAT was studied.
Moreover, the convergence and error analysis was also shown. From the computational point of
view, the solutions obtained by our technique were in excellent agreement with those obtained via
previous works and also conformed with the exact solution to confirm the effectiveness and accuracy
of this technique. Moreover, approximate traveling wave solutions for some systems of nonlinear

15



Mathematics 2017, 5, 47

wave equations were successfully obtained. We used Mathematica software to obtain the approximate
and numerical results as well as drawing the graphs.
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We have found some errors in the caption of Figure 1 and Figure 2 in our paper [1], and thus
would like to make the following corrections:

On page 10, the caption of Figure 1 should be changed from:

Figure 1. (a) The graph for the approximate solution of Example 1 for α = β = 0.5, γ = 1 and q = 1;
(b) The graph for the exact solution of Example 1 for α = β = 0.5 and γ = 1.

To the following correct version:

Figure 1. (a) The graph for the approximate solution of Example 2 for α = β = 0.5 and q1 = q2 = 1;
(b) The graph for the exact solution of Example 2 for α = β = 0.5.

Furthermore, on page 13, the caption of Figure 2 should be changed from:

Figure 2. (a) The graph for the approximate solution of Example 2 for α = β = 0.5 and q1 = q2 = 1;
(b) The graph for the exact solution of Example 2 for α = β = 0.5.

To the following correct version:

Figure 2. (a) The graph for the approximate solution of Example 1 for α = β = 0.5, γ = 1 and q = 1;
(b) The graph for the exact solution of Example 1 for α = β = 0.5 and γ = 1.

The authors apologize for any inconvenience caused to the readers. The change does not affect
the scientific results. The manuscript will be updated and the original will remain online on the
article webpage.
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Abstract: In this paper, we prove the stability of the following functional equation
∑n

i=0 nCi(−1)n−i f (ix + y) − n! f (x) = 0 on a restricted domain by employing the direct method
in the sense of Hyers.

Keywords: stability; monomial functional equation; direct method
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1. Introduction

Let V and W be real vector spaces, X a real normed space, Y a real Banach space, n ∈ N (the set of
natural numbers), and f : V → W a given mapping. Consider the functional equation

n

∑
i=0

nCi(−1)n−i f (ix + y)− n! f (x) = 0 (1)

for all x, y ∈ V, where nCi := n!
i!(n−i)! . The functional Equation (1) is called an n-monomial functional

equation and every solution of the functional Equation (1) is said to be a monomial mapping of degree
n. The function f : R → R given by f (x) := axn is a particular solution of the functional Equation (1).
In particular, the functional Equation (1) is called an additive (quadratic, cubic, quartic, and quintic,
respectively) functional equation for the case n = 1 (n = 2, n = 3, n = 4, and n = 5, respectively) and
every solution of the functional Equation (1) is said to be an additive (quadratic, cubic, quartic, and
quintic, respectively) mapping for the case n = 1 (n = 2, n = 3, n = 4, and n = 5, respectively).

A mapping A : V → W is said to be additive if A(x + y) = A(x) + A(y) for all x, y ∈ V. It is
easy to see that A(rx) = rA(x) for all x ∈ V and all r ∈ Q (the set of rational numbers). A mapping
An : Vn → W is called n-additive if it is additive in each of its variables. A mapping An is called
symmetric if An(x1, x2, . . . , xn) = An(xπ(1), xπ(2), . . . , xπ(n)) for every permutation π : {1, 2, . . . , n} →
{1, 2, . . . , n}. If An(x1, x2, . . . , xn) is an n-additive symmetric mapping, then An(x) will denote the
diagonal An(x, x, . . . , x) for x ∈ V and note that An(rx) = rn An(x) whenever x ∈ V and r ∈ Q. Such a
mapping An(x) will be called a monomial mapping of degree n (assuming An �≡ 0). Furthermore,
the resulting mapping after substitution x1 = x2 = . . . = xl = x and xl+1 = xl+2 = . . . = xn = y
in An(x1, x2, . . . , xn) will be denoted by Al,n−l(x, y). A mapping p : V → W is called a generalized
polynomial (GP) mapping of degree n ∈ N provided that there exist A0(x) = A0 ∈ W and i-additive
symmetric mappings Ai : Vi → W (for 1 ≤ i ≤ n) such that p(x) = ∑n

i=0 Ai(x), for all x ∈ V and
An �≡ 0. For f : V → W, let Δh be the difference operator defined as follows:

Δh f (x) = f (x + h)− f (x)

Mathematics 2017, 5, 53; doi:10.3390/math5040053 www.mdpi.com/journal/mathematics19
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for h ∈ V. Furthermore, let Δ0
h f (x) = f (x), Δ1

h f (x) = Δh f (x) and Δh ◦ Δn
h f (x) = Δn+1

h f (x) for all
n ∈ N and all h ∈ V. For any given n ∈ N, the functional equation Δn+1

h f (x) = 0 for all x, h ∈ V is
well studied. In explicit form we can have

Δn
h f (x) =

n

∑
i=0

nCi(−1)n−i f (x + ih).

The following theorem was proved by Mazur and Orlicz [1,2] and in greater generality by
Djoković (see [3]).

Theorem 1. Let V and W be real vector spaces, n ∈ N and f : V → W, then the following are equivalent:

(1) Δn+1
h f (x) = 0 for all x, h ∈ V.

(2) Δx1 ◦ Δx2 ◦ . . . ◦ Δxn+1 f (x0) = 0 for all x0, x1, x2, . . . , xn+1 ∈ V.
(3) f (x) = An(x) + An−1(x) + · · ·+ A2(x) + A1(x) + A0(x) for all x ∈ V, where A0(x) = A0 is an

arbitrary element of W and Ai(x)(i = 1, 2, . . . , n) is the diagonal of an i-additive symmetric mapping
Ai : Vi → W.

In 2007, L. Cădariu and V. Radu [4] proved a stability of the monomial functional Equation (1)
(see also [5–7]), in particular, the following result is given by the author in [6].

Theorem 2. Let p be a non-negative real number with p �= n, let θ > 0, and let f : X → Y be a mapping
such that ∥∥∥∥∥

n

∑
i=0

nCi(−1)n−i f (ix + y)− n! f (x)

∥∥∥∥∥ ≤ θ(‖x‖p + ‖y‖p) (2)

for all x, y ∈ X. Then there exist a positive real number K and a unique monomial function of degree n
F : X → Y such that

‖ f (x)− F(x)‖ ≤ K‖x‖p (3)

holds for all x ∈ X. The mapping F : X → Y is given by

F(x) := lim
s→∞

f (2sx)
2ns

for all x ∈ X.

The concept of stability for the functional Equation (1) arises when we replace the functional
Equation (1) by an inequality (2), which is regarded as a perturbation of the equation. Thus, the stability
question of functional Equation (1) is whether there is an exact solution of (1) near each solution of
inequality (2). If the answer is affirmative with inequality (3), we would say that the Equation (1)
is stable.

The direct method of Hyers means that, in Theorem 2, F(x) satisfying inequality (3) is constructed
by the limit of the sequence { f (2sx)

2ns }s∈N as s → ∞.
Historically, in 1940, Ulam [8] proposed the problem concerning the stability of group

homomorphisms. In 1941, Hyers [9] gave an affirmative answer to this problem for additive mappings
between Banach spaces, using the direct method. Subsequently, many mathematicians came to deal
with this problem (cf. [10–17]).

In 1998, A. Gilányi dealt with the stability of monomial functional equation for the case p = 0
(see [18,19]) and he proved for the case when p is a real constant (see [20]). Thereafter, C.-K. Choi
proved stability theorems for many kinds of restricted domains, but his theorems are mainly connected
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with the case of p = 0. If p < 0 in (2), then the inequality (2) cannot hold for all x ∈ X, so we have to
restrict the domain by excluding 0 from X.

The main purpose of this paper is to generalize our previous result (Theorem 2) by replacing the
real normed space X with a restricted domain S of a real vector space V and by replacing the control
function θ(||x||p + ||y||p) with a more general function ϕ : S2 → [0, ∞).

2. Stability of the Functional Equation (1) on a Restricted Domain

In this section, for a given mapping f : V → W, we use the following abbreviation

Dn f (x, y) :=
n

∑
i=0

nCi(−1)n−i f (ix + y)− n! f (x)

for all x, y ∈ V.

Lemma 1. The equalities
nCi = ∑

j+k=2i
0≤j,k≤n

nCj · nCk(−1)i+k (i = 0, · · · , n) (4)

and

nCi = ∑
j+k=2i−1
0≤j,k≤n

nCj · nCk(−1)n−k (i = 1, · · · , n) (5)

hold.

Proof. From the equalities

n

∑
i=0

nCi(−1)n−ix2i = (x2 − 1)n,

(x2 − 1)n = (x + 1)n(x − 1)n,

(x + 1)n(x − 1)n =

(
n

∑
j=0

nCjxj

)(
n

∑
k=0

nCk(−1)n−kxk

)
=

n

∑
j=0

n

∑
k=0

nCj · nCk(−1)n−kxj+k,

we get the equality

n

∑
i=0

nCi(−1)n−ix2i =
n

∑
j=0

n

∑
k=0

nCj · nCk(−1)n−kxj+k (6)

for all x ∈ R. Since the coefficient of the term x2i of the left-hand side in (6) is nCi(−1)n−i and the
coefficient of the term x2i of the right-hand side in (6) is ∑

j+k=2i
0≤j,k≤n

nCj · nCk(−1)n−k, we get the Equality (4).

We easily know that the coefficient of the term x2i−1 of the left-hand side in (6) is 0 and the coefficient
of the term x2i−1 of the right-hand side in (6) is ∑

j+k=2i−1
0≤j,k≤n

nCj · nCk(−1)n−k. So we get the Equality (5). �

We rewrite a refinement of the result given in [6].

Lemma 2. (Lemma 1 in [6]) The equality

n

∑
j=0

nCjDn f (x, jx + y)− Dn f (2x, y) = n!( f (2x)− 2n f (x)) (7)
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holds for all x, y ∈ V. In particular, if Dn f (x, y) = 0 for all x, y ∈ V, then

f (2x) = 2n f (x) (8)

Proof. By (4), (5), and the equality ∑n
j=0 nCj = 2n, we get the equalities

n

∑
j=0

nCjDn f (x, jx + y)− Dn f (2x, y)

=
n

∑
j=0

nCj

n

∑
k=0

(−1)n−k
nCk f ((j + k)x + y)−

n

∑
j=0

nCjn! f (x)

−
n

∑
i=0

nCi(−1)n−i f (2ix + y) + n! f (2x)

=
n

∑
i=0

∑
j+k=2i
0≤j,k≤n

nCj(−1)n−k
nCk f (2ix + y)

+
n

∑
i=1

∑
j+k=2i−1
0≤j,k≤n

nCj(−1)n−k
nCk f ((2i − 1)x + y)

−
n

∑
j=0

nCjn! f (x)−
n

∑
i=0

nCi(−1)n−i f (2ix + y) + n! f (2x)

=−
n

∑
j=0

nCjn! f (x) + n! f (2x)

for all x, y ∈ V. �

Lemma 3. If f satisfies the functional equation Dn f (x, y) = 0 for all x, y ∈ V\{0} with f (0) = 0, then f
satisfies the functional equation Dn f (x, y) = 0 for all x, y ∈ V.

Proof. Since Dn f (0, 0) = 0, Dn f (0, y) = 0 for all y ∈ V\{0}, and

Dn f (x, 0) = (−1)nDn f (−x, nx)− (−1)nDn f (−x, (n + 1)x) + Dn f (x, x)

for all x ∈ V\{0}, we conclude that f satisfies the functional equation Dn f (x, y) = 0 for all x, y ∈ V. �

We rewrite a refinement of the result given in [7].

Theorem 3. (Corollary 4 in [7]) A mapping f : V → W is a solution of the functional Equation (1) if and
only if f is of the form f (x) = An(x) for all x ∈ V, where An is the diagonal of the n-additive symmetric
mapping An : Vn → W.

Proof. Assume that f satisfies the functional Equation (1). We get the equation Δn+1
x f (y) = Dn f (x, x +

y)− Dn f (x, y) = 0 for all x, y ∈ V. By Theorem 1, f is a generalized polynomial mapping of degree
at most n, that is, f is of the form f (x) = An(x) + An−1(x) + · · · + A2(x) + A1(x) + A0(x) for all
x ∈ V, where A0(x) = A0 is an arbitrary element of W and Ai(x)(i = 1, 2, . . . , n) is the diagonal of an
i-additive symmetric mapping Ai : Vi → W. On the other hand, f (2x) = 2n f (x) holds for all x ∈ V
by Lemma 2, and so f (x) = An(x).

Conversely, assume that f (x) = An(x) for all x ∈ V, where An(x) is the diagonal of the
n-additive symmetric mapping An : Vn → W. From An(x + y) = An(x) + ∑n−1

i=1 nCi An−i,i(x, y),
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An(rx) = rn An(x), An−i,i(x, ry) = ri An−i,i(x, y) (x, y ∈ V, r ∈ Q), we see that f satisfies (1), which
completes the proof of this theorem. �

Theorem 4. Let S be a subset of a real vector space V and Y a real Banach space. Suppose that for each
x ∈ V\{0} there exists a real number rx > 0 such that rx ∈ S for all r ≥ rx. Let ϕ : S2 → [0, ∞) be a function
such that

∞

∑
k=0

2−nk ϕ(2kx, 2ky) < ∞ (9)

for all x, y ∈ S. If the mapping f : S → Y satisfies the inequality

‖Dn f (x, y)‖ ≤ ϕ(x, y) (10)

for all x, y ∈ S, then there exists a unique monomial mapping of degree n F : V → Y such that

‖ f (x)− F(x)‖ ≤
∞

∑
k=0

Φ(2kx)
n! · 2(k+1)n

(11)

for all x ∈ S, where

Φ(x) :=
n

∑
j=0

nCj ϕ(x, jx + x) + ϕ(2x, x).

In particular, F is represented by

F(x) = lim
m→∞

f (2mx)
2mn

for all x ∈ V.

Proof. Let x ∈ V\{0} and m be an integer such that 2m ≥ rx. It follows from (7) in Lemma 2
and (10) that

n!
∥∥∥ f (2m+1x)− 2n f (2mx)

∥∥∥ =

∥∥∥∥ n

∑
j=0

nCjDn f (2mx, 2m(jx + x)))− Dn f (2m+1x, 2mx)
∥∥∥∥

≤
n

∑
j=0

∥∥nCjDn f (2mx, 2m(j + 1)x)‖+ ‖Dn f (2m+1x, 2mx)‖

≤
n

∑
j=0

nCj ϕ(2mx, 2m(j + 1)x) + ϕ(2m+1x, 2mx)

= Φ(2mx).

From the above inequality, we get the following inequalities∥∥∥∥∥ f (2mx)
2mn − f

(
2m+1x

)
2(m+1)n

∥∥∥∥∥ ≤ Φ(2mx)
n! · 2n(m+1)

and ∥∥∥∥∥∥ f (2mx)
2nm −

f
(

2m+m′
x
)

2n(m+m′)

∥∥∥∥∥∥ ≤
m+m′−1

∑
k=m

Φ(2kx)
n! · 2n(k+1)

(12)
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for all m′ ∈ N. So the sequence { f (2mx)
2mn }m∈N is a Cauchy sequence for all x ∈ V\{0}. Since

limm→∞
f (2m0)

2mn = 0 and Y is a real Banach space, we can define a mapping F : V → Y by

F(x) = lim
m→∞

f (2mx)
2nm

for all x ∈ V. By putting m = 0 and letting m′ → ∞ in the inequality (12), we obtain the inequality (11)
if x ∈ S.

From the inequality (10), we get∥∥∥∥Dn f (2mx, 2my)
2nm

∥∥∥∥ ≤ ϕ (2mx, 2my)
2nm .

for all x, y ∈ V\{0}, where 2m ≥ rx, ry. Since the right-hand side in the above equality tends to zero as
m → ∞, we obtain that F satisfies the inequality (1) for all x, y ∈ V\{0}. By Lemma 3 and F(0) = 0,
F satisfies the Equality (1) for all x, y ∈ V. To prove the uniqueness of F, assume that F′ is another
monomial mapping of degree n satisfying the inequality (11) for all x ∈ S. The equality F′(x) = F′(2mx)

2nm

follows from the Equality (8) in Lemma 2 for all x ∈ V\{0} and m ∈ N. Thus we can obtain the
inequalities

∥∥∥∥F′(x)− f (2mx)
2nm

∥∥∥∥ =

∥∥∥∥ F′ (2mx)
2nm − f (2mx)

2nm

∥∥∥∥ ≤
∞

∑
k=0

Φ(2k+mx)
n! · 2n(k+m+1)

=
∞

∑
k=m

Φ(2kx)
n! · 2n(k+1)

,

for all x ∈ V\{0}, where 2m ≥ rx. Since ∑∞
k=m

Φ(2kx)
n!·2n(k+1) → 0 as m → ∞ and F′(0) = 0, F′(x) =

limm→∞ 2−nm f (2mx) for all x ∈ V, i.e., F(x) = F′(x) for all x ∈ V. This completes the proof of
the theorem. �

We can give a generalization of Theorems 2 and 5 in [6] as the following corollary.

Corollary 1. Let p and r be real numbers with p < n and r > 0, let X be a normed space, ε > 0, and f : X → Y
be a mapping such that

‖Dn f (x, y)‖ ≤ ε(‖x‖p + ‖y‖p) (13)

for all x, y ∈ X with ‖x‖, ‖y‖ > r. Then there exists a unique monomial mapping of degree n F : X → Y satisfying

‖ f (x)− F(x)‖ ≤

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ε(2p+2n+1+∑n
j=0 nCj(j+1)p)

n!(2n−2p)
‖x‖p (for ‖x‖ > r),

((k+1)p+kp)ε‖x‖p

n + (kp + ∑n
i=2 nCi(ik + i − k)p + n!(k + 1)p)

× ε(2p+2n+1+∑n
j=0 nCj(j+1)p)

n!n(2n−2p)
‖x‖p (for ‖kx‖ > r).

In particular, if p < 0, then f is a monomial mapping of degree n itself.

Proof. If we set ϕ(x, y) := ε(‖x‖p + ‖y‖p) and S = {x ∈ X|‖x‖ > r}, then there exists a unique
monomial mapping of degree n F : X → Y satisfying

‖ f (x)− F(x)‖ ≤ ε(2p + 2n + 1 + ∑n
j=0 nCj(j + 1)p)

n!(2n − 2p)
‖x‖p (14)
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for all x ∈ X with ‖x‖ > r by Theorem 4. Notice that if F is a monomial mapping of degree n,
then DnF((k + 1)x,−kx) = 0 for all x ∈ X and k ∈ R. Hence the equality

(−1)n · n( f (x)− F(x)) =Dn f ((k + 1)x,−kx) + (−1)n(F − f )(−kx)

+
n

∑
i=2

nCi(−1)n−i(F − f )(i(k + 1)x − kx)

− n!(F − f )((k + 1)x)

holds for all x ∈ X and k ∈ R. So if F : X → Y is the monomial mapping of degree n satisfying (14),
then F : X → Y satisfies the inequality with a real number k

‖ f (x)− F(x)‖ ≤ ((k + 1)p + kp)ε‖x‖p

n
+ (kp +

n

∑
i=2

nCi(ik + i − k)p + n!(k + 1)p)

× ε(2p + 2n + 1 + ∑n
j=0 nCj(j + 1)p)

n!n(2n − 2p)
‖x‖p (15)

for all ‖kx‖ > r.
Moreover, if p < 0, then limk→∞(kp + ∑n

i=2 Cn
i (ik + i − k)p + n!(k + 1)p) = 0 and limk→∞(kp +

(k + 1)p) = 0. Hence we get
f (x) = F(x)

for all x ∈ X\{0} by (15). Since limk→∞ kp = 0 and the inequality

‖ f (0)− F(0)‖ ≤ 1
n
‖Dn( f − F)(kx,−kx) + (−1)n(F − f )(−kx)

+
n

∑
i=2

nCi(−1)n−i(F − f )((i − 1)kx)− n!(F − f )(kx)‖

≤ 1
n

[
2 +

2p + 2n

n!(2n − 2p)
(1 +

n−1

∑
i=1

nCi+1ip + n!)

]
kpε‖x‖p

holds for any fixed x ∈ X\{0} with ‖x‖ > r and all natural numbers k, we get

f (0) = F(0).

�

Theorem 5. Let S be a subset of a real vector space V and Y a real Banach space. Suppose that for each x ∈ V
there exists a real number rx > 0 such that rx ∈ S for all r ≤ rx. Let ϕ : V2 → [0, ∞) be a function such that

∞

∑
k=0

2nk ϕ(2−kx, 2−ky) < ∞ (16)

for all x, y ∈ S. Suppose that a mapping f : V → Y satisfies the inequality (10) for all x, y ∈ S, where
ix + y ∈ S for all i = 0, 1, . . . , n. Then there exists a unique monomial mapping of degree n F : V → Y
such that

‖ f (x)− F(x)‖ ≤
∞

∑
k=0

2nk

n!
Φ
( x

2k+1

)
(17)

for all x with nx ∈ S, where Φ(x) is defined as in Theorem 4. In particular, F is represented by

F(x) = lim
m→∞

2nm f (2−mx)
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for all x ∈ V.

Proof. Let x ∈ V and m be an integer such that 2−m(n + 1) ≤ rx. It follows from (7) in Lemma 2
and (10) that

n!
∥∥∥ f
( x

2m

)
− 2n f

( x
2m+1

)∥∥∥ =

∥∥∥∥∥
n

∑
j=0

nCjDn f
(

x
2m+1 ,

(j + 1)x
2m+1

)
− Dn f

( x
2m ,

x
2m+1

)∥∥∥∥∥
≤

n

∑
j=0

nCj

∥∥∥∥Dn f
(

x
2m+1 ,

(j + 1)x
2m+1

)∥∥∥∥+ ∥∥∥Dn f
( x

2m ,
x

2m+1

)∥∥∥
≤

n

∑
j=0

nCj ϕ

(
x

2m+1 ,
(j + 1)x

2m+1

)
+ ϕ

( x
2m ,

x
2m+1

)
=Φ

( x
2m+1

)
for all x ∈ V. From the above inequality, we get the inequality

∥∥∥∥2nm f
( x

2m

)
− 2n(m+m′) f

(
x

2m+m′

)∥∥∥∥ ≤
m+m′−1

∑
k=m

2nk

n!
Φ
( x

2k+1

)
(18)

for all x ∈ V and m′ ∈ N. So the sequence {2nm f
( x

2m

)}m∈N is a Cauchy sequence by the inequality (16).
From the completeness of Y, we can define a mapping F : V → Y by

F(x) = lim
m→∞

2nm f
( x

2m

)
for all x ∈ V. Moreover, by putting m = 0 and letting m′ → ∞ in (18), we get the inequality (17) for all
x ∈ S with (n + 1)x ∈ S. From the inequality (10), if m is a positive integer such that ix+y

2m ∈ S for all
i = 0, 1, . . . , n, then we get ∥∥∥2nmDn f

( x
2m ,

y
2m

)∥∥∥ ≤ 2nm ϕ
( x

2m ,
y

2m

)
,

for all x, y ∈ V. Since the right-hand side in this inequality tends to zero as m → ∞, we obtain that F is
a monomial mapping of degree n. To prove the uniqueness of F assume that F′ is another monomial
mapping of degree n satisfying the inequality (17) for all x ∈ S with (n + 1)x ∈ S. So the equality
F′(x) = 2nmF′ ( x

2m

)
holds for all x ∈ V by (8) in Lemma 2. Thus, we can infer that

∥∥∥∥F′(x)− 2nm f
( x

2m

) ∥∥∥∥ =
∥∥∥2nmF′

( x
2m

)
− 2nm f

( x
2m

)∥∥∥
≤

∞

∑
k=0

2n(m+k)Φ
( x

2m+k+1

)

≤
∞

∑
k=m

2nkΦ
( x

2k+1

)

for all positive integers m, where (n+1)x
2m ≤ rx. Since ∑∞

k=m 2nkΦ
(

x
2k+1

)
→ 0 as m → ∞, we know that

F′(x) = limm→∞ 2nm f
( x

2m

)
for all x ∈ V. This completes the proof of the theorem. �

We can give a generalization of Theorem 3 in [6] as the following corollary.
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Corollary 2. Let p and r be real numbers with p > n and r > 0, and X a normed space. Let f : X → Y be
a mapping satisfying the inequality (13) for all x, y with ‖x‖, ‖y‖ < r. Then there exists a unique monomial
mapping of degree n F : X → Y satisfying

‖ f (x)− F(x)‖ ≤ ε(2p + 2n + 1 + ∑n
j=0 nCj(j + 1)p)

n!(2n − 2p)
‖x‖p

for all x ∈ X with ‖x‖ < r
n+1 .

The following example shows that the assumption p �= n cannot be omitted in Corollarys 1 and 2.
This example is an extension of the example of Gajda [21] for the monomial functional inequality (13)
(see also [22]).

Example 1. Let ψ : R → R be defined by

ψ(x) =

{
xn, for |x| < 1,

1, for |x| ≥ 1.
(19)

Consider that the function f : R → R is defined by

f (x) =
∞

∑
m=0

(n + 1)−nmψ((n + 1)mx) (20)

for all x ∈ R. Then f satisfies the functional inequality∣∣∣∣∣
n

∑
i=0

nCi(−1)i f (ix + y)− n! f (x)

∣∣∣∣∣ ≤ 4 · (n + 1)!(n + 1)2n(|x|n + |y|n). (21)

for all x, y ∈ R, but there do not exist a monomial mapping of degree n F : R → R and a constant d > 0 such
that | f (x)− F(x)| ≤ d|x|n for all x ∈ R.

Proof. It is clear that f is bounded by 2 on R. If |x|n + |y|n = 0, then f satisfies (21). And if
|x|n + |y|n ≥ 1

(n+1)n , then

|Dn f (x, y)| ≤ 2 · 2 · (n + 1)! ≤ 4 · (n + 1)!(n + 1)n(|x|n + |y|n),

which means that f satisfies (21). Now suppose that 0 < |x|n + |y|n < 1
(n+1)n . Then there exists

a nonnegative integer k such that

1
(n + 1)n(k+2)

≤ |x|n + |y|n <
1

(n + 1)n(k+1)
. (22)

Hence (n + 1)nk|x|n < 1
(n+1)n , (n + 1)nk|y|n < 1

(n+1)n , |(n + 1)m(x + iy)| < 1, and |(n + 1)my| < 1
for all m = 0, 1, . . . , k − 1. Hence, for m = 0, 1, . . . , k − 1,

n

∑
i=0

nCi(−1)iψ((n + 1)m(ix + y))− n!ψ((n + 1)mx) = 0. (23)

27



Mathematics 2017, 5, 53

From the definition of f , the inequality (22), and the inequality (23), we obtain that

|Dn f (x, y)| =
∣∣∣∣∣

∞

∑
m=0

(n + 1)−nm( n

∑
i=0

nCi(−1)iψ((n + 1)m(ix + y))− n!ψ((n + 1)mx)
)∣∣∣∣∣

≤
∞

∑
m=0

(n + 1)−nm

∣∣∣∣∣
n

∑
i=0

nCi(−1)iψ((n + 1)m(ix + y))− n!ψ((n + 1)mx)

∣∣∣∣∣
≤

∞

∑
m=k

(n + 1)−nm

∣∣∣∣∣
n

∑
i=0

nCi(−1)iψ((n + 1)m(ix + y))− n!ψ((n + 1)mx)

∣∣∣∣∣
≤

∞

∑
m=k

(n + 1)−nm2 · (n + 1)! ≤ 4 · (n + 1)−nk(n + 1)!

≤4 · (n + 1)2n(n + 1)!(|x|n + |y|n). (24)

Therefore, f satisfies (21) for all x, y ∈ R. Now, we claim that the functional Equation (1) is not
stable for p = n in Corollarys 1 and 2. Suppose on the contrary that there exists a monomial mapping
of degree n F : R → R and constant d > 0 such that | f (x)− F(x)| ≤ d|x|n for all x ∈ R. Notice that
F(x) = xnF(1) for all rational numbers x. So we obtain that

| f (x)| ≤ (d + |F(1)|)|x|n (25)

for all x ∈ Q. Let k ∈ N with k + 1 > d + |F(1)|. If x is a rational number in (0, (n + 1)−k), then
(n + 1)mx ∈ (0, 1) for all m = 0, 1, . . . , k, and for this x we get

f (x) =
∞

∑
m=0

(n + 1)−nmψ((n + 1)mx) ≥
k

∑
m=0

(n + 1)−nm((n + 1)mx)n

=(k + 1)xn > (d + |F(1)|)xn

which contradicts (25). �

3. Conclusions

The advantage of this paper is that we do not need to prove the stability of additive quadratic,
cubic, and quartic functional equations separately. Instead we can apply our main theorem to prove
the stability of those functional equations simultaneously.
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3. Djoković, D.Z. A representation theorem for (X1 − 1)(X2 − 1) · · · (Xn − 1) and its applications. Ann. Polon. Math.
1969 22, 189–198.
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Abstract: The Radial Basis Function (RBF) method has been considered an important meshfree
tool for numerical solutions of Partial Differential Equations (PDEs). For various situations, RBF
with infinitely differentiable functions can provide accurate results and more flexibility in the
geometry of computation domains than traditional methods such as finite difference and finite
element methods. However, RBF does not suit large scale problems, and, therefore, a combination
of RBF and the finite difference (RBF-FD) method was proposed because of its own strengths not
only on feasibility and computational cost, but also on solution accuracy. In this study, we try the
RBF-FD method on elliptic PDEs and study the effect of it on such equations with different shape
parameters. Most importantly, we study the solution accuracy after additional ghost node strategy,
preconditioning strategy, regularization strategy, and floating point arithmetic strategy. We have
found more satisfactory accurate solutions in most situations than those from global RBF, except in
the preconditioning and regularization strategies.

Keywords: numerical partial differential equations (PDEs); radial basis function-finite difference
(RBF-FD) method; ghost node; preconditioning; regularization; floating point arithmetic

1. Introduction

For several decades, numerical solutions of partial differential equations (PDEs) have been
studied by researchers in many different areas of science, engineering and mathematics. The common
mathematical tools that are used to solve these problems are finite difference and finite element
methods. These traditional numerical methods require the data to be arranged in a structured
pattern and to be contained in a simply shaped region, and, therefore, these approaches does
not suit multidimensional practical problems. The Radial basis function (RBF) method is viewed
as an important alternative numerical technique for multidimensional problems because it contains
more beneficial properties in high-order accuracy and flexibility on geometry of the computational
domain than classical techniques [1–3]. The main idea of the RBF method is approximating the solution
in terms of linear combination of infinitely differentiable RBF φ, which is the function that depends
only on the distance to a center point x and shape parameter ε. More precisely, we approximate
the solution as:

s(x, ε) =
N

∑
j=1

λjφ(‖x − xj‖2, ε), (1)

where xj, j = 1, . . . , N are the given centers. For simplicity, we set φ(r, ε) = φ(‖x − x‖2, ε).
Some common RBFs in the infinitely differentiable class are listed in Table 1.
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Table 1. Radial basis functions.

Name of RBF Abbreviation Definition

Multiquadrics MQ φ(r, ε) =
√

1 + (εr)2

Inverse Multiquadrics IMQ φ(r, ε) =
1√

1 + (εr)2

Inverse Quadratics IQ φ(r, ε) =
1

1 + (εr)2

Gaussians GA φ(r, ε) = e−(εr)2

For the case of interpolation of function y = f (x), the coefficients {λj}N
j=1 are determined by

enforcing the following interpolation condition:

s(xi, ε) = f (xi) = yi, i = 1, 2, . . . , N.

This condition results in an N × N linear system:

[A(ε)]

⎡
⎢⎣

λ1
...

λN

⎤
⎥⎦ =

⎡
⎢⎣

y1
...

yN

⎤
⎥⎦ , (2)

where the elements of A(ε) are aj,k = φ(‖xj − xk‖2, ε). Note that the system matrix A(ε) is known to be
nonsingular if the constant shape parameter ε is used and is ill-conditioned for small values of shape
parameter [4,5].

The concept of RBF interpolation can also be implemented for solving elliptic PDE problems.
For the global RBF method, we assume the solution in the form of Equation (1). Then, the coefficients
λj are determined by enforcing the PDE and boundary conditions. Unlike the case of interpolation,
the system matrix of this case does not guarantee to be nonsingular and is also ill-conditioned for small
values of shape parameter [1,6]. Additionally, according to numerical evidence, the global RBF scheme
requires high computational cost and memory requirements for large scale problems [3,7]. Therefore,
the radial basis function-finite difference (RBF-FD) concept, which is a local RBF scheme, was developed
by combining many benefits of the RBF method and traditional finite difference approximations.
Similar to the finite difference approach, the key idea is approximating the differential operator of
solutions at each interior node by using a linear combination of the function values at the neighboring
node locations and then determining the FD-weights so that the approximations become exact for
all the RBFs that are centered at the neighboring nodes. Straightforward algebra will then show that
the FD-weights can be obtained by solving the linear system, for which the system matrix is the
same as matrix A in Equation (2). The invertibility of A also implies that FD-weights can always be
computed. After the calculation at all interior nodes, the approximate solution can be computed from
the linear system of equations, for which the RBF-FD system matrix is sparse and therefore can be
effectively inverted. Note that the RBF-FD method that we described can be efficiently and applicably
implemented with large scale practical problems such as the global electric circuit within the Earth’s
atmosphere problem [8], steady problems in solid and fluid mechanics [9–11], chemotaxis models [12],
and diffusion problems [13,14].

In the first part of this work, the numerical solution of elliptic PDEs by using the RBF-FD method
with IQ, MQ, IMQ, and GA RBF is compared to the results of the global RBF scheme. It will show
that the accuracy of both global and local methods does not depend on the choice of RBFs, and the
RBF-FD method with small stencils can obtain the same level of accuracy as the global RBF method.
However, the RBF-FD method is algebraically accurate in exchange for low computational cost and
needs more additional techniques to improve the accuracy [10,14]. Thus, in the latter part of this
work, we will aim to research improving the accuracy of the RBF-FD method by using different
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ways to formulate the RBF-FD method. In particular, the effects of the number of nodes and stencils
on the accuracy of numerical solutions of the RBF-FD method are investigated. According to [7,15],
the global RBF method can improve the accuracy significantly for small values of shape parameter
by using the regularization technique and extended precision floating point arithmetic to reduce the
poor conditions, but how well these techniques can improve the accuracy of RBF-FD method is not yet
fully explored in the literature. Therefore, the study of the RBF-FD method with these techniques will
be included in this work as well.

2. Methodology

2.1. RBF Collocation Method

In this section, the global RBF scheme for solving the PDE problem called the RBF collocation
method is introduced. Let Ω ⊂ Rd be a d-dimensional domain and ∂Ω be the boundary of the domain.
Consider the following elliptic PDE problem defined by:

Lu(x) = f (x) in Ω, (3)

u(x) = g(x) on ∂Ω, (4)

where L is a differential operator. Suppose that N is the number of center points in Ω, for which NI
points of them are the interior points. A straight RBF-based collocation method is applied by assuming
the solution u(x) as:

u(x) ≈
N

∑
j=1

λjφ(‖x − xj‖2, ε).

Consequently, collocation with the PDE at the interior points and the boundary condition
at the boundary points provide the following results:

Lu(xi) ≈
N

∑
j=1

λjLφ(‖xi − xj‖2, ε) = f (xi), i = 1, 2, . . . , NI ,

u(xi) ≈
N

∑
j=1

λjφ(‖xi − xj‖2, ε) = g(xi), i = NI + 1, NI + 2, . . . , N.

The coefficients {λj}N
j=1 can be solved from the corresponding system of equations with the

coefficient matrix structured as: [
Lφ

φ

]
[λ] =

[
f
g

]
.

2.2. RBF-FD Method

We will next present an outline of the RBF along with finite-difference (RBF-FD) formulation
for solving PDE Equation (3).

First, let us look at a classical central finite difference method for approximating the derivative
of function u(x, y) with respect to x. Let the derivative at any grid point (i, j) of rectangular grid be
written as

∂u
∂x

∣∣∣∣
(i,j)

≈ ∑
k∈{i−1,i,i+1}

w(k,j)u(k,j), (5)

where u(k,j) is the function value at the grid point (k, j), the unknown coefficients w(k,j) are computed
using polynomial interpolation or Taylor series, while the set of nodes {(i − 1, j), (i, j), (i + 1, j)} is
a stencil in the finite difference literature. For any scattered nodes, the restriction of the structured
grid is overcome by setting the approximation of the function derivative to be a linear combination
of function values on scattered nodes in the stencil; however, the methodology for computing the
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coefficients of finite difference formulas for any scattered points with dimensions of more than one has
the problem of well-posedness for polynomial interpolation [16]. Thus, the combination of RBF and
finite difference methodology (RBF-FD) is introduced to overcome the well-posedness problem.

To derive RBF-FD formulation, recall that, for a given set of distinct nodes xi ∈ Rd, i = 1, 2, . . . , n,
and a corresponding function values u(xi), i = 1, . . . , n, the RBF interpolation is of the form:

u(x) ≈
n

∑
j=1

λjφ(‖x − xj‖2, ε). (6)

The RBF interpolation Equation (6) can alternatively be written in Lagrange form as:

u(x) ≈
n

∑
j=1

χ(‖x − xj‖2)u(xj), (7)

where χ(‖x − xj‖2) satisfies the following condition:

χ(‖x − xj‖2) =

⎧⎪⎨
⎪⎩

1 if x = xj,
j = 1, . . . , n.

0 if x �= xj,

The key idea of the RBF-FD method is to approximate the linear differential operator of function
Lu(x) at each interior node as a linear combination of the function values at the neighboring node
locations. For example, Lu(x) at any node, say x1 is approximated by an RBF interpolation Equation (7)
with centres placed on the node itself and some n − 1 nearest neighbor nodes of x1, say x2, x3, . . . , xn.
These set of n nodes is called the stencil or support region for the node x1. For deriving RBF-FD
formula at the node x1, we approximate Lu(x1) by taking the linear differential operator L on the both
sides of the RBF interpolation Equation (7) i.e.,

Lu(x1) ≈
n

∑
j=1

Lχ(‖x1 − xj‖2)u(xj).

As in finite difference methodology, this approximation can be rewritten in the form:

Lu(x1) ≈
n

∑
j=1

w(1,j)u(xj), (8)

where the RBF-FD weights w(1,j) = Lχ(‖x1 − xj‖2), j = 1, . . . , n.
In practice, the main difference between finite difference methodology and RBF-FD is

how to compute the weights w(1,j) in Equation (8). While finite difference method enforces Equation (8)
to be exact for polynomials 1, x, x2, . . . , xn−1, the RBF-FD weights are computed by assuming that
the approximations Equation (8) become exact for all the RBFs φ that are centered at each node in stencil,
i.e., we assume that Equation (8) becomes exact for function u(x) = φ(‖x − xk‖2, ε), k = 1, 2, . . . , n.
In the RBF-FD case, this assumption leads to an n × n linear system:

⎡
⎢⎢⎢⎢⎣

φ(‖x1 − x1‖2, ε) φ(‖x2 − x1‖2, ε) . . . φ(‖xn − x1‖2, ε)

φ(‖x1 − x2‖2, ε) φ(‖x2 − x2‖2, ε) . . . φ(‖xn − x2‖2, ε)
...

...
. . .

...
φ(‖x1 − xn‖2, ε) φ(‖x2 − xn‖2, ε) . . . φ(‖xn − xn‖2, ε)

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

w(1,1)
w(1,2)

...
w(1,n)

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣
Lφ(‖x1 − x1‖2, ε)

Lφ(‖x1 − x2‖2, ε)
...

Lφ(‖x1 − xn‖2, ε)

⎤
⎥⎥⎥⎥⎦ .

Note that the system matrix is invertible, and, therefore, the RBF-FD weight can always be
calculated, while the system matrix for the finite difference case is not guaranteed to be invertible.
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After we obtain RBF-FD weights, substituting the approximation Equation (8) into the elliptic
PDE Equation (3) at node x1 gives:

n

∑
j=1

w(1,j)u(xj) = f (x1).

After that, we repeat this procedure at each of the interior nodes and substitute the approximations
into the elliptic PDE Equation (3). Then, we obtain:

n

∑
j=1

w(i,j)u(xj) = f (xi), i = 1, 2, . . . , NI , (9)

where NI is the number of interior points. After substituting the function values u(xj) in Equation (9)
with boundary condition whenever xj is the boundary point, we obtain a linear system of equations,
which can be written in matrix form as:

Bu = F, (10)

where u is the vector of the unknown function at all the interior nodes. Note that the matrix B is sparse,
well-conditioned and can hence be effectively inverted.

3. Main Result

3.1. Solution Accuracy for Elliptic PDEs

The main result section provides better understanding on the computational process. Let Ω ⊂ R2

be a 2-dimensional domain and ∂Ω be the boundary of Ω. The elliptic PDE that we want to investigate
is presented as the following:

∇2u(x) + a(x, y)ux(x) + b(x, y)uy(x) + c(x, y)u(x) = f (x), x in Ω, (11)

u(x) = g(x), x on ∂Ω. (12)

In numerical experiments, the solution u(x) is known and normalized so that max
Ω

|u(x)| = 1.

Supposing that the RBF approximation is denoted by s(x, ε), then the error in a max norm is measured by:

Max Error(ε) = max
Ω

|s(x, ε)− u(x)|. (13)

3.2. Results: A Comparison of a Global RBF Collocation Method and RBF-FD Method with Various RBFs

In this section, the global RBF collocation method and RBF-FD method will be first investigated
with several RBFs by applying them to the following elliptic PDE:

∇2u − Rux = f (x, y), (14)

where R = 3, f (x, y) and the Dirichlet boundary condition are computed from the exact solution as
shown in Equation (15):

u(x, y) = exp(−0.5Rx) sin(0.5Ry). (15)

For this problem, we consider the PDE with the computational and evaluational domain of a
unit disk with 394 uniformly scattered data points as shown in Figure 1. In our first experiment,
we compare the results from using the implementation of global RBF scheme and RBF-FD method
with stencil size = 13. The results of the computation of the global RBF collocation method and RBF-FD
method, which is the local RBF scheme, are shown in Figure 2.
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Figure 1. The computational and evaluational domain of a unit disk with 394 uniformly scattered
data points.

Figure 2a shows the results of the computation of RBF collocation using IQ, IMQ, MQ, and GA
radial basis functions, and Figure 2b shows the results of the computation of the RBF-FD method.
Considering the global RBF scheme, all four of RBF seem to provide the same level of accuracy and
fluctuated graph of max error for small values of shape parameter, while there is a little bit of difference
in accuracy and smooth curve of the graph for the large values of shape parameter. The IQ, IMQ
and MQ RBFs have similar behaviour of error’s curves; however, the GA radial basis function has a
different behaviour of error and gives the least error over the considered range of shape parameter
for this problem. Note that all of them are spectrally accurate and the graph of error is oscillated
since the small shape parameter makes the system matrix of global RBF collocation ill-conditioned,
and, therefore, the numerical solution is computed inaccurately. This ill-conditioning problem will
be more severe if more nodes are used. Due to this fact, the global RBF-scheme does not suit large
scale problems.

For the RBF-FD case, all four of RBFs seem to provide the same level of accuracy for all shape
parameters in the considered range. In particular, all of them have similar behaviour of error graphs
and algebraic accuracy. For the large values of shape parameter, there is no significant differences of
error between global and local RBF methods; however, the error of the global RBF scheme is more
accurate by about two digits of accuracy than the RBF-FD method for the small values of shape
parameter. Note that the graph of the error for the RBF-FD method does not oscillate for the small
shape parameter because the system matrix at each node has better conditioning than the global
RBF scheme for small stencil size. This fact makes the RBF-FD approach more appropriate for PDE
problems with a large number of nodes.

35



Mathematics 2017, 5, 54

(a)

(b)

Figure 2. The graphs of max error are presented as a function of shape parameter. They compare
max error of the results of global radial basis function (RBF) and radial basis function-finite difference
(RBF-FD) methods. (a) global RBF scheme; (b) local RBF scheme.

3.3. Results: A Comparison of the RBF-FD Method with Different Numbers of Nodes and Stencils

From the previous section, the results show that the accuracy of RBF-FD is less than the accuracy
of the global RBF scheme for the same number of nodes. However, the RBF-FD method is applicable
and efficient for large scale problems. We hope that the increasing of the number of nodes will also
help improve the accuracy for the case of the global RBF method, with the conditions for system
matrix rapidly increased as well for the case of the RBF scheme [7,17]. Additionally, we expect that
the accuracy will be more accurate whenever the stencil size increases. To ascertain this idea, we will
consider the elliptic PDE given by:

∇2u − R(ux + uy) = f (x, y). (16)

In this case, R = 2, f (x, y) and Dirichlet boundary condition are computed from the exact solution
as shown in Equation (17):

u(x, y) =
(eRxy − 1)
(eR − 1)

. (17)

For numerical experiments, we consider this problem in the computational and evaluational
domain of a unit disk with uniformly scattered points. In our first experiment, the number of nodes
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are varied while the stencil size is fixed equal to 25, and then the effect of the number of nodes on the
accuracy is compared. As for the second, the experiment is done in the opposite direction. The stencil
sizes are varied while the number of nodes is fixed equal to 394, and then the effect of the stencil sizes
on the accuracy is compared.

The results of computation using IQ-RBF when the number of nodes are varied and the stencil
size is fixed are shown in Figure 3a. All of the results seem to provide the same level of accuracy
for large values of shape parameter, while there are improvements on accuracy for the small shape
parameter. These results provide a good simple way for improving accuracy. However, we need
to be careful lest the ill-conditioning problem would arise if the stencil size is too large. For the case
of varying the stencil sizes and the number of nodes being fixed as shown in Figure 3b, the results show
that the more nodes used in the computation, the more accurate results can be achieved regardless
of the shape parameter values. These results are also similar to the case of the global RBF method.
In practical problems, this strategy of improving accuracy is very effective for the RBF-FD method
with small enough stencil size since the sparse RBF-FD system matrix is well-conditioned and can be
effectively inverted for a large number of nodes. However, this strategy does not suit a global RBF
approach because the condition number of the system matrix will grow rapidly as the number of nodes
increases and this will make the numerical solution inaccurate.

(a) (b)

Figure 3. The graph of the max error of the RBF-FD method with different numbers of nodes and
stencils. (a) varying number of stencils (n); (b) varying number of nodes (N).

3.4. Results: A Comparison of the RBF-FD Method with Strategies on PDE and Shape Parameter

In this section, the RBF-FD method with strategies on PDE and shape parameter are compared
to the normal RBF-FD scheme. The elliptic PDE that we consider here is given by

∇2u + exp(−(x + y))u = f (x, y), (18)

where f (x, y) and the Dirichlet boundary condition are computed from the exact solution as shown
in Equation (19):

u(x, y) = sinh(x2 + y2). (19)

In this problem, the computations are implemented with the 395 uniformly scattered points
and stencil size equal to 50.
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• Method 1 : Normal RBF-FD scheme

As we discussed in Section 2.2, a straightforward RBF-FD method can be implemented
for approximating the differential operator L by

Lu(xj) ≈
n

∑
i=1

w(j,i)u(xi),

for each interior node xj, j = 1, 2, . . . , N. After obtaining the FD-weights, we substitute the function
values u(xj) from the boundary condition, and then a system of equations as shown in Equation (10)
can be formed which can be written in matrix form as

Bu = F,

where u is the vector of the unknown function value at all of the interior nodes. Note that the matrix B
is sparse and well-conditioned and can hence be effectively inverted.

• Method 2 : RBF-FD method with ghost nodes strategy

One of the simple ways to improve accuracy of numerical solutions is applying the PDE on
boundary nodes. According to the global RBF method, the error seems to be largest near the boundary
of the computational domain. This problem can be fixed by getting more information there by applying
the PDE at the boundary nodes [1]. In order to match the number of unknowns and equations,
additional nodes, called ghost nodes, are added. The centers of these ghost nodes should be placed
outside the boundary. For simplicity, we let the center points be denoted by zj, where

zj =

{
xj, j = 1, 2, . . . , N,
a point outside Ω, j = N + 1, N + 2, . . . , N + NB,

where NB is the number of boundary nodes. After that, a straightforward RBF-FD scheme is
implemented by approximating the differential operator L by

Lu(xj) ≈
n

∑
i=1

w(j,i)u(xi),

for all node xj, j = 1, 2, . . . , N. Note that the search for stencils must be applied to all nodes zj.
After obtaining the FD-weights and substituting the function values u(xj) from the boundary condition,
a system of equations as shown in Equation (10) can be formed, which can be written in matrix form as

Bu = F,

where u is the vector of the unknown function value at all of the interior nodes and points outside the
boundary. Note that the matrix B is sparse and well-conditioned and can hence be effectively
inverted. In this problem, we use the additional 64 ghost nodes defined by xn = 1.1 exp( 2nπi

64 ),
n = 1, 2, . . . , 64.

• Method 3 : RBF-FD method with preconditioning strategy

A variation that may improve the accuracy of the numerical solution is using the different values
of shape parameter on each stencil. According to numerical evidence, RBF methods usually provide
better accuracy if their system matrix is ill-conditioned. For computation with double precision,
the shape parameter can be selected for each stencil so that the condition number is between 1013

and 1015 [12] because the error curve of the corresponding range of the shape parameter is the smooth
curve before beginning to oscillate after that, as shown in Figure 2a. The following pseudocode will be
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used to select the shape parameter in this problem so that the condition number is in the desired range:
K = 0, Kmin = 1.0 × 1013, Kmax = 1.0 × 1015, shape = initial shape, increment = 0.01

while K < Kmin or K > Kmax :
form B
K = condition number of B
if K < Kmin

shape = shape - increment
elseif K > Kmax

shape = shape + increment.

Figure 4 shows the results of computation using IQ-RBF with strategies on PDE and shape
parameter, compared to the normal RBF scheme. The ghost nodes strategy seems to provide the same
level of accuracy for large values of shape parameter, while there is a significant improvement
on accuracy for the small shape parameter. Note that using the additional ghost nodes strategy
does not significantly affect the condition number of the system matrix. Therefore, for the practical
problem, this approach can be implemented effectively to improve the error of numerical solution
near the boundary. For the preconditioning strategy, the results show that, regardless of the initial
shape parameter, this strategy can provide acceptable accurate results. Therefore, this approach is an
applicable and effective strategy for choosing the shape parameter for the large scale practical problems.

After we choose the shape parameter, a normal RBF-FD method can be implemented for
approximating the derivative and then forming a linear system for finding the approximate solution.

Figure 4. The graph shows the comparing of max error among the RBF-FD method with ghost nodes,
the RBF-FD method with preconditioning, and the normal RBF-FD method. In the case of the RBF-FD
method with preconditioning, we plot the max error against the initial shape parameter.

3.5. Results: A Comparison of RBF-FD Method with Additional Strategies for Reducing the Ill-Conditioning Problem

In the previous section, the RBF-FD method with ghost nodes and preconditioning strategies is
applied for obtaining acceptable accurate results and reducing the accuracy of numerical solutions
near the boundary. This section aims to improve the accuracy through another manipulation, i.e.,
by focusing on reducing the ill-conditioned problem for small values of shape parameters. To clarify
this idea, we will investigate two alternative strategies called regularization and extended precision
floating point arithmetic. The following elliptic PDE will be studied here :

∇2u + xux + yuy − (4x2 + y2)u = f (x, y), (20)
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where f (x, y) and the Dirichlet boundary condition are computed from the same solution as shown
in Equation (21)

u(x, y) = exp(−(x2 + 0.5y2)). (21)

• Strategy 1 : Regularization

For each stencil, a simple regularization technique can be used to reduce the effects of the poor
conditioning of the RBF system matrix by solving the regularized system

By = f (22)

instead of the following system
Ax = f , (23)

where B = A + μI. The regularization parameter μ is a small positive constant and I is an identity
matrix. This approach can be used to solve effectively the ill-conditioning problem of the global RBF
collocation method and give accurate results for small values of shape parameters, as shown in [15,18].
In this problem, we set μ = 5 × 10−15.

• Strategy 2 : Extended precision floating point arithmetic

Recently, computer systems usually implement the IEEE 64-bit floating point arithmetic standard,
which is referred to as double precision. According to [7], the global RBF method gains more benefit
when it is implemented with extended precision, which provides more digits of accuracy than double
precision. In particular, this approach also keeps the simplicity of the RBF method. In this work,
the authors used the Multiprecision Computing Toolbox for Matlab (MCT) [19] to provide extended
precision for the Matlab program and used quadruple precision (34 digits of precision) in this problem.

For numerical experiments, this problem is implemented with the computational and evaluational
domain of a unit disk with 394 scattered data points and stencil size equal to 50. Figure 5 shows
the results of computation using IQ-RBF with regularization and extended precision floating point
arithmetic strategies, compared to the normal RBF-FD method. Unfortunately, the regularization
seems to provide the same level of accuracy as the RBF-FD method without regularization, although
this technique provides a significant improvement on accuracy compared to the global RBF method.
However, for the extended precision strategy, the results show that this technique provides a significant
improvement on accuracy at the same level as the global RBF method.

Figure 5. The graphs of max error of the RBF-FD method with regularization and extended precision
strategies, compared to the normal RBF-FD method.
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4. Future Work

RBF-FD method can also be easily extended to solve time-dependent PDEs by using the method
of line such as the Runge–Kutta method (RK4) to solve the problem after the PDE is discretized in
space with the RBF-FD method. For example, consider the diffusion problem given by

ut = ν∇2u + γu2(1 − u), (24)

where ν = 0.5, γ = 2, with the Dirichlet boundary and initial condition is taken from the exact solution

u(x, y) =
1

1 + exp(x + y − t)
. (25)

To attack this problem, the Laplace operator ∇2 is discretized by the RBF-FD method as we
mentioned in Section 2.2. After we obtain the results, the remaining part will be ODE, the same as the
following form

ut = Du + γu2(1 − u), (26)

where D is the RBF-FD system matrix, which is obtained from discretization of the Laplace
operator and u is the vector of the unknown function at all of the interior nodes. At this point,
the fourth-order Runge–Kutta method (RK4) can be applied to solve the problem. The results that
are implemented with the computational and evaluational domain of a unit disk with 394 scattered
data points, stencil size equal to 13, and shape parameter equal to 0.6 are shown in Table 2.

Table 2. The results of solving the partial differential equation (PDE) Equation (24) with the radial basis
function-finite difference (RBF-FD) method at t = 5, 10, 15.

t 5 10 15

Max Error 2.19 × 10−4 2.57 × 10−4 2.71 × 10−4

Note that the RBF-FD method also gives reasonable numerical accuracy for time-dependent problems.
However, many questions about eigenvalue stability of the RBF-FD method for time-dependent PDE
problems in general have not yet been fully explored in the literature and need more study in
future work.

5. Discussion

By using the RBF-FD method, we were able to solve large scale PDE problems due to the fact
that RBF-FD has its own strengths related to feasibility and computational cost. We have found that
accuracy can still be achieved at the same level of global RBF in the ill-conditioned system matrix
for nodes. Although the RBF-FD method does not contain the same spectral accuracy as global
RBF, it will give acceptable accuracy for large scale problems for which the global RBF can not be
implemented. We also note that the accuracy can be improved by the increasing of nodes and stencil
sizes. This strategy of improving accuracy is very effective with the RBF-FD method with small
enough stencil size since the sparse RBF-FD system matrix is well-conditioned and can effectively
be inverted for a large number of nodes. However, we need to be careful about an ill-conditioning
problem arising if the stencil size is too large. The ghost node and preconditioning strategies are
introduced to improve the accuracy of numerical solutions. Using the additional ghost node strategy
does not significantly affect the condition number of the system matrix. Therefore, for the practical
problem, this approach can be implemented effectively to reduce the errors of numerical solutions
near boundaries. Results show that, regardless of the initial shape parameter, preconditioning strategy
can provide acceptable accurate results. Improving the accuracy by reducing the ill-conditioning
problem for small shape parameter is also an interesting idea. From experimental results, the extended
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precision provides significant improvement in accuracy. Unfortunately, regularization strategy fails to
yield better accuracy than that of the plain RBF-FD.

Table 3 shows the results of solving PDE Equation (20) by using the RBF-FD method at a shape
parameter equal to 0.4 with additional different strategies, which are presented in this work. In this
case, preconditioning and regularization techniques yield the same level of accuracy as the normal
RBF-FD method, while the other strategies can improve accuracy by around one digit of accuracy.
Note that all of these strategies can be used together as a mixed strategy for obtaining high accuracy.
However, the issues about how to choose the optimal shape parameter for obtaining the most accurate
results and how to solve the ill-conditioned problem for small values of shape parameter are still open
problems needing further investigation.

Table 3. The results of solving the PDE Equation (20) by using the RBF-FD method at a shape parameter
equal to 0.4 with different additional strategies.

Method Max Error (×10−7)

Normal RBF-FD (N = 400, n = 25) 42.4
Normal RBF-FD (N = 400, n = 50) 4.75
Normal RBF-FD (N = 800, n = 25) 8.80

Ghost Node (N = 400, n = 25, 64 ghost nodes) 5.63
Preconditioning (N = 400, n = 25) 40.5
Regularization (N = 400, n = 25) 38.1

Extended Precision (N = 400, n = 25) 6.34

6. Conclusions

In this paper, we have found that the combination of the Radial Basis Function and the finite
difference (RBF-FD) method with either additional Ghost Node strategy or additional Extended
Precision strategy can help improve the accuracy in solving the elliptic partial differential equations,
while the Preconditioning and Regularization strategies are found to be of little avail for our purpose.
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1. Introduction

Recently, fractional differential equations (FDEs) arise naturally in various fields, such as
economics, engineering, and physics. For some existence results of FDEs we refer the reader to [1–6]
and the references cited therein.

Bonilla et al. [1] studied linear systems of the same order linear FDEs and obtained an explicit
representation of the solution. However, there are very few works on the study of mixed order
nonlinear fractional differential equations (MOFDEs), which is a natural extension of [1].

This paper is devoted to the study of MOFDEs of the form

Dqi
0+xi = fi(t, x1, · · · , xn), xi(0) = ui, i = 1, · · · , n (1)

where Dqi
0+ denotes the Caputo derivative with the lower limit at 0, qi ∈ (0, 1], f : R+ ×Rn → Rn are

continuous, specified below and ui ∈ Rn. We may suppose q1 ≥ · · · ≥ qn. Here R+ = [0, ∞). We are
interested in the existence of solutions of (1), then their stability and asymptotic properties under
reasonable conditions on fi. FDEs with equal order (i.e., q1 = · · · = qn) are widely studied, and we
refer the reader to the basic books describing FDEs, such as [7,8]. On the other hand, there are many
MOFDEs with interesting applications—for example, to economic systems in [9]. In fact, (1) formulates
a model of the national economies in a case of the study of n commonwealth countries, which cannot
be simply divided into clear groups of independent and dependent variables. The purpose of this
paper is to set a rigorous theoretical background for (1).

The main contributions are stated as follows:
We give some existence and uniqueness results for solutions of (1) when the nonlinear term

satisfies global and local Lipschitz conditions.
We analyze the upper bound for Lyapunov exponents of solutions of (1).
We show that the zero solution of an autonomous version system of (1) is asymptotically stable.

2. Existence Results

First we prove an existence and uniqueness result for globally Lipschitzian f = ( f1, · · · , fn).
Let ‖x‖∞ = maxi=1,··· ,n |xi| for x = (x1, · · · , xn). By C(J,Rn) we denote the Banach space of all
continuous functions from a compact interval J ⊂ R to Rn with the uniform convergence topology on J.

Mathematics 2017, 5, 61; doi:10.3390/math5040061 www.mdpi.com/journal/mathematics44
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Theorem 1. Let T > 0 and suppose the existence of L > 0 such that

‖ f (t, x)− f (t, y)‖∞ ≤ L‖x − y‖∞ ∀(t, x), (t, y) ∈ [0, T]×Rn. (2)

Then (1) has a unique solution x ∈ C(I,Rn), I = [0, T].

Proof of Theorem 1. Note that (2) implies

‖ f (t, x)‖∞ ≤ L‖x‖∞ + Mf ∀(t, x) ∈ I ×Rn (3)

for Mf = maxt∈I ‖ f (t, 0)‖∞. Next, (1) is equivalent to the fixed point problem

x = F(x, u),

x(t) = (x1(t), · · · , xn(t)), u = (u1, · · · , un), F(x, u) = (F1(x, u), · · · , Fn(x, u)),

Fi(x, u)(t) = ui +
1

Γ(qi)

∫ t

0
(t − s)qi−1 fi(s, x1(s), · · · , xn(s))ds, i = 1, · · · , n.

(4)

Fix α ≥ 0 and set ‖x‖α = maxt∈[0,T] ‖x(t)‖∞e−αt for any x ∈ C(I,Rn). Let x ∈ C(I,Rn) be a solution
of (1). For α > 0, (3) and (4) give

|xi(t)| ≤ |ui|+ 1
Γ(qi)

∫ t

0
(t − s)qi−1

(
L‖x(s)‖∞ + Mf

)
ds

≤ ‖u‖∞ +
Mf Tqi

Γ(qi + 1)
+

L‖x‖α

Γ(qi)

∫ t

0
(t − s)qi−1eαsds ≤ ‖u‖∞ +

Mf Tqi

Γ(qi + 1)
+

L‖x‖α

αqi
eαt,

which implies

‖x‖α ≤ ‖u‖∞ + Mf Θ +
L‖x‖α

αqm

for α > 1 and

Θ = max
i=1,··· ,m

Tqi

Γ(qi + 1)
.

Hence

‖x‖α ≤ ‖u‖∞ + Mf Θ

1 − L
αqm

,

for
α > max{1, L1/qm}. (5)

So

|xi(t)| ≤
‖u‖∞ + Mf Θ

1 − L
αqm

eαT , t ∈ I, i = 1, · · · , n. (6)

Similarly, we derive

‖F(x, u)− F(y, u)‖α ≤ L
αqm

‖x − y‖α, ∀x, y ∈ C(I,Rn).

Consequently, assuming (5), we can apply the Banach fixed point theorem to get a unique solution
x ∈ C(I,Rn) of (1), which also satisfies (6). The proof is finished.

Now we prove an existence and uniqueness result for locally Lipschitzian f .

Theorem 2. Suppose that for any r > 0 there is an Lr > 0 such that

‖ f (t, x)− f (t, y)‖∞ ≤ Lr‖x − y‖∞ ∀(t, x), (t, y) ∈ [0, T]×Rn, max{‖x‖∞, ‖y‖∞} ≤ r. (7)
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Then (1) has a unique solution x ∈ C(I0,Rn), I0 = [0, T0] for some 0 < T0 ≤ T.

Proof of Theorem 2. Set r0 = ‖u‖∞ + Mf Θ + 1 and B(r0) = {x ∈ Rn | ‖x‖∞ ≤ r0}. Then we extend f
from the set I × B(r0) to f̃ on I ×Rn such that f̃ satisfies (2) for some L > 0. This extension is given by

f̃ (t, x) =

{
χ(‖x‖∞/(r0 + 1)) f (t, x) for t ∈ I, ||x|| ≤ 2(r0 + 1)

0 for t ∈ I, ||x|| ≥ 2(r0 + 1)

for a Lipschitz function χ : R+ → [0, 1] with χ(r) = 1 for r ∈ [0, 1] and χ(r) = 0 for r ≥ 2.
Applying Theorem 1 to

Dqi
0+xi = f̃i(t, x1, · · · , xn), xi(0) = ui, i = 1, · · · , n, (8)

there is a unique solution x ∈ C(I,Rn) of (8) which also satisfies (6) for α satisfying (5). Note Mf = Mf̃ .
Let us take T ≥ T0 > 0, α > 0 satisfying (5) and

‖u‖∞ + Mf Θ

1 − L
αqm

eαT0 < r0.

Then the unique solution x ∈ C(I,Rn) of (8) satisfies

‖x(t)‖∞ ≤ r0 ∀t ∈ I0.

However, this is also a unique solution of (1) on I0. The proof is finished.

Remark 1. Let us denote by xu the solution from Theorem 1. Then, following the proof of Theorem 1, for any
u, v ∈ Rn, we derive

‖xu − xv‖α = ‖F(xu, u)− F(xv, v)‖α ≤ L
αqm

‖xu − xv‖α + ‖F(xv, u)− F(xv, v)‖α

≤ L
αqm

‖xu − xv‖α + ‖u − v‖∞,

which implies

‖xu − xv‖α ≤ ‖u − v‖∞

1 − L
αqm

,

i.e.,

‖xu(t)− xv(t)‖∞ ≤ ‖u − v‖∞

1 − L
αqm

∀t ∈ I,

provided that (5) holds. So, the continuous dependence of the solution of (1) is shown on the initial value u
under conditions of Theorem 1 or Theorem 2.

3. Asymptotic Results

We find the upper bound for Lyapunov exponents of solutions of (1).

Theorem 3. Suppose assumptions of Theorem 2 are satisfied. Moreover, we suppose the existence of a
nonnegative n × n-matrix M = {mij}n

i,j≥1 and a nonegative vector v = (v1, · · · , vn) such that

| fi(t, x)| ≤
n

∑
j=1

mij|xj|+ vi ∀(t, x) ∈ R+ ×Rn, i = 1, · · · , n. (9)
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Then the Lyapunov exponent

Λ(u) = lim sup
t→∞

ln ‖x(t)‖∞

t

of the unique solution x ∈ C(R+,Rn) of (1) satisfies

Λ(u) ≤ ρ(M)maxi=1,··· ,n 1/qi ,

where ρ(M) is the spectral radius of M. Note x(0) = u, so we consider as usually Λ : Rn → R+ (see [10]).

Proof. Clearly (9) implies

‖ f (t, x)‖∞ ≤
(

max
i=1,··· ,n

n

∑
j=1

mij

)
‖x‖∞ + ‖v‖∞ ∀(t, x) ∈ R+ ×Rn.

Then, like in the proof of Theorem 1, for any T > 0 there is a unique solution of (1) on I. However,
since T > 0 is arbitrary, we get a unique solution x(t) on R+. Then, we compute

|xi(t)| ≤ |ui|+ 1
Γ(qi)

∫ t

0
(t − s)qi−1

n

∑
j=1

(
mij|xj(s)|+ vj

)
ds

= |ui|+ tqi

Γ(qi + 1)

n

∑
j=1

mijvj +
1

Γ(qi)

n

∑
j=1

mij

∫ t

0
(t − s)qi−1e−αs|xj(s)|eαsds

≤ |ui|+ tqi

Γ(qi + 1)

n

∑
j=1

mijvj +
1

Γ(qi)

n

∑
j=1

mij‖xj‖α
Γ(qi)eαt

αqi

= |ui|+ tqi

Γ(qi + 1)

n

∑
j=1

mijvj +
eαt

αqi

n

∑
j=1

mij‖xj‖α

≤ |ui|+ Υαeαt
n

∑
j=1

mijvj +
eαt

αqi

n

∑
j=1

mij‖xj‖α

for

Υα = max
i=1,··· ,n,t∈R+

tqi e−αt

Γ(qi + 1)
= max

i=1,··· ,n

qqi
i e−qi

αqi Γ(qi + 1)
.

Consequently, we arrive at

‖xi‖α ≤ |ui|+ Υα

n

∑
j=1

mijvj +
1

αqi

n

∑
j=1

mij‖xj‖α,

or setting wα = (‖x1‖α, · · · , ‖xm‖α) and |u| = (|u1|, · · · , |un|), we obtain

wαε ≤ |u|+ Υαε Mv +
1

ρ(M) + ε
Mwαε , (10)

for αε = maxi=1,··· ,n(ρ(M) + ε)1/qi and ε > 0 is fixed. (10) is considered component-wise. From (10),
we get (

I − 1
ρ(M) + ε

M
)

wαε ≤ |u|+ Υαε Mv (11)

for the n × n identity matrix I. By the Neumann lemma, we have

(
I − 1

ρ(M) + ε
M
)−1

=
∞

∑
i=0

(
1

ρ(M) + ε
M
)i

,
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which is a positive matrix. Consequently, (11) implies

wαε ≤
(

I − 1
ρ(M) + ε

M
)−1

(|u|+ Υαε Mv) .

Letting ε → 0, we get

wα0 ≤
(

I − 1
ρ(M)

M
)−1

(|u|+ Υα0 Mv)

for α0 = maxi=1,··· ,n ρ(M)1/qi . So we arrive at

|xi(t)| ≤ eα0twi ∀t ∈ R+, i = 1, · · · , n

for w = (w1, · · · , wn) =
(

I − 1
ρ(M)

M
)−1

(|u|+ Υα0 Mv), which implies

Λ(u) = lim sup
t→∞

ln ‖x(t)‖∞

t
≤ lim sup

t→∞

ln(eα0t‖w‖∞)

t

= lim sup
t→∞

ln eα0t

t
+ lim sup

t→∞

‖w‖∞

t
= α0.

The proof is finished.

4. Stability Result

This section is devoted to an autonomous version of (1)

Dqi
0+xi =

n

∑
j=1

aijxj + gi(x1, · · · , xn), xi(0) = ui, i = 1, · · · , n (12)

where ai,j ∈ R, g = (g1, · · · , gn) : Rn → Rn is locally Lipschitz with g(0) = 0 and limx→0
‖g(x)‖∞
‖x‖∞

= 0.
We already know that (12) has a locally unique solution. First, we prove the following

Lemma 1. Let λ > 0 and q, p ∈ (0, 1] with q ≥ p. Then, it holds

S(λ, q, p) = sup
t≥0

(t + 1)p
∫ t

0
(t − s)q−1Eq,q(−(t − s)qλ)(s + 1)−pds < ∞. (13)

Note that Eq,q(−t) ≥ 0 for any t ∈ R+ by ([11] p. 85), where Eq,q(t) is the two-parametric Mittag-Leffler
function ([11] p. 56) .

Proof. By ([5] Proposition 2.4(i))or ([11] Formula (4.4.17)), there is a positive constant M(q, λ) such that

tq−1Eq,q(−tqλ) ≤ M(q, λ)

(t + 1)q+1 ∀t ≥ 1.

Here we note that one can use ([6] Lemma 3) to compute M(q, λ). First, using ([11] Formula (4.4.4)),
we derive

sup
t∈[0,1]

(t + 1)p
∫ t

0
(t − s)q−1Eq,q(−(t − s)qλ)(s + 1)−pds

≤ sup
t∈[0,1]

(t + 1)p
∫ t

0
(t − s)q−1Eq,q(−(t − s)qλ)ds

= sup
t∈[0,1]

(t + 1)p
∫ t

0
zq−1Eq,q(−zqλ)dz = sup

t∈[0,1]
(t + 1)ptqEq,q+1(−λtq) = 2pEq,q+1(−λ),
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since applying ([11] Formula (5.1.15)), we derive

d
dt
(t + 1)ptqEq,q+1(−λtq) = p(t + 1)p−1tqEq,q+1(−λtq) + (t + 1)ptq−1Eq,q(−λtq) ≥ 0

for t > 0. Next, for t ≥ 1, we derive

sup
t≥1

(t + 1)p
∫ t

0
(t − s)q−1Eq,q(−(t − s)qλ)(s + 1)−pds

≤ sup
t≥1

(t + 1)p
∫ t−1

0
(t − s)q−1Eq,q(−(t − s)qλ)(s + 1)−pds

+ sup
t≥1

(t + 1)p
∫ t

t−1
(t − s)q−1Eq,q(−(t − s)qλ)(s + 1)−pds

≤ sup
t≥1

(t + 1)p
∫ t−1

0

M(q, λ)

(t − s + 1)q+1(s + 1)p ds + sup
t≥1

(t + 1)p

tp

∫ 1

0
zq−1Eq,q(−zqλ)dz

≤ sup
t≥1

(t + 1)p
∫ t/2

0

M(q, λ)

(t − s + 1)q+1 ds + sup
t≥1

2p(t + 1)p

(t + 2)p

∫ t

t/2

M(q, λ)

(t − s + 1)q+1 ds + 2pEq,q+1(−λ)

≤ sup
t≥1

2q(t + 1)p M(q, λ)

q(t + 2)q + sup
t≥1

2p(t + 1)p M(q, λ)

q(t + 2)p + 2pEq,q+1(−λ)

≤ (2q + 2p)M(q, λ)

q
+ 2pEq,q+1(−λ)

Summarizing, we arrive at the estimate

S(λ, q, p) ≤ (2q + 2p)M(q, λ)

q
+ 2pEq,q+1(−λ).

The proof is finished.

Theorem 4. Suppose aii = −λi < 0, i = 1, · · · , n. If

γ = max
i=1,··· ,n

S(λi, qi, qn)
n

∑
i �=j=1

|aij| < 1, (14)

then the zero solution of (12) is asymptotically stable.

Proof. The proof is motivated by the well-known Geršgoring type method [12,13]. Like above,
we modify (12) outside of the unit ball B(1) such that the modified system is globally Lipschitz.
Then, the solution of the modified (12) has a global unique solution on R+ by Theorem 1. This solution
of (12) has the fixed point form [8]

xi(t) = Gi(x, u), i = 1, · · · , n,

Gi(x, u) = Eqi (−tqi λi)ui +
∫ t

0
(t − s)qi−1Eqi ,qi (−(t − s)qi λi)(

n

∑
i �=j=1

aijxj(s) + gi(x1(s), · · · , xn(s)))ds,
(15)

where Eq(t) and Eq,q(t) are the classical and two-parametric Mittag-Leffler functions,
respectively ([11] p. 56). Fix T > 0 and set |||x||| = maxt∈I |x(t)|∞(t + 1)qn for x ∈ C(I,Rn).
Then, (15) implies
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|Gi(x, u)(t)|(t + 1)qn ≤ κ|ui|+ (t + 1)qn

∫ t

0
(t − s)qi−1Eqi ,qi (−(t − s)qi λi)(s + 1)−qn ds

×(
n

∑
i �=j=1

|aij|+ h(‖x(s)‖∞))|||x|||)

≤ κ‖u‖∞ + S(λi, qi, qn)(
n

∑
i �=j=1

|aij|+ h(|||x|||))|||x|||)

for
κ = max

i=1,··· ,n
sup
t≥0

Eqi (−tqi λi)(t + 1)qn < ∞

(see ([11] Formula (3.4.30)) and h(r) = max‖x‖∞≤r
||g(x)||∞
‖x‖∞

. Consequently, we obtain

|||G(x, u)||| ≤ κ‖u‖∞ + (γ + ωh(|||x|||))|||x|||) (16)

for G(x, u) = (G1(x, u), · · · , Gn(x, u)) and

ω = max
i=1,··· ,n

n

∑
i �=j=1

S(λi, qi, qn).

Taking r1 ∈ (0, 1) such that γ + ωh(r1) ≤ 1+γ
2 , then (16) implies

|||G(x, u)||| ≤ κ‖u‖∞ +
1 + γ

2
|||x||| (17)

for any x ∈ BT(r1) = {x ∈ C(I,Rn) | |||x||| ≤ r1}. So, supposing

‖u‖ ≤ 1 − γ

2κ
r1, (18)

(17) gives
G : BT(r1) ⊂ BT(r1).

It is well-known that G : C(I,Rn) → C(I,Rn) is continuous and compact [8]. Since BT(r1) is convex
and bounded, by the Schauder fixed point theorem, G has a fixed point x ∈ BT(r1). However, this
a solution of a modified (12), which has a unique solution on R+. So, this unique solution satisfies
x ∈ BT(r1) for any t > 0; i.e.,

‖x(t)‖∞ ≤ r1

(t + 1)qn
∀t ≥ 0. (19)

Certainly (19) gives ‖x(t)‖∞ ≤ 1, so x(t) is also a unique solution of the original (12).
Moreover, (17) leads to

‖x(t)‖∞ ≤ 2κ‖u‖∞

(1 − γ)(t + 1)qn
∀t ≥ 0,

which determines the asymptotic stability of (12) at 0. The proof is finished.

Remark 2. Condition (14) is a Geršgoring type assumption [12,13]. Even for q1 = · · · = qn, condition (14) is
new, since the general stability assumption (see [5] Theorem 2.2) is difficult to check. The above approach can be
extended to FDEs on infinite lattices like in [14].

5. Examples

In this section, we give examples to demonstrate the validity of our theoretical results.
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Example 1. Consider ⎧⎪⎨
⎪⎩

cD0.6
0+ x1 = sin(x1 + 2x2), t ∈ [0, 1],

cD0.5
0+ x2 = arctan(2x1 + x2),

x1(0) = u1, x2(0) = u2.
(20)

Set q1 = 0.6 > 0.5 = q2, T = 1, f1(t, x1, x2) = sin(x1 + 2x2) and f2(t, x1, x2) = arctan(2x1 + x2).
Clearly, f = ( f1, f2) satisfying the uniformly Lipschitz condition with a Lipschitz constant L = 2. By Theorem
1 or 2, (20) has a unique solution x ∈ C([0, 1], R2).

Next, | f1(t, x1, x2)| ≤ m11|x1| + m12|x2| and | f2(t, x1, x2)| ≤ m21|x1| + m22|x2| where
m11 = 1 = m22 and m12 = m21 = 2 Set M = (mij) ∈ R2×2, so

M =

(
1 2
2 1

)
,

is a nonnegative matrix and ρ(M) = 3. By Theorem 3, Λ(u) = 3
5
3 .

Example 2. Consider{ cD0.6
0+ x1 = −x1 − 0.5x2 +

x1+x2
1+(x1+x2)2 sin(x1 + x2), t ≥ 0,

cD0.5
0+ x2 = 0.5x1 − x2 +

x1+x2
1+(x1+x2)2 arctan(x1 + x2).

(21)

Set q1 = 0.6 > 0.5 = q2, λ1 = λ2 = 1, a11 = a22 = −1 and a12 = −0.5, a21 = 0.5,
g1(x1, x2) =

x1+x2
1+(x1+x2)2 sin(x1 + x2), g2(x1, x2) = x1+x2

1+(x1+x2)2 arctan(x1 + x2) and u1 = u2 = 0.
Clearly, g = (g1, g2) satisfies the uniformly Lipschitz condition with a Lipschitz constant L = 2 and
g((0, 0)) = (0, 0) and lim(x1,x2)→(0,0)

‖g(x1,x2)‖∞
‖(x1,x2)‖∞

= 0. We numerically derive

S(1, 0.6, 05) .
= 1.0051, S(1, 0.5, 0, 5) .

= 1

so γ ≤ 0.503 < 1. By Theorem 4, the zero solution of (21) is asymptotically stable.

6. Conclusions

The existence and uniqueness of solutions of (1) are shown along with their stability and
asymptotic properties. Theorems 1 and 2 extended the partial case of qi = q, i = 1, 2, · · · , n which are
known in the related literature. Theorems 3 and 4 are original results. Moreover, Theorems 1, 2, and
3 can be directly extended to infinite dimensional cases. The next step should be to derive an exact
solution for scalar linear systems (i.e., (12) with g = 0) and to find an explicit variation of constant
formula for nonhomogeneous systems. Of course, a more general stability criterion would also be
interesting to find by generalizing ([5] Theorem 2.2), which is just for q1 = · · · = qn. Then, a derivation
of a Gronwall-type inequality associated to MOFDEs would be challenging as well. This should extend
Theorem 4 to infinite dimensional cases.
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1. Introduction

In our recent papers [1,2], we are concerned with the solution of Kummer’s and hypergeometric
differential equations, where complementary solutions expressed by the confluent hypergeometric
series and the hypergeometric series, respectively, are obtained, by using the Laplace transform,
its analytic continuation, distribution theory and the fractional calculus.

It is the purpose of the present paper, to give the formulas which give the particular solutions of
those equations with inhomogeneous term in terms of the Green’s function. The differential equation
satisfied by the Green’s function is expressed with the aid of Dirac’s delta function, which is defined in
distribution theory, and hence the presentation in distribution theory is adopted.

Let

pK(t, s) := t · s2 + (c − bt)s − ab, (1)

where a ∈ C, b ∈ C and c ∈ C. Then Kummer’s differential equation with an inhomogeneous term is
given by

pK(t,
d
dt
)u(t) := t · d2

dt2 u(t) + (c − bt) · d
dt

u(t)− ab · u(t) = f (t), t > 0. (2)

If c /∈ Z, the basic complementary solutions of Equation (2) are given by

K1(t) := 1F1(a; c; bt), (3)

K2(t) := t1−c · 1F1(a − c + 1; 2 − c; bt). (4)

Here 1F1(a; c; z) = ∑∞
k=0

(a)k
k!(c)k

zk is the confluent hypergeometric series, (a)k = ∏k−1
l=0 (a + l) for

k ∈ Z>0, and (a)0 = 1.

Mathematics 2017, 5, 62; doi:10.3390/math5040062 www.mdpi.com/journal/mathematics53
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We use R, C and Z to denote the sets of all real numbers, of all complex numbers and of all
integers, respectively. We also use R>r := {x ∈ R|x > r}, R≥r := {x ∈ R|x ≥ r} for r ∈ R, +C :=
{z ∈ C|Re z > 0}, Z>a := {n ∈ Z|n > a}, Z<b := {n ∈ Z|n < b} and Z[a,b] := {n ∈ Z|a ≤ n ≤ b} for
a ∈ Z and b ∈ Z satisfying a < b. We use Heaviside’s step function H(t), which is defined by

H(t) =

{
1, t > 0,
0, t ≤ 0,

(5)

and when f (t) is defined on R>τ , f (t)H(t − τ) is equal to f (t) for t > τ and to 0 for t ≤ τ.
When c ∈ C satisfies Re (1 − c) > −1, the solution K2(t) has the Laplace transform:

K̂2(s) = L[K2(t)] :=
∫ ∞

0
K2(t)e−stdt, (6)

and is obtained by solving the Laplace transform of Equation (2). In [1,2], we confirm that the solution
K2(t) is obtained by using an analytic continuation of the Laplace transform (AC-Laplace transform)
for all nonzero values of c ∈ C\Z>0.

The complementary solution of the hypergeometric differential equation, corresponding to K2(t),
is found to be obtained by using the Laplace transform series, where the Laplace transforms of the
solutions are expresssed by a series of powers of s−1 multipied by a power of s, which has zero range
of convergence. In fact, the series is the asymptotic expansion of Kummer’s function U(a, b, z) ([3],
Section 13.5), which is discussed also in [4]. Even in that case, by the term-by-term inverse Laplace
transform, we obtain the desired result. The calculation was justified by distribution theory [2].

In the present paper, we present the solutions giving particular solutions of Kummer’s and the
hypergeometric differential equation in terms of the Green’s function with the aid of distribution theory.

In Section 2, we present the formulas in distribution theory, which are given in the book of
Zemanian ([5], Section 6.3), where the particular solution of differential equation with constant
coefficients is obtained. We use them in giving the particular solution of differential equation with
polynomial coefficients in terms of the Green’s function in Section 3, and the solutions are obtained
by this method for Kummer’s and the hypergeometric differential equation in Sections 4 and 5,
respectively.

In Section 2.2, a formulation of the Laplace transform based on distribution theory is given, which
is related with the one in ([5], Section 8.3).The particular solution of differential equation with constant
coefficients is obtained by using the AC-Laplace transform in Section 6, which is compared with the
formulation of the solution in distribution theory given in Section 3, where the Green’s function plays
an important role. In Sections 6.1 and 6.2, the solutions of differentaal equations of the first order and
of the second order, respectively, are given.

We mention here that there are papers in which systematic study is made on polynomial solutions
of inhomogeneous differential equation with polynomial coefficients; see [6] and its references. In the
present paper, we are concerned with infinite series solutions. In our preceding papers [7,8] stimulated
by Yosida’s works [9,10] on Laplace’s differential equations, of which typical one is Kummer’s equation,
we sudied the solution of Kummer’s equation and a simple fractional differential equation on the
basis of fractional calculus and distribution theory. In [1], we discussed it in terms of the AC-Laplace
transform. In [4], we applied the arguments in [1] to the solution of the homogeneous hypergeometric
equation. We now discuss the solution of inhomogeneous equations in terms of the Green’s function
and distribution theory. In [11,12], the solution of inhomogeneous differential equation with constant
coefficients is discussed in terms of the Green’s function and distribution theory. In Section 6, we discuss
it in terms of the Green’s function and the AC-Laplace transform, where we obtain the solution which
is not obtained with the aid of the usual Laplace transform.
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2. Preliminaries on Distribution Theory

Distributions in the space D′ are first introduced in [5,13–15]. The distributions are either regular
ones or their derivatives. A regular distribution f̃ in D′ corresponds to a function f which belongs to
L1

loc(R). Here L1
loc(R) denotes the class of functions which are locally integrable on R. A distribution

h̃, which is not a regular one, is expressed as h̃(t) = Dn f̃ (t), by n ∈ Z>0 and a regular distribution
f̃ ∈ D′.

The space D, that is dual to D′, is the space of testing functions, which are infinitely differentiable
on R and have a compact support.

Definition 1. A distribution h̃ ∈ D′ is a functional, to which 〈h̃, φ〉 ∈ C is associated with every φ ∈ D. Let f̃
be the regular distribution which corresponds to a function f ∈ L1

loc(R). Then (i):

〈 f̃ , φ〉 =
∫ ∞

−∞
f (t)φ(t)dt, (7)

and (ii): if n ∈ Z>0, h̃(t) = Dn f̃ (t) is such a distribution belonging to D′, that

〈h̃, φ〉 = 〈Dn f̃ , φ〉 = 〈 f̃ , Dn
Wφ〉 =

∫ ∞

−∞
f (t)[Dn

Wφ(t)]dt, (8)

where Dn
Wφ(t) = (−1)n dn

dtn φ(t).

Lemma 1. Let f̃ be as in Definition 1, and g(t) := dn

dtn f (t) = f (n)(t) ∈ L1
loc(R), and the distribution which

corresponds to g(t) = f (n)(t), be g̃(t). Then g̃(t) = Dn f̃ (t).

Proof. By using Equations (7) and (8), we have

〈g̃, φ〉 =
∫ ∞

−∞
[

dn

dtn f (t)]φ(t)dt =
∫ ∞

−∞
f (t)[Dn

Wφ(t)]dt = 〈Dn f̃ , φ〉. (9)

Lemma 2. Dn for n ∈ Z>−1 are operators in the space D′.

Definition 2. Let H(t) be defined by Equation (5), τ ∈ R, and ψ(t) be such that ψ(t)H(t − τ) ∈ L1
loc(R).

Then the regular distributions which correspond to H(t − τ) and ψ(t)H(t − τ) are denoted by H̃(t − τ) and
ψ(t)H̃(t − τ), respectively.

Lemma 3. Let τ ∈ R, and ψ(t) be such that ψ(τ) = 0 and d
dt [ψ(t)H(t − τ)] = [ d

dt ψ(t)]H(t − τ) ∈
L1

loc(R). Then

D[ψ(t)H̃(t − τ)] = [
d
dt

ψ(t)]H̃(t − τ). (10)

Proof. We confirm this with the aid of Lemma 1 and Definition 2.

Dirac’s delta function δ(t) is defined by

δ(t) = DH̃(t). (11)

Lemma 4. Let τ ∈ R, and ψ(t) be such that d
dt ψ(t) · H(t − τ) ∈ L1

loc(R). Then

D[ψ(t)H̃(t − τ)] =

{
d
dt ψ(t) · H̃(t − τ), ψ(τ) = 0,
d
dt ψ(t) · H̃(t − τ) + ψ(τ)δ(t − τ), ψ(τ) �= 0.

(12)
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Proof. The lhs is expressed as

D[ψ(t)H̃(t − τ)] = D[[ψ(t)− ψ(τ)]H̃(t − τ)] + ψ(τ)DH̃(t − τ).

From this, we obtain Equation (12), with the aid of Lemma 3 and Equation (11).

Corollary 1. Let τ ∈ R, and ψ(t) be such that d2

dt2 ψ(t) · H(t − τ) ∈ L1
loc(R). Then

D2[ψ(t)H̃(t − τ)] =
d2

dt2 ψ(t) · H̃(t − τ) + ψ′(τ)δ(t − τ) + ψ(τ)Dδ(t − τ). (13)

Corollary 2. Let τ ∈ R, l ∈ Z>0, ψ(t) be such that dl

dtl ψ(t) · H(t − τ) ∈ L1
loc(R), and ψ̃τ(t) = ψ(t)H̃(t −

τ). Then

Dlψ̃τ(t) = Dl [ψ(t)H̃(t − τ)] =
dl

dtl ψ(t) · H̃(t − τ) + 〈Dlψ̂τ(D)〉0δ(t − τ), (14)

([5], Section 6.3), where

〈Dlψ̂τ(D)〉0 =
l−1

∑
k=0

ψ(k)(τ)Dl−k−1. (15)

When l = 1 and l = 2, we have

〈Dψ̂τ(D)〉0 = ψ(τ), 〈D2ψ̂τ(D)〉0 = ψ′(τ) + ψ(τ)D. (16)

Equations (16) are obtained by comparing Equation (14) with Equations (12) and (13).

Corollary 3. Let τ ∈ R, n ∈ Z>0, ψ(t) be such that dn

dtn ψ(t) ·H(t−τ) ∈ L1
loc(R), ψ̃τ(t) := ψ(t)H̃(t−τ), and

pn(t,
d
dt
)ψ(t) :=

n

∑
l=0

al(t)
dl

dtl ψ(t), (17)

where al(t) are polynomials of t. Then

pn(t, D)ψ̃τ(t) :=
n

∑
l=0

al(t)Dlψ̃τ(t) = pn(t,
d
dt
)ψ(t) · H̃(t − τ) +

n

∑
l=1

al(t)〈Dlψ̂τ(D)〉0δ(t − τ), (18)

where 〈Dlψ̂τ(D)〉0 are given by Equations (15) and (16).

In estimating the last term of Equation (18), we use the following lemma.

Lemma 5. Let ũ(t) ∈ D′
R, and h(t) be such that h(t)φ(t) ∈ DR if φ ∈ DR. Then

h(t)Dũ(t) = D[h(t)ũ(t)]− h′(t)ũ(t). (19)

Proof.

〈h(t)Dũ(t), φ(t)〉 = 〈ũ(t), DW [h(t)φ(t)]〉 = 〈−h′(t)ũ(t) + D[h(t)ũ(t)], φ(t)〉, (20)

since DW [h(t)φ(t)] = −h′(t)φ(t) + h(t)DWφ(t).
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2.1. Fractional Derivative and Distributions in the Space D′
R

We consider the space D′
R [11,12]. A regular distribution in D′

R is such a distribution that it
corresponds to a function which is locally integrable on R and has a support bounded on the left.
A distribution h̃, which is not a regular one, is expressed as h̃(t) = Dn f̃ (t), by n ∈ Z>0 and a regular
distribution f̃ ∈ D′

R. The space DR, that is dual to D′
R, is the space of testing functions, which are

infinitely differentiable on R and have a support bounded on the right.
We consider the Riemann-Liouville fractional integral and derivatives cDμ

R f (z) of order μ ∈ C,
when we may usually discuss the derivative dn

dzn f (z) = f (n)(z) of order n ∈ Z>0; see [16] and ([17],
Section 2.3.2). In the following definition, P(c, z) is the path from c ∈ C to z ∈ C, and L1(P(c, z)) is the
class of functions which are integrable on P(c, z), and �x� for x ∈ R denotes the greatest integer not
exceeding x. In the following study, we choose the value c = 0.

Definition 3. Let c ∈ C, z ∈ C, f (ζ) ∈ L1(P(c, z)), and f (ζ) be continuous in a neighborhood of ζ = z.
Then the Riemann-Liouville fractional integral of order λ ∈ +C is defined by

cD−λ
R f (z) =

1
Γ(λ)

∫ z

c
(z − ζ)λ−1 f (ζ) dζ, (21)

and the Riemann-Liouville fractional derivative of order μ ∈ C satisfying Re μ ≥ 0 is defined by

cDμ
R f (z) = cDm

R [cDμ−m
R f (z)], (22)

when the rhs exists, where m = �Re μ�+ 1, and cDm
R f (z) = dm

dzm f (z) = f (m)(z) for m ∈ Z>−1.

Definition 4. Let λ ∈ +C, and f̃ be a regular distribution in D′
R, that corresponds to a function f . Then we

have a regular distribution which corresponds to 0D−λ
R f (t). We denote it D−λ f̃ (t), and then

〈D−λ f̃ , φ〉 =
∫ ∞

−∞
[0D−λ

R f (t)]φ(t)dt = 〈 f̃ , D−λ
W φ〉 =

∫ ∞

−∞
f (x)[D−λ

W φ(x)]dx, (23)

for every φ ∈ DR. Then by using Equation (21) in the second member of Equation (23), we obtain

D−λ
W φ(x) =

1
Γ(λ)

∫ ∞

x
(t − x)λ−1φ(t) dt. (24)

This formula shows that D−λ
W φ does not belong to D, even when φ ∈ D. As a consequence,

the operator D−λ corresponding cD−λ
R cannot be an operator in the space D′, but we can confirm that

it is an operator in the space D′
R.

Definition 5. Let h̃(t) ∈ D′
R, m ∈ Z>−1, λ ∈ +C, μ = m − λ and Dμ = DmD−λ. Then we have

Dμ h̃ ∈ D′
R, which satisfies

〈Dμ h̃, φ〉 = 〈h̃, Dμ
Wφ〉, (25)

for every φ ∈ DR , where Dμ
W = D−λ

W Dm
W.

In solving a differential equation, we assume that the solution u(t) and the inhomogeneous part
f (t) for t > 0, are expressed as a linear combination of

gν(t) :=
1

Γ(ν)
tν−1, ν ∈ C\Z<1, (26)
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where Γ(ν) is the gamma function. The Laplace transform of gν(t) is given by L[gν(t)] = s−ν if ν ∈ +C.
We introduce the analytic continuation of the Laplace transform (AC-Laplace transform) of gν(t),
which is expressed by LH [gν(t)], as in [1,2], such that

ĝν(s) = LH [gν(t)] = s−ν, ν ∈ C\Z<1. (27)

We often use the following formula [1,2].

Lemma 6. Let ν ∈ C\Z<1 and μ ∈ C. Then for t ∈ R>0, we have

0Dμ
Rgν(t) =

{
gν−μ(t), ν − μ ∈ C\Z<1,
0, ν − μ ∈ Z<1.

(28)

Condition 1. A function of t ∈ R multiplied by H(t), e.g. u(t)H(t), is expressed as a linear combination of
gν(t)H(t) for ν ∈ S, where S is an enumerable set of ν ∈ C\Z<1 satisfying Re ν > −M for some M ∈ Z>−1.

When u(t) satisfies Condition 1, it is expressed as follows:

u(t) = ∑
ν∈S

uν−1gν(t) = ∑
ν∈S

uν−1
1

Γ(ν)
tν−1, (29)

where uν−1 ∈ C are constants. When û(s) = LH [u(t)] exists, it is expressed by

û(s) = ∑
ν∈S

uν−1 ĝν(s) = ∑
ν∈S

uν−1s−ν. (30)

Definition 6. Let gν(t) and ĝν(s) be given by Equations (26) and (27), respectively. Then g̃ν(t) ∈ D′
R is

defined by

g̃ν(t) = ĝν(D)δ(t) = D−νδ(t), ν ∈ C\Z<1, (31)

and is denoted by gν(t)H̃(t).

Remark 1. When ν ∈ +C, we can confirm that g̃ν(t) = gν(t)H̃(t) is a regular distribution which corresponds
to gν(t)H(t), as

〈g̃ν, φ〉= 〈D−νδ(t), φ(t)〉 = 〈D−ν+1H̃(t), φ(t)〉 =
∫ ∞

−∞
H(t)[D−ν+1

W φ(t)]dt

=
∫ ∞

−∞
[0D−ν+1

R H(t)]φ(t)dt =
∫ ∞

−∞
[gν(t)H(t)]φ(t)dt,

with the aid of Equations (9), (11) and (23), Definition 5, and formulas g1(t) = 1, gν(t) = 0D−ν+1
R g1(t) and

g1(t) = 0Dν−1
R gν(t) for ν ∈ C\Z<1, which are obtained from Equations (26) and (28).

Lemma 7. Let gν(t), ĝν(s) and g̃ν(t) be as in Definition 6. Then for μ ∈ C, we have

Dμ g̃ν(t) = 0Dμ
Rgν(t) · H̃(t) + 〈Dμ ĝν(D)〉0δ(t), (32)

where

〈Dμ ĝν(D)〉0 =

{
Dm, m = μ − ν ∈ Z>−1,
0, μ − ν /∈ Z>−1.

(33)

Proof. By using Equations (28) and (31), we confirm Equation (32).
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Lemma 8. Let u(t) and û(s) = LH[u(t)] be expressed by Equations (29) and (30), respectively. Then ũ(t) =
u(t)H̃(t) ∈ D′

R is expressed as

ũ(t) = ∑
ν∈S

uν−1 g̃ν(t) = ∑
ν∈S

uν−1 ĝν(D)δ(t) = û(D)δ(t), (34)

in accordance with Definition 6.

Lemma 9. Let l ∈ Z>0, u(t) be expressed by Equation (29), ũ(t) := u(t)H̃(t), and û(s) := LH [u(t)]. Then

Dlũ(t) = Dl [u(t)H̃(t)] =
dl

dtl u(t) · H̃(t) + 〈Dlû(D)〉0δ(t), (35)

where

〈Dlû(D)〉0 =
l−1

∑
k=0

ukDl−k−1. (36)

When l = 1,2 and 3, we have

〈Dû(D)〉0 = u0, 〈D2û(D)〉0 = u0D + u1, 〈D3û(D)〉0 = u0D2 + u1D + u2. (37)

Proof. By using Equation (34) for ũ(t), and Lemma 7 for μ = l ∈ Z>0, we have contributions to
〈Dlû(D)〉0δ(t) from the terms of ν − 1 = k ∈ Z>−1 and m = l − k − 1 ∈ Z>−1 in Equation (35).

Remark 2. Even when the series on the rhs of Equation (30) does not converge for any s, the series on the rhs of
Equation (34) may converge in an interval of t on R. In such a case, we use û(s) to represent the series on the
rhs of Equation (30).

2.2. Fractional Derivative and Distributions in the Space D′
W

We adopt the space D′
W of distributions, such that regular ones correspond to functions which

may increase slower than eεt for all ε ∈ R>0 as t → ∞. Then the dual space DW consists of functions
which are infinitely differentiable on R and decay more rapidly than t−N for all N ∈ Z>0 as t → ∞.

Remark 3. In the book of Miller and Ross ([18], Chapter VII), one chapter is used to discuss the Weyl fractional
integral and differentiation in the space DW, where notation Wμg(t) is used in place of Dμ

W g(t) for μ ∈ R and
φ ∈ DW.

Lemma 10. Let m ∈ Z>−1, λ ∈ +C and μ = m − λ. Then

Dm
We−st = sme−st, D−λ

W e−st = s−λe−st, Dμ
We−st = sμe−st. (38)

Proof. The second equation is confirmed with the aid of Equation (24). The third equation is confirmed
with the aid of Definition 5, which states Dμ

W = D−λ
W Dm

W .

Lemma 11. Let ũ(t) = u(t)H̃(t) be a regular distribution in D′
W, that corresponds to function u(t)H(t),

û(s) = L[u(t)] = ∫ ∞
0 u(t)e−stdt, and w̃(t) and ŵ(s) be given by w̃(t) = Dlũ(t) and ŵ(s) = sl û(s) for

l ∈ Z>0. Then for μ ∈ C, we have

(i) 〈ũ(t), e−st〉= û(s), (ii) 〈Dμũ(t), e−st〉 = sμû(s), (iii) 〈tDμũ(t), e−st〉 = − d
ds

[sμû(s)], (39)

and also these equations with ũ(t) and û(s) replaced by w̃(t) and ŵ(s), respectively.
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Proof. The lhs of these equations are expressed as follows: (i) 〈ũ(t), e−st〉 =
∫ ∞
−∞ u(t)H(t)e−stdt =

L[u(t)] = û(s), (ii) 〈Dμũ(t), e−st〉 = 〈ũ(t), Dμ
We−st〉 = sμ〈ũ(t), e−st〉 = sμû(s), and

(iii) 〈tDμũ(t), e−st〉 = 〈Dμũ(t), te−st〉 = − d
ds 〈Dμũ(t), e−st〉 = − d

ds [s
μû(s)].

This lemma shows that the formulas in Equation (39) are valid for all distributions ũ(t) ∈ D′
W .

Corollary 4. Let the condition of Lemma 6 be satisfied. Then δ(t) ∈ D′
W, g̃ν(t) ∈ D′

W for ν ∈ C\Z<1, and

〈H̃(t), e−st〉 = 1
s ; 〈δ(t), e−st〉 = 1;

〈g̃ν(t), e−st〉 = 〈ĝν(D)δ(t), e−st〉 = ĝν(s) = s−ν.
(40)

Proof. 〈δ(t), e−st〉 = 〈DH̃(t), e−st〉 = 〈H̃(t), DWe−st〉 = s−1s = 1.

Corollary 5. Let ũ(t) ∈ D′
W be expressed as ũ(t) = û(D)δ(t). Then

〈ũ(t), e−st〉 = 〈û(D)δ(t), e−st〉 = û(s). (41)

Lemma 12. Let l ∈ Z>0, u(t) be expressed by Equation (29), and û(s) := LH [u(t)]. Then

sl û(s) = LH [
dl

dtl u(t)] + 〈sl û(s)〉0, (42)

where 〈sl û(s)〉0 are given by Equations (36) and (37) with D replaced by s.

Proof. We put ũ(t) = u(t)H̃(t), and then we have Equation (35). Applying Lemma 11 and Corollary 5
to Equation (35), we obtain Equation (42).

Remark 4. In the book by Zemanian ([5], Section 8.3), he discussed the Laplace transform by adopting the space
D′

L of distributions, such that regular ones correspond to functions which may increase slower than e(λ+ε)t for
all ε ∈ R>0 as t → ∞, for a fixed λ ∈ R>0. Then the dual space DL consists of functions which are infinitely
differentiable on R and decay more rapidly than e−λtt−N for all N ∈ Z>0 as t → ∞. Then the above formulas
in the present section are valid when Re s > λ. We here adopt the case when λ = 0.

Remark 5. Let u(t) and ũ(t) be expressed by Equations (29) and (34), respectively. Then ũ(t) does not usually
belongs to D′

W. Even in that case, we use the following equation:

〈ũ(t), e−st〉 = 〈û(D)δ(t), e−st〉 = ∑
ν∈S

uν−1〈g̃ν(t), e−st〉 = ∑
ν∈S

uν−1 ĝν(s) = û(s). (43)

2.3. Some Primitive Leibniz’s formulas

Lemma 13. Let ũ(t) = û(D)δ(t) ∈ D′
R, and μ ∈ C. Then we have two special ones of Leibniz’s formula:

Dμ[tũ(t)]= tDμũ(t) + μDμ−1ũ(t) = (tD + μ)Dμ−1ũ(t), (44)

Dμ[t2ũ(t)] = t2Dμũ(t) + 2μtDμ−1ũ(t) + μ(μ − 1)Dμ−2ũ(t)

= (t2D2 + 2μtD + μ(μ − 1))Dμ−2ũ(t).
(45)

Proof. Lemma 11 shows that when Equation (44) is satisfied, we have

sμ[− d
ds

û(s)] = − d
ds

[sμû(s)] + μsμ−1û(s), (46)

which is confirmed since − d
ds [s

μû(s)] = −μsμ−1û(s)− sμ d
ds û(s). Formula (45) is obtained with the aid

of Equation (44).
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3. Green’s Function for Inhomogeneous Differential Equations with Polynomial Coefficients

In Sections 4 and 5, we study the solution u(t) of inhomogeneous differential equations with
polynomial coefficients:

pn(t,
d
dt
)u(t) :=

n

∑
l=0

al(t)
dl

dtl u(t) = f (t), t > 0, (47)

where n ∈ Z>0, and al(t) are polynomials of t satisfying a0(t) �= 0 and an(t) �= 0.
For the inhomogeneous term f (t), we consider the following three cases.

Condition 2.

(i) f (t) is a locally integrable function on R≥0,

(ii) f (t) = 0Dβ
R fβ(t) satisfies Condition 1, where fβ(t) is a locally integrable function on R≥0,

(iii) f (t) = gν(t) = 1
Γ(ν) tν−1, and f̃ (t) = f (t)H̃(t) = f̂ (D)δ(t) = ĝν(D)δ(t) = D−νδ(t), for ν ∈ C\Z<1.

Lemma 14. Let u(t) be a solution of Equation (47), which is expressed by Equation (29). Then the differential
equation satisfied by distribution ũ(t) := u(t)H̃(t) is

pn(t, D)ũ(t) :=
n
∑

l=0
al(t)Dlũ(t) = pn(t, d

dt )u(t) · H̃(t) +
n
∑

l=1
al(t)〈Dlû(D)〉0δ(t)

= f̃ (t) +
n
∑

l=1
al(t)〈Dlû(D)〉δ(t),

(48)

where f̃ (t) = f (t)H̃(t), and 〈Dlû(D)〉0 are given by Equations (36) and (37).

Proof. Equation (48) is obtained by using Equation (35).

Lemma 15. Let Condition 2(i) be satisfied. Then f̃ (t) = f (t)H̃(t), which corresponds to f (t)H(t), is
expressed as

f̃ (t) =
∫ ∞

0
δ(t − τ) f (τ)dτ. (49)

Proof. The rhs is equal to the lhs, since

〈
∫ ∞

0
δ(t − τ) f (τ)dτ, φ(t)〉 = −

∫ ∞

−∞

[∫ ∞

0
H(t − τ) f (τ)dτ

]
φ′(t)dt

= −
∫ ∞

0
f (τ)

[∫ ∞

−∞
H(t − τ)φ′(t)dt

]
dτ =

∫ ∞

−∞
f (τ)H(τ)φ(τ)dτ = 〈 f̃ , φ〉,

where φ ∈ DR.

Definition 7. For Equation (47), the Green’s function G(t, τ) for τ ∈ R≥0 is such that
G(t, τ) = G(t, τ)H(t − τ), and G̃(t, τ) = G(t, τ)H̃(t − τ) satisfies

pn(t, D)G̃(t, τ) = δ(t − τ). (50)

Lemma 16. The Green’s function G(t, τ) for Equation (47) satisfies

pn(t,
d
dt
)G(t, τ) =

n

∑
l=0

al(t)
dl

dtl G(t, τ) = 0, t > τ, (51)
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and G(t, τ) = 0 for t < τ. The values of G(t, τ) and its derivatives at t = τ are determined by

n

∑
l=1

al(t)〈DlĜ(D, τ)〉0δ(t − τ) = δ(t − τ), (52)

where 〈DlĜ(D, τ)〉0 is given by Equations (15) and (16) with ψ̂τ(D) and ψ̃τ(t) replaced by Ĝ(D, τ) and
G̃(t, τ), respectively.

Proof. This is confirmed by comparing Equation (50) with Equation (18), where ψ(t), ψ̂τ(D) and ψ̃τ(t)
are replaced by G(t, τ), Ĝ(D, τ) and G̃(t, τ), respectively.

Lemma 17. ũ f (t) given by

ũ f (t) =
∫ ∞

0
G̃(t, τ) f (τ)dτ (53)

is a particular solution of Equation (48) for the term f̃ (t).

Proof. By using the rhs of Equation (53) in the lhs of Equation (48), we obtain f (t)H̃(t) by using
Equations (50) and (49).

Lemma 18. Let G(t, τ) be defined by Definition 7 for Equation (47), Condition 2(i) be satisfied, and u f (t) be
given by

u f (t) =
∫ t

0
G(t, τ) f (τ)dτ. (54)

Then u f (t) and ũ f (t) = u f (t)H̃(t) are particular solutions of Equations (47) and (48), respectively.

Proof. We show that when ũ f (t) and u f (t) are defined by Equations (53) and (54), respectively,
ũ f (t) = u f (t)H̃(t). This is confirmed as follows:

〈ũ f (t), φ〉 = ∫ ∞
0

[∫ ∞
−∞ G(t, τ)H(t − τ)φ(t)dt

]
f (τ)dτ

=
∫ ∞
−∞

[∫ t
0 G(t, τ) f (τ)dτ

]
H(t)φ(t)dt = 〈u f (t)H̃(t), φ(t)〉,

(55)

where φ ∈ DR. The proof of the lemma is completed with the aid of Lemmas 17 and 14.

Green’s Function for Inhomogeneous Differential Equations with Constant Coefficients

We now consider the case when al(t) do not depend on t, and hence in place of Equation (47),
we have

pn(
d
dt
)u(t) :=

n

∑
l=0

al
dl

dtl u(t) = f (t), t > 0, (56)

where n ∈ Z>0, and al ∈ C are constants satisfying a0 �= 0 and an �= 0. When we use the formulas in
the preceding section, we assume that al(t) and pn(t, d

dt ) represent al and pn(
d
dt ), respectively. In place

of Equation (48), we have

pn(D)ũ(t) :=
n

∑
l=0

al Dlũ(t) = f̃ (t) +
n

∑
l=1

al〈Dlû(D)〉0δ(t), (57)

where f̃ (t) = f (t)H̃(t) = f̂ (D)δ(t), and 〈Dlû(D)〉0 are given by Equations (36) and (37).
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We denote the solution G(t, 0) obtained by Definition 7, by G(t). Then G̃(t) = G(t)H̃(t) satisfies

pn(D)G̃(t) = δ(t). (58)

By using this equation, we confirm the following lemma.

Lemma 19. ũ(t) given by

ũ(t) = f̂ (D)G̃(t) +
n

∑
l=1

al〈Dlû(D)〉0G̃(t), (59)

is a solution of Equation (57).

Proof. Putting ũ(t) given by Equation (59) on the lhs of Equation (57) and using Equation (58), we
confirm that Equation (57) is satisfied.

By Lemma 16, we have

Lemma 20. Let G(t) be defined by

pn(
d
dt
)G(t) :=

n

∑
l=0

al
dl

dtl G(t) =
d
dt

H(t) = 0, t > 0, (60)

and the initial values of G(t) and its derivatives satisfy ∑n
l=1 al〈DlĜ(D)〉0 = 1, so that

anG(n−1)(0) = H(0) = 1; G(l)(0) = 0, (l ∈ Z[0,n−2], n ∈ Z>1). (61)

Then G̃(t) = G(t)H̃(t) satisfies (58), and G̃(t, τ) = G(t − τ)H(t − τ) for τ ≥ 0 satisfies Definition 7 if
pn(t, D) = pn(D).

Proof. By comparing Equations (50) and (58), we confirm the last statement.

Lemma 21. Let Condition 2(i) be satisfied, and u(t) be given by

u(t) = u f (t) +
n

∑
l=1

al〈 dl

dtl û(
d
dt
)〉0G(t), (62)

where

u f (t) =
∫ t

0
G(t − τ) f (τ)dτ. (63)

Then u(t) and ũ(t) = u f (t)H̃(t) are solutions of Equations (56) and (57), respectively.

Proof. Equation (63) follows from Lemma 18.

Remark 6. In ([5], Section 6.3), the solution of an inhomogeneous differential equation with constant coefficients
is discussed, where the formulas in Corollary 2, Formulas (60) and (61) for the Green’s function and Formula (62)
for the solution, are presented.

4. Particular Solution of Kummer’s Differential Equation

Kummer’s differential equation with an inhomogeneous term f (t) is given in Equation (2).
If f (t) = 0 and c /∈ Z, the basic solutions K1(t) and K2(t) of Equation (2) are given by Equations (3)
and (4).
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We now obtain a particular solution of this equation by the method stated in Section 3.

4.1. Green’s Function for Kummer’s Differential Equation in which Condition 2(i) Is Satisfied

The following two lemmas are proved in Section 4.4.

Lemma 22. Let u(t) be the solution of Equation (2), which is expressed by Equation (29). Then the differential
equation satisfied by ũ(t) = u(t)H̃(t) is given by

pK(t, D)ũ(t)= f (t)H̃(t) + u0(c − 1)δ(t). (64)

Lemma 23. Let K1(t) and K2(t) be given by Equations (3) and (4), and ψK(t, τ) for fixed τ > 0 be given by

ψK(t, τ) := c1(τ) · K1(t) + c2(τ) · K2(t), (65)

where c1(τ) and c2(τ) are constants which are so chosen that ψK(t, τ) = 0 when t = τ. Then GK(t, 0) and
GK(t, τ) given by

GK(t, 0) =
1

c − 1
· K1(t)H(t), GK(t, τ) =

1
τψ′

K(τ, τ)
ψK(t, τ)H(t − τ), (66)

are the Green’s functions for Equation (2), so that G̃K(t, 0) = GK(t, 0)H̃(t) and G̃K(t, τ) = GK(t, τ)H̃(t − τ)

satisfy

pK(t, D)G̃K(t, 0) = δ(t), pK(t, D)G̃K(t, τ) = δ(t − τ). (67)

Theorem 1. Let GK(t, τ) and ψK(t, τ) be those given in Lemma 23, Condition 2(i) be satisfied, and u f (t) be
given by

u f (t) =
∫ t

0
GK(t, τ) f (τ)dτ =

∫ t

0
ψK(t, τ)

f (τ)
τψ′

K(τ, τ)
dτ. (68)

Then uf (t) and uf (t)H̃(t) are particular solutions of Equations (2) and (64) for the terms f (t) and
f (t)H̃(t), respectively.

Proof. This is confirmed with the aid of Lemma 18.

Remark 7. By using the first equation in Equation (67), we see that the particular solution of Equation (64) for
the last term, is

ũ1(t) = u0(c − 1)G̃K(t, 0) = u0 · K1(t)H̃(t). (69)

The corresponding particular solution of Equation (2) is

u1(t) = u0(c − 1)GK(t, 0) = u0 · K1(t). (70)

Considering that the basic complementary solutions of Equation (2) are given by Equations (3) and (4), the
general solution of Equation (2) is now given by

u(t) = u f (t) + u0 · K1(t) + c3 · K2(t). (71)
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The condition ψK(τ, τ) = 0 requires that c1(τ) · K1(τ) = −c2(τ) · K2(τ), and hence we may
choose ψK(t, τ) as

ψK(t, τ) =

⎧⎨
⎩ K1(t)− K1(τ)

K2(τ)
· K2(t), |K1(τ)| < |K2(τ)|,

K2(τ)
K1(τ)

· K1(t)− K2(t), |K1(τ)| ≥ |K2(τ)|.
(72)

4.2. Green’s Function for Kummer’s Differential Equation in which Condition 2(ii) Is Satisfied

We give the solution of Equation (2) of which the inhomogeneous term f (t) satisfies Condition 2(ii),
so that f̃ (t) = Dβ f̃β(t), and fβ(t) satisfies Condition 2(i).

The following lemma is proved in Section 4.4.

Lemma 24. Let ũ(t) be a solution of Equation (64), and pK̃(t, D) be related with pK(t, D) given by
Equation (1), by

pK̃(t, D) = D−β pK(t, D)Dβ. (73)

Then

pK̃(t, D) := t · D2 + (c − β − bt)D − (a − β)b, (74)

and w̃(t) = D−βũ(t) satisfies

pK̃(t, D)w̃(t)= fβ(t)H̃(t) + u0(c − 1)D−βδ(t). (75)

Theorem 1 shows that the particular solution of Equation (75) for the term fβ(t)H̃(t) is expressed
by a particular solution of

pK̃(t,
d
dt
)w(t)= fβ(t), t > 0. (76)

That solution is used in giving a solution of Equation (2) in Theorem 2 given below.

Remark 8. We note that pK̃(t, D) given by Equation (74) is obtained from pK(t, D) given by Equation (1), by
replacing a and c by a − β and c − β, respectively, and hence the complementary solutions Kβ,1(t) and Kβ,2(t)
and Green’s functions GK̃(t, 0) and GK̃(t, τ) of Equation (76) are obtained from those K1(t), K2(t), GK(t, 0)
and GK(t, τ), respectively, of Equation (2), by the same replacement.

Now in place of Theorem 1, we have the following theorem, whose proof is given in Section 4.4.

Theorem 2. Let GK̃(t, τ) and ψK̃(t, τ) be obtained from GK(t, τ) and ψK(t, τ) by the replacement stated in
Remark 8, Condition 2(ii) be satisfied, and wg(t) be given by

wg(t) =
∫ t

0
GK̃(t, τ) fβ(τ)dτ =

∫ t

0
ψK̃(t, τ)

fβ(τ)

τψ′̃
K(τ, τ)

dτ. (77)

Then u f (t) := 0Dβ
Rwg(t) and u f (t)H̃(t) are particular solutions of Equations (2) and (64) for the terms

f (t) and f (t)H̃(t), respectively.

4.3. Particular Solution of Kummer’s Differential Equation in which Condition 2(iii) Is Satisfied

We give the solution of Equation (2) of which the inhomogeneous term f (t) satisfies
Condition 2(iii), so that f (t) = gν(t) = 1

Γ(ν) tν−1 and f̃ (t) = f (t)H̃(t) = f̂ (D)δ(t) = ĝν(D)δ(t) =

D−νδ(t). Here we use β /∈ Z>−1 in place of −ν.
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Lemma 25. Let f̃ (t) = Dβδ(t), pK̃(t, D) be given by Equation (74), and G̃K̃(t, 0) satisfy

pK̃(t, D)G̃K̃(t, 0) = δ(t). (78)

Then the particular solution of Equation (64) for the term f (t)H̃(t) = Dβδ(t) is given by

ũ f (t) = DβG̃K̃(t, 0). (79)

Proof. ũ f (t) satisfies pK(t, D)ũ f (t) = Dβδ(t) and hence pK̃(t, D)D−βũ f (t) = δ(t) by Equation (73).
Comparing this with Equation (78), we see that Equation (79) is satisfied.

By Remark 8, with the aid of GK(t, 0) given by Equations (66) and (3), we have

Lemma 26. As the solution of Equation (78), we obtain

G̃K̃(t, 0) = GK̃(t, 0)H̃(t), GK̃(t, 0) =
1

c − β − 1
· 1F1(a − β; c − β; bt). (80)

Theorem 3. Let Condition 2(iii) be satisfied, and GK̃(t, 0) be given by Equation (80). Then the particular
solution of Equation (2) is given by

u f (t) = 0Dβ
RGK̃(t, 0) =

t−β

(c − β − 1)Γ(1 − β)
· 2F2(1, a − β; 1 − β, c − β; bt), (81)

where 2F2(a1, a2; c1, c2; z) = ∑∞
k=0

(a1)k(a2)k
k!(c1)k(c2)k

zk.

Proof. ũ f (t) is given by Equations (79) and (80). Lemma 7 shows that ũ f (t) = u f (t)H̃(t) if u f (t) is
given by Equation (81), since β /∈ Z>−1.

4.4. Proofs of Lemmas 22–24 and Theorem 2

Proof of Lemma 22. Equation (64) is a special one of (48), where pn, n, a2(t), a1(t) and a0(t) stand for
pK, 2, t, c − bt and −ab, respectively. Hence by using Equation (37), we see that the second term on the
rhs of Equation (48) becomes

t(u0D + u1)δ(t) + (c − bt)u0δ(t)= u0(D[tδ(t)]− δ(t)) + cu0δ(t) = u0(c − 1)δ(t). (82)

We prepare a lemma before proving Lemma 23.

Lemma 27. Let τ ≥ 0, pK(t, d
dt )ψ(t) · H(t − τ) ∈ L1

loc and ψ̃τ(t) = ψ(t)H̃(t − τ). Then

pK(t, D)ψ̃τ(t)= pK(t,
d
dt
)ψ(t) · H̃(t − τ) +

2

∑
l=1

al(t)〈Dlψ̂τ(D)〉0δ(t − τ), (83)

where a2(t) = t, a1(t) = c − bt, a0(t) = ab, and

2

∑
l=1

al(t)〈Dlψ̂τ(D)〉0δ(t − τ) = τψ′(τ)δ(t − τ) + ψ(τ)(c − bτ − 1)δ(t − τ) + ψ(τ)τDδ(t − τ). (84)
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Proof. Equation (83) is a special one of Equation (18) in Corollary 3. The lhs of Equation (84) is
evaluated with the aid of Equation (16) as follows:

2

∑
l=1

al(t)〈Dlψ̂τ(D)〉0δ(t − τ)= t[ψ′(τ) + ψ(τ)D]δ(t − τ) + (c − bt)ψ(τ)δ(t − τ)

= [tψ′(τ) + ψ(τ)(c − bt)]δ(t − τ) + ψ(τ)tDδ(t − τ)

= τψ′(τ)δ(t − τ) + ψ(τ)(c − bτ − 1)δ(t − τ) + ψ(τ)τDδ(t − τ),

where Formula (19) with h(t) and ũ(t) replaced by t and δ(t − τ), respectively, is used in the last term
of the third member.

Proof of Lemma 23. If we put ψ(t) = 1
c−1 · K1(t) and τ = 0 in Equation (83), then we have

ψ̃τ(t) = G̃(t, 0) on the lhs, and the rhs is ψ(0)(c − 1)δ(t) = δ(t), since K1(0) = 1. If we put
ψ(t) = 1

τψ′
K(τ,τ)ψK(t, τ) and ψ(τ) = 0 in Equation (83), then we have ψ̃τ(t) = G̃(t, τ) on the lhs,

and the rhs is τψ′(τ)δ(t − τ) = δ(t − τ).

Proof of Lemma 24. With the aid of Equation (44), we obtain

D−β[pK(t, D)[Dβw̃(t)]] = D−β[t · D2 + (c − bt) · D − ab][Dβw̃(t)]

= [(t · D − β)D + c · D − b(t · D − β)− ab]w̃(t)

= [t · D2 + (c − β − bt) · D − (a − β)b]w̃(t) = pK̃(t, D)w̃(t),

(85)

which gives Equation (73). When ũ(t) = Dβw̃(t), Equation (64) shows that the lhs of Equation (85) is
equal to D−β[ f̃ (t) + u0(c − 1)δ(t)] and hence Equation (85) gives Equation (75).

Proof of Theorem 2. Theorem 1 states that when wg(t) is given by Equation (77), w̃g(t) := wg(t)H̃(t)
is the particular solution of Equation (75) for the term fβ(t)H̃(t), and Lemma 24 states that
ũ f (t) = Dβw̃g(t) is the particular solution of Equation (64) for the term f (t)H̃(t). Lemma 7 shows that

ũ f (t) = u f (t)H̃(t) if u f (t) is given by u f (t) = 0Dβ
Rwg(t), since β /∈ Z>−1.

5. Particular Solution of the Hypergeometric Differential Equation

Let

pH(t, s) := t(1 − t) · s2 + (c − (a + b + 1)t) · s − ab, (86)

where a ∈ C, b ∈ C and c ∈ C are constants. Then the hypergeometric differential equation with an
inhomogeneous term f (t) is given by

pH(t,
d
dt
)u(t) := t(1 − t) · d2

dt2 u(t) + (c − (a + b + 1)t) · d
dt

u(t)− ab · u(t) = f (t), t > 0. (87)

If f (t) = 0 and c /∈ Z, the basic solutions of Equation (87) in [3,19] are given by

H1(t) := 2F1(a, b; c; t), (88)

H2(t) := t1−c · 2F1(1 + a − c, 1 + b − c; 2 − c; t), (89)

where 2F1(a, b; c; z) = ∑∞
k=0

(a)k(b)k
k!(c)k

zk of z ∈ C is the hypergeometric series.
We now obtain a particular solution of this equation by the method stated in Section 3 and used

in Section 4.1.
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5.1. Green’s Function for the Hypergeometric Differential Equation when Condition 2(i) Is Satisfied

The following two lemmas are proved in Section 5.4.

Lemma 28. Let u(t) be the solution of Equation (87), which is expressed by Equation (29). Then the differential
equation satisfied by ũ(t) = u(t)H̃(t) is given by

pH(t, D)ũ(t)= f (t)H̃(t) + u0(c − 1)δ(t). (90)

Lemma 29. Let H1(t) and H2(t) be given by Equations (88) and (89), and ψH(t, τ) for fixed τ > 0 be given by

ψH(t, τ) := c1(τ) · H1(t) + c2(τ) · H2(t), (91)

where c1(τ) and c2(τ) are constants which are so chosen that ψH(t, τ) = 0 when t = τ. Then GH(t, 0) and
GH(t, τ) given by

GH(t, 0) =
1

c − 1
· H1(t)H(t), GH(t, τ) =

1
τ(1 − τ)ψ′

H(τ, τ)
ψH(t, τ)H(t − τ), (92)

are the Green’s functions, so that G̃H(t, 0) = GH(t, 0)H̃(t) and G̃H(t, τ) = GH(t, τ)H̃(t − τ) satisfy

pH(t, D)G̃H(t, 0) = δ(t), pH(t, D)G̃H(t, τ) = δ(t − τ). (93)

Theorem 4. Let GH(t, τ) and ψH(t, τ) be those given in Lemma 29, Condition 2(i) be satisfied, and u f (t) be
given by

u f (t) =
∫ ∞

0
GH(t, τ) f (τ)dτ =

∫ t

0
ψH(t, τ)

f (τ)
τ(1 − τ)ψ′

H(τ, τ)
dτ. (94)

Then u f (t) and u f (t)H̃(t) are particular solutions of Equations (87) and (90) for the terms f (t) and
f (t)H̃(t), respectively.

Proof. This is confirmed with the aid of Lemma 18.

The condition ψH(τ, τ) = 0 requires that c1(τ)·H1(τ) = −c2(τ)·H2(τ), and hence we may choose
ψH(t, τ) as

ψH(t, τ) =

⎧⎨
⎩ H1(t)− H1(τ)

H2(τ)
· H2(t), |H1(τ)| < |H2(τ)|,

H2(τ)
H1(τ)

· H1(t)− H2(t), |H1(τ)| ≥ |H2(τ)|.
(95)

5.2. Green’s Function for the Hypergeometric Differential Equation in which Condition 2(ii) Is Satisfied

We give the solution of Equation (87) of which the inhomogeneous term f (t) satisfies
Condition 2(ii), so that f̃ (t) = Dβ f̃β(t), and fβ(t) satisfies Condition 2(i).

The following lemma is proved in Section 5.4.

Lemma 30. Let ũ(t) be a solution of Equation (90), and pH̃(t, D) be related with pH(t, D) given by
Equation (86), by

pH̃(t, D) = D−β pH(t, D)Dβ. (96)

Then

pH̃(t, D) := t(1 − t) · D2 + (c − β − (a + b − 2β + 1)t) · D − (a − β)(b − β). (97)
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and w̃(t) = D−βũ(t) satisfies

pH̃(t, D)w̃(t)= fβ(t)H̃(t) + u0(c − 1)D−βδ(t). (98)

Theorem 4 shows that the particular solution of Equation (98) for the term fβ(t)H̃(t) is expressed
by a particular soltion of

pH̃(t,
d
dt
)w(t)= fβ(t), t > 0. (99)

That solution is used in giving a solution of Equation (87) in Theorem 5 given below.

Remark 9. We note that pH̃(t, D) given by Equation (97) is obtained from pH(t, D) given by Equation (86),
by replacing a, b and c by a − β, b − β and c − β, respectively, and hence the complementary solutions Hβ,1(t)
and Hβ,2(t) and the Green’s functions GH̃(t, 0) and GH̃(t, τ) of Equation (99) are obtained from those H1(t),
H2(t), GH(t, 0) and GH(t, τ), respectively, of Equation (87), by the same replacement.

Now in place of Theorem 4, we have the following theorem, whose proof is given in Section 5.4.

Theorem 5. Let GH̃(t, τ) and ψH̃(t, τ) be obtained from GH(t, τ) and ψH(t, τ) by the replacement stated in
Remark 9, Condition 2(ii) be satisfied, and wg(t) be given by

wg(t) =
∫ t

0
GH̃(t, τ) fβ(τ)dτ =

∫ t

0
ψH̃(t, τ)

fβ(τ)

τψ′
H̃(τ, τ)

dτ. (100)

Then u f (t) := 0Dβ
Rwg(t) and u f (t)H̃(t) are particular solutions of Equations (87) and (90) for the terms

f (t) and f (t)H̃(t), respectively.

5.3. Particular Solution of the Hypergeometric Differential Equation in which Condition 2(iii) Is Satisfied

We give the solution of Equation (87) of which the inhomogeneous term f (t) satisfies
Condition 2(iii), so that f (t) = gν(t) = 1

Γ(ν) tν−1 and f̃ (t) = f (t)H̃(t) = f̂ (D)δ(t) = ĝν(D)δ(t) =

D−νδ(t). Here we use β /∈ Z>−1 in place of −ν.

Lemma 31. Let f̃ (t) = Dβδ(t), pH̃(t, D) be given by Equation (97), and G̃H̃(t, 0) satisfy

pH̃(t, D)G̃H̃(t, 0) = δ(t). (101)

Then the particular solution of Equation (90) for the term f (t)H̃(t) = Dβδ(t) is given by

ũ f (t) = DβG̃H̃(t, 0). (102)

Proof. ũ f (t) satisfies pH(t, D)ũ f (t) = Dβδ(t) and hence pH̃(t, D)D−βũ f (t) = δ(t) by Equation (96).
Comparing this with Equation (101), we see that Equation (102) is satisfied.

By Remark 9, with the aid of GH(t, 0) given by Equations (92) and (88), we have

Lemma 32. As the solution of Equation (101), we obtain

G̃H̃(t, 0) = GH̃(t, 0)H̃(t), GH̃(t, 0) =
1

c − β − 1
· 2F1(a − β, b − β; c − β; t). (103)

69



Mathematics 2017, 5, 62

Theorem 6. Let Condition 2(iii) be satisfied, and GH̃(t, 0) be given by Equation (103). Then the particular
solution of Equation (87) is given by

u f (t) = 0Dβ
RGH̃(t, 0) =

t−β

(c − β − 1)Γ(1 − β)
· 3F2(1, a − β, b − β; 1 − β, c − β; t), (104)

where 3F2(a1, a2, a3; c1, c2; z) = ∑∞
k=0

(a1)k(a2)k(a3)k
k!(c1)k(c2)k

zk.

Proof. ũ f (t) is given by Equations (102) and (103). Lemma 7 shows that ũ f (t) = u f (t)H̃(t) if u f (t) is
given by (104), since β /∈ Z>−1.

5.4. Proofs of Lemmas 28–30 and Theorem 5

Proof of Lemma 28. Equation (90) is a special one of (48), where pn, n, a2(t), a1(t) and a0(t) stand for
pH , 2, t(1 − t), c − (a + b + 1)t and −ab, respectively. Hence by using Equation (37), we see that the
second term on the rhs of Equation (48) becomes

∑2
l=1 al(t)〈Dlû(D)〉0δ(t) = t(1 − t)(u0D + u1)δ(t) + (c − (a + b + 1)t)u0δ(t)

= u0(D[t(1 − t)δ(t)]− (1 − 2t)δ(t)) + cu0δ(t) = u0(c − 1)δ(t).
(105)

We prepare the following lemma.

Lemma 33. Let τ ≥ 0, pH(t, d
dt )ψ(t) · H(t − τ) ∈ L1

loc(R) and ψ̃τ(t) = ψ(t)H̃(t − τ). Then

pH(t, D)ψ̃τ(t)= pH(t,
d
dt
)ψ(t) · H̃(t − τ) +

2

∑
l=1

al(t)〈Dlψ̂τ(D)〉0δ(t − τ), (106)

where a2(t) = t(1 − t), a1(t) = c − (a + b + 1)t, a0(t) = −ab, and

∑2
l=1 al(t)〈Dlψ̂τ(D)〉0δ(t − τ) = τ(1 − τ)ψ′(τ)δ(t − τ) + ψ(τ)(c − 1 − (a + b − 1)τ)δ(t − τ)

+ψ(τ)τ(1 − τ)Dδ(t − τ).
(107)

Proof. Equation (106) is a special one of Equation (18) in Corollary 3. The lhs of Equation (107) is
evaluated with the aid of Equation (16) as follows:

2

∑
l=1

al(t)〈Dlψ̂τ(D)〉0δ(t − τ) = t(1 − t)[ψ′(τ) + ψ(τ)D]δ(t − τ) + (c − (a + b + 1)t)ψ(τ)δ(t − τ)

= [t(1 − t)ψ′(τ) + ψ(τ)(c − (a + b + 1)t)]δ(t − τ) + ψ(τ)t(1 − t)Dδ(t − τ)

= τ(1 − τ)ψ′(τ)δ(t − τ) + ψ(τ)(c − 1 − (a + b − 1)τ)δ(t − τ) + ψ(τ)τ(1 − τ)Dδ(t − τ),

where Equation (19) with h(t) and ũ(t) replaced by t(1 − t) and δ(t − τ), respectively, is used in the
last term of the third member.

Proof of Lemma 29. If we put ψ(t) = 1
c−1 · H1(t) and τ = 0 in Equation (106), then we have

ψ̃τ(t) = G̃(t, 0) on the lhs, and the rhs is ψ(0)(c − 1)δ(t) = δ(t), since H1(0) = 1. If we put
ψ(t) = 1

τ(1−τ)ψ′
H(τ,τ)ψH(t, τ) and ψ(τ) = 0 in Equation (106), then we have ψ̃τ(t) = G̃(t, 0) on

the lhs, and the rhs is τ(1 − τ)ψ′(τ)δ(t − τ) = δ(t − τ).
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Proof of Lemma 30. With the aid of Equations (44) and (45), we obtain

D−β[pH(t, D)[Dβw̃(t)]] = D−β[t(1 − t) · D2 + (c − (a + b + 1)t) · D − ab][Dβw̃(t)]

= [(t · D − β)D − (t2 · D2 − 2βtD + β(β + 1)) + c · D − (a + b + 1)(t · D − β)− ab]w̃(t)

= [t(1 − t) · D2 + (c − β − (a + b − 2β + 1)t) · D − (a − β)(b − β)]w̃(t) = pH̃(t, D)w̃(t),
(108)

which gives Equation (96). When ũ(t) = Dβw̃(t), Equation (90) shows that the lhs of (108) is equal to
D−β[ f̃ (t) + u0(c − 1)δ(t)] and hence Equation (108) gives Equation (98).

Proof of Theorem 5. Theorem 4 states that when wg(t) is given by Equation (100), w̃g(t) := wg(t)H̃(t)
is the particular solution of Equation (98) for the term fβ(t)H̃(t), and Lemma 30 states that
ũ f (t) = Dβw̃g(t) is the particular solution of Equation (90) for the term f (t)H̃(t). Lemma 7 shows that

ũ f (t) = u f (t)H̃(t) if u f (t) is given by u f (t) = 0Dβ
Rwg(t), since β /∈ Z>−1.

6. Solution of Inhomogeneous Differential Equations with Constant Coefficients

In Section 3 we discuss the solution of an inhomogeneous differential equation with constant
coefficients, which takes the form of Equation (56), in terms of the Green’s function and distribution
theory. In this and next sections, we discuss it in terms of the Green’s function and the
Laplace transform.

Lemma 34. Let f (t) have the AC-Laplace transform f̂ (s) = LH [ f (t)]. Then the solution u(t) of Equation (56)
has the AC-Laplace transform û(s) = LH [u(t)], which satisfies

pn(s)û(s) :=
n

∑
l=0

alsl û(s) = f̂ (s) +
n

∑
l=1

al〈sl û(s)〉0, (109)

where 〈sl û(s)〉0 are given by Equations (36) and (37) with D replaced by s.

Proof. This is confirmed with the aid of Lemma 12.

We introduce the Green’s function G(t) so that its Laplace transform Ĝ(s) satisfies

pn(s)Ĝ(s) = 1, (110)

and hence Ĝ(s) = 1
pn(s)

. Multiplying this to Equation (109), we obtain

û(s) = Ĝ(s) f̂ (s) + Ĝ(s)
n

∑
l=1

al〈sl û(s)〉0. (111)

Comparing Equations (110) and (109), we see that the differential equation for the Green’s function
G(t), whose Laplace transform Ĝ(s) satisfies Equation (110), is Equation (60), and the initial values
of G(t) and its derivatives satisfy 〈p(s)Ĝ(s)〉0 = 1, and hence are given by Equation (61). Thus we
confirm Lemma 20.

By the inverse Laplace transform of Equation (111), we obtain Lemma 21.

6.1. Solution of an Inhomogeneous Differential Equation of the First Order

We consider an inhomogeneous differential equation of the first order:

p1(
d
dt
)u(t) :=

d
dt

u(t) + cu(t) = f (t), t > 0, (112)

where c ∈ C is a constant.
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By Lemma 34, we obtain the following equation for û(s) = LH [u(t)]:

p1(s)û(s) = (s + c)û(s) = u0 + f̂ (s). (113)

Following Section 6, we introduce the Green’s function G(t), so that its Laplace transform Ĝ(s),
which satisfies Equation (110), is given by p1(s)Ĝ(s) = (s + c) · Ĝ(s) = 1, and hence we have

Ĝ(s) =
1

p1(s)
=

1
s + c

. (114)

By using this equation in Equation (113) and putting û f (s) = Ĝ(s) f̂ (s), we obtain

û(s) = u0Ĝ(s) + û f (s), û f (s) = Ĝ(s) f̂ (s). (115)

By the inverse Laplace transform of Equation (114), we obtain

G(t) = e−ctH(t). (116)

Theorem 7. Let Condition 2(i) or 2(ii) be satisfied. Then the solution of Equation (112) is given by

u(t) = u0G(t) + u f (t), t > 0, (117)

where

u f (t) =
∫ t

0
G(t − τ) f (τ)dτ = e−ct

∫ t

0
ecτ f (τ)dτ, t > 0, (118)

or

u f (t) = 0Dβ
R

[ ∫ t

0
G(t − τ) fβ(τ)dτ

]
= 0Dβ

R

[
e−ct

∫ t

0
ecτ fβ(τ)dτ

]
, t > 0, (119)

according as Condition 2(i) or 2(ii) is satisfied.

Proof. By the AC-Laplace transform of Equation (117), we obtain Equation (115). When Condition 2(i)
is satisfied, the Laplace transform of Equation (118) is û f (s) = Ĝ(s) f̂ (s). When Condition 2(ii) is
satisfied, we confirm that the AC-Laplace transform of Equation (119) is û f (s) = sβĜ(s) f̂β(s), with the
aid of Equations (28) and (27).

Theorem 8. Let Condition 2(iii) be satisfied, so that f̂ (s) = sβ for β ∈ C\Z>−1. Then the solution of
Equation (112) is given by Equation (117) with

u f (t) = t−β
∞

∑
k=0

(1)k(−ct)k

k!Γ(k + 1 − β)
=

t−β

Γ(1 − β)
· 1F1(1; 1 − β;−ct). (120)

Proof. By using Equation (114) in Equation (115), we have

û f (s) =
sβ

s + c
=

∞

∑
k=0

(−c)ks−k−1+β. (121)

By the inverse Laplace transform of this equation, we obtain Equation (120), where we use
Γ(k + 1 − β) = Γ(1 − β)(1 − β)k.
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6.2. Solution of an Inhomogeneous Differential Equation of the Second Order

We consider an inhomogeneous differential equation of the second order:

p2(
d
dt
)u(t) :=

d2

dt2 u(t) + b
d
dt

u(t) + cu(t) = f (t), t > 0, (122)

where b ∈ C and c ∈ C are constants.
By Lemma 34, we obtain the following equation for û(s) = LH [u(t)]:

p2(s)û(s) := (s2 + bs + c)û(s) = (u0s + u1) + bu0 + f̂ (s). (123)

Following Section 6, we introduce the Green’s function G(t), so that its Laplace transform Ĝ(s),
which satisfies Equation (110), is given by p2(s)Ĝ(s) = (s2 + bs + c) · Ĝ(s) = 1, and hence we have

Ĝ(s) =
1

p2(s)
=

1
s2 + bs + c

. (124)

By using Equation (124) in Equation (123), we obtain

û(s) = u0sĜ(s) + (u1 + bu0)Ĝ(s) + û f (s), (125)

where

û f (s) = Ĝ(s) f̂ (s). (126)

Equation:

p2(s) := s2 + bs + c = 0, (127)

has one or two roots according as c = b2

4 or not. If c �= b2

4 , then Equation (127) has two different roots
μ1 and μ2, so that b = −(μ1 + μ2) and c = μ1μ2, and Equation (124) gives

Ĝ(s)=
1

(s − μ1)(s − μ2)
=

1
μ1 − μ2

(
1

s − μ1
− 1

s − μ2
). (128)

By the inverse Laplace transform, we then obtain

G(t) =
1

μ1 − μ2
(eμ1t − eμ2t)H(t). (129)

If c = b2

4 , then Equation (127) has only one root μ1, so that b = −2μ1 and c = μ2
1, and in place of

Equation (128), we have

Ĝ(s)=
1

(s − μ1)2 . (130)

By the inverse Laplace transform, we then obtain

G(t) = teμ1t H(t). (131)

Theorem 9. Let Condition 2(i) or 2(ii) be satisfied. Then the solution of Equation (122) is given by

u(t) = u0
d
dt

G(t) + (u1 + bu0)G(t) + u f (t), t > 0, (132)
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where

u f (t) =
∫ t

0
G(t − τ) f (τ)dτ, t > 0, (133)

or

u f (t) = 0Dβ
R

[ ∫ t

0
G(t − τ) fβ(τ)dτ

]
, t > 0, (134)

according as Condition 2(i) or 2(ii) is satisfied. If c �= b2

4 , then b = −(μ1 + μ2), c = μ1μ2, and G(t) given by
Equation (129) is used in Equation (132). If c = b2

4 , then b = −2μ1, c = μ2
1, and G(t) given by Equation (131)

is used there.

Proof. By the AC-Laplace transform of Equation (132), we obtain Equation (125). When Condition 2(ii)
is satisfied, we have f̂ (s) = sβ f̂β(s). By using Equations (28) and (27), we confirm that the AC-Laplace
transform of u f (t) given by Equation (134) is sβĜ(s) f̂β(s).

Theorem 10. Let Condition 2(iii) be satisfied, be satisfied, so that f̂ (s) = sβ for β ∈ C\Z>−1. Then the solution
of Equation (122) is given by Equation (132) with u f (t) given as follows. If c �= b2

4 , then b = −(μ1 + μ2),
c = μ1μ2, and

u f (t) =
1

μ1 − μ2

t−β

Γ(1 − β)
[1F1(1; 1 − β; μ1t)− 1F1(1; 1 − β; μ2t)]. (135)

If c = b2

4 , then b = −2μ1, c = μ2
1, and

u f (t) =
t1−β

Γ(1 − β)
· 1F1(2; 1 − β; μ1t). (136)

Proof. When c �= b2

4 , by using Equation (128) in Equation (126), we have

û f (s) =
1

μ1 − μ2
(

sβ

s − μ1
− sβ

s − μ2
). (137)

In the proof of Theorem 8, we obtain Equation (120), by the inverse Laplace transform of û f (s)
given by Equation (121). By the corresponding inverse Laplace transform of Equation (137), we obtain
Equation (135). When c = b2

4 , by using Equation (130), we have

û f (s) = −sβ d
ds

1
s − μ1

= −sβ d
ds

∞

∑
k=0

μk
1s−k−1 = sβ

∞

∑
k=0

μk
1(k + 1)s−k−2. (138)

By the inverse Laplace transform, we have

u f (t) = t1−β
∞

∑
k=0

(k + 1)(μ1t)k

Γ(k + 1 − β)
=

t1−β

Γ(1 − β)

∞

∑
k=0

(2)k(μ1t)k

k!(1 − β)k
, (139)

which gives Equation (136).

6.3. Application of the Theorems in Section 6.1

We consider an inhomogeneous differential equation with polynomial coefficients of the
first order:

d
dx

w(x)− 2xw(x) = 2xg(x) = 1, x ∈ R. (140)
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We put t = x2, u(t) = u(x2) = w(x) and f (t) = f (x2) = g(x). Then u(t) satisfies

d
dt

u(t)− u(t) = f (t), t ∈ R>0, (141)

where

f (t) =
1

2x
=

t−1/2

2
=

Γ(1/2)
2

g1/2(t) =
√

π

2
g1/2(t), (142)

where g1/2(t) is defined by Equation (26).

Lemma 35. Let u(t) be a solution of Equation (141). Then w(x) = u(x2) gives a solution of Equation (140).

Lemma 36. The solution of Equation (141) is given by Equation (117), where u0 = u(0) and

G(t) = et, u f (t) =
√

π

2

∞

∑
k=0

tk+1/2

Γ(k + 3
2 )

, t ∈ R>0. (143)

The solution of Equation (140) is given by

w(x) = w0Gw(x) + wg(x), x ∈ R, (144)

where w0 = w(0) and

Gw(x) = ex2
, wg(x) =

√
π

2

∞

∑
k=0

x2k+1

Γ(k + 3
2 )

, x ∈ R. (145)

Proof. By using c = −1, β = 1
2 , Equation (142) in Equations (116) and (120), we see that the solution

of Equation (141) is given by Equation (117) with Equation (143). Now the solution of Equation (140) is
obtained from it with the aid of Lemma 35.

Lemma 37. The asymptotic behavior of u f (t) and wg(x) are given by

u f (t)=
√

π

2
et −

∞

∑
k=0

(−1)k(− 1
2 )k

2tk+1/2 , t → ∞, (146)

wg(x)=

⎧⎨
⎩

√
π

2 ex2 − ∑∞
k=0

(−1)k(− 1
2 )k

2x2k+1 , x → ∞,

−
√

π
2 ex2 − ∑∞

k=0
(−1)k(− 1

2 )k
2x2k+1 , x → −∞.

(147)

Proof. By using Equations (142) and (143) in Equation (118), we have

u f (t) =
∫ t

0
et−τ τ−1/2

2
dτ = et Γ( 1

2 )

2
− 1

2

∫ ∞

0
e−τ(t + τ)1/2dτ = et

√
π

2
− 1

2

∞

∑
k=0

(−1)k(− 1
2 )k

tk+1/2 , (148)

which gives Equation (146). Equation (147) is obtained from it with the aid of Lemma 35.

Equation (145) shows that the particular solution wg(x) of Equation (140) is an odd function of x.
As a consequence of this fact, the asymptotic behavior of wg(x) is given by Equation (147).
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Abstract: The goal of this paper is to investigate the following Abel’s integral equation of the
second kind: y(t) + λ

Γ(α)

∫ t
0 (t − τ)α−1y(τ)dτ = f (t), (t > 0) and its variants by fractional calculus.

Applying Babenko’s approach and fractional integrals, we provide a general method for solving
Abel’s integral equation and others with a demonstration of different types of examples by showing
convergence of series. In particular, we extend this equation to a distributional space for any arbitrary
α ∈ R by fractional operations of generalized functions for the first time and obtain several new and
interesting results that cannot be realized in the classical sense or by the Laplace transform.

Keywords: distribution; fractional calculus; convolution; series convergence; Laplace transform;
Gamma function; Mittag–Leffler function

JEL Classification: 46F10; 26A33; 45E10; 45G05

1. Introduction

Abel’s equations are related to a wide range of physical problems, such as heat transfer [1],
nonlinear diffusion [2], the propagation of nonlinear waves [3], and applications in the theory of neutron
transport and traffic theory. There have been many approaches including numerical analysis thus far
to studying Abel’s integral equations as well as their variants with many applications [4–13]. In 1930,
Tamarkin [14] discussed integrable solutions of Abel’s integral equation under certain conditions by
several integral operators. Sumner [15] studied Abel’s integral equation from the point of view of the
convolutional transform. Minerbo and Levy [16] investigated a numerical solution of Abel’s integral
equation using orthogonal polynomials. In 1985, Hatcher [17] worked on a nonlinear Hilbert problem
of power type, solved in closed form by representing a sectionally holomorphic function by means of
an integral with power kernel, and transformed the problem to one of solving a generalized Abel’s
integral equation. Singh et al. [18] obtained a stable numerical solution of Abel’s integral equation using
an almost Bernstein operational matrix. Recently, Li and Zhao [19] used the inverse of Mikusinski’s
operator of fractional order, based on Mikusinski’s convolution, to construct the solution of the integral
equation of Abel’s type. Jahanshahi et al. [20] solved Abel’s integral equation numerically on the basis
of approximations of fractional integrals and Caputo derivatives. Saleh et al. [21] investigated the
numerical solution of Abel’s integral equation by Chebyshev polynomials. Kumar et al. [22] proposed
a new and simple algorithm for Abel’s integral equation, namely, the homotopy perturbation transform
method (HPTM), based on the Laplace transform algorithm, and made the calculation for approximate
solutions much easier. The main advance of this proposal is its capability of obtaining rapid convergent
series for singular integral equations of Abel type. Recently, Li et al. [23] studied the following Abel’s
integral equation:

g(x) =
1

Γ(1 − α)

∫ x

0

f (ζ)
(x − ζ)α

dζ, where α ∈ R,
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and its variants in the distributional (Schwartz) sense based on fractional calculus of distributions and
derived new results that are not achievable in the classical sense.

The current work is grouped as follows. In Section 2, we briefly introduce the necessary concepts
and definitions of fractional calculus of distributions in D′(R+), which is described in Section 4.
In Section 3, we solve Abel’s integral equation of the second kind for α > 0 and its variants by
Babenko’s approach, as well as fractional integrals with different types of illustrative examples. Often
we obtain an infinite series as the solution of Abel’s integral equation and then show its convergence.
In Section 4, we extend Abel’s integral equation into the distributional space D′(R+) for all α ∈ R by a
new technique of computing fractional operations of distributions. We produce some novel results
that cannot be derived in the ordinary sense.

2. Fractional Calculus of Distributions in D′(R+)

In order to investigate Abel’s integral equation in the generalized sense, we introduce the
following basic concepts in detail. We let D(R) be the Schwartz space [24] of infinitely differentiable
functions with compact support in R and D′(R) be the space of distributions defined on D(R).
Further, we define a sequence φ1(x), φ2(x), · · · , φn(x), · · · , which converges to zero in D(R) if all
these functions vanish outside a certain fixed bounded interval and converges uniformly to zero (in
the usual sense) together with their derivatives of any order. The functional δ(x) is defined as

(δ, φ) = φ(0),

where φ ∈ D(R). Clearly, δ is a linear and continuous functional on D(R), and hence δ ∈ D′(R). We
let D′(R+) be the subspace of D′(R) with support contained in R+.

We define

θ(x) =

{
1 if x > 0,
0 if x < 0.

Then
(θ(x), φ(x)) =

∫ ∞

0
φ(x)dx for φ ∈ D(R),

which implies θ(x) ∈ D′(R).
We let f ∈ D′(R). The distributional derivative of f , denoted by f ′ or d f /dx, is defined as

( f ′, φ) = −( f , φ′)

for φ ∈ D(R).
Clearly, f ′ ∈ D′(R) and every distribution has a derivative. As an example, we show that

θ′(x) = δ(x), although θ(x) is not defined at x = 0. Indeed,

(θ′(x), φ(x)) = −(θ(x), φ′(x)) = −
∫ ∞

0
φ′(x)dx = φ(0) = (δ(x), φ(x)),

which claims
θ′(x) = δ(x).

It can be shown that the ordinary rules of differentiation apply also to distributions. For instance,
the derivative of a sum is the sum of the derivatives, and a constant can be commuted with the
derivative operator.

It follows from [24–26] that Φλ =
xλ−1
+

Γ(λ)
∈ D′(R+) is an entire function of λ on the complex plane, and

xλ−1
+

Γ(λ)

∣∣∣∣∣
λ=−n

= δ(n)(x) for n = 0, 1, 2, · · · (1)
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Clearly, the Laplace transform of Φλ is given by

L{Φλ(x)} =
∫ ∞

0
e−sxΦλ(x)dx =

1
sλ

, Reλ > 0, Res > 0,

which plays an important role in solving integral equations [27,28].

For the functional Φλ =
xλ−1
+

Γ(λ)
, the derivative formula is simpler than that for xλ

+. In fact,

d
dx

Φλ =
d

dx
xλ−1
+

Γ(λ)
=

(λ − 1)xλ−2
+

Γ(λ)
=

xλ−2
+

Γ(λ − 1)
= Φλ−1. (2)

The convolution of certain pairs of distributions is usually defined as follows (see Gel’fand and
Shilov [24], for example):

Definition 1. Let f and g be distributions in D′(R) satisfying either of the following conditions:

(a) Either f or g has bounded support (set of all essential points), or
(b) the supports of f and g are bounded on the same side.

Then the convolution f ∗ g is defined by the equation

(( f ∗ g)(x), φ(x)) = (g(x), ( f (y), φ(x + y)))

for φ ∈ D(R).

The classical definition of the convolution is as follows:

Definition 2. If f and g are locally integrable functions, then the convolution f ∗ g is defined by

( f ∗ g)(x) =
∫ ∞

−∞
f (t)g(x − t)dt =

∫ ∞

−∞
f (x − t)g(t)dt

for all x for which the integrals exist.

We note that if f and g are locally integrable functions satisfying either of the conditions (a)
or (b) in Definition 1, then Definition 1 is in agreement with Definition 2. It also follows that if the
convolution f ∗ g exists by Definition 1 or 2, then the following equations hold:

f ∗ g = g ∗ f (3)

( f ∗ g)′ = f ∗ g′ = f ′ ∗ g (4)

where all the derivatives above are in the distributional sense.
We let λ and μ be arbitrary complex numbers. Then it is easy to show that

Φλ ∗ Φμ = Φλ+μ (5)

by Equation (2), without any help of analytic continuation mentioned in all current books.
We let λ be an arbitrary complex number and g(x) be the distribution concentrated on x ≥ 0.

We define the primitive of order λ of g as a convolution in the distributional sense:

gλ(x) = g(x) ∗ xλ−1
+

Γ(λ)
= g(x) ∗ Φλ. (6)
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We note that the convolution on the right-hand side is well defined, as supports of g and Φλ are
bounded on the same side.

Thus Equation (6) with various λ will not only give the fractional derivatives but also the fractional
integrals of g(x) ∈ D′(R+) when λ �∈ Z, and it reduces to integer-order derivatives or integrals when
λ ∈ Z. We define the convolution

g−λ = g(x) ∗ Φ−λ

as the fractional derivative of the distribution g(x) with order λ, writing it as

g−λ =
dλ

dxλ
g

for Reλ ≥ 0. Similarly,
dλ

dxλ
g is interpreted as the fractional integral if Reλ < 0.

In 1996, Matignon [26] studied fractional derivatives in the sense of distributions for fractional
differential equations with applications to control processing and defined the fractional derivative of
order λ of a continuous causal (zero for t < 0) function g as

dλ

dxλ
g = g(x) ∗ Φ−λ,

which is a special case of Equation (6), as g belongs to D′(R+). A very similar definition for the
fractional derivatives of causal functions (not necessarily continuous) is given by Mainardi in [27].

As an example of finding a fractional derivative of a distribution, we let g(x) ∈ D′(R+) be
given by

g(x) =

{
1 if x is irrational and positive,
0 otherwise.

Then the ordinary derivative of g(x) does not exist. However, the distributional derivative of
g(x) does exist, and g′(x) = δ(x) on the basis of the following:

(g′(x), φ(x)) = −(g(x), φ′(x)) = −
∫ ∞

0
φ′(x)dx = φ(0) = (δ(x), φ(x)),

as the measure of rational numbers is zero. Therefore,

d1.5

dx1.5 g(x) =
d0.5

dx0.5 δ(x) =
x−1.5
+

Γ(−0.5)
= − 1

2
√

π
x−1.5
+ .

We note that the sequential fractional derivative holds in a distribution [26].
For a given function, its classical Riemann–Liouville derivative and/or Caputo derivative [29–31]

may not exist in general [32–34]. Even if they do, the Riemann–Liouville derivative and the Caputo
derivative are not necessarily the same. However, if g(x) is a distribution in D′(R+), then the case is
different. Let m − 1 < Reλ < m ∈ Z+. From Equation (4), we derive that

g−λ(x) = g(x) ∗ x−λ−1
+

Γ(−λ)
= g(x) ∗ dm

dxm
xm−λ−1
+

Γ(m − λ)

=
dm

dxm

(
g(x) ∗ xm−λ−1

+

Γ(m − λ)

)
=

xm−λ−1
+

Γ(m − λ)
∗ g(m)(x),

which indicates there is no difference between the Riemann–Liouville derivative and the Caputo
derivative of the distribution g(x) (both exist clearly). On the basis of this fact, we only call the
fractional derivative of the distribution for brevity.
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We mention that Podlubny [28] investigated fractional calculus of generalized functions by the
distributional convolution and derived many identities of fractional integrals and derivatives related
to δ(x − a), θ(x − a) and Φλ, where a is a constant in R.

We note that the fractional integral (or the Riemann–Liouville fractional integral) D−α (= D−α
0,t ) of

order α ∈ R+ of function y(t) is defined by

D−αy(t) = D−α
0,t y(t) =

1
Γ(α)

∫ t

0
(t − τ)α−1y(τ)dτ (t > 0)

if the integral exists.

3. Babenko’s Approach with Demonstration

We consider Abel’s integral equation of the second kind:

y(t) +
λ

Γ(α)

∫ t

0
(t − τ)α−1 y(τ) dτ = f (t), t > 0, (7)

where we start with α > 0 and where λ is a constant. This equation was initially introduced and
investigated by Hille and Tamarkin [35] in 1930, who considered Volterra’s equation (a more general
integral equation):

y(t) = f (t) + λ
∫ t

0
K(t, τ)y(τ)dτ

by the Liouville–Neumann series. In 1997, Gorenflo and Mainardi studied Abel’s integral equations
of the first and second kind in their survey paper [36], with emphasis on the method of the Laplace
transforms, which is a common treatment of such fractional integral equations. They also outlined the
method used by Yu. I. Babenko in his book [37] for solving various types of fractional integral and
differential equations. The method itself is close to the Laplace transform method, but it can be used
in more cases than the Laplace transform method, such as solving integral equations with variable
coefficients. Clearly, it is always necessary to prove convergence of the series obtained as solutions,
although it is not a simple task in the general case [28].

In this section, we apply Babenko’s method to solve many Abel’s integral equations of the second
kind, as well as their variants with variable coefficients, and we show convergence of the infinite series
by utilizing the rapid growth of the Gamma function. We note that if an infinite series is uniformly
convergent in every bounded interval of the variable t, then term-wise integrations and differentiations
are allowed.

We can write Equation (7) in the form

(1 + λD−α)y(t) = f (t)

by the Riemann–Liouville fractional integral operator. This implies that

y(t) = (1 + λD−α)−1 f (t) =
∞

∑
n=0

(−1)nλnD−αn f (t) (8)

by Babenko’s method [28].
Because, for many functions f (t), all the fractional integrals on the right-hand side of Equation (8)

can be evaluated, Equation (8) gives the formal solution in the form of a series if it converges.
A two-parameter function of the Mittag–Leffler type is defined by the series expansion

Eα,β(z) =
∞

∑
k=0

zk

Γ(αk + β)
,

where α, β > 0.
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It follows from the Mittag–Leffler function that

E1,1(z) =
∞

∑
k=0

zk

Γ(k + 1)
=

∞

∑
k=0

zk

k!
= ez

E1,2(z) =
∞

∑
k=0

zk

Γ(k + 2)
=

1
z

∞

∑
k=0

zk+1

(k + 1)!
=

ez − 1
z

E2,1(z2) =
∞

∑
k=0

z2k

Γ(2k + 1)
=

∞

∑
k=0

z2k

(2k)!
= cosh(z).

Demonstration of Examples

Example 1. Let λ and a be constants and α > 0. Then Abel’s integral equation:

y(t) +
λ

Γ(α)

∫ t

0
(t − τ)α−1y(τ)dτ = atβ (9)

has the solution
y(t) = aΓ(β + 1)tβEα,β+1(−λtα),

where β > −1.

Proof. Clearly, we have

D−αnatβ = aD−αntβ =
aΓ(β + 1)

Γ(αn + β + 1)
tβ+αn.

Hence

y(t) =
∞

∑
n=0

(−1)nλnD−αnatβ =
∞

∑
n=0

(−1)nλn aΓ(β + 1)
Γ(αn + β + 1)

tβ+αn

= aΓ(β + 1)tβ
∞

∑
n=0

(−1)nλn tαn

Γ(αn + β + 1)

= aΓ(β + 1)tβEα,β+1(−λtα),

which is convergent for all t ∈ R+.

This example implies that the following Abel’s integral equation:

y(t) = 2
√

t −
∫ t

0

y(τ)√
t − τ

dτ (10)

has the solution

y(t) =
∞

∑
n=1

(−1)n−1(πt)n/2

Γ(n/2 + 1)
.

Indeed, Equation (10) can be converted into

y(t) +
√

π

Γ(1/2)

∫ t

0

y(τ)√
t − τ

dτ = 2
√

t.
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By Equation (9) we come to

y(t) = 2Γ(1/2 + 1)t1/2E1/2,3/2(−
√

πt1/2) =
∞

∑
n=0

(−1)n(πt)(n+1)/2

Γ(n/2 + 1/2 + 1)

=
∞

∑
n=1

(−1)n−1(πt)n/2

Γ(n/2 + 1)

using

Γ(1/2 + 1) =
√

π

2
.

Example 2. Abel’s integral equation:

y(t) +
∫ t

0

y(τ)√
t − τ

dτ = t +
4
3

t3/2

has the solution y(t) = t.

Proof. First we note that
∫ t

0

y(τ)√
t − τ

dτ =

√
π

Γ(1/2)

∫ t

0

y(τ)√
t − τ

dτ,

D−n/2t =
t(n+2)/2

Γ(n/2 + 2)
, and

D−n/2 4t3/2

3
=

4
3

Γ(3/2 + 1)
Γ(n/2 + 3/2 + 1)

t(n+3)/2 =

√
πt(n+3)/2

Γ((n + 3)/2 + 1)
.

We infer from Equation (8) that

y(t) =
∞

∑
n=0

(−1)nλnD−αn(t +
4
3

t3/2) = lim
m→∞

m

∑
n=0

(−1)nπn/2D−n/2(t +
4
3

t3/2)

= lim
m→∞

{
(t +

4
3

t3/2)−√
π(

t3/2

Γ(1/2 + 2)
+

√
π

Γ(2 + 1)
t2)+

π(
t2

2
+

4
3

t3/2+1

3/2 + 1
) + · · ·+ (−1)mπm/2D−m/2(t +

4
3

t3/2)

}

= t + lim
m→∞

(−1)mπm/2D−m/2 4
3

t3/2

by cancellations. Furthermore,

lim
m→∞

(−1)mπm/2D−m/2 4
3

t3/2 = 0

for all t > 0. Indeed,

(−1)mπm/2D−m/2 4
3

t3/2 =
4
3
(−1)mπm/2 Γ(3/2 + 1)

Γ(m/2 + 3/2 + 1)
t3/2+m/2

=
√

πt3/2 (−1)m(πt)m/2

Γ(m/2 + 3/2 + 1)
,

and the series
∞

∑
m=0

(πt)m/2

Γ(m/2 + 3/2 + 1)
= E1/2,3/2+1(

√
πt)
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is convergent. Hence y(t) = t is the solution.

Remark 1. Kumar et al. [22] considered Example 2 by applying the aforesaid HPTM and found an approximate
solution that converges to the solution y(t) = t for t only between 0 and 1, with more calculations involving
Laplace transforms.

Example 3. Abel’s integral equation:

y(t) +
λ

Γ(α)

∫ t

0
(t − τ)α−1 y(τ) dτ = φ(t)

has the solution

y(t) =
∞

∑
n=0

∞

∑
k=0

(−1)nλn φ(k)(0)
Γ(αn + k + 1)

tk+αn,

where

φ(t) =
∞

∑
k=0

φ(k)(0)
k!

tk

for t > 0.

Proof. By Equation (8), we obtain

y(t) =
∞

∑
n=0

(−1)nλnD−αnφ(t)

=
∞

∑
n=0

∞

∑
k=0

(−1)nλn φ(k)(0)
k!

D−αntk

=
∞

∑
n=0

∞

∑
k=0

(−1)nλn φ(k)(0)
Γ(αn + k + 1)

tk+αn.

It remains to show that the above series is convergent. We note that

lim
n→∞

Γ(n + α)

Γ(n)nα
= 1

implies
Γ(αn + k + 1) ∼ Γ(k + 1)nαn

when k is large [38]. Therefore, the convergence of

∞

∑
n=0

∞

∑
k=0

(−1)nλn φ(k)(0)
Γ(αn + k + 1)

tk+αn

is equivalent to that of
∞

∑
k=0

φ(k)(0)
k!

tk
∞

∑
n=0

(−1)n
(

λtα

nα

)n
,

which is convergent because it is the product of two convergent series for all t > 0.
This clearly implies that the following Abel’s integral equation:

y(t) +
λ

Γ(α)

∫ t

0
(t − τ)α−1 y(τ) dτ = et
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has the solution

y(t) =
∞

∑
n=0

∞

∑
k=0

(−1)nλn tk+αn

Γ(αn + k + 1)
,

and Abel’s integral equation:

y(t) +
λ

Γ(α)

∫ t

0
(t − τ)α−1 y(τ) dτ =

t
t2 + b2

has the solution

y(t) =
∞

∑
n=0

∞

∑
k=0

(−1)nλn (−1)k(2k + 1)!
b2k+2 Γ(αn + 2k + 2)

tαn+2k+1

for 0 < t < b. Indeed,

φ(t) =
t

t2 + b2 =
t

b2

(
1 +

(
t
b

)2
)

=
t

b2

∞

∑
k=0

(−1)k
(

t
b

)2k
=

∞

∑
k=0

(−1)k t2k+1

b2k+2 ,

which infers that

φ(2k+1)(0) =
(−1)k(2k + 1)!

b2k+2 and φ(2k)(0) = 0.

Now we consider some variants of Abel’s integral equation.

Example 4. Let α > 0. Then the integral equation

y(t) +
λt

Γ(α)

∫ t

0
(t − τ)α−1 y(τ) dτ = t

has the solution
y(t) = tEα,2(−λtα+1).

Proof. We can write the original equation in the form

(1 + λtD−α)y(t) = t.

Therefore

y(t) = (1 + λtD−α)−1t =
∞

∑
n=0

(−1)nλn tnD−αnt

=
∞

∑
n=0

(−1)nλn tn

Γ(αn + 2)
tαn+1

= t
∞

∑
n=0

(−1)nλn tαn+n

Γ(αn + 2)
= tEα,2(−λtα+1).

Similarly, the integral equation

y(t) +
λtβ

Γ(α)

∫ t

0
(t − τ)α−1 y(τ) dτ = tγ for t > 0

has the solution
y(t) = Γ(γ + 1)tγEα,γ+1(−λtα+β), (11)
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where γ > −1 and α + β > 0.
Furthermore, the integral equation for β > −1:

y(t)− tβ
∫ t

0
y(τ)dτ = 1

has the solution y(t) = etβ+1
by noting that E1,1(t) = et.

Clearly, the integral equation

y(t)−
∫ t

0
(t − τ)y(τ)dτ = t

has the solution y(t) = tE2,2(t2) = sinh(t) by noting that E2,2(t2) = sinh(t)/t, and the
integral equation

y(t)−
∫ t

0
(t − τ)y(τ)dτ = 1

has the solution y(t) = cosh(t) as E2,1(t2) = cosh(t).
Using the following formula [28]:

E1,m(z) =
1

zm−1

{
ez −

m−2

∑
k=0

zk

k!

}
,

we derive that the following integral equation for m = 1, 2, · · · , β > −1, and λ �= 0:

y(t) + λtβ
∫ t

0
y(τ)dτ = tm

has the solution

y(t) =
(−1)mm!

λm tβm

{
e−λtβ+1 −

m−1

∑
k=0

(−λ)kt(β+1)k

k!

}
.

Indeed, from Equation (11), we infer that the solution is

y(t) = m!tmE1,m+1(−λtβ+1)

=
(−1)mm!

λm tβm

{
e−λtβ+1 −

m−1

∑
k=0

(−λ)kt(β+1)k

k!

}
,

as γ = m and α = 1.
Finally, we claim that the following integral equation for β > −1/2:

y(t) +
λ tβ

√
π

∫ t

0

y(τ)√
t − τ

dτ = 1

has the solution y(t) = E1/2,1(−λ tβ+1/2), where

E1/2,1(z) =
∞

∑
k=0

zk

Γ(k/2 + 1)
= ez2

erfc(−z)

and erfc(z) is the error function complement defined by

erfc(z) =
2√
π

∫ ∞

z
e−t2

dt.
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To end this section, we point out that some exact solutions of equations considered in the examples
can be easily obtained using the Laplace transform mentioned earlier; for example, applying the
Laplace transform to Equation (9) from Example 1, we obtain

y∗(s) = L{y(t)} = aΓ(β + 1)
sα−(β+1)

sα + λ

by the formula ∫ ∞

0
tβe−stdt =

Γ(β + 1)
sβ+1 , Res > 0.

This implies the following by the inverse Laplace transform and Equation (1.80) in [28]:

y(t) = aΓ(β + 1)tβEα,β+1(−λtα).

Similarly, for the equation from Example 2, we immediately derive

y∗(s) = L{y(t)} =
1
s2

from

L{t +
4
3

t3/2} =
1
s2 +

√
π

s2.5 ,

which indicates that y(t) = t. However, it seems much harder for the Laplace transform to deal with
the variants of Abel’s integral equation with variable coefficients, such as

y(t) + λtβ
∫ t

0
y(τ)dτ = tm,

which is solved above by Babenko’s approach.

4. Abel’s Integral Equation in Distributions

We let f (t) ∈ D′(R+) be given. We now study Abel’s integral equation of the second kind:

y(t) +
λ

Γ(α)

∫ t

0
(t − τ)α−1 y(τ) dτ = f (t) (12)

in the distributional space D′(R+), where α ∈ R and λ is a constant.
Clearly, Equation (12) is equivalent to the convolutional equation:

(δ + λΦα) ∗ y(t) = f (t)

in D′(R+), although it is undefined in the classical sense for α ≤ 0. We note that the distributional
convolution Φα ∗ y(t) is well defined for arbitrary α ∈ R if y(t) ∈ D′(R+) by Definition 1 (b).

Applying Babenko’s method, we can write out y(t) as

y(t) = (δ + λΦα)
−1 ∗ f (x),

where (δ + λΦα)−1 is the distributional inverse operator of δ + λΦα in terms of convolution. Using the
binomial expression of (δ + λΦα)−1, we can formally obtain

y(t) =
∞

∑
n=0

(−1)nλnΦn
α ∗ f (t) =

∞

∑
n=0

(−1)nλnΦnα ∗ f (t) (13)
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by using the following formula [25]:

Φn
α = Φα ∗ Φα ∗ · · · ∗ Φα︸ ︷︷ ︸

n times

= Φnα,

and δ is a unit distribution in terms of convolution.
Because, for many distributions f (t), all the fractional integrals (if α > 0) or derivatives (if α < 0)

on the right-hand side of Equation (13) can be evaluated, Equation (13) gives the formal solution in the
form of a series if it converges. We must point out that Equation (12) becomes the differential equation:

y + λy ∗ δ(m) = y + λy(m) = f

if α = −m (undefined in the classical sense) because of Equation (1), which can be converted into a
system of linear differential equations for consideration [24].

Example 5. Abel’s integral equation:

y(t) +
∫ t

0

y(τ)√
t − τ

dτ = t−1.5
+ (14)

has its solution in the space D′(R+):

y(t) = t−1.5
+ + 2πδ(t)− 2πt−1/2

+ + 2π2E1/2,1(−
√

πt+).

Proof. Equation (14) can be written as

y(t) +
√

π

Γ(1/2)

∫ t

0

y(τ)√
t − τ

dτ = t−1.5
+ .

From Equation (13),

y(t) =
∞

∑
n=0

(−1)nπn/2Φn
1/2 ∗ t−1.5

+ =
∞

∑
n=0

(−1)nπn/2Φn/2 ∗
t−1.5
+

Γ(−0.5)
Γ(−0.5)

=
∞

∑
n=0

(−1)nπn/2Γ(−0.5)Φn/2 ∗ Φ−0.5 =
∞

∑
n=0

(−1)nπn/2Γ(−0.5)Φn/2−0.5

=
∞

∑
n=0

(−1)nπn/2Γ(−0.5)
tn/2−1.5
+

Γ(n/2 − 0.5)

= t−1.5
+ + 2πδ(t)− 2πt−1/2

+ + 2
∞

∑
n=3

(−1)n+1π(n+1)/2 tn/2−1.5
+

Γ(n/2 − 0.5)

= t−1.5
+ + 2πδ(t)− 2πt−1/2

+ + 2π2E1/2,1(−
√

πt+)

using Γ(−0.5) = −2
√

π.

Remark 2. Equation (14) cannot be discussed in the classical sense, because the fractional integral of t−1.5
+ does

not exist in the normal sense. Clearly, the distribution t−1.5
+ + 2πδ(t) is a singular generalized function in

D′(R+), while −2πt−1/2
+ + 2π2E1/2,1(−

√
πt+) is regular (locally integrable).

Example 6. For m = 0, 1, 2, · · · , the integral equation

y(t) + tm
∫ t

0

y(τ)√
t − τ

dτ = δ(t)
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has the solution
y(t) = δ(t)− tm−1/2

+ + π t2m
+ E1/2,1(−

√
πtm+1/2

+ ).

Proof. Clearly,

y(t) =
∞

∑
n=0

(−1)nπn/2tmnΦn/2 ∗ δ(t) =
∞

∑
n=0

(−1)nπn/2tmnΦn/2

= δ(t)− π1/2tm t−1/2
+

Γ(1/2)
+

∞

∑
n=2

(−1)nπn/2tmnΦn/2

= δ(t)− tm−1/2
+ +

∞

∑
n=2

(−1)nπn/2 tmn−1+n/2
+

Γ(n/2)

= δ(t)− tm−1/2
+ + π t2m

+

∞

∑
k=0

(−1)kπk/2 tmk+k/2
+

Γ(k/2 + 1)

= δ(t)− tm−1/2
+ + π t2m

+ E1/2,1(−
√

πtm+1/2
+ ),

which is a distribution in D′(R+).
We note that if f is a distribution in D′(R) and g is an infinitely differentiable function, then the

product f g is defined by
( f g, φ) = ( f , gφ)

for all functions φ ∈ D(R). Therefore, the product

tm
∫ t

0

y(τ)√
t − τ

dτ

is well defined, as tm is an infinitely differentiable function.
In particular, Abel’s integral equation:

y(t) +
∫ t

0

y(τ)√
t − τ

dτ = δ(t)

has the solution
y(t) = δ(t)− t−1/2

+ + π E1/2,1(−
√

πt+),

and the integral equation

y(t) + t
∫ t

0

y(τ)√
t − τ

dτ = δ(t)

has the solution
y(t) = δ(t)− t1/2

+ + π t2
+E1/2,1(−

√
πt1+1/2

+ ).

We mention that Abel’s integral equations or integral equations with more general weakly singular
kernels play important roles in solving partial differential equations, in particular, parabolic equations
in which naturally the independent variable has the meaning of time. Gorenflo and Mainardi [36]
described the occurrence of Abel’s integral equations of the first and second kind in the problem of
the heating (or cooling) of a semi-infinite rod by influx (or efflux) of heat across the boundary into (or
from) its interior. They used Abel’s integral equations to solve the following equation of heat flow:

ut − uxx = 0, u = u(x, t)

in the semi-infinite intervals 0 < x < ∞ and 0 < t < ∞ of space and time, respectively. In this
dimensionless equation, u = u(x, t) refers to temperature. Assuming a vanishing initial temperature,
that is, u(x, 0) = 0 for 0 < x < ∞, and a given influx across the boundary x = 0 from x < 0 to x > 0,
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−ux(0, t) = p(t).

The interested readers are referred to [36] for the detailed methods and further references.

5. Conclusions

Applying Babenko’s method and fractional calculus, we have studied Abel’s integral equation
of the second kind as well as its variants with variable coefficients, and we have solved many types
of different integral equations by showing the convergence of infinite series using the rapid growth
of the Gamma function. In particular, we have discussed Abel’s equation in the distributional sense
for any arbitrary α ∈ R by fractional operations of generalized functions for the first time, and we
have derived several new and interesting results that cannot be realized in the classical sense or by the
Laplace transform. For example, Abel’s integral equation:

y(t) +
∫ t

0

y(τ)√
t − τ

dτ = t−
√

2
+ + δ(m)(t)

cannot be considered in the classical sense because of the term t−
√

2
+ + δ(m)(t), but it is well defined

and solvable in the distributional sense.
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Abstract: This paper is to study certain types of fractional differential and integral equations, such

as θ(x − x0)g(x) = 1
Γ(α)

∫ x
0 (x − ζ)α−1 f (ζ)dζ, y(x) +

∫ x
0

y(τ)√
x−τ

dτ = x−
√

2
+ + δ(x), and xk

+

∫ x
0 y(τ)(x −

τ)α−1 dτ = δ(m)(x) in the distributional sense by Babenko’s approach and fractional calculus.
Applying convolutions and products of distributions in the Schwartz sense, we obtain generalized
solutions for integral and differential equations of fractional order by using the Mittag-Leffler function,
which cannot be achieved in the classical sense including numerical analysis methods, or by the
Laplace transform.

Keywords: distribution; fractional calculus; convolution; Abel’s integral equation; product;
Mittag-Leffler function

MSC: 46F10; 26A33; 45E10; 45G05

1. Introduction

Fractional calculus deals with integrals and derivatives of arbitrary order, which unifies and
extends integer-order differentiation and n-fold integration. Up to now, fractional operators have
been applied in various areas, such as anomalous diffusion, long-range interactions, long-memory
processes and materials, waves in liquids, and physics. Recently, Zimbardo et al. [1] generalized the
Parker equation, which describes the acceleration and transport of energetic particles in astrophysical
plasmas, to the case of anomalous by Caputo fractional derivatives. As far as we know, fractional
calculus is one of best tools to construct certain electro-chemical problems and characterizes long-term
behaviors, allometric scaling laws, nonlinear operations of distributions [2] and so on.

An integral equation is an equation containing an unknown function under an integral sign.
Integral equations are useful and powerful mathematical tools in both pure and applied mathematics.
They have various applications in numerous physical problems, chemistry, biology, electronics and
mechanics [3–5]. Many initial and boundary value problems associated with ordinary (or partial)
differential equations can be transformed into problems of solving integral equations [6]. For example,
Gorenflo and Mainardi [7] provided interesting applications of Abel’s integral equations of the first
and second kind in solving the partial differential equation which describes the problem of the heating
(or cooling) of a semi-infinite rod by influx (or efflux) of heat across the boundary into (or from)
its interior. There have been lots of approaches, including numerical analysis, thus far to studying
fractional differential and integral equations, including Abel’s equations, with many applications [8–21].
Recently, Li et al. [22,23] studied integral equations associated with Abel’s types in the distributional
(Schwartz) sense, based on new fractional calculus of distributions and derived fresh results which
are not achievable in the classical sense. On the other hand, the development of science has led to
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formation of many physical and engineering problems that can be mathematically represented by
differential equations. For instance, problems from electric circuits, chemical kinetics, and transfer of
heat can all be characterized as differential equations [24].

We briefly introduce the necessary concepts and definitions of fractional calculus of distributions
in D′(R+) in Section 2, where we demonstrate several examples of computing fractional derivatives as
well as applications to solving Abel’s integral equations of the first kind for arbitrary α ∈ R. In Section 3,
we present Babenko’s approach to solving several fractional differential and integral equations based
on new convolution and product of generalized functions (an active area in distribution theory).
We often obtain an infinite series, related to the Mittag-Leffler function, as the solution of integral or
differential equation. We imply a number of novel results, which cannot be derived or approximated
by numerical analysis methods or by the Laplace transform, since solutions are in the distributional
sense in general.

2. Fractional Calculus in D′(R+)

In order to investigate fractional integral and differential equations in the generalized sense,
we briefly introduce the following basic concepts, with several interesting examples of solving Abel’s
integral equations in distribution. Let D(R) be the Schwartz space (testing function space) [25] of
infinitely differentiable functions with compact support in R, and D′(R) the (dual) space of distributions
defined on D(R). A sequence φ1, φ2, · · · , φn, · · · goes to zero in D(R), if and only if these functions
vanish outside a certain fixed bounded set, and converge to zero uniformly together with their
derivatives of any order. Clearly, D(R) is not empty since it contains the following function

φ(x) =

{
e−

1
1−x2 if |x| < 1,

0 otherwise.

Evidently, any locally integrable function f (x) on R is a (regular) distribution in D′(R) as

( f (x), φ(x)) =
∫ ∞

−∞
f (x)φ(x)dx

is well defined. Hence f is linear and continuous on D(R). Furthermore, the functional δ(x − x0) on
D(R) given by

(δ(x − x0), φ(x)) = φ(x0)

is a member of D′(R), according to the topological structure of the Schwartz testing function space.
Let f ∈ D′(R). The distributional derivative f ′ (or d f /dx), is defined as

( f ′, φ) = −( f , φ′)

for φ ∈ D(R). Therefore,

(δ(n)(x − x0), φ(x)) = (−1)n(δ(x − x0), φ(n)(x)) = (−1)nφ(n)(x0).

Let

g(x) = x+ =

{
x if x > 0,
0 otherwise.

As an example, we will find the distributional derivative of g (note that this function is not
differentiable at x = 0 in the classical sense). Indeed, using integration by parts, we derive

(g′(x), φ(x)) = −(g(x), φ′(x)) = −
∫ ∞

0
xφ′(x)dx =

∫ ∞

0
φ(x)dx = (θ(x), φ(x))
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which infers that
g′(x) = θ(x)

where θ(x) is the Heaviside function.
Let Reλ > −n − 1, λ �= −1,−2, · · · ,−n. Then the distribution xλ

+ [25] is defined by

(xλ
+, φ(x)) =

∫ ∞

0
xλφ(x)dx =

∫ 1

0
xλ[φ(x)− φ(0)− · · · − tn−1

(n − 1)!
φ(n−1)(0)]dt

+
∫ ∞

1
xλφ(x)dx +

n

∑
k=1

φ(k−1)(0)
(k − 1)!(λ + k)

.

Clearly, the right-hand side regularizes the integral on the left. This defines the distribution xλ
+

for Reλ �= −1,−2, . . . .
Assume that f and g are distributions in D′(R+). Then the convolution f ∗ g is well defined by

the equation [25]
(( f ∗ g)(x), φ(x)) = (g(x), ( f (y), φ(x + y)))

for φ ∈ D(R). This also implies that

f ∗ g = g ∗ f and ( f ∗ g)′ = g′ ∗ f = g ∗ f ′.

Let D′(R+) be the subspace of D′(R) with support contained in R+. It follows from [25–27] that

Φλ =
xλ−1
+

Γ(λ)
∈ D′(R+) is an entire analytic function of λ on the complex plane, and

xλ−1
+

Γ(λ)

∣∣∣∣∣
λ=−n

= δ(n)(x), for n = 0, 1, 2, . . . (1)

which plays an important role in solving fractional differential equations by using the distributional
convolutions. Let λ and μ be arbitrary numbers, then the following identity

Φλ ∗ Φμ = Φλ+μ (2)

is satisfied [23].
Let λ be an arbitrary complex number and g(x) be a distribution in D′(R+). We define the

primitive of order λ of g as the distributional convolution

gλ(x) = g(x) ∗ xλ−1
+

Γ(λ)
= g(x) ∗ Φλ. (3)

Note that this is well defined since the distributions g and Φλ are in D′(R+). We shall write
the convolution

g−λ =
dλ

dxλ
g = g(x) ∗ Φ−λ

as the fractional derivative of the distribution g of order λ if Reλ ≥ 0, and
dλ

dxλ
g is interpreted as the

fractional integral if Reλ < 0.
We should add that Gorenflo and Mainardi [7] formally presented the derivative of order n

(non-negative integer) of g by the generalized convolution between Φ−n and g,

dn

dxn g(x) = g(n)(x) = Φ−n(x) ∗ g(x) =
∫ x

0
g(τ)δ(n)(x − τ)dτ
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based on the well known properties

∫ ∞

−∞
g(τ)δ(n)(τ − x)dτ = (−1)ng(n)(x), δ(n)(x − τ) = (−1)nδ(n)(τ − x).

Then, a formal definition of the fractional derivative of order λ could be

Φ−λ(x) ∗ g(x) =
1

Γ(−λ)

∫ x

0

g(τ)
(x − τ)1+λ

dτ, λ ∈ R+.

Note that this convolution is in the distributional sense (and it does not exist in the classical sense
as the kernel Φ−λ(x) is not locally integrable).

Example 1. Let

g(x) =

{
1 if 0 < x < 1 and x is irrational,
0 otherwise.

Then,
g(1.5)(x) = δ(0.5)(x)− δ(0.5)(x − 1)

where

δ(0.5)(x) = − x−1.5
+

2
√

π
and δ(0.5)(x − 1) = − (x − 1)−1.5

+

2
√

π
.

In fact, we have for φ ∈ D(R)

(g′(x), φ(x)) = −(g(x), φ′(x)) = −
∫ ∞

−∞
g(x)φ′(x)dx = −

∫ 1

0
φ′(x)dx

= −φ(1) + φ(0) = (δ(x)− δ(x − 1), φ(x))

as the measure of rational numbers is zero. This indicates that

g′(x) = δ(x)− δ(x − 1).

Obviously, by the sequential fractional derivative law, we come to

g(1.5)(x) =
d0.5

dx0.5 g′(x) = δ(0.5)(x)− δ(0.5)(x − 1)

and

δ(0.5)(x) =
d0.5

dx0.5 δ(x) =
d0.5

dx0.5 Φ0 =
x−1.5
+

Γ(−0.5)
= − x−1.5

+

2
√

π

using
Γ(−0.5) = −2

√
π.

Furthermore,

g(0.5)(x) =
d−0.5

dx−0.5 g′(x) = δ(−0.5)(x)− δ(−0.5)(x − 1)

where

δ(−0.5)(x) = Φ0.5 ∗ Φ0 = Φ0.5 =
x−0.5
+

Γ(0.5)
=

x−0.5
+√

π

δ(−0.5)(x − 1) =
(x − 1)−0.5

+√
π
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which are regular distributions (locally integrable functions on R). In general, we can get

g(x) = θ(x)− θ(x − 1)

distributionally by noting that
θ(x) = Φ1(x).

Then, we imply that for any complex number α ∈ C

g(α)(x) = θ(α)(x)− θ(α)(x − 1) = Φ−α(x) ∗ Φ1(x) + Φ−α(x) ∗ Φ1(x − 1)

= Φ1−α(x) + Φ1−α(x − 1) =
x−α
+

Γ(1 − α)
+

(x − 1)−α
+

Γ(1 − α)
.

In particular,

g(5/2) =
3x−5/2

+

4
√

π
+

3(x − 1)−5/2
+

4
√

π

by

Γ(−3/2) =
4
3
√

π.

Now we are ready to present the following theorem.

Theorem 1. Let g(x) be an infinitely differentiable function on [0, ∞] and f be an unknown distribution in
D′(R+). Then the generalized Abel’s integral equation of the first kind

θ(x − x0)g(x) =
1

Γ(α)

∫ x

0
(x − ζ)α−1 f (ζ)dζ (4)

has the solution
f (x) = θ(x − x0)g(x) ∗ Φ−α

where α is any real number in R and x0 ≥ 0. In particular, we have four different cases depending on the value
of α.

(i) If m < α < m + 1 for m = 0, 1, . . . , then

f (x) =
dm+1

dxm+1 θ(x − x0)g(x) ∗ x−α+m
+

Γ(−α + m + 1)

= g(x0)
(x − x0)

−α
+

Γ(−α + 1)
+ · · ·+ g(m)(x0)

(x − x0)
−α+m
+

Γ(−α + m + 1)

+
1

Γ(−α + m + 1)

∫ x

x0

g(m+1)(ζ)(x − ζ)−α+mdζ

for x ≥ x0.
(ii) If α = 1, 2, . . . , then

f (x) = g(x0)δ
(α−1)(x − x0) + · · ·+ g(α−1)(x0)δ(x − x0) + θ(x − x0)g(α)(x).

(iii) If α = 0, then f (x) = θ(x − x0)g(x).
(iv) If α < 0, then for x ≥ x0

f (x) =
1

Γ(−α)

∫ x

x0

g(ζ)(x − ζ)−α−1dζ

which is well defined.
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Proof. Clearly, we can convert Equation (4) into

θ(x − x0)g(x) = f (x) ∗ Φα

which infers that

θ(x − x0)g(x) ∗ Φ−α = ( f (x) ∗ Φα) ∗ Φ−α = f (x) ∗ Φ0 = f (x) ∗ δ(x) = f (x)

by using Equations (1) and (2). Assuming m < α < m + 1 for m = 0, 1, . . . , we derive that

Φ−α =
dm+1

dxm+1
x−α+m
+

Γ(−α + m + 1)

where
x−α+m
+

Γ(−α + m + 1)

is a locally integrable function on R since −1 < −α + m < 0. Hence,

f (x) = θ(x − x0)g(x) ∗ dm+1

dxm+1
x−α+m
+

Γ(−α + m + 1)
=

dm+1

dxm+1 θ(x − x0)g(x) ∗ x−α+m
+

Γ(−α + m + 1)
.

In particular, choosing m = 0 (then 0 < α < 1) and x0 = 0 we come to

f (x) =
1

Γ(1 − α)

∫ x

0

g′(ζ)
(x − ζ)α

dζ

for a differentiable function g(x) (in the classical sense). This is the solution for the classical Abel’s
integral equation.

Obviously, we get from integration by parts,

(
d

dx
θ(x − x0)g(x), φ(x)) = −

∫ ∞

x0

g(x)φ′(x)dx = g(x0)φ(x0) +
∫ ∞

x0

φ(x)g′(x)dx

where φ is the testing function. This implies that

d
dx

θ(x − x0)g(x) = g(x0)δ(x − x0) + θ(x − x0)g′(x).

By mathematical induction,

dm+1

dxm+1 θ(x − x0)g(x) = g(x0)δ
(m)(x − x0) + g′(x0)δ

(m−1)(x − x0)

= + · · ·+ g(m)(x0)δ(x − x0) + θ(x − x0)g(m+1)(x).

This infers that for x ≥ x0

f (x) =
dm+1

dxm+1 θ(x − x0)g(x) ∗ x−α+m
+

Γ(−α + m + 1)

= g(x0)
(x − x0)

−α
+

Γ(−α + 1)
+ · · ·+ g(m)(x0)

(x − x0)
−α+m
+

Γ(−α + m + 1)

+
1

Γ(−α + m + 1)

∫ x

x0

g(m+1)(ζ)(x − ζ)−α+mdζ.

The rest of the proof follows easily. This completes the proof of Theorem 1.
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Example 2. Let m = 0, 1, . . . . Then the generalized Abel’s integral equation

θ(x − 1)ex =
∫ x

0
f (τ)(x − τ)m−0.5dτ (5)

has the solution in D′(R+)

f (x) =
1(

m − 0.5
m

)
m!

√
π

{
δ(m−0.5)(x − 1)

+ δ(m−3/2)(x − 1) + · · ·+ δ(−0.5)(x − 1) +
1√
π

∫ x

1
θ(τ − 1)eτ(x − τ)−0.5dτ

}
.

Proof. Clearly, we can write Equation (5) to

θ(x − 1)ex =
Γ(m + 0.5)
Γ(m + 0.5)

∫ x

0
f (τ)(x − τ)m−0.5dτ = Γ(m + 0.5)Φm+0.5 ∗ f ,

which deduces that by Theorem 1

f (x) =
1

Γ(m + 0.5)
Φ−m−0.5 ∗ θ(x − 1)ex =

1
Γ(m + 0.5)

Φ0.5 ∗ Φ−m−1 ∗ θ(x − 1)ex

as
Φ0 ∗ f = δ ∗ f = f .

Obviously,(
d

dx
θ(x − 1)ex, φ(x)

)
= −

∫ ∞

1
exφ′(x)dx = φ(1) +

∫ ∞

−∞
θ(x − 1)exφ(x)dx

which claims that
d

dx
θ(x − 1)ex = δ(x − 1) + θ(x − 1)ex.

Similarly, we have

d2

dx2 θ(x − 1)ex = δ′(x − 1) + δ(x − 1) + θ(x − 1)ex.

By mathematical induction, we come to

dm+1

dxm+1 θ(x − 1)ex = δ(m)(x − 1) + δ(m−1)(x − 1) + · · ·+ δ(x − 1) + θ(x − 1)ex.

Therefore,

Φ0.5 ∗ Φ−m−1 ∗ θ(x − 1)ex

= Φ0.5 ∗ dm+1

dxm+1 θ(x − 1)ex

= Φ0.5 ∗
{

δ(m)(x − 1) + δ(m−1)(x − 1) + · · ·+ δ(x − 1) + θ(x − 1)ex
}

= δ(m−0.5)(x − 1) + δ(m−3/2)(x − 1) + · · ·+ δ(−0.5)(x − 1) +
1√
π

∫ x

1
θ(τ − 1)eτ(x − τ)−0.5dτ.

This completes the proof by noting that

Γ(m + 0.5) =
(

m − 0.5
m

)
m!

√
π.
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Example 3. Let m = 1, 2, . . . and

sin x+ =

{
sin x if x ≥ 0,
0, otherwise.

Then the generalized Abel’s integral equation

sin x+ =
∫ x

0
f (τ)(x − τ)−m−0.5dτ (6)

has the solution in D′(R+)

f (x) =

(−0.5
m

)
m! xm+0.5

+

√
π

E2,m+3/2(−x2)

where Eα,β(x) is the Mittag-Leffler function, defined by the series expansion

Eα,β(x) =
∞

∑
k=0

xk

Γ(αk + β)

for α, β > 0.

Proof. Evidently, we can convert Equation (6) to

sin x+ =
Γ(−m + 0.5)
Γ(−m + 0.5)

∫ x

0
f (τ)(x − τ)−m−0.5dτ = Γ(−m + 0.5)Φ−m+0.5 ∗ f .

Hence from Theorem 1, we get

f (x) =
1

Γ(−m + 0.5)
Φm−0.5 ∗ sin x+ =

1
Γ(−m + 0.5) Γ(m − 0.5)

∫ x

0
sin τ (x − τ)m−3/2dτ

=
1

Γ(−m + 0.5) Γ(m − 0.5)

∞

∑
k=0

(−1)k

(2k + 1)!

∫ x

0
τ2k+1 (x − τ)m−3/2dτ.

Setting τ = xt, we arrive at

∫ x

0
τ2k+1 (x − τ)m−3/2dτ =

Γ(2k + 2) Γ(m − 0.5)
Γ(2k + m + 3/2)

x2k+m+0.5
+ .

This implies

f (x) =
1

Γ(−m + 0.5)

∞

∑
k=0

(−1)k

Γ(2k + m + 3/2)
x2k+m+0.5
+

=
xm+0.5
+

Γ(−m + 0.5)

∞

∑
k=0

(−x2)k

Γ(2k + m + 3/2)

=
xm+0.5
+

Γ(−m + 0.5)
E2,m+3/2(−x2).

This completes the proof by using

Γ(−m + 0.5) =
√

π(−0.5
m

)
m!

.
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Furthermore, the generalized Abel’s integral equation

δ(k)(x) + x−
√

3
+ =

∫ x

0
f (τ)(x − τ)−m−0.5dτ

has the solution in D′(R+)

f (x) =

(−0.5
m

)
m!

√
π

Φm−k−0.5(x) +

(−0.5
m

)
Γ(−

√
3 + 1)m!

√
π

Φm−√
3+0.5(x)

for k = 0, 1, . . . and m = 1, 2, . . . .
Similarly, the generalized Abel’s integral equation

δ(k)(x) + x−
√

3
+ =

∫ x

0
f (τ)(x − τ)m−0.5dτ (7)

has the solution in D′(R+)

f (x) =
1(

m − 0.5
m

)
m!

√
π

Φ−m−k−0.5(x) +
Γ(−√

3 + 1)(
m − 0.5

m

)
m!

√
π

Φ−m−√
3+0.5(x).

for k, m = 0, 1, . . . .

To end off this section, we would add that many applied problems from physical, engineering and
chemical processes lead to integral equations, which at first glance have nothing in common with Abel’s
integral equations, and due to this perception, additional efforts are undertaken for the development
of analytical or numerical procedure for solving these equations. However, their transformations to
the form of Abel’s integral equations will speed up the solution process [24], or, more significantly,
lead to distributional solutions in cases where classical ones do not exist [22].

As an example, the following integral equation with a moving integration limit

∫ y

0

1
(y2 − x2)β

f (x)dx = g(y)

can be converted into Abel’s integral equation to solve in the distributional sense. The interested
readers are referred to [22] for the detailed methods.

3. Babenko’s Approach in Distribution

In this section, we shall extend the method used by Yu. I. Babenko in his book [28], for solving
various types of fractional differential and integral equations in the classical sense, to generalized
functions. The method itself is close to the Laplace transform method in the ordinary sense, but it can be
used in more cases, such as solving fractional differential equations with variable coefficients. Clearly,
it is always necessary to show convergence of the series obtained as solutions by other analytical tools,
although it is a hard job in general [24]. We point out that Babenko’s method can also be used to solve
certain partial differential equations for heat and mass transfer theory, and suggest the interested
readers are referred to [24] for the detailed arguments.

We must add that Oliver Heaviside (1850–1925) introduced an ingenious way of solving ordinary
or partial differential equations arising from electromagnetic problems through algebration [29–31].
He considered, for example, the factor d2/dx2 f as product of the differential operator d2/dx2 with f
itself. Therefore, the differential equation for a given g(x)

y(x) + y′′(x) = g(x)
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can be converted to
(1 + d2/dx2)y(x) = g(x),

which implies that the solution

y(x) = (1 + d2/dx2)−1g(x) =
∞

∑
n=0

(−1)nD2ng(x), D = d/dx

if it converges. This method is identical to Babenko’s Approach.
Let g(x) ∈ D′(R+) be given. We now study Abel’s integral equation of the second kind

y(x) +
λ

Γ(α)

∫ x

0
(x − τ)α−1 y(τ) dτ = g(x) (8)

with demonstrations of examples in the distributional space D′(R+), where α ∈ R and λ is a constant.
Further, we will investigate and solve several integral equations with variable coefficients by products
of distributions and fractional operations of generalized functions. The results derived here cannot be
achieved by the Laplace transform in general, or numerical analysis methods since distributions are
undefined at points in R.

Clearly, Equation (8) is equivalent to the convolutional equation

(δ + λΦα) ∗ y(x) = g(x)

in D′(R+), although it is undefined in the classical sense for α ≤ 0. We should point out it becomes the
differential equation

y + λy ∗ δ(m) = y + λy(m) = g

if α = −m.

Example 4. Let λ be a nonzero constant and α > 0. Then the fractional differential equation

λy(x) + y(α)(x) = δ(x) (9)

has the solution in the space D′(R+)

y(x) = xα−1
+ Eα,α(−λxα

+).

Proof. Equation (9) can be written into

λy + Φ−α ∗ y = δ

which is equivalent to
λΦα ∗ y + y = Φα ∗ δ.

By Babenko’s method we get

y(x) =
∞

∑
n=0

(−1)nλnΦn+1
α ∗ δ =

∞

∑
n=0

(−1)nλnΦn+1
α

=
∞

∑
n=0

(−1)nλnΦα(n+1) =
∞

∑
n=0

(−1)nλn xαn+α−1
+

Γ(αn + α)

= xα−1
+

∞

∑
n=0

(−λxα
+)

n

Γ(αn + α)
= xα−1

+ Eα,α(−λxα
+)

which is convergent, and hence well defined, by noting that xα−1
+ is a locally integrable function on R.
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In particular, the differential equation

λy(x) + y′(x) = δ(x)

has the solution in the space D′(R+)

y(x) = θ(x)e−λx.

Similarly, the fractional differential equation

λy(x) + y(α)(x) = x+

has the solution
y(x) = xα+1

+ Eα,α+2(−λxα
+)

where α > 0.
Indeed,

y(x) =
∞

∑
n=0

(−1)nλnΦn+1
α ∗ x+ =

∞

∑
n=0

(−1)nλnΦn+1
α ∗ x+

Γ(2)

=
∞

∑
n=0

(−1)nλnΦ(n+1)α ∗ Φ2 =
∞

∑
n=0

(−1)nλnΦ(n+1)α+2(x)

= xα+1
+

∞

∑
n=0

(−1)nλn xαn
+

Γ(nα + α + 2)
= xα+1

+ Eα,α+2(−λxα
+).

Using the same argument, the fractional differential equation

λy(x) + y(α)(x) = δ′(x)

has the solution
y(x) = xα−2

+ Eα,α−1(−λxα
+)

where α > 1 and xα−2
+ is a regular distribution.

More generally, the fractional differential equation

y(α)(x) + λy(β)(x) = δ(x), α > β ≥ 0

has the solution
y(x) = xα−1

+ Eα−β, α(−λxα−β
+ ).

Remark 1. We begin by using Example 4 as a simple demonstration of Babenko’s Approach. Clearly, all the
equations presented above can be easily solved by the Laplace transform. For example, applying the Laplace
transform to the equation

y(α)(x) + λy(β)(x) = δ(x), α > β ≥ 0

gives

y∗(s) = 1
sα + λsβ

.

The inverse transform implies
y(x) = xα−1

+ Eα−β, α(−λxα−β
+ ).

102



Mathematics 2018, 6, 97

However, we must mention that Babenko’s approach in the distributional sense is much more general than
that of the Laplace transform. As an example, the Laplace transform does not work for the equation

y(α)(x) + λy(β)(x) = x−1.5
+ , α > β ≥ 0

as the distribution x−1.5
+ is not locally integrable. As indicated below, Babenko’s approach provides an efficient

method of dealing with this kind of equation.

Example 5. Let α > 0. Then the fractional differential and integral equation (mixed type)

y(0.75)(x) +
λ

Γ(α)

∫ x

0
(x − τ)α−1y(τ)dτ = x−1.5

+ (10)

has the solution in the space D′(R+)

y(x) = −2
√

πx−0.75
+ Eα+0.75, 0.25(−λxα+0.75

+ ).

Proof. Equation (10) can be changed to

y(0.75)(x) + λy(−α)(x) = Γ(−0.5)Φ−0.5(x)

which is equivalent to
Φ−0.75 ∗ y + λΦα ∗ y = −2

√
πΦ−0.5.

Applying Φ0.75 to both sides of the above equation, we only need to study the following
integral equation

y + λΦα+0.75 ∗ y = −2
√

πΦ0.25.

Therefore,

y(x) = −2
√

π
∞

∑
n=0

(−1)nλnΦαn+0.75n ∗ Φ0.25 = −2
√

π
∞

∑
n=0

(−1)nλnΦαn+0.75n+0.25

= −2
√

π
∞

∑
n=0

(−1)nλn xαn+0.75n−0.75
+

Γ(αn + 0.75n + 0.25)

= −2
√

πx−0.75
+

∞

∑
n=0

(−λxα+0.75
+ )n

Γ(αn + 0.75n + 0.25)

= −2
√

πx−0.75
+ Eα+0.75, 0.25(−λxα+0.75

+ )

which is convergent.

Example 6. The generalized Abel’s integral equation

y(x) +
∫ x

0

y(τ)√
x − τ

dτ = x−
√

2
+ + δ(x) (11)

has the solution in the space D′(R+)

y(x) = x−
√

2
+ + δ(x)− x−0.5

+ − Γ(1 −√
2)
√

π x0.5−√
2

+

Γ(3/2 −√
2)

+
π

1 −√
2

x1−√
2

+

−Γ(1 −
√

2)π3/2x3/2−√
2

+ E0.5,5/2−√
2(−

√
πx0.5

+ ) + πE0.5,1(−
√

πt0.5
+ ).
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Proof. Equation (11) can be written into

y(x) +
√

π

Γ(0.5)

∫ x

0

y(τ)√
x − τ

dτ = Γ(1 −√
π)

x−
√

2
+

Γ(1 −√
π)

+
x−1
+

Γ(0)
= Γ(1 −√

π)Φ1−√
π + Φ0.

By Babenko’s method we get

y(x) =
∞

∑
n=0

(−1)nπn/2Φn/2 ∗
(

Γ(1 −√
π)Φ1−√

π + Φ0

)

=
∞

∑
n=0

(−1)nπn/2Φn/2 ∗ Γ(1 −√
π)Φ1−√

π

+
∞

∑
n=0

(−1)nπn/2Φn/2 � I1 + I2.

Clearly,

I2 =
∞

∑
n=0

(−1)nπn/2Φn/2 =
∞

∑
n=0

(−1)nπn/2 xn/2−1
+

Γ(n/2)

= δ(x)−√
π

x−0.5
+

Γ(0.5)
+

∞

∑
n=2

(−1)nπn/2 xn/2−1
+

Γ(n/2)

= δ(x)− x−0.5
+ + πE0.5,1(−

√
πx0.5

+ )

where
E0.5,1(x) = ex2

erfc(−x)

and erfc(x) is the error function complement defined by

erfc(x) =
2√
π

∫ ∞

x
e−t2

dt.

As for I1, we come to

I1 = Γ(1 −
√

2)
∞

∑
n=0

(−1)nπn/2Φn/2+1−√
2

= x−
√

2
+ − Γ(1 −√

2)
√

π x0.5−√
2

+

Γ(3/2 −√
2)

+Γ(1 −
√

2)π
x1−√

2
+

Γ(2 −√
2)

+ Γ(1 −
√

2)
∞

∑
n=3

(−1)nπn/2Φn/2+1−√
2

= x−
√

2
+ − Γ(1 −√

2)
√

π x0.5−√
2

+

Γ(3/2 −√
2)

+
π

1 −√
2

x1−√
2

+

−Γ(1 −
√

2)π3/2x3/2−√
2

+ E0.5,5/2−√
2(−

√
πx0.5

+ ).

The result follows from the sum of I1 and I2.
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Remark 2. Equation (11) cannot be discussed in the classical sense, including the Laplace transform, since
the fractional integral or derivative of x−

√
2

+ , does not exist in the normal sense. Clearly, the distribution

x−
√

2
+ + δ(x) in the solution is a singular generalized function in D′(R+), while the rest

x−0.5
+ − Γ(1 −√

2)
√

π x0.5−√
2

+

Γ(3/2 −√
2)

+
π

1 −√
2

x1−√
2

+

−Γ(1 −
√

2)π3/2x3/2−√
2

+ E0.5,5/2−√
2(−

√
πx0.5

+ ) + πE0.5,1(−
√

πx0.5
+ ).

is regular (locally integrable).
Assume f is a distribution in D′(R) and g is a function in C∞(R). Then the product f g is well defined by

( f g, φ) = ( f , gφ)

for all functions φ ∈ D(R) as gφ ∈ D(R). Therefore, the product, for k = 0, 1, . . . ,

λxk

Γ(α)

∫ x

0
(x − τ)α−1 y(τ) dτ

makes sense since xk is in C∞(R) and

λ

Γ(α)

∫ x

0
(x − τ)α−1 y(τ) dτ = λΦα ∗ y

is a distribution in D′(R+) (subspace of D′(R)) for arbitrary α ∈ R if y ∈ D′(R+), according to Section 2.

Example 7. Let k ≥ 1 be an integer. Then the integral equation

xk
∫ x

0

y(τ)√
x − τ

dτ = δ(m)(x)

has a solution in the space D′(R+)

y(x) =
1√
π

{
(−1)k δ(m+k+0.5)(x)

k!(m+k
k )

+ C0δ(0.5)(x) + · · ·+ Ck−1δ(k−0.5)(x)

}

where m is a non-negative integer and C0, · · · , Ck−1 are arbitrary constants.

Proof. First, we show that

xkδ(s)(x) =

⎧⎨
⎩ (−1)kk!

(
s
k

)
δ(s−k)(x) if k ≤ s,

0 otherwise

for k, s = 0, 1, 2, . . . .
Indeed,

(xkδ(s)(x), φ(x)) = (−1)s(xkφ(x))(s)
∣∣∣
x=0

= (−1)sk!
(

s
k

)
φ(s−k)(0)

= (−1)kk!
(

s
k

)
(δ(s−k)(x), φ(x))

for k ≤ s.
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On the other hand, we have
xkδ(s)(x) = 0

if k > s.
It follows that

xk δ(m+k)(x) = (−1)kk!
(

m + k
k

)
δ(m)(x).

Therefore,

∫ x

0

y(τ)√
x − τ

dτ = (−1)k δ(m+k)(x)

k!
(

m + k
k

) + C0δ(x) + · · ·+ Ck−1δ(k−1)(x)

which implies that

y(x) =
1√
π

Φ−0.5 ∗
{
(−1)k δ(m+k)(x)

k!(m+k
k )

+ C0δ(x) + · · ·+ Ck−1δ(k−1)(x)

}

=
1√
π

{
(−1)k δ(m+k+0.5)(x)

k!(m+k
k )

+ C0δ(0.5)(x) + · · ·+ Ck−1δ(k−0.5)(x)

}

where C0, · · · , Ck−1 are arbitrary constants.
Furthermore, we let k ≥ 1 be an integer. Then the integral equation

xk
∫ x

0

y(τ)
(x − τ)3/2 dτ = δ(m)(x)

has a solution in the space D′(R+)

y(x) = −2
√

π

{
(−1)k δ(m+k−0.5)(x)

k!(m+k
k )

+ C0δ(−0.5)(x) + · · ·+ Ck−1δ(k−3/2)(x)

}

where m is a non-negative integer and C0, · · · , Ck−1 are arbitrary constants.
In fact, we derive that

y(x) = Γ(−0.5)Φ0.5 ∗
{
(−1)k δ(m+k)(x)

k!(m+k
k )

+ C0δ(x) + · · ·+ Ck−1δ(k−1)(x)

}

= −2
√

π

{
(−1)k δ(m+k−0.5)(x)

k!(m+k
k )

+ C0δ(−0.5)(x) + · · ·+ Ck−1δ(k−3/2)(x)

}
.

It generally follows that the integral equation

xk
∫ x

0
y(τ)(x − τ)α−1 dτ = δ(m)(x)

has a solution

y(x) =
1

Γ(α)

{
(−1)k δ(m+k+α)(x)

k!(m+k
k )

+ C0δ(α)(x) + · · ·+ Ck−1δ(k+α−1)(x)

}

where α �= 0,−1, . . . .
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Example 8. Let k ≥ 1 be an integer. Then the generalized integral equation

xk
+

∫ x

0

y(τ)√
x − τ

dτ = δ(m)(x) (12)

has a solution in the space D′(R+)

y(x) =
1√
π

{
2(−1)km!
(m + k)!

δ(k+m+0.5)(x) + C0δ(0.5)(x) + · · ·+ Ck−1δ(k−0.5)(x)

}
.

where m = 0, 1, 2, . . . and C0, · · · , Ck−1 are arbitrary constants.

Proof. To solve this integral equation, we require the following more complicated product of
distributions, as xk

+ is not an infinitely differentiable function (but it is a locally integrable function).
It follows from Theorem 2.3 in [32] that

xr
+ δ(r+m)(x) =

(−1)r(r + m)!
2m!

δ(m)(x)

for m, r = 0, 1, 2, . . . . We note that this product can be derived directly from the complex analysis
approach based on the Laurent series of xλ

+, xλ− as well as e±iλπ , given below

xλ
+ =

(−1)n−1

(n − 1)!(λ + n)
δ(n−1)(x) + F−n(x+, λ),

xλ− =
1

(n − 1)!(λ + n)
δ(n−1)(x) + F−n(x−, λ),

e±iλπ = (−1)n[1 ± (λ + n)π + · · · ].

Hence,

∫ x

0

y(τ)√
x − τ

dτ =
2(−1)km!
(m + k)!

δ(k+m)(x) + C0δ(x) + · · ·+ Ck−1δ(k−1)(x)

by noting that
xk
+ δ(i)(x) = 0

where i = 0, 1, 2, · · · , k − 1 and C0, · · · , Ck−1 are arbitrary constants. This implies that Equation (12)
has a solution

y(x) =
1√
π

Φ−0.5 ∗
{

2(−1)km!
(m + k)!

δ(k+m)(x) + C0δ(x) + · · ·+ Ck−1δ(k−1)(x)

}

=
1√
π

{
2(−1)km!
(m + k)!

δ(k+m+0.5)(x) + C0δ(0.5)(x) + · · ·+ Ck−1δ(k−0.5)(x)

}
.

Similarly, we let k ≥ 1 be an integer. Then, the integral equation

xk
+

∫ x

0

y(τ)
(x − τ)3/2 dτ = δ(m)(x)

has a solution in the space D′(R+)

y(x) = − 1
2
√

π

{
2(−1)km!
(m + k)!

δ(k+m−0.5)(x) + C0δ(−0.5)(x) + · · ·+ Ck−1δ(k−3/2)(x)

}
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where m is a non-negative integer, and C0, · · · , Ck−1 are arbitrary constants.
Clearly, the integral equation

xk
+

∫ x

0
y(τ)(x − τ)α−1 dτ = δ(m)(x)

has a solution

y(x) =
1

Γ(α)

{
2(−1)km!
(m + k)!

δ(k+m+α)(x) + C0δ(α)(x) + · · ·+ Ck−1δ(k+α−1)(x)

}

where α �= 0,−1, . . . .

Gorenflo and Mainardi [7] presented the applications of Abel’s integral equations of the first and
second kind to solve the following partial equation of heat flow:

ut − uxx = 0, u = u(x, t)

in the semi-infinite intervals 0 < x < ∞ and 0 < t < ∞ of space and time, respectively. Our results
on the distributional Abel’s integral equations have potential applications to dealing with differential
equations in distribution and hence finding distributional (weak) solutions.

Remark 3. Generally speaking, there is the lack of definitions for nonlinear operations, such as product and
composition in distribution theory, although it is of great demand in the areas of differential equations and
quantum field theory. As an example, it seems hard to define the distribution δ2(x), as

(δ2(x), φ(x)) = (δ(x), δ(x)φ(x)) = δ(0)φ(0)

is undefined. Fisher, with his coauthors [33–41], has actively used the δ-sequence and neutrix limit due to van
der Corput since 1969, to deduce numerous products, powers, convolutions, and compositions of distributions
by several workable definitions. From the above examples, it is clear to see the relations between products of
generalized functions and integral equations with variable coefficients in distribution.

4. Conclusions

Applying Babenko’s method and fractional calculus, we have studied and solved several fractional
differential and integral equations, including ones with variable coefficients and a mixed type equation,
in the distributional space D′(R+) by using well defined products of generalized functions and the
Mittag-Leffler function. In particular, we discussed Abel’s integral equations of the first and second
kind for arbitrary α ∈ R by fractional operations of distributions, and derived several new and
interesting results which cannot be realized by numerical analysis, as they involve distributions which
are undefined on R, or by the Laplace transform.

Author Contributions: The order of the author list reflects contributions to the paper.

Funding: This research was funded by NSERC (Canada) under grant number 2017-00001 and NSFC
(China) under grant number 11671251.

Acknowledgments: The authors are grateful to the reviewers for the careful reading of the paper with several
productive suggestions and corrections, which certainly improved its quality.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zimbardo, G.; Perri, S.; Effenberger, F.; Fichtner, H. Fractional Parker equation for the transport of cosmic
rays: Steady-state solutions. Astron. Astrophys. 2017, 607, A7. [CrossRef]

108



Mathematics 2018, 6, 97

2. Li, C.; Li, C.P. On defining the distributions (δ)k and (δ′)k by fractional derivatives. Appl. Math. Comput.
2014, 246, 502–513.

3. Mann, W.R.; Wolf, F. Heat transfer between solids and gases under nonlinear boundary conditions.
Quart. Appl. Math. 1951, 9, 163–184. [CrossRef]

4. Goncerzewicz, J.; Marcinkowska, H.; Okrasinski, W.; Tabisz, K. On percolation of water from a cylindrical
reservoir into the surrounding soil. Appl. Math. 1978, 16, 249–261. [CrossRef]

5. Keller, J.J. Propagation of simple nonlinear waves in gas filled tubes with friction. Z. Angew. Math. Phys.
1981, 32, 170–181. [CrossRef]

6. Kilbas, A.A.; Srivastava, H.M.; Trujillo, J.J. Theory and Applications of Fractional Differential Equations; Elsevier:
New York, NY, USA, 2006.

7. Gorenflo, R.; Mainardi, F. Fractional Calculus: Integral and Differential Equations of Fractional Order.
In Fractals and Fractional Calculus in Continuum Mechanics; Carpinteri, A., Mainardi, F., Eds.; Springer:
New York, NY, USA, 1997; pp. 223–276.

8. Wang, J.R.; Zhu, C.; Fec̆kan, M. Analysis of Abel-type nonlinear integral equations with weakly singular
kernels. Bound. Value Probl. 2014, 2014, 20. [CrossRef]

9. Atkinson, K.E. An existence theorem for Abel integral equations. SIAM J. Math. Anal. 1974, 5, 729–736.
[CrossRef]

10. Bushell, P.J.; Okrasinski, W. Nonlinear Volterra integral equations with convolution kernel. J. Lond. Math. Soc.
1990, 41, 503–510. [CrossRef]

11. Gorenflo, R.; Vessella, S. Abel Integral Equations: Analysis and Applications; Springer-Verlag: Berlin, Germany,
1991; Volume 1461.

12. Okrasinski, W. Nontrivial solutions to nonlinear Volterra integral equations. SIAM J. Math. Anal. 1991, 22,
1007–1015. [CrossRef]

13. Gripenberg, G. On the uniqueness of solutions of Volterra equations. J. Integral Equ. Appl. 1990, 2, 421–430.
[CrossRef]

14. Mydlarczyk, W. The existence of nontrivial solutions of Volterra equations. Math. Scand. 1991, 68, 83–88.
[CrossRef]

15. Kilbas, A.A.; Saigo, M. On solution of nonlinear Abel-Volterra integral equation. J. Math. Anal. Appl.
1999, 229, 41–60. [CrossRef]

16. Karapetyants, N.K.; Kilbas, A.A.; Saigo, M. Upper and lower bounds for solutions of nonlinear Volterra
convolution integral equations with power nonlinearity. J. Integral Equ. Appl. 2000, 12, 421–448. [CrossRef]

17. Lima, P.; Diogo, T. Numerical solution of nonuniquely solvable Volterra integral equation using extrapolation
methods. J. Comput. App. Math. 2002, 140, 537–557. [CrossRef]

18. Rahimy, M. Applications of fractional differential equations. Appl. Math. Sci. 2010, 4, 2453–2461.
19. Li, C.P.; Zeng, F. Numerical Methods for Fractional Calculus; Chapman and Hall/CRC: Boca Raton, FL,

USA, 2015.
20. Mainardi, F. Fractional relaxation-oscillation and fractional diffusion-wave phenomena. Chaos Solitons

Fractals 1996, 7, 1461–1477. [CrossRef]
21. Kesavan, S. Functional Analysis; Hindustan Book Agency: Gurgaon, India, 2014.
22. Li, C.; Li, C.P.; Kacsmar, B.; Lacroix, R.; Tilbury, K. The Abel integral equations in distributions. Adv. Anal.

2017, 2, 88–104. [CrossRef]
23. Li, C.; Clarkson, K. Babenko’s approach to Abel’s integral equations. Mathematics 2018, 6, 32. math6030032.

[CrossRef]
24. Podlubny, I. Fractional Differential Equations; Academic Press: New York, NY, USA, 1999.
25. Gel’fand, I.M.; Shilov, G.E. Generalized Functions; Academic Press: New York, NY, USA, 1964; Volume I.
26. Li, C. Several results of fractional derivatives in D′(R+). Fract. Calc. Appl. Anal. 2015, 18, 192–207. [CrossRef]
27. Matignon, D. Stability results for fractional differential equations with applications to control processing.

In Computational Engineering in System Applications; IMACS, IEEE-SMC: Lille, France, 1996; Volume 2,
pp. 963–968.

28. Babenko, Y.I. Heat and Mass Transfer; Khimiya: Leningrad, Russia, 1986. (In Russian)
29. Heaviside, O. On operators in physical mathematics, Part 1. Proc. R. Soc. 1893, 52, 504–529. [CrossRef]
30. Heaviside, O. On operators in physical mathematics, Part 2. Proc. R. Soc. 1893, 54, 105–143. [CrossRef]
31. Heaviside, O. Electromagnetic Theory; Ernest Benn Ltd.: London, UK, 1925; Volumes 1, 2 and 3.

109



Mathematics 2018, 6, 97

32. Li, C. Several results on the commutative neutrix product of distributions. Integral Transforms Spec. Funct.
2007, 18, 559–568. [CrossRef]

33. Fisher, B.; Al-Sirehy, F. On the convolution and neutrix convolution of the functions sinh−1 x and xr.
Sarajevo J. Math. 2015, 11, 37–48. [CrossRef]

34. Fisher, B.; Ozcag, E. Some results on the neutrix composition of the delta function. Filomat 2012, 26, 1247–1256.
[CrossRef]

35. Fisher, B.; Ozcag, E.; Al-Sirehy, F. On the composition and neutrix composition of the delta function and the
function cosh−1(|x|1/r + 1). Int. J. Anal. Appl. 2017, 13, 161–169.
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Abstract: In this paper, we introduce F-convex contraction via admissible mapping in the sense
of Wardowski [Fixed points of a new type of contractive mappings in complete metric spaces.
Fixed Point Theory Appl., 94 (2012), 6 pages] which extends convex contraction mapping of type-2 of
Istrǎţescu [Some fixed point theorems for convex contraction mappings and convex non-expansive
mappings (I), Libertas Mathematica, 1(1981), 151–163] and establish a fixed point theorem in the
setting of metric space. Our result extends and generalizes some other similar results in the literature.
As an application of our main result, we establish an existence theorem for the non-linear Fredholm
integral equation and give a numerical example to validate the application of our obtained result.

Keywords: α-admissible mapping; α∗-admissible; F-contraction; α-F-convex contraction; fixed point;
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1. Introduction and Preliminaries

The Banach’s contraction principle [1] first appeared in explicit form in 1922, where it was
used to establish the existence of a solution for an integral equation. Since then, because of its
simplicity, usefulness and constructiveness, it has become a very popular and a fundamental tool
in solving existence problems arising not only in pure and applied mathematics but also in many
branches of sciences, engineering, social sciences, economics and medical sciences. One of the most
common generalizations of Banach’s contraction is the 1971’s Ćirić contraction [2] (also see [3]),
in that he considered all possible six values d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx) and d(Tx, Ty)
by combining x, y, Tx, Ty for all x, y ∈ X and T (self mapping on a metric space (X, d)). Later, in 1982,
Istrǎţescu [4] introduced the class of convex contractions in metric space, where he considered seven
values d(x, y), d(Tx, Ty), d(x, Tx), d(Tx, T2x), d(y, Ty), d(Ty, T2y) and d(T2x, T2y) for all x, y ∈ X.
Further, he showed with example (see Example 1.3, [4]) that T is in the class of convex contraction
but it is not a contraction. Recently, some researchers studied on generalization of such class of
mappings in the setting of various spaces (for example, Alghamdi et al. [5], Ghorbanian et al. [6],
Latif et al. [7], Miandaragh et al. [8], Miculescu [9], etc.). Khan et al. [10], introduced the notion of
generalized convex contraction mapping of type-2 by extending the generalized convex contraction
(respectively, generalized convex contraction of order-2) of Miandaragh et al. [8] and the convex
contraction mapping of type-2 of Istrǎţescu [4]. Very recently, Khan et al. [11], discussed the notions of
(α, p)-convex contraction (respectively (α, p)-contraction) and asymptotically T2-regular (respectively
(T, T2)-regular) sequence and, showed that (α, p)-convex contraction reduces to two-sided convex
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contraction [4]. Further, they have also shown with examples that the notions of asymptotically
T-regular and T2-regular sequences are independent to each other.

Generalizing the Banach contraction principle, Wardowski [12] introduced the notion of
F-contraction and proved a new fixed point theorem concerning F-contractions.

Definition 1. [12] Let F : R+ → R be a mapping satisfying the following:

(F1) F is strictly increasing, i.e., for all α, β ∈ R+ such that α < β, F(α) < F(β);
(F2) For each sequence {αn}n∈N of positive numbers limn→∞ αn = 0 if and only if limn→∞ F(αn) = −∞;
(F3) There exists k ∈ (0, 1) such that limα→0+ αkF(α) = 0.

We denote F , the set of all functions satisfying the above definition.

Definition 2. [12] A mapping T : X → X is said to be an F-contraction on (X, d) if there exist F ∈ F and
τ > 0 such that ∀x, y ∈ X,

d(Tx, Ty) > 0 ⇒ τ + F(d(Tx, Ty)) ≤ F(d(x, y)). (1)

Example 1. [12] The following functions F : R+ → R are in F .

(i) F(α) = ln α;
(ii) F(α) = ln α + α;
(iii) F(α) = − 1√

α
;

(iv) F(α) = ln(α2 + α).

By using F-contraction, Wardowski [12] proved a fixed point theorem which generalizes Banach’s
contraction principle in a different way than in the known results from the literature.

Theorem 1. [12] Let (X, d) be a complete metric space and T : X → X be an F-contraction. Then, we have

(i) T has a unique fixed point z ∈ X;
(ii) For all x ∈ X, the sequence {Tnx} is convergent to z ∈ X.

Definition 3. ([2,3]) Let (X, d) be a metric space and T : X → X be a mapping. Then, T is said to be orbitally
continuous on X if limi→∞ Tni x = z implies that limi→∞ Tni x = Tz.

Let T : X → X be a mapping on a non-empty set X. We denote Fix(T) = {x : Tx = x for all x ∈ X}.

Definition 4. [13] Let T : X → X be a self mapping on a non-empty set X and α : X × X → [0, ∞) be a
mapping, we say that T is an α-admissible if x, y ∈ X, α(x, y) ≥ 1 implies that α(Tx, Ty) ≥ 1.

Obviously, α(., .) may or may not be symmetric and α(x, y) = α(y, x) (i.e., symmetric) if and only
if x = y.

Definition 5. [14] Let T : X → X and α : X × X → (−∞,+∞). We say that T is said to be a triangular
α-admissible if

(T1) α(x, y) implies α(Tx, Ty) ≥ 1, x, y ∈ X;
(T2) α(x, z) ≥ 1 and α(z, y) ≥ 1 imply α(x, y) ≥ 1 for all x, y, z ∈ X. (see for more examples

Karapinar et al. [14]).
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Example 2. Let X = [0, ∞). Define T : X → X and α : X × X → [0, ∞) by Tx = ln(1 + x) for all
x ∈ X and

α(x, y) =

{
1 + x, if x ≥ y;

0, otherwise.

Then, T is α-admissible as α(x, y) ≥ 1 implies that α(Tx, Ty) ≥ 1 for x ≥ y and α(x, y) = α(y, x) for all
x = y.

Definition 6. [15] Let T be an α-admissible mapping on a non-empty set X. We say that X has the property
(H) if for each x, y ∈ Fix(T), there exists z ∈ X such that α(x, z) ≥ 1 and α(y, z) ≥ 1.

Definition 7. An α-admissible mapping T is said to be an α∗-admissible, if for each x, y ∈ Fix(T) �= ∅,
we have α(x, y) ≥ 1. If Fix(T) = ∅, we say that T is vacuously α∗-admissible.

The above definition is used by some authors without its nomenclature concerning the uniqueness
of fixed point (for examples Alsulami et al. [16], Khan et al. [10], etc.).

Example 3. Let X = [0, ∞). Define T : X → X and α : X × X → [0, ∞) by Tx = 1 + x for all x ∈ X and

α(x, y) =

{
e2(x−y), if x ≥ y;

0, otherwise.

Then, T is α-admissible. Since T has no fixed point, i.e., Fix(T) = ∅, so T is vacuously α∗-admissible.

Example 4. Let X = [0, ∞). Define T : X → X and α : X × X → [0, ∞) by Tx = x2

2 for all x ∈ X and

α(x, y) =

{
1, if x, y ∈ [0, 2];

0, otherwise.

Obviously, T is α-admissible and Fix(T) = {0, 2}. Then, T is α∗-admissible

Example 5. Let X = [0, ∞). Define T : X → X and α : X × X → [0, ∞) by Tx =
√

x(x2+2)
3 for all

x ∈ X and

α(x, y) =

{
1, if x, y ∈ [0, 1];

0, otherwise.

Obviously, T is α-admissible and Fix(T) = {0, 1, 2}. Note that T is not an α∗-admissible,
since α(x, 2) = 0 for x ∈ {0, 1}.

In the next section, we extend the notion of convex contraction [4] to an α-F-convex contraction
and prove a fixed point theorem in the setting of metric space.

2. α-F-Convex Contraction

In this section, we discuss the class of α-F-convex contractions. Let T be a mapping on a metric
space (X, d). We denote

Mp(x, y) = max
{

dp(x, y), dp(Tx, Ty), dp(x, Tx), dp(Tx, T2x), dp(y, Ty),

dp(Ty, T2y)
}

.
(2)
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Definition 8. A self mapping T on X is said to be an α-F-convex contraction, if there exist two functions
α : X × X → [0, ∞) and F ∈ F such that

dp(T2x, T2y) > 0 ⇒ τ + F
(
α(x, y)dp(T2x, T2y)

) ≤ F
(

Mp(x, y)
)

(3)

for all x, y ∈ X where p ∈ [1, ∞) and τ > 0.

Example 6. Let F(γ) = ln(γ), γ > 0. Obviously, F ∈ F . Let T : X → X be a self mapping on a metric
space (X, d). Consider the convex contraction of type-2 (Istrǎţescu [4]) taking with α(x, y) = 1 for all x, y ∈ X,
e−τ = k = ∑6

i=1 αi < 1 and αi ≥ 0 for all i = 1, 2, ..., 6.

d(T2x, T2y) ≤ α1d(x, y) + α2d(Tx, Ty) + α3d(x, Tx) + α4d(Tx, T2x)

+ α5d(y, Ty) + α6d(Ty, T2y),

where x, y ∈ X with x �= y. Then, we obtain

α(x, y)d(T2x, T2y) =d(T2x, T2y)

≤
6

∑
i=1

αi max
{

d(x, y), d(Tx, Ty), d(x, Tx),

d(Tx, T2x), d(y, Ty), d(Ty, T2y)
}

,

which implies that
α(x, y)d(T2x, T2y) ≤ kM1(x, y) = e−τ M1(x, y).

Taking natural logarithm on both sides, we obtain

τ + F
(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)
.

Therefore,

d(T2x, T2y) > 0 ⇒ τ + F
(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)

for all x, y ∈ X. This shows that T is an α-F-convex contraction with p = 1.

Example 7. Let X = [0, 1] with usual metric d(x, y) = |x− y|. Define a mapping T : X → X by Tx = x2

2 + 1
4

for all x ∈ X with α(x, y) = 1 for all x, y ∈ X. Then, T is α-admissible. Further, we see that T is non-expansive,
since we have

|Tx − Ty| = 1
2
|x2 − y2| ≤ |x − y| for all x, y ∈ X.

Setting F ∈ F such that F(γ) = ln γ, γ > 0. Then, for all x, y ∈ X with x �= y, we obtain

α(x, y)|T2x − T2y| =|T2x − T2y|
=

1
8
(|(x4 + x2)− (y4 + y2)|)

≤1
8
(|x4 − y4|+ |x2 − y2|)

≤1
2
|Tx − Ty|+ 1

4
|x − y|

≤3
4

max
{|Tx − Ty|, |x − y|}

≤e−τ M1(x, y) ≤ e−τ M1(x, y),
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where −τ = ln
( 3

4
)
. Taking natural logarithm on both sides, we obtain

τ + F
(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)
.

This shows that T is an α-F-convex contraction with p = 1.

Example 8. Let T : X → X, where X = [0, 1] with usual metric d(x, y) = |x − y|. Define Tx = 1−x2

2 , for all
x ∈ X and α(x, y) = 1 for all x, y ∈ X. Then, T is α-admissible. Setting F ∈ F such that F(γ) = ln γ, γ > 0.
Then, for all x, y ∈ X with x �= y, we obtain

|Tx − Ty| = 1
2
|x2 − y2| ≤ |x − y|

and

α(x, y)|T2x − T2y| =1
8
(|(2x2 − x4)− (2y2 − y4)|)

=
1
8
(
2|x2 − y2|+ |x4 − y4|)

≤1
2
|x − y|+ 1

4
|x2 − y2|

=
1
2
|x − y|+ 1

2
|Tx − Ty|

≤max
{|x − y|, |Tx − Ty|}

≤M1(x, y).

Taking natural logarithm on both sides, we obtain

F
(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)
.

However, there does not exist τ > 0 such that

τ + F
(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)
.

Therefore, T is not an α-F-convex contraction with p = 1. Also, consider

|Tx − Ty|2 =
1
4
|x2 − y2|2 ≤ |x − y|2

and

α(x, y)|T2x − T2y|2 =
1
64

∣∣(2x2 − x4)− (2y2 − y4)
∣∣2

≤ 1
64
(
4|x2 − y2|2 + |x4 − y4|2)

=
1
16

|x2 − y2|2 + 1
64

|x4 − y4|2

≤1
4
|x − y|2 + 1

16
|x2 − y2|2

≤ 5
16

max
{|x − y|2, |Tx − Ty|2}

=
5
16

M2(x, y) = e−τ M2(x, y).
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Taking natural logarithm on both sides, we obtain

τ + F
(
α(x, y)d(T2x, T2y)

) ≤ F
(

M2(x, y)
)
,

where −τ = ln 5
16 . Therefore, T is an α-F-convex contraction with p = 2.

3. Fixed Point Results of an α-F-Contraction

We prove the following lemma which will be used in the sequel.

Lemma 1. Let (X, d) be a metric space and T : X → X be an α-F-convex contraction satisfying the
following conditions:

(i) T is α-admissible;
(ii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1.

Define a sequence {xn} in X by xn+1 = Txn = Tn+1x0 for all n ≥ 0. Then {dp(xn, xn+1)} is strictly
non-increasing sequence in X.

Proof. Let x0 ∈ X be such that α(Tx0, x0) ≥ 1 and {xn} is a sequence defined by xn+1 = Txn for all
n ∈ N ∪ {0}. Since T is α-admissible, α(x0, x1) = α(x0, Tx0) ≥ 1 implies that α(x2, x3) =

α(Tx1, T2x0) ≥ 1. One can obtain inductively that α(xn, xn+1) ≥ 1 for all n ≥ 0. Assume that
xn �= xn+1 for all n ≥ 0. Then, d(xn, xn+1) > 0 for all n ≥ 0. Setting v = max

{
dp(x0, x1), dp(x1, x2)

}
.

From (2), taking x = x0 and y = x1, we obtain

Mp(x0, x1) = max
{

dp(x0, x1), dp(Tx0, Tx1), dp(x0, Tx0),

dp(Tx0, T2x0), dp(x1, Tx1), dp(Tx1, T2x1)
}

= max
{

dp(x0, x1), dp(x1, x2), dp(x0, x1),

dp(x1, x2), dp(x1, x2), dp(x2, x3)
}

= max
{

dp(x0, x1), dp(x1, x2), dp(x2, x3)
}

.

(4)

Since F is strictly increasing and α(x0, x1) ≥ 1, by (3) and (4), we obtain

F
(
dp(x2, x3)

)
= F

(
dp(T2x0, T2x1)

)
≤ F

(
α(x0, x1)dp(T2x0, T2x1)

)
≤ F

(
Mp(x0, x1)

)− τ

= F
(

max
{

dp(x0, x1), dp(x1, x2), dp(x2, x3)
})− τ

≤ F
(

max
{

v, dp(x2, x3)
})− τ.

(5)

If max
{

v, dp(x2, x3)
}
= dp(x2, x3), then (5) gives

F
(
dp(x2, x3)

) ≤ F
(
dp(x2, x3)

)− τ < F
(
dp(x2, x3)

)
.

This is a contradiction. It follows that

F
(
dp(x2, x3)

) ≤F(v)− τ < F(v).

Since τ > 0 and F is strictly increasing, it follows that

dp(x2, x3) < v = max
{

dp(x0, x1), dp(x1, x2)
}

.
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Again, from (2) taking with x = x1 and y = x2, we obtain

Mp(x1, x2) = max
{

dp(x1, x2), dp(Tx1, Tx2), dp(x1, Tx1),

dp(Tx1, T2x1), dp(x2, Tx2), dp(Tx2, T2x2)
}

= max
{

dp(x1, x2), dp(x2, x3), dp(x1, x2),

dp(x2, x3), dp(x2, x3), dp(x3, x4)
}

= max
{

dp(x1, x2), dp(x2, x3), dp(x3, x4)
}

.

(6)

By (3) and (6), we obtain

F
(
dp(x3, x4)

)
= F

(
dp(T2x1, T2x2)

)
≤ F

(
α(x1, x2)dp(T2x1, T2x2)

)
≤ F

(
Mp(x1, x2)

)− τ

= F
(

max{dp(x1, x2), dp(x2, x3), dp(x3, x4)}
)− τ.

If max
{

dp(x1, x2), dp(x2, x3), dp(x3, x4)
}
= dp(x3, x4), then we obtain

F
(
dp(x3, x4)

) ≤ F
(
dp(x3, x4)

)− τ < F
(
dp(x3, x4)

)
.

This is again a contradiction. It follows that

max{dp(x1, x2), dp(x2, x3)} > dp(x3, x4).

Therefore, v > dp(x2, x3) > dp(x3, x4). Continuing in this process, one can prove inductively that
{dp(xn, xn+1)} is a strictly non-increasing sequence in X.

Theorem 2. Let (X, d) be a complete metric space and T : X → X be an α-F-convex contraction satisfying the
following conditions:

(i) T is α-admissible;
(ii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1;
(iii) T is continuous or, orbitally continuous on X.

Then, T has a fixed point in X. Further, if T is α∗-admissible, then T has a unique fixed point z ∈ X.
Moreover, for any x0 ∈ X if xn+1 = Tn+1x0 �= Txn for all n ∈ N∪ {0}, then limn→∞ Tnx0 = z.

Proof. Let x0 ∈ X be such that α(Tx0, x0) ≥ 1 and define a sequence {xn} by xn+1 = Txn for all
n ∈ N∪ {0}. If xn0 = xn0+1, i.e., Txn0 = xn0 for some n0 ∈ N∪ {0}, then xn0 is a fixed point of T.

Now, we assume that xn �= xn+1 for all n ≥ 0. Then, d(xn, xn+1) > 0 for all n ≥ 0.
Since T is α-admissible, α(x0, Tx0) ≥ 1 implies that α(x1, x2) = α(Tx0, T2x0) ≥ 1. Therefore,
one can obtain inductively that α(xn, xn+1) = α(Tnx0, Tn+1x0) ≥ 1 for all n ≥ 0. Setting
v = max{dp(x0, x1), dp(x1, x2)}.

Now from (2), taking x = xn−2 and y = xn−1, where n ≥ 2, we obtain

Mp(xn−2, xn−1
)
= max

{
dp(xn−2, xn−1), dp(Txn−2, Txn−1), dp(xn−2, Txn−2),

dp(Txn−2, T2xn−2), dp(xn−1, Txn−1), dp(Txn−1, T2xn−1)
}

= max
{

d(xn−2, xn−1), d(xn−1, xn), d(xn−2, xn−1),

dp(xn−1, xn), dp(xn−1, xn), dp(xn, xn+1)
}

= max
{

dp(xn−2, xn−1), dp(xn−1, xn), dp(xn, xn+1)
}

.
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Since F is strictly increasing and T is α-admissible, by (3), we obtain

F
(
dp(xn, xn+1)

)
= F

(
dp(T2xn−2, T2xn−1)

)
≤ F

(
α(xn−2, xn−1)dp(T2xn−2, T2xn−1)

)
≤ F

(
Mp(xn−2, xn−1

)− τ

≤ F
(

max
{

dp(xn−2, xn−1), dp(xn−1, xn), dp(xn, xn+1)
})− τ.

If max
{

dp(xn−2, xn−1), dp(xn−1, xn), dp(xn, xn+1)
}
= dp(xn, xn+1), then we obtain

F
(
dp(xn, xn+1)

) ≤ F
(
dp(xn, xn+1)

)− τ < F
(
dp(xn, xn+1)

)
.

This is a contradiction. Therefore,

F
(
dp(xn, xn+1)

) ≤F
(

max
{

dp(xn−2, xn−1), dp(xn−1, xn)
})− τ.

By Lemma 1, {dp(xn, xn+1)} is strictly non-increasing sequence. Therefore,

F
(
dp(xn, xn+1)

) ≤ F
(
dp(xn−2, xn−1)

)− τ ≤ · · · ≤ F(v)− lτ, (7)

whenever n = 2l or n = 2l + 1 for l ≥ 1.
From (6), we obtain

lim
n→∞

F
(
dp(xn, xn+1)

)
= −∞. (8)

Therefore, by (F2) with (8), we obtain

lim
n→∞

d(xn, xn+1) = 0. (9)

From (F3), there exists k ∈ (0, 1) such that

lim
n→∞

[
dp(xn, xn+1)

]kF
(
dp(xn, xn+1)

)
= 0. (10)

Also, from (7), we obtain

[
dp(xn, xn+1)

]k[F(dp(xn, xn+1)
)− F(v)

] ≤ −[dp(xn, xn+1)
]klτ ≤ 0, (11)

where n = 2l or n = 2l + 1 for l ≥ 1.

Letting n → ∞ in (11) together with (9) and (10), we obtain

lim
n→∞

l
[
d(xn, xn+1)

]k
= 0. (12)

Now, it arises in the following cases.
Case-(i): If n is even and n ≥ 2, then from (12), we obtain

lim
n→∞

n
[
d(xn, xn+1)

]k
= 0. (13)

Case-(ii): If n is odd and n ≥ 3, then from (12), we obtain

lim
n→∞

(n − 1)
[
d(xn, xn+1)

]k
= 0. (14)

Using (9), (14) gives
lim

n→∞
n
[
d(xn, xn+1)

]k
= 0. (15)
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It may be observed from the above cases that, there exists n1 ∈ N such that

n
[
d(xn, xn+1)

]k ≤ 1 for all n ≥ n1.

Therefore, we obtain

d(xn, xn+1) ≤ 1

n
1
k

for all n ≥ n1.

Now, we show that {xn} is a Cauchy sequence. For all p > q ≥ n1, we obtain

d(xp, xq) ≤ d(xp, xp−1) + d(xp−1, xp−2) + · · ·+ d(xq+1, xq)

<
∞

∑
i=q

d(xi, xi+1) ≤
∞

∑
i=q

1

i
1
k

.

Since ∑∞
i=q

1

i
1
k

is convergent, taking q → ∞, we get limp,q→∞ d(xp, xq) = 0. This shows that {xn}
is a Cauchy sequence in X. Since X is complete, there exists z ∈ X such that limn→∞ xn = z. Now we
prove that z is a fixed point of T. Suppose T is continuous, then

d(z, Tz) = lim
n→∞

d(xn, Txn) = lim
n→∞

d(xn, xn+1) = 0.

This shows that z is a fixed point of T.
Again, we suppose that T is orbitally continuous on X, then xn+1 = Txn = T(Tnx0) → Tz as

n → ∞. Since (X, d) is complete this implies that Tz = z. Therefore, Fix(T) �= ∅.
Further, we suppose that T is α∗-admissible, it follows that for all z, z∗ ∈ Fix(T), we have

α(z, z∗) ≥ 1. From (2) and (3), we obtain

F
(
dp(z, z∗)

)
= F

(
dp(T2z, T2z∗)

)
= F

(
α(z, z∗)dp(T2z, T2z∗)

)
≤ F

(
Mp(z, z∗)

)− τ

= F
(

max
{

dp(z, z∗), dp(Tz, Tz∗), dp(z, Tz), dp(Tz, T2z),

dp(z∗, Tz∗), dp(Tz∗, T2z∗)
})− τ

= F
(
dp(z, z∗)

)− τ.

Since τ > 0 and using F is strictly increasing, we obtain

F
(
d(z, z∗)

)
< F

(
d(z, z∗)

)
.

This is a contradiction. Therefore, T has a unique fixed point in X.

One can verify the validity of Theorem 2 with Examples 7 and 8 with proper choose of α(x, y)
and p.

Corollary 1. Let (X, d) be a complete metric space and α : X × X → [0, ∞) be a function. Suppose that
T : X → X be a self mapping satisfying the following conditions:

(i) for all x, y ∈ X

α(x, y)d(T2x, T2y) ≤ k max{d(x, y), d(Tx, Ty), d(x, Tx), d(Tx, T2x),

d(y, Ty), d(Ty, T2y)} (16)

where k ∈ [0, 1);

119



Mathematics 2018, 6, 105

(ii) T is α-admissible;
(iii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1;
(iv) T is continuous or, orbitally continuous on X.

Then, T has a fixed point in X. Further, if T is an α∗-admissible, then T has a unique fixed point z ∈ X.
Moreover, for any x0 ∈ X if xn+1 = Tn+1x0 �= Tnx0 for all n ∈ N∪ {0}, then limn→∞ Tnx0 = z.

Proof. Setting F(γ) = ln(γ), γ > 0. Obviously, F ∈ F . Taking natural logarithm on both sides of (16),
we obtain

− ln k + ln α(x, y)d(T2x, T2y)

≤ ln
(

max
{

d(x, y), d(Tx, Ty), d(x, Tx), d(Tx, T2x), d(y, Ty), d(Ty, T2y)
})

,

which implies that
τ + F

(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)

for all x, y ∈ X with x �= y where τ = − ln k. This shows that T is α-F-convex contraction with p = 1.
Thus, all the conditions of Theorem 2 are satisfied and hence, T has a unique fixed point in X.

The following is proved in Khan et al. ([10], [Theorem 2.2]) by extending convex contraction of
type-2 (Istrǎţescu [4]) to generalized convex contraction of type-2 in the setting of b-metric space .

Corollary 2. Let (X, d) be a complete metric space and α : X × X → [0, ∞) be a function. Suppose that
T : X → X be a self mapping satisfying the following conditions:

(i) for all x, y ∈ X

α(x, y)d(T2x, T2y) ≤ α1d(x, y) + α2d(Tx, Ty) + α3d(x, Tx) + α4d(Tx, T2x)

+ α5d(y, Ty) + α6d(Ty, T2y)}

where 0 ≤ αi < 1, i = 1, 2, ..., 6 such that ∑6
i=1 αi < 1;

(ii) T is α-admissible;
(iii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1;
(iv) T is continuous or, orbitally continuous on X.

Then, T has a fixed point in X. Further, if T is α∗-admissible, then T has a unique fixed point z ∈ X.
Moreover, for any x0 ∈ X if xn+1 = Tn+1x0 �= Tnx0 for all n ∈ N∪ {0}, then limn→∞ Tnx0 = z.

Proof. Setting F(γ) = ln(γ), γ > 0. Obviously, F ∈ F . For all x, y ∈ X with x �= y, we obtain

α(x, y)d(T2x, T2y) = d(T2x, T2y)

≤ α1d(x, y) + α2d(Tx, Ty) + α3d(x, Tx) + α4d(Tx, T2x)

+ α5d(y, Ty) + α6d(Ty, T2y)}
≤ k max

{
d(x, y), d(Tx, Ty), d(x, Tx), d(Tx, T2x),

d(y, Ty), d(Ty, T2y)
}

,

where k = ∑6
i=1 αi < 1. Therefore, by above Corollary 1, T has a unique fixed point in X.
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Corollary 3. Let T be a continuous mapping on a complete metric space (X, d) into itself. If there exists
k ∈ [0, 1) satisfying the following inequality

d(T2x, T2y) ≤ k max
{

d(x, y), d(Tx, Ty), d(x, Tx), d(Tx, T2x),

d(y, Ty), d(Ty, T2y)
}

for all x, y ∈ X, then T has a unique fixed point in X.

4. Application

In this section, we apply our result to establish an existence theorem forthe non-linear Fredholm
integral equation and give a numerical example to validate the application of our obtained result.

Let X = C[a, b] be a set of all real continuous functions on [a, b] equipped with metric
d( f , g) = | f − g| = maxt∈[a,b] | f (t)− g(t)| for all f , g ∈ C[a, b]. Then, (X, d) is a complete metric space.

Now, we consider the non-linear Fredholm integral equation

x(t) = v(t) +
1

b − a

∫ b

a
K
(
t, s, x(s)

)
ds, (17)

where t, s ∈ [a, b]. Assume that K : [a, b]× [a, b]× X → R and v : [a, b] → R continuous, where v(t) is
a given function in X.

Theorem 3. Suppose that (X, d) is a metric space equipped with metric d( f , g) = | f − g| = maxt∈[a,b] | f (t)−
g(t)| for all f , g ∈ X and T : X → X be a continuous operator on X defined by

Tx(t) = v(t) +
1

b − a

∫ b

a
K
(
t, s, x(s)

)
ds. (18)

If there exists k ∈ [0, 1) such that for all x, y ∈ X with x �= y and s, t ∈ [a, b] satisfying the
following inequality∣∣K(t, s, Tx(s)

)− K
(
t, s, Ty(s)

)∣∣ ≤ k max
{|x(s)− y(s)|, |Tx(s)− Ty(s),

|x(s)− Tx(s)|, |Tx(s)− T2x(s)|,
|y(s)− Ty(s)|, |Ty(s)− T2y(s)|},

(19)

then the integral operator defined by (18) has a unique solution z ∈ X and for each x0 ∈ X, Txn �= xn for all
n ∈ N∪ {0}, we have limn→∞Txn = z.

Proof. We define α : X × X → [0, ∞) such that α(x, y) = 1 for all x, y ∈ X. Therefore, T is α-admissible.
Setting F ∈ F such that F(γ) = ln(γ), γ > 0. Let x0 ∈ X and define a sequence {xn} in X by
xn+1 = Txn = Tn+1x0 for all n ≥ 0. By (18), we obtain

xn+1 = Txn(t) = v(t) +
1

b − a

∫ b

a
K
(
t, s, xn(s)

)
ds. (20)

121



Mathematics 2018, 6, 105

We show that T is α-F-convex contraction on C[a, b]. Using (18) and (19), we obtain

|T2x(t)− T2y(t)| = 1
|b − a|

∣∣ ∫ b

a
K
(
t, s, Tx(s)

)
ds −

∫ b

a
K
(
t, s, Ty(s)

)
ds
∣∣

≤ 1
|b − a|

∫ b

a

∣∣K(t, s, Tx(s)
)− K

(
t, s, Ty(s)

)∣∣ds

≤ k
|b − a|

∫ b

a
max

{|x(s)− y(s)|, |Tx(s)− Ty(s), |x(s)− Tx(s)|,

|Tx(s)− T2x(s)|, |y(s)− Ty(s)|, |Ty(s)− T2y(s)|}ds.

Taking maximum on both sides for all t ∈ [a, b], we obtain

d(T2x, T2y) = max
t∈[0,1]

|T2x(t)− T2y(t)|

≤ k
|b − a| max

t∈[a,b]

∫ b

a
max

{|x(s)− y(s)|, |Tx(s)− Ty(s), |x(s)− Tx(s)|,

|Tx(s)− T2x(s)|, |y(s)− Ty(s)|, |Ty(s)− T2y(s)|}ds

≤ k
|b − a| max

[
max
r∈[a,b]

{|x(r)− y(r)|, |Tx(r)− Ty(r), |x(r)− Tx(r)|,

|Tx(r)− T2x(r)|, |y(r)− Ty(r)|, |Ty(r)− T2y(r)|}] ∫ b

a
ds

= k max
{

d(x, y), d(Tx, Ty), d(x, Tx), d(Tx, T2x), d(y, Ty), d(Ty, T2y)
}

= kM1(x, y).

Therefore

α(x, y)d(T2x, T2y) ≤ kM1(x, y).

Now, taking natural logarithm on both sides, we obtain

− ln k + ln
[
α(x, y)d(T2x, T2y)

] ≤ ln M1(x, y).

Thus, we obtain

τ + F
(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)
,

where − ln k = τ. This shows that T is α-F-convex contraction with p = 1 for all x, y ∈ X with x �= y.
Since T is α-admissible and X = C[a, b] is complete metric space. Therefore, the iteration scheme (4.4)
converges to some point z ∈ X, i.e., limn→∞ xn → z. By continuity of T, one can prove that T has a
fixed point, i.e., Tz = z. Consequently, Fix(T) �= ∅. Also, for all x, y ∈ Fix(T), α(z, z∗) = 1 follows
that T is α∗-admissible. Thus, all the conditions of Theorem 2 are satisfied and hence, the integral
operator T defined by (18) has a unique solution z ∈ X.

The following example shows the existence of unique solution of an integral operator satisfying
all the hypothesis in Theorem 3, however, one can also check that the following example does not
satisfy F-contraction.

Example 9. Let X = C[0, 1] be a set of all continuous functions defined on [0, 1] equipped with metric
d( f , g) = | f − g| = maxt∈[0,1] | f (t)− g(t)| for all f , g ∈ X. Let T : X → X be the operator defined by

Tx(t) = v(t) +
∫ 1

0
K
(
t, s, x(s)

)
ds. (21)
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Therefore,

T2x(t) = v(t) +
∫ 1

0
K
(
t, s, Tx(s)

)
ds

= v(t) +
∫ 1

0
K
(
t, s, v(t) +

∫ 1

0
K(t, s, x(t))ds

)
ds.

(22)

Letting v(t) = 8
15 t2 and K

(
t, s, x(s)

)
= 1

4 t2(1 + s)
(
x2(s) + 1

)
. Then, (21) becomes

Tx(t) =
8

15
t2 +

∫ 1

0

1
4

t2(1 + s)
(

x2(s) + 1
)
ds. (23)

Then, (i) v(t) and K
(
t, s, x(s)

)
are continuous,

(ii) max 1
4 |t2(1 + s)| ≤ 1

2 for all (t, s) ∈ [0, 1]× [0, 1],
(iii) Tx ∈ X for all x ∈ X,
(iv) For all x, y ∈ X with x �= y and (t, s) ∈ [0, 1]× [0, 1] and using (21) and (22), we obtain

|Tx(t)− Ty(t)| =
∣∣∣∣ ∫ 1

0
K
(
t, s, x(s)

)
ds −

∫ 1

0
K
(
t, s, y(s)

)
ds
∣∣∣∣

≤
∫ 1

0

∣∣∣∣K(t, s, x(s)
)− K

(
t, s, y(s))ds

)∣∣∣∣ds

=
∫ 1

0

∣∣∣∣ t2(1 + s)
4

(
x2(s)− y2(s)

)∣∣∣∣ds

Taking maximum on both sides for all t ∈ [a, b], we obtain

|Tx − Ty| = max
t∈[0,1]

|Tx(t)− Ty(t)|

≤ max
t∈[0,1]

∫ 1

0

∣∣∣∣ t2(1 + s)
4

(
x2(s)− y2(s)

)∣∣∣∣ds

≤ 1
2

max
ρ∈[0,1]

∣∣∣∣x2(ρ)− y2(ρ)

∣∣∣∣ ∫ 1

0
ds

≤ |x − y|

From the above, one can verify that the integral operator T is not an F-contraction. Also, we have

|T2x(t)− T2y(t)| =
∣∣∣∣ ∫ 1

0
K
(
t, s, Tx(s)

)
ds −

∫ 1

0
K
(
t, s, Ty(s)

)
ds
∣∣∣∣

=

∣∣∣∣ ∫ 1

0
K
(

t, s, v(t) +
∫ 1

0
K(t, s, x(t))ds

)
ds

−
∫ 1

0
K
(

t, s, v(t) +
∫ 1

0
K(t, s, y(t))ds

)
ds
∣∣∣∣

≤
∫ 1

0

∣∣∣∣K
(

t, s, v(t) +
∫ 1

0
K(t, s, x(t))ds

)
ds

− K
(

t, s, v(t) +
∫ 1

0
K(t, s, y(t))ds

)∣∣∣∣ds

=
∫ 1

0

∣∣∣∣ t2(1 + s)
4

∫ 1

0

[
t2(1 + s)

8
(x2(s)− y2(s))

]
ds
∣∣∣∣ds

≤
∫ 1

0

∫ 1

0

∣∣∣∣
[

t2(1 + s)
4

]2(
x2(s)− y2(s)

)∣∣∣∣dsds.
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Taking maximum on both sides for all t ∈ [a, b], we obtain

|T2x − T2y| = max
t∈[0,1]

|T2x(t)− T2y(t)|

≤ max
t∈[0,1]

∫ 1

0

∫ 1

0

∣∣∣∣
[

t2(1 + s)
4

]2(
x2(s)− y2(s)

)∣∣∣∣dsds

≤ 1
4

max
ρ∈[0,1]

∣∣x2(ρ)− y2(ρ)
∣∣ ∫ 1

0

∫ 1

0
dsds

=
1
4

∣∣x2 − y2∣∣ ≤ 1
2
|x − y| ≤ 1

2
M1(x, y)

= e−τ M1(x, y),

where ln 1
2 = −τ. Setting α : X × X → [0, ∞) by α(x, y) = 1 for all x, y ∈ X and F ∈ F such that

F(γ) = ln(γ), γ > 0. Therefore, we obtain

α(x, y)|T2x − T2y| ≤ e−τ M1(x, y).

Taking natural logarithm on both sides, we obtain

τ + ln α(x, y)d(T2x, T2y) ≤ ln M1(x, y),

that is,
τ + F

(
α(x, y)d(T2x, T2y)

) ≤ F
(

M1(x, y)
)
.

This shows that T is α-F-convex contraction with p = 1 for all x, y ∈ X. Thus, all the conditions of
Theorem 3 are satisfied and therefore, the integral Equation (21) has a unique solution. One can verify that
x(t) = t2 is the exact solution of the equation (21). Using the iteration scheme (20), (23) becomes

xn+1 = Txn(t) =
8
15

t2 +
1
4

∫ 1

0

[
t2(1 + s)

{
x2

n(s) + 1
}]

ds. (24)

Letting x0(t) = 0 be an initial solution. Putting n = 0, 1, 2, ..., successively in (24), we obtain

x1(t) = 0.90833333t2, x2(t) = 0.98396470t2, x3(t) = 0.99708377t2

x4(t) = 0.99946614t2, x5(t) = 0.99990215t2, x6(t) = 0.99998206t2

x7(t) = 0.99999671t2, x8(t) = 0.99999940t2, x9(t) = 0.99999985t2

x10(t) = 0.99999998t2, x11(t) = t2.

Therefore, x(t) = t2 is the unique solution.
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