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Design, Analysis, and Optimization of Permanent Magnet
Vernier Machines Considering Rotor Losses

Wenjie Wu, Liang Xu * and Bin Liu
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2211907021@stmail.ujs.edu.cn (W.W.); 2212107009@stmail.ujs.edu.cn (B.L.)
* Correspondence: xuliang0511@ujs.edu.cn

Abstract: The purpose of this paper is the design, analysis, and optimization of a new structure
of a permanent magnet vernier machine (PMVM) with a high torque density and low rotor losses.
First, the modulation principle and topology of this PMVM is introduced. Then, its average torque
and rotor loss are enhanced and reduced by optimizing the flux modulation poles distribution.
For the sake of further reducing the rotor losses on the premise of maintaining the torque density,
the contribution of the air gap flux density harmonics to the rotor loss is analyzed. Then, a new
topological structure of a rotor with a flux barrier is introduced to reduce the rotor losses due to the
decrease of each harmful harmonic. Through the analysis of the structure of the PMVM with the
flux barrier, the influence of the parameters on the performance is built. After that, a multi-objective
optimization algorithm is used to optimize the PMVM so as to obtain the optimal performance.
Moreover, the electromagnetic performance comparison between the newly proposed machine and
the original one is presented to indicate that lower rotor losses can be obtained by the proposed
machine when the torque is ensured. Finally, a prototype of proposed PMVM is built and further
tested to verify the validities of the theoretical and finite-element analyses.

Keywords: permanent magnet vernier machine; rotor losses; vernier; flux barriers; harmonics
analysis; finite-element analysis

1. Introduction

Owing to the merits of high efficiency and torque, the permanent magnet (PM) ma-
chine has been widely researched and applied in a lot of fields [1–6]. In order to achieve
the requirement of a high torque at a low machine size, various high torque density PM
machines have been proposed at present, in which a permanent magnet vernier machine
(PMVM) as a relatively new machine topology has attracted wide attention because of the
characteristics of a simple structure and high torque density [7–14]. In the high torque
machine family, PMVM is considered to be a good potential candidate for the field of
direct-drive [15–18].

In recent years, plenty of research has been done on PMVM [19]. The working prin-
ciple of PMVM was intensely analyzed in [20]. Compared with the conventional PM
machine, PMVM obtains a larger torque density because of its special working principle of
the so-called magnetic gearing effect. In [21], the effect of salient poles and the modulation
principle were further analyzed by the theory magnetic gearing effect. On the other hand,
in order to improve the electromagnetic performance of PMVM, a lot of new topologies
were proposed. In [22], an advanced PMVM with multiple working harmonics was pro-
posed, where new working harmonics are modulated by introducing the structure of flux
modulation poles (FMPs) and thus improving its torque density. In [23–26], by adopting the
doubly PM excited structure in the PMVMs, the amplitudes of multiple working harmonics
were further improved. In addition, their torque densities were effectively boosted.

At the same time, there has been extensive research about the optimization of the ma-
chines in recent years. The various optimization technologies and the development trend of
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the machine for its structural size, shape, and topology designs have been discussed in [27].
Moreover, in order to avoid the negative effects of parameters and material tolerances on
performance, a robust optimization was utilized in the machine to improve the reliability
of the performance. In [28], different designs of experiment methodologies were integrated
into encapsuled FEM models using a Digital-Twin-Distiller. Through those methodologies,
the tolerances of the machine were analyzed in the process of optimization with a reduction
in the computational time. In [29], a PMVM was optimized considering the effect of the
manufacturing tolerance. Through the deterministic optimization algorithm and design
for the six sigma method, the power factor, torque, and robustness of the PMVM were
improved simultaneously.

However, some problems in the design, analysis, and optimization of PMVM need to
be solved. Especially noteworthy, abundant harmonics in PMVM can provide a high torque
while causing a large electromagnetic loss. Moreover, harmonics with rotation speed and
direction have a greatly significant effect on rotor loss [30]. The rotor losses will produce an
additional overheat of machine, which may result in a reduction of machine performances
and even irreversible demagnetization of PMs. Therefore, rotor loss suppression has be-
come an important direction for developing PMVM. Nowadays, the rotor loss suppression
for the conventional PM machine is mainly carried out from the following aspects, such
as optimizing the winding structure, segmenting PMs, and changing the stator and rotor
structure. In [31], a multilayer winding configuration was adopted for a conventional
interior PM machine to reduce stator magnetomotive force (MMF) harmonics, and then
the rotor losses could be reduced. Meanwhile, segmenting the PMs is a common method
to reduce PM eddy current (EC) loss [32]. However, up until now, the loss analysis and
suppression of PMVM was often neglected in previous work. In addition, except for PM
segmentation, other rotor loss suppression approaches for the conventional PM machine
could not be applied to the PMVM directly. This is likely to be invalid with suppression
of the harmonics producing rotor loss due to the multiple working harmonics principle.
Consequently, the torque is also significantly reduced with the loss reduction.

In order to solve this problem, the structure of the flux barriers was designed based
on the original PMVM. With the desirable suppression effect to the harmful harmonic,
the flux barrier design is facilitated to reduce the rotor loss significantly and maintain the
torque. Of course, the introduction of the flux barrier structure increases the structural
complexity to some extent. In this paper, through the analysis of rotor loss and torque,
key parameters of flux barrier and FMP structures on the performance can be determined.
Then, a multi-objective optimization algorithm is adopted for PMVM with flux barriers so
as to achieve both a high torque density and low rotor loss.

The rest of this paper is organized as follows. The topology of the original PMVM
and the modulation principle of the PMVM are introduced in Section 2. The torque of
the PMVM is improved by optimizing the FMPs distribution in Section 3. For the sake of
further reducing the rotor losses on the premise of maintaining the torque density, the loss
component of the PMVM is analyzed in Section 4. Based on this process, a novel topological
structure of the rotor is introduced to reduce the rotor losses in Section 5. The function of
flux barriers on the armature reaction field is analyzed using a simple analytical model.
Then, the flux barriers are designed considering the width and depth. In Section 6, the
PMVM with a flux barrier is optimized using an optimization algorithm and is compared
with the original PMVM. In Section 7, the electromagnetic performances of the original
and proposed PMVMs, such as flux linkage, air-gap flux density, no-load back-EMFs, rotor
losses, and torque, are analyzed using the method of finite element analysis (FEA). Section 8
presents the experiments on the prototypes of both machines. Lastly, the conclusions of
this paper are made in Section 9.

2. Topology and Working Principle

Figure 1 presents the topological structure of the both PMVMs. It can be seen that the
machine adopts an outer-rotor structure with 31 pole pairs of PMs evenly distributed on
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the rotor yoke. There are 20 stator teeth in the stator, and each stator tooth splits into two
FMPs. The modulation functions of these FMPs are same as the ferromagnetic pieces in
the magnetic gear. Moreover, the winding pattern of the machine adopts the concentrated
winding, which effectively reduces the end length of the windings. In addition, compared
with the original PMVM structure, the rotor loss of the PMVM is suppressed by the
proposed PMVM with the new structure of flux barriers at the rotor yoke.

Figure 1. Topology of the original PMVM: (a) original and (b) proposed.

The operational principle of PMVM is based on the magnetic gearing effect. According
to the theory of the magnetic field modulation effect, a new harmonic component is
modulated to match the low-order armature harmonic with the high-order PM harmonic.
In this way, the magnetic field can change significantly due to the subtle change of the
position caused by the rotor rotation, which achieves a high torque density at a low speed.
To improve the torque performance by making use of the magnetic gearing effect, the
calculation formula between the pole pairs of the armature winding Pa and pole pairs of
the rotor Pr and FMPs Pf can be expressed as follows:

Pa = Pf − Pr (1)

3. Design and Optimization of FMPs

It is worth mentioning that, currently, most PMVMs use uniform distributed FMPs.
However, FMPs with different distributions will also have a certain influence on the
performance of machine. Figure 2 shows the detailed design parameters for the FMPs,
where θ1 (FMP-slot width) represents the width between two FMPs on the same stator
tooth and θ2 (FMP width) represents the width of a single FMP. Then, the FMP slot width
ratio ks and FMP width ratio kp can be expressed as follows:

ks =
θ1Pf

π
and kp =

θ2Pf

π
(2)

3
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Figure 2. Detailed design parameters for FMPs.

When ks + kp = 2, all the FMP-slot widths and slot opening widths are equal,
i.e., uniformly distributed FMPs. Conversely, when ks + kp �= 2, the width between FMPs
will change and become nonuniformly distributed FMPs. With the change of ks and kp, the
air-gap field of the machine will change accordingly, which will affect the performance
of the machine. Figures 3 and 4 illustrate the average torque and rotor loss variations
of the PMVM with ks and kp. As ks and kp increase, the average torque increases at the
beginning. However, the average torque begins to decrease when ks and kp exceed a certain
range. The average torque is improved by 21.4% at the maximum value compared with
the fundamental model (ks = kp = 1). On the other hand, with the increase of ks and kp,
the rotor losses present a trend of first increasing and then decreasing. When the average
torque reaches its maximum value, the rotor losses decrease by about 10%. Although the
optimized PMVM reduces some of the rotor losses by optimizing the FMPs, the remaining
rotor losses cannot be further reduced. To ensure the torque density and minimize the
losses of PMVM, the factors affecting the loss need to be further investigated and analyzed.

Figure 3. Variation of average torque with ks and kp in PMVM.
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Figure 4. Variation of rotor losses with ks and kp in PMVM.

4. Rotor Losses Analysis

It should be noted that after field modulation, a large number of harmonics appear
in the PMVM. This could produce large rotor losses, because these harmonics are asyn-
chronous because of the rotation of the rotor. Furthermore, these negative effects are more
obvious due to the increase in the armature reaction field. Hence, it is important to analyze
the loss of PMVM.

The relationship between EC loss and the parameters of PMs was expressed in [33,34].
The EC loss with regard to the PMs can be achieved as follows:

Peddy = abd · ω2
k B2

PMkσb2

24

⎛
⎝1 − 192

π5 · b
a
·
+∞

∑
n=0

tanh
(
(2n+1)πa

2b

)
(2n + 1)5

⎞
⎠ (3)

where a and b are the height and weight of the PMs, respectively. Moreover, d is the
thickness of the PMs. σ and ωk indicate the PM conductivity and the k-th harmonic rotation
speed, respectively. BPMk is the amplitude of the k-th harmonic PM flux density. From
Equation (3), it can be seen that not only the structural parameters of PMs, but also the
harmonic amplitudes of the flux density had a great influence on PM EC loss.

Core loss, which consists of EC loss and hysteresis loss, can be approximately ex-
pressed from the flux density of each harmonic, as follows:

PCore = ∑
k

(
Ae f 2

k B2
Corek + Ah fkB2

Corek

)
(4)

where Ae and fk are the EC loss coefficient and the frequency of different order harmonics,
respectively. Ah and BCorek are the coefficient of the hysteresis loss and the k order harmonic
amplitude of rotor core flux density, respectively. From Equation (4), it can be seen that the
frequency and flux density of each harmonic mainly affect core loss.

Because of the principle of the modulation effect, the harmonic components generated
by PMs can be expressed as follows

Ppm(i, j) = |iPr ± jNs| (5)

5
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where i = 1, 3, 5, . . . , j = 0, 1, 2, . . . . It can be inferred that the working harmonics of the
machine are the 9th, 11th, 29th, 31st, etc. Figures 5 and 6 show the no-load and armature
reaction air-gap flux density, respectively. This reveals that the harmonic components
generated by the PM field were 9th, 11th, 29th, and 31st orders, while in addition to
these harmonics, the armature reaction field also had 1st, 19th, and 21st order harmonics.
Meanwhile, the 31st harmonic which mainly caused by the fundamental MMF move
synchronously with the rotor, which is a static harmonic and does not produce losses.
Figure 7 shows the on-load machine rotor losses of the original PMVM, including PM EC
loss and rotor core loss under the on-load situation. This indicates that the PM EC loss
corresponding to the 9th harmonic reached the peak value, while 1st harmonic was the
second largest value. The PM EC loss with regard to the 1st harmonic occupied about 22%
of the whole PM EC loss. In addition, the rotor core loss was mainly determined by the
1st harmonic, which occupied nearly 96% of the total rotor core loss. In summary, it was
found that the 1st harmonic has a huge influence on rotor losses. On the other hand, the 1st
harmonic was found to be a non-working harmonic that has no effect on torque. Therefore,
through reducing the 1st harmonic, the rotor losses could be reduced while maintaining
the torque density.

Figure 5. No-load flux density harmonics distribution of PMVM: (a) waveform and (b) spectrum.

Figure 6. Armature reaction flux density harmonics distribution of PMVM: (a) waveform and
(b) spectrum.

Figure 7. The result of rotor losses in the original PMVM: (a) PM EC loss and (b) rotor core loss.

6
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5. Low Rotor Loss Design

In order to effectively depress the 1st armature harmonic, a new rotor structure of flux
barriers is introduced in PMVM. Flux barriers with a suitable size and position are placed
at the rotor yoke. Figure 8 shows the detailed design parameters for the flux barriers, where
wfb represents the width of a single flux barrier and dfb represents the depth of a single
flux barrier.

Figure 8. Detailed design parameters for flux barriers.

5.1. Analysis of Armature Reaction Field

The armature reaction field is analyzed by a simple analysis model, as shown
in Figure 9.

Figure 9. Simple rotor permeance model for the armature reaction field analysis: (a) original and
(b) proposed.

Accordingly, the rotor permeance of the original PMVM and the proposed one can be
expressed as

Λor(θ) = Λ1 (6)

Λpr(θ) = Λ1 − (Λ1 − Λ2)
λ

T
−

∞

∑
m=1

2(Λ1 − Λ2)

mπ
sin
(

mπλ

T

)
cos(mPrθ) (7)

where Λ1 and Λ2 are the Fourier coefficients, and λ/T is ratio of flux barrier thickness with
regard to the rotor yoke thickness. It is worth noting that the abbreviations of or and pr
represent the original and proposed machines, respectively.

The armature reaction MMF of the PMVM can be expressed as

Faq(θ, t) =
10FqNImax

qπ ∑
q

cos(qθ ± ωt) (8)

where Fq is the Fourier coefficient, N is the number of turns per phase, Imax is the maximum
value of armature current, and q = 10r ± 1, r = 0, 1, 2 . . . .

Then, through multiplying the armature reaction MMF and original rotor permeance,
the original flux density in the armature flux field can be obtained as follows:

Bor(θ, t) =
10FqNImax

qπ
Λ1∑

q
cos(qθ ± ωt) (9)

7
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Meanwhile, the proposed flux density of the armature reaction can be expressed as

Bpr(θ, t) = 10Fq NImax
qπ

[
Λ1 − (Λ1 − Λ2)

λ
T

]
∑
q

cos(qθ ± ωt)

− 10Fq NImax
qπ2 (Λ1 − Λ2) sin

(
mπλ

T

)
∑
q

∞
∑

m=1
cos[(q + mPr)θ ± ωt]

− 10Fq NImax
qπ2 (Λ1 − Λ2) sin

(
mπλ

T

)
∑
q

∞
∑

m=1
cos[(q − mPr)θ ± ωt]

(10)

Comparing Equations (9) and (10), it can be found that the amplitude of the armature
reaction flux density will decrease due to the effect of the flux barrier, hence suppressing
the rotor loss of the machine to some extent. On the other hand, due to the function of
field modulation by flux barrier, q + mPr and q − mPr order harmonics are introduced.
Figure 10 shows the amplitude variation of q order armature harmonic corresponding to
the change of the flux barrier width. From this figure, the amplitude of the 1st harmonic
significantly decreases because of the increase in the width of the flux barriers. According to
Equations (3) and (4), the loss caused by the 1st harmonic will be greatly reduced. On
the other hand, the 31st working harmonic mainly affecting the torque component nearly
has no change. Therefore, the torque of PMVM can be maintained and the rotor losses
can be lowered.

Figure 10. Variation of average torque with wfb and dfb in the proposed PMVM.

5.2. Design of Flux Barriers

The armature reaction will produce some useless low order harmonics, which increase
the losses of the machine. These low order harmonics, especially the 1st harmonic produced
by the armature reaction, can be effectively suppressed by adopting flux barrier design.
Meanwhile, it will not have a significant influence on high order working harmonics, which
ensures the torque density. In order to maintain torque density and reduce rotor losses as
much as possible, it is very important to choose appropriate flux barriers. Figures 10 and 11
illustrate the average torque and rotor loss variations of PMVM with the flux barrier width
wfb and flux barrier depth dfb. As wfb and dfb increase, the average torque also increases
at the beginning. Then, the average torque begins to decrease when wfb and dfb exceed
a certain range. On the other hand, with the increase in wfb and dfb, the rotor losses are
significantly reduced.

8
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Figure 11. Variation of rotor losses with wfb and dfb in the proposed PMVM.

6. Performance Optimization

Through the above-mentioned design and analysis of the PMVM structure, it can
be seen that the FMP slot width ratio ks, FMP width ratio kp, the flux barrier width wfb,
and the flux barrier depth dfb influenced the performance of PMVM. In order to obtain
the optimal torque and rotor loss, a multi-objective optimization non-dominated sorting
genetic algorithm II (NSGA-II) was used to optimize the torque and rotor loss. Figure 12
shows the Pareto frontiers of PMVM with flux barriers and original PMVM using this
optimization method. It can be seen that all the Pareto design points with regard to the
PMVM with flux barrier present lower rotor loss than the original PMVM. In order to
obtain minimal rotor loss, the green points were selected as the optimization results to
conduct further research. The torque and rotor loss of the selected optimal PMVM with
flux barriers were 23.72 Nm and 0.6 W, respectively. Therefore, the parameters ks and kp
were finally chosen as 1.4 and 1.0, respectively, and wfb and dfb were finally determined to
be 1.2 mm and 6 mm, respectively. Compared with the 23.69 Nm torque and 15 W rotor
loss of the original machine, the rotor losses of the proposed machine with flux barriers
were reduced significantly, while the torque was basically unchanged.

Figure 12. Pareto design frontiers calculated by NSGA-II.

7. Performance Evaluation

The electromagnetic performances of both PMVMs are compared comprehensively
by FEA in this section. The results reveal that lower rotor losses could be obtained by
the proposed machine without sacrificing the torque density, which verifies the above
theoretical analysis.

7.1. Open-Circuit Characteristics

Figure 13 presents the no-load magnetic field distributions of the original PMVM and
proposed PMVM. It can be seen that the magnetic field distributions were almost same
between the two machines. This phenomenon means that the PM magnetic field was not
influenced by flux barriers with an appropriate position and size. The no-load back-EMF

9
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waveforms are illustrated in Figure 14. It can be observed that the flux barrier design had
little effect on the no-load back-EMFs.

Figure 13. Magnetic field distributions of both PMVMs in open-circuit operation: (a) original and
(b) proposed.

Figure 14. Phase open-circuit back-EMFs of both PMVMs: (a) waveform and (b) spectrum.

Figure 15 makes a comparison between the no-load flux density waveform and har-
monic spectrum of the PMVMs. It can be seen that the waveform and spectrum of the
air-gap flux density of the proposed machine were basically coincident with the original
one. The new rotor topology had only a slight influence on the PM field, which indicates
that the torque performance of the proposed machine will not degrade.

Figure 15. Comparison of the open-circuit flux density of both PMVMs: (a) waveform and
(b) spectrum.

7.2. Armature Reaction Characteristics

Figure 16 depicts the armature reaction magnetic field nephogram. As shown, the
proposed machine obtained greater strength for the armature magnetic field than the
original one. Figure 17 shows the flux density waveforms of the armature reaction and
harmonics of the two PMVMs. As can be seen, the 1st harmonic had a significant decline,

10
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while the higher working harmonics were not greatly affected. The obvious weakening
of the 1st harmonic from the magnetic field distribution can be seen in Figure 16b. At the
same time, some new modulation harmonics could be produced by the flux barriers (such
as the 20th and 22th order). It is worth mentioning that if the core saturation was high, the
torque of the PMVM would be limited. Through the new proposed flux barrier in the rotor,
the core saturation could be significantly reduced, which increased the torque capacity
of the machine. As a result, although the back-EMF of the machine shown in Figure 14
decreased slightly, the torque of the machine could improve to a certain extent.

Figure 16. Comparison of the armature reaction field nephogram: (a) color scale, (b) original, and
(c) proposed.

Figure 17. Comparison of the flux density of two PMVMs in the armature reaction: (a) waveform
and (b) scheme.

7.3. Rotor Losses

Figure 18 shows the rotor losses by FEA. From Figure 18, the proposed machine
obtained much lower rotor losses than the original machine. The PM EC loss decreased by
26% while the rotor core loss of the proposed machine was also reduced by 96%. Figure 19
depicts the variation of the rotor losses versus rotor speed of both machines. As observed,
with increasing the rotor speed, the increase of rotor core loss of the original machine was
much higher than that of the proposed one. Meanwhile, with increasing the rotor speed,
the increment of PM EC loss of the original PMVM was larger than that of the proposed
one. Thus, the proposed machine could offer a much lower rotor loss when increasing the
rotor speed.

11
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Figure 18. Comparison of the rotor losses between the original and proposed machines.

Figure 19. Rotor losses with the rotor speed of both machines: (a) rotor core loss and (b) PM EC loss.

7.4. Torque Capacity

The average torque and torque pulsation are shown in Figure 20. It can be seen that
both the original and proposed PMVM had a high torque and low torque ripple, which is
an advantage of PMVM. Meanwhile, the average torque and torque ripple of both PMVMs
was basically unchanged. These results prove the correctness of the preceding analysis.

Figure 20. Average torque and torque pulsation of both PMVMs.

8. Experimental Validation

Based on the above analysis, a new PMVM with low rotor losses was built. The new
proposed PMVM could significantly reduce rotor losses, while maintaining the torque
density. To verify the effectiveness of the analysis results through the experiment, the
original and proposed PMVMs were manufactured and tested, respectively. The prototypes
for both PMVMs were manufactured as shown in Figure 21.

12



Energies 2022, 15, 1502

Figure 21. Prototype machines: (a) stator, (b) original rotor, and (c) new rotor with flux barriers.

Throughout the measurements, the no-load back-EMFs of the original and proposed
machines were tested at 600 r/min, as shown in Figure 22. It can be seen that the dif-
ferences between the measured and FEA results of the original and proposed PMVMs
were lower than 6%. The differences were mainly due to experimental errors. In addition,
the amplitude of the no-load back-EMF of both machines was basically unchanged, and
the waveforms were approximately sinusoidal. This also verified the consistency of the
machine performance between the simulation and experiment by introducing the flux
barriers in the proposed machine.

Figure 22. FEA and measured back EMFs of the original and proposed PMVMs.

9. Conclusions

In this paper, a new PMVM with a high torque density and low rotor losses is proposed.
First of all, this paper introduces the topological structure and working principle of PMVM.
Then, the torque of PMVM is effectively enhanced by optimizing the parameters of FMPs.
To reduce rotor losses, the loss component of PMVM is analyzed. The results show that the
first harmonic causes rotor losses while having no effect on the average torque. Therefore,
the 1st harmonic is considered to be reduced in order to maintain the torque and reduce the
rotor loss. Based on this process, a new rotor structure with flux barriers is designed. The
influence of the flux barriers on the first harmonic is revealed. It is found that with appropriate
flux barrier design, the first harmonic produced by the armature reaction field can be greatly
reduced and the reduction of working harmonics is slight. As a result, the rotor losses are
effectively reduced while maintaining the torque density. Furthermore, the proposed and
original PMVMs are compared by FEA. Finally, the two PMVMs are fabricated and final test
results verify the effectives of the theoretical analysis and FEA results.
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Abstract: In this paper, the 12-slot/4-pole (12/4) synchronous reluctance motor (SynRM) with
concentrated windings is proposed for low-cost hybrid vehicles. The non-linear magnetic equivalent
circuit (MEC) model of the 12/4 SynRM is built to obtain the main electromagnetic characteristics
such as coil flux, inductances, torque, etc. The magnetic saturation is also counted in by the MEC.
Results calculated by MEC are validated by 2D finite element analysis (FEA). Then, aiming at larger
average torque, lower torque ripple and lower total harmonic distortion (THD) in phase voltage,
the parameter optimization method of the SynRM is proposed based on the Taguchi method and
the MEC model. The proposed Taguchi-MEC method enables a fast optimization with satisfactory
accuracy. Finally, the motor prototype is manufactured, and experimental validations are carried out.

Keywords: magnetic circuit; optimization; synchronous reluctance; torque performances

1. Introduction

Thanks to the simple structure and robust rotor without a brush and slip ring, the syn-
chronous reluctance motor (SynRM) has become an attractive candidate [1–3]. Conventional
SynRMs employ distributed windings to obtain essentially sinusoidal back electromotive
force (back-EMF) per phase and a high winding factor [4–7]. However, due to the long
end-part winding length, distributed windings result in increased copper loss, decreased ef-
ficiency and power density. On the other hand, concentrated windings are rarely employed
for SynRMs because of the high harmonic distortion in armature windings and low winding
factor. Spargo and other authors introduce fractional slot concentrated windings (FSCW)
to SynRM, with a segment stator to improve torque density and efficiency [8–14], e.g., the
6-slot 4-pole (6/4) SynRel machine. The 6/4 machine exhibits a comparable performance of
a permanent magnet (PM)-assisted SynRM with a high torque output capability and a low
level of torque ripple [8,9]. The proposed 12/4 CW machine exhibits comparable torque
performance, compared to the case of adopting distributed winding, when the total stack
length is unchanged. The short winding end, PM-free and very low mutual inductances
of the 12/4 CW machine will be appreciated by applications where a short stack length,
high robustness and low cost are required, such as the integrated starter generator (ISG) in
low-cost wild hybrid vehicles. The ISG is located between the engine and the gear box, and
drives the output shaft directly. First of all, the vehicle producer requires a brushless and
PM-less motor and concentrated windings. Getting rid of permanent magnets reduces the
cost and enhances robustness and speed range. Avoiding distributed windings improves
the air flow and makes it more dustproof, as well as other mechanical considerations. These
above requirements leave only the choices of the reluctance motor and SynRM. The 9/6 or
15/8 SynRM are not considered due to unbalanced radial forces on the rotor. More impor-
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tantly, low mutual inductances between armature phases is highly appreciated, since it will
facilitate a high fault-tolerant capability, which can be found in the 12/4 SynRM machine.

Consequently, the magnetic equivalent circuit (MEC) model is built to predict electro-
magnetic performance, including air-gap flux density distributions, winding inductances
and electromagnetic torque. Then, the obtained results are validated by 2D-finite element
analysis (2D-FEA). Furthermore, aiming at better torque performances and lower total
harmonic distortion (THD) in phase voltage, the optimization of the 12/4 SynRM is carried
out combing the MEC and Taguchi method. Unlike traditional optimization methods using
FEA coupling optimization algorithms, such as a genetic algorithm [15–18] and particle
swarm algorithm [19–22], the Taguchi method exhibits the merit of being less time consum-
ing [23–26]. This merit can be greatly enhanced by using MEC instead of FEA, maintaining
satisfactory accuracy.

2. Machine Topologies and Design Specifications

This section provides a brief introduction to a prototype of the 12/4 SynRM. The topol-
ogy structure of the designed 12/4 SynRM is shown in Figure 1, with the key dimensional
parameters listed in Table 1. The outer dimensions of the stator are chosen based on the
available test bench and power converters for the following experiment. The segmented
stator core is designed to improve the slot filling factor (SFF). Torque ripple reduction also
needs to be mitigated, so that a continuous skew rotor is adopted. It should be noted that
the skewing angle is optimized to achieve a balance between the sinusoidal back-EMF and
electromagnetic torque. Two rotors are manufactured, one without skewing and another
with skewing. This paper only introduces the 12/4 SynRM without rotor skewing. The
skewed rotor will be introduced in another coming paper. Moreover, the seam/gap be-
tween the neighboring stator segments depends on the manufacturing accuracy and are
normally less than 0.05 mm. Considering these seams are very small, their influences on
magnetic performances can be neglected and not considered in the MEC and FEA models.

Figure 1. Topology of the 12/4 SynRM with concentrated windings with stator module and a
quarter part.
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Table 1. Main Design Specifications of the 12/4 Machine.

Item Value

Outer diameter 150 mm
Lamination length 75 mm
Total end winding 20 mm
Total stack length 95 mm

β2 12.4◦
wb1 10.00 mm
stooth 11.12 mm
syoke 11.38 mm
β1 11.10◦

dm1 4.41 mm
wrib1-1 0.58 mm
wrib2 0.28 mm
dm2 3.50 mm

wrib1-2 0.50 mm
lso 1.0 mm

Turns per coil 30
Copper fill factor 0.58

d-axis inductance (FEA) 19.3 mH
q-axis inductance (FEA) 6.2 mH

Phase current 30.1 A
Current angle 55◦

3. Magnetic Equivalent Circuit Method and Evaluation

As an efficient tool, the MEC method has been widely utilized to analyze the electro-
magnetic performance of electrical machines [27,28], and is considered as a compromise
between FEA with high accuracy and an analytical method (AM) with straightforward
physical connections of performance and geometrical parameters. Therefore, the MEC
model of the 12/4 SynRM is built in this paper. Figure 2 illustrates a quarter of the 12/4
machine, where each specific magnetic path is illustrated by a different MEC branch. The
SynRM is separated into segments according to the geometrical shape. The equivalent
permeance of each part of the stator and rotor core can be calculated using the perme-
ance equations.

  
(a) (b) 

Figure 2. MEC model for a quarter of 12/4 SynRM. (a) 1/4 topology, (b) 1/4 MEC model.
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The basic equation which governs each branch of the magnetic circuit is given by,

Φ

G
= F (1)

G = μiμ0
S
l

(2)

In Equation (1), Φ, G and F are the flux, permeance and magnetic-motive-force (MMF),
respectively. In Equation (2), μr, μ0, S and l are the relative permeability, the permeability of
free space, the cross-section area and the length, respectively. Specifically, μr is determined
by iteration from the B–H curve of the lamination material. The permanent magnets can
simply be modeled as an equivalent MMF [29],

Fm =
Br

μiμ0
hm (3)

and permeance,

Gm = μiμ0
lmla

hm
(4)

where hm and lm are the magnet thickness and width, respectively, and Br is the remanence.
Then, the MEC model is solved by MATLAB following the flow chart shown in

Figure 3. The saturation in iron is counted in by the iteration of μr. For each branch in the
magnetic circuit at the ith step in an iteration, the condition of convergence ε is defined as,

ε =

∣∣∣∣μi − μ′
i

μi

∣∣∣∣ ≤ 10−6 (5)

where μi is the permeance given before equation solving, and μ’i is the real permeance
obtained after the equation solving, as shown in Figure 4. If ε ≤ 10−6 is not achieved, the
permeance at the (i + 1)th step in an iteration is given by Equation (6) and k = 0.5 in this case.

μi+1 = (1 − k)μi + kμ′
i, 0 < k < 1 (6)

 
Figure 3. Calculation flow chart of the MEC model at each rotor position.

19



Energies 2022, 15, 1735

Figure 4. Demonstration of the convergence process according to the B–H curve.

Figure 5 shows the mesh results of the FEA model in which the air-gap consists of
6 layers of elements. The path to plot the air-gap flux density distribution is also given
in Figure 5a, which covers 1/4 of the air-gap. The air-gap flux density distributions
generated by phase-A current, d-axis current and q-axis current, respectively, are predicted
by MEC and then compared to the FEA results by Figure 6. Overall, satisfied agreements
are achieved.

  
(a) (b) 

Figure 5. Elements in the FEA mesh. (a) The path to plot air-gap flux density, (b) mesh details.
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(a) 

(b) 

(c) 

Figure 6. Air-gap flux density distributions: (a) by phase-A current; (b) by d-axis current; (c) by
q-axis current.

4. Results and Discussion

When the MEC model of the 12/4 SynRM motor is solved, the electromagnetic char-
acteristics can be easily calculated, e.g., the flux in the air-gap (ΦA), coil flux linkage (Ψa),
phase-A self-inductance (Laa) and mutual inductance between phase-A and -B (Mba) can be
obtained by

ΦA =
∫

BdS (7)

ΨA = N(ΦA + ΦδA) (8)
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Laa =
ΨA
IA

(9)

Mba =
ΨB
IA

(10)

Then, the Ld (d-axis), Lq (q-axis) and Ldq (d-q coupled inductance) can be calculated by
Equations (11) and (12). Figure 7 compares the MEC and FEA obtained inductances with
good agreements. ⎡

⎣ Ld
Lq
Ldq

⎤
⎦ = P

⎡
⎣ Laa Mba Mca

Mab Lbb Mcb
Mac Mbc Lcc

⎤
⎦P−1 (11)

P =
2
3

⎡
⎣ cos θ cos

(
θ − 2

3 π
)

cos
(
θ + 2

3 π
)

− sin θ − sin
(
θ − 2

3 π
) − sin

(
θ + 2

3 π
)

1
2

1
2

1
2

⎤
⎦ (12)

P−1 =

⎡
⎣ cos θ − sin θ 1

2
cos
(
θ − 2

3 π
) − sin

(
θ − 2

3 π
) 1

2
cos
(
θ + 2

3 π
) − sin

(
θ + 2

3 π
) 1

2

⎤
⎦ (13)

 
(a) (b) 

Figure 7. Comparison of the inductance results obtained by MEC and FEA. (a) Phase self and mutual
inductances when 1 A is applied in phase-A. (b) d-axis and q-axis inductances at rated operation.

It should be noted that in the 12/4 SynRM with concentrated windings, there is
a cross-coupling between the d-axis and q-axis, i.e., the Ldq contributes unneglectable
electromagnetic torque, as given in Equation (14).

T =
3
2

pis
2
[

1
2
(

Ld − Lq
)

sin 2α + Ldq cos 2α

]
(14)

where p is the rotor pole-pairs, Ld and Lq is the d- and q-axis inductance, respectively,
and α is the current phase angle, i.e., the angle between the current vector and d-axis.
Thus, the torque waveform can be calculated. Figures 8 and 9 give the torque performance
versus current phases and rotor position, respectively. As can be seen, good agreements are
achieved between the MEC and FEA results.
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Figure 8. Torque vs. rotor positions when 30 A is applied.

Figure 9. Average torque, calculation values vs. current phases when 50 A is applied.

5. Optimization of Torque Characters Based on MEC and Taguchi Method

The Taguchi method is chosen as one of the many optimization methods. The opti-
mization methods introduced in Section 1 require sophisticated algorithms and additional
programming and data processing along with a lot of FEA cases of electromagnetic field.
So, the methods are usually time consuming and complex. On the other hand, the Taguchi
method can obtain satisfactory results by reduced calculation cases, and thus is less time
consuming. In this paper, the Taguchi method and the MEC model are used to optimize
the SynRM. The steps in the Taguchi method are as follows [30]:

1. Select the parameters and determine its levels.
2. Design of exams.
3. Review the optimization results.

First of all, the means of all results Mt(S) and average effect MXj can be calculated as

Mt(S) =
1
n

n

∑
pn=1

Spn (15)

MXj(Y) =
1
3
(Y1 + Y2 + Y3) (16)

where Xi and Yi are factor-level and performances, respectively. Then, the analysis of
variance is carried out, which provides a measure of confidence. The technique does not
directly analyze the data, but rather determines the variance of the data. The sum of squares
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(SS) is calculated first. It is a measure of the deviation of the experimental data from the
mean value of the data. The sum of squares due to various factors can be calculated as

SS = j
j

∑
pj=1

(
MXpj

(Y)− Mt(S)
)2

(17)

where Mt(S) and Mxpj(Y) are results of Equations (5) and (6). SS shows the relative impor-
tance of various factors on machine performance. Then, the Pearson coefficient is chosen to
calculate the coefficient of correlation and given as

ρXi ,Yi =
n ∑ XiYi − ∑ Xi ∑ Yi√

n ∑ X2
i − (∑ Xi)

2
√

n ∑ Y2
i − (∑ Yi)

2
(18)

The optimization aim is a larger average torque (Tavg), lower torque ripple (Trip) and
lower THD of phase voltage (THDU). Firstly, the optimization parameters are determined
and shown in Figure 10 and listed in Table 2, which are related to the rotor barriers and
ribs, stator tooth and yoke width.

 
(a) (b) 

Figure 10. Design parameters to be optimized. (a) Stator part. (b) Rotor part.

Table 2. Design Parameters and Their Variation Levels.

Parameter Level 1 Level 2 Level 3

β1 11.5◦ 12.5◦ 12◦
β2 11.5◦ 12.5◦ 12◦

dm1 3.5 mm 4.5 mm 4 mm
dm2 2.5 mm 3.5 mm 3 mm
wb1 3 mm 4 mm 3.5 mm

wrib1 0.55 mm 0.65 mm 0.6 mm
wrib2 0.45 mm 0.55 mm 0.5 mm
syoke 10 mm 12 mm 11 mm
stooth 10 mm 12 mm 11 mm

lso 0.8 mm 1.2 mm 1 mm

The design of the exam is carried out after preparing the initial information. To obtain
the number of exams, the orthogonal arrays are presented using Taguchi. The exams’
matrix can be easily created using existing software, in this case the Minitab. Shown in
Table 3 are the Taguchi experiments that are tailored to their parameters and levels. The
rows of the exams table represent the levels of factors in each experiment, and its columns
represent the number of factors.
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Table 3. Exams Table.

Exams A B C D E F G H J K

1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 2 2 2 2 2 2
3 1 1 1 1 3 3 3 3 3 3
4 1 2 2 2 1 1 1 2 2 2
5 1 2 2 2 2 2 2 3 3 3
6 1 2 2 2 3 3 3 1 1 1
7 1 3 3 3 1 1 1 3 3 3
8 1 3 3 3 2 2 2 1 1 1
9 1 3 3 3 3 3 3 2 2 2

10 2 1 2 3 1 2 3 1 2 3
11 2 1 2 3 2 3 1 2 3 1
12 2 1 2 3 3 1 2 3 1 2
13 2 2 3 1 1 2 3 2 3 1
14 2 2 3 1 2 3 1 3 1 2
15 2 2 3 1 3 1 2 1 2 3
16 2 3 1 2 1 2 3 3 1 2
17 2 3 1 2 2 3 1 1 2 3
18 2 3 1 2 3 1 2 2 3 1
19 3 1 3 2 1 3 2 1 3 2
20 3 1 3 2 2 1 3 2 1 3
21 3 1 3 2 3 2 1 3 2 1
22 3 2 1 3 1 3 2 2 1 3
23 3 2 1 3 2 1 3 3 2 1
24 3 2 1 3 3 2 1 1 3 2
25 3 3 2 1 1 3 2 3 2 1
26 3 3 2 1 2 1 3 1 3 2
27 3 3 2 1 3 2 1 2 1 3

Using the results of experiments designed using the Taguchi method and after ana-
lyzing the results of the experiments, the optimal combination of factor levels and output
voltage and cost values are calculated at the optimal point. The effect of each level is listed
in Table 4.

Table 4. The Average Value of Levels.

Value Tavg (Nm) Trip THDU

Level 1 2 3 1 2 3 1 2 3

β1 9.80 9.82 9.79 0.43 0.41 0.41 0.41 0.37 0.39
β2 9.57 9.97 9.82 0.55 0.32 0.35 0.39 0.38 0.39

dm1 10.12 9.80 9.77 0.34 0.44 0.44 0.39 0.38 0.39
dm2 9.72 9.68 9.85 0.41 0.43 0.43 0.39 0.38 0.39
wb1 9.26 10.13 9.61 0.42 0.43 0.44 0.39 0.37 0.39

wrib1 9.64 9.99 9.73 0.38 0.41 0.39 0.35 0.42 0.36
wrib2 9.93 9.85 9.81 0.43 0.43 0.42 0.38 0.39 0.38
syoke 9.98 9.42 9.86 0.42 0.42 0.41 0.39 0.38 0.39
stooth 9.58 9.99 9.87 0.43 0.41 0.44 0.41 0.36 0.38

lso 9.82 9.88 9.83 0.41 0.45 0.43 0.38 0.38 0.38

Figures 11–13 present the output graph for different levels of each parameter. It can be
observed that Tavg is most sensitive to Syoke and Stooth, while Trip is most sensitive to β2, wb1
and Stooth. On the other hand, wb1 and Stooth have the greatest influence on THDU.
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Figure 11. Plot of main factor effects on average torque (Tavg).

Figure 12. Plot of main factor effects on torque ripple (Trip).

Figure 13. Plot of main factor effects on THD of phase voltage (THDU).

Table 5 gives the initial parameters and Taguchi-MEC optimized parameters. Table 6
compares the Tavg, Trip and THDU. As can be seen, the final results obtained by Taguchi-
MEC are very close to those obtained by the multi-object optimization carried out on
JMAG. It should be emphasized that the total time needed for Taguchi-MEC is 10 min
(including nearly 8 min organizing data), while the time needed for JMAG is nearly 58 h
(43,086 elements in mesh and 180 steps in each case). Overall, the proposed Taguchi-MEC
method exhibits the great advantage of fast calculation with promising accuracy.

A brief comparison of the proposed 12/4 SynRM with existing state of the art is carried
out. Figure 14 shows the 12/4 SynRM with concentrated winding (CW) and its counterpart,
i.e., the 12/4 SynRM with distributed windings (DW). As can be seen, the end winding in
the CW machine is much smaller than the DW one; thus, more laminations can be adopted
when the same stack length is achieved. A higher copper fill factor and more coil turns
are also obtained by the CW machine. More details regarding design specification and
electromagnetic performances are given in Table 7, where the DW SynRM is optimized by
a multi-object optimization method carried out on JMAG. The fault tolerant capability is
evaluated by the mutual linkage coefficient kml, which is also given in Table 7.
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Table 5. Comparison of the Parameters and Performances.

Parameters Initial Optimized by Taguchi-MEC

β2 12.0◦ 12.4◦
wb1 3.50 mm 10.00 mm
stooth 11.00 mm 11.12 mm
syoke 11.00 mm 11.38 mm
β1 12.00◦ 11.10◦

dm1 3.50 mm 4.41 mm
wrib1-1 0.60 mm 0.58 mm
wrib2 0.50 mm 0.28 mm
dm2 2.50 mm 3.50 mm

wrib1-2 0.60 mm 0.50 mm
lso 1.0 mm 1.0 mm

Table 6. Comparison of the Optimization Results Between Taguchi-MEC and FEA.

Results Initial Taguchi-MEC FEA (by JMAG)

Tavg 9.40 Nm 9.82 Nm 9.90 Nm
Trip 37.4% 31.2% 30.5%

THDU 37% 35% 35%

kml =
∑360

θ=0(|Mab|)
∑360

θ=0(Laa)
(19)

where θ is electrical rotor position. The smaller kml indicates weaker mutual linkage between
armature phases and thus better fault tolerant capability. As can be seen from Table 7,
the proposed 12/4 CW SynRM shows a better torque output result and much better kml
than the traditional 12/4 DW SynRM. The advantage of the torque performances of the
CW machine is more obvious when the total stack length is smaller than 95 mm since the
proportion of lamination length to total stack length varies with available space in stack.

Figure 14. Demonstration of the end winding of the 12/4 SynRMs.

Table 7. Design Specifications of the 12/4 SynRMs.

Item Distributed Winding Concentrated Winding

Outer diameter 150 mm 150 mm
Lamination length 50 mm 75 mm
Total end winding 45 mm 20 mm
Total stack length 95 mm 95 mm

Turns per coil 30 40
Copper fill factor 0.5 0.58
Average torque 9.6 Nm 9.9 Nm
Torque ripple 30% 30.5%

Mutual linkage coefficient, kml 50% 14%
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6. Experimental Validation

The experimental setup shown in Figure 15 consists of a prototyped 12/4 SynRM and
a back-to-back load machine, which are both controlled by inverters. The load machine
of the experimental platform supports the torque range of 50 Nm and the max speed of
15,000 r/min. The inverter supports the power of 30 kW/60 A. The torque sensor supports
the torque range of 50 Nm/10 Nm with the accuracy of 0.1%, respectively. The torque
shown in Figure 16 is measured by a sensor positioned between the SynRM and the load
machine. Figure 17 compares the torque values obtained by MEC and FEA, and as can be
seen, good agreements are achieved. The FEA calculated losses and efficiency is given in
Table 8, and the measured efficiency under different rotor speed is presented in Figure 18.

 

Figure 15. Experimental platform.

Figure 16. Measured torque vs. current phases and rotor positions.
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(a) (b) 

Im = Im = Im = 
Im = Im = 

Im = Im = Im = 
Im = Im = Im = 

Figure 17. Comparison of the measured and FEA calculated torque results: (a) torque values by
different current and rotor position; (b) torque values by different current and current angle.

Table 8. Power loss and efficiency at rated operation.

Item FEA Results

Iron loss 15.7 W
Copper loss 130.8 W
Efficiency 91.40%

Power factor 0.65
Speed 1500 r/min

Figure 18. Comparison of the measured and FEA calculated efficiency by different rotor speed.

7. Conclusions

This paper demonstrates the electromagnetic performance of a 12/4 SynRM with
concentrated windings. The non-linear MEC model of the 12/4 SynRM is built to get the
air-gap flux density, coil flux-linkages, armature winding inductances, etc. The saturation
effect is counted in by the MEC. The MEC model is validated by 2D-FEA. Then, the
parameter optimization method based on Taguchi and MEC is proposed, aiming at the best
average torque, lowest torque ripple and THD in phase voltage. Overall, the proposed
Taguchi-MEC method exhibits comparable accuracy with traditional FEA-based multi-
object parameter optimization methods, but using much less time. It should be emphasized
that the MEC is not used to deal with complex topologies such as a rotor with a non-uniform
rotor iron shape or rotor outline. Nevertheless, the proposed MEC-Taguchi method can be
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employed to obtain a roughly optimized topology that can be used as the initial design to
be further optimized by FEA.
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Abstract: Parameter sensitivity analysis is usually required to select the key parameters with high
sensitivity to the optimal goal before the optimization is carried out, especially for flux-switching
permanent magnet (FSPM) machines where lot of design parameters should be considered. Unlike
the traditional studies on parameter sensitivity, which are generally experience- or statistics-based,
and are time-consuming, this paper proposes a parameter sensitivity analysis method of a FSPM
machine based on a magnetic equivalent circuit (MEC), which enables the parameters’ sensitivities to
be evaluated by their exponential in the nondimensionalized equations, thus providing a fast and
accurate way to obtain the parameter sensitivities. Thereafter, the influences of modular manufac-
turing methods on magnetic performances are discussed, and the robust design approach for the
FSPM machine is introduced, which aims to achieve the best machine stability and robustness by
setting boundaries on design dimensions when taking into account the manufacturing tolerances.
Experimental validations are also presented.

Keywords: flux switching; parameter sensitivity; robust design approach; stator-PM

1. Introduction

Flux-switching permanent magnet (FSPM) machines exhibit high torque and power
densities [1–4], which endows them with great potential in applications such as electric
vehicles (EV) and hybrid EVs [5,6]. Locating both the magnets and armature windings
on the stator will facilitate the accommodation of a water-cooling system and modular
manufacturing method. Lots of work regarding the design method have been carried
out [7–9], as well as the calculating methods, e.g., the field modulation theory [10–12], the
lumped parameter-based magnetic circuit model [13], as well as Fourier analysis-based
methods [14,15]. The irreversible demagnetization of FSPM machine is also discussed
in [16]. As for the optimization method, the multiobjective optimization method is adopted
by the flux-switching machines [17–21], e.g., response surface analysis [18] and genetic
algorithm optimization [19]. The sensitivity analysis is defined as a technique that deter-
mines how different values of an independent variable can impact a dependent variable
under a given set of assumptions [22,23]. Usually, parameter sensitivity analysis is needed
to select key parameters with high sensitivity to the optimal goal before the optimization
is carried out. The sensitive value represents the correlation degree between the opti-
mal goal and the dimension variable. Traditional studies on parameter sensitivity are
experience- or statistics-based [19,24,25], where lots of finite-element analysis (FEA) calcu-
lation is required, making them time-consuming. In this paper, the parameter sensitivity
of the FSPM machines is analyzed based on a magnetic equivalent circuit (MEC) method
where FEA calculation for only a few cases is needed. The proposed MEC-based method
provides a fast and accurate way to obtain the parameter sensitivity results. Specifically,
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based on a 12-stator-slot/10-rotor-pole (12/10) FSPM machine and 12/14 FSPM machine
as shown in Figure 1a,b, the relationship between the electromagnetic performances and
the key design parameters shown in Figure 1c and Table 1 are given by equations in the
nondimensionalized form, which are deduced from the simplified equivalent magnetic
circuit (SEMC) of the FSPM machine, and validated by FEA results. Thus, the parameters’
sensitivities are quantitatively evaluated by their exponential in the nondimensionalized
equations. A greater exponential means the design parameter has higher impact on the
corresponding electromagnetic performances; thus, it is a dominant parameter and should
be given more weight during optimization. It should be emphasized that, instead of very
complicated equations, using nondimensionalized form enables the parameter sensitivities
to be presented in a much easier and simplified way. Additionally, the modular manu-
facturing method of the FSPM machine is introduced to facilitate the fabricating process
and obtain better copper fill result, as shown in Figure 2. However, this manufacturing
method might generate larger tolerances than traditional methods; thus, its influences on
electromagnetic performances are investigated. Figure 3 gives the overall flowchart of the
parameter sensitivity analysis process. The robust design approach for the FSPM machine
are discussed [26], which aims at best machine stability and robustness when taking into
account the manufacturing tolerances. Finally, the experimental validations are carried out.

(a) (b) (c)

Figure 1. Configuration of the FSPM machines. (a) 12/10. (b) 12/14. (c) Design parameters.

Table 1. Main design specifications.

Symbol Parameter Quantity

nN Rated rotor speed 1000 r/min
Br PM remanence at 25 ◦C 1.2 T
g Air-gap length 0.9 mm
Ps Stator slot number 12
Pr Rotor pole number 10
Pn Rated power 4.8 kW
Ia Rated current 60 Arms
Tn Rated torque 46 Nm

Ncoil Turns per coil 18
Dso Stator outer diameter 240 mm
Dsi Stator inner diameter 14 mm
ksio Stator split ratio 0.6
la Active stack length 40 mm

βpm Magnet width arc 6.0◦
βst Stator tooth arc 8.0◦

βslot Stator slot arc 8.0◦
hsy Stator yoke width 9.4 mm
βrt Rotor tooth arc 10.5◦
βry Rotor tooth yoke arc 21.0◦
hpr Rotor yoke width 17.8 mm
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(a) (b) (c) (d)

Figure 2. Modular manufacturing process of the machine prototype. (a) Iron segments. (b) Segmented
cell. (c) Single-cell wound. (d) Accomplished stator.

Figure 3. Flowchart of the parameter sensitivity analysis process.

2. Local Maximum Air-Gap Flux Density (Bgmax) and Magnetic Equivalent Circuit

First of all, the magnetic equivalent circuit of the FSPM machine is introduced. Only
the rotor position where phase-A flux (ΦmA) achieves peak value will be discussed, since
it is directly related to the d-axis PM flux and thus the torque value. The MEC provides
the bridge between the design parameters and electromagnetic performances. Figure 4
shows the flux distributions at d-axis when ΦmA achieves peak value, and Figure 5 shows
the corresponding flux density distributions along the air gap. As can be seen, the local
maximum flux density appears where one rotor pole fully overlapped with the stator tooth
in coil-A1, defined as Bgmax. Although the Bgmax is lower than the peak flux density along
the air gap, as shown in Figure 5, it is more presentative than the absolute maximum value,
since it is directly related to the phase-A flux linkage, and further the PM flux linkage of
the FSPM motor.
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(a) (b)

Figure 4. PM flux distributions when rotor is at d-axis. (a) 12/10 machine. (b) 12/14 machine.

Figure 5. PM flux density distributions along air gap when rotor is at d-axis.

Based on the field distributions shown in Figure 4, a simplified MEC model for the
FSPM machine can be obtained as shown in Figure 6. As can be seen, the air gap flux
density at the position where the stator tooth surrounded by coil-A1 is fully overlapped
with one rotor pole directly results in the maximum PM flux of coil-A1; thus, this will be
used to calculate the flux linkages in coil-A1.

Figure 6. The MEC model and parameter specifications when rotor is at d-axis.

3. Investigation on the Parameter Sensitivities

Based on the MEC mode, the sensitivities of electromagnetic performances on param-
eters in the FSPM machine is studied in this part. Specifically, the influences of design
parameters on the dominant electromagnetic characteristics, i.e., the PM flux, d-axis and
q-axis inductances, average torque, power factor angle, and the working point of magnets
are investigated. More attention is paid to the split ratio, i.e., the ksio which is defined as
ksio = Dso/Dsi, since it is directly related to the performances and more presentative.

3.1. PM Flux Linked by Armature Windings

When the Bgmax is defined, the PM flux in one stator pole Φp can be obtained by
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Φp = Bgmaxwstla (1)

Φp is not fully linked by coil-A1, Figure 7 shows the PM flux leakages Φleak by different
split ratios. Thus, the flux linked by coil-A1, Φcoil, can be given by

Φcoil = Φp − Φleak (2)

(a) (b) (c) (d)

Figure 7. Field distributions d-axis where the shadowed area refers to the leakage flux. (a) 12/10,
ksio = 0.5. (b) 12/10, ksio = 0.7. (c) 12/14, ksio = 0.5. (d) 12/14, ksio = 0.7.

The flux leakage coefficient kflux is introduced into Equation (1) to taking into account
the leakage fluxes, then Φcoil can be given by

Φcoil = Φpk f lux = Bgmaxwstlak f lux (3)

The PM flux of one phase Φm is given by

Φm = Φcoil Pc (4)

where Pc is the coil count per phase. Now the relationship between Φm and the key design
parameters is built. To reveal the parameter sensitivities, the nondimensionalized form is
introduced, which removes complex and tedious equations, but leaves the key characters in
equations that present the correlation degree between the optimal goal and the parameters.
The nondimensionalized form of Equation (4) can be given by

Φ∗
m = B∗

gmaxw∗
stl

∗
a k∗f luxP∗

c

=
B∗

gmax D∗
sok∗stwk∗sio l∗a k∗f lux P∗

c
P∗

s

(5)

Figure 7 also reveals that both the main PM flux and flux leakages increase with ksio,
and the square root relation between Φm and ksio can be expected. The FEA results also
indicates that, with satisfied accuracy, k*flux can be given by

k∗f lux =
√

k∗sio (6)

Thus, Equation (5) can be further expressed by

Φ∗
m =

B∗
gmaxk∗stwD∗

sol∗a
(
k∗sio
)1.5P∗

c

P∗
s

(7)

Equation (7) is validated by Figure 8 which compares the d-axis flux with good
agreements where the base results for nondimensionalization is obtained at ksio = 0.5.
Equation (7) also reveals that the PM flux-linking armature windings is more sensitive to
the split ratio than the other design dimensions.
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Figure 8. Comparison of the d-axis fluxes given by FEA and Equation (7).

3.2. d-Axis and q-Axis Inductances

The above analysis discussed the relationship of no-load performances with parame-
ters. The study of loaded performances is started with investigation into the d-axis and
q-axis inductances. First of all, Figures 9 and 10 present the field distributions in 12/10 and
12/14 machines when phase-A current is applied, where the blue lines indicate flux paths.
The rotor positions at both the d-axis and q-axis are included. The blue solid lines indicate
the path of the main fluxes, and the red dashed lines indicate the path of the leakage fluxes.
As can be seen, when the rotor is at the d-axis, the permanent magnets wounded by coil-A1
and coil-A2 contribute the dominant magnetic reluctance of the main flux paths, which
is decided by kpm, ksio and kst. Additionally, when the rotor is at the q-axis, the air gap
near the stator teeth of coil-A1 and coil-A2 provide the dominant magnetic reluctance of
the main flux paths, which is also decided by kpm, ksio and kst. With good accuracy, the
nondimensionalized Ld, Lq can be given by Equation (8).

L∗
d = L∗

q =
k∗st
k∗pm

· 1
k∗sio

(8)

Taking into account the stack length (la) and turns per coil (Na), Equation (8) can be
further presented by

L∗
d = L∗

q = l∗a N∗
a

2 1
k∗pm

· 1
k∗sio

(9)

Figure 9. Field distributions in the 12/10 FSPM machine when only phase-A current is applied
(a) coil-A1, at d-axis; (b) coil-A2, at d-axis; (c) coil-A1, at q-axis; (d) coil-A2, at q-axis.
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Figure 10. Field distributions in the 12/14 FSPM machine when only phase-A current is applied:
(a) coil-A1, at d-axis; (b) coil-A2, at d-axis; (c) coil-A1, at q-axis; (d) coil-A2, at q-axis.

Figure 11 compares the Ld and Lq calculated by FEA and Equation (9) in the 12/10 and
12/14 FSPM machines, where the base results for nondimensionalization is obtained at
ksio = 0.5. As can be seen, good agreement is achieved.

(a) (b)

k_sio

Ld
Ld
Lq
Lq

k_sio

Ld
Ld
Lq
Lq

Figure 11. The d-axis and q-axis inductances by FEA and Equation (9): (a) 12/10 machine;
(b) 12/14 machine.

3.3. Electromagnetic Torque

The average torque will be discussed here. Usually, id = 0 control is adopted by the
FSPM machines, and the electromagnetic torque Te is calculated by

Te = Tpm =
3
2

Prψmiq =
3
2

Prψmis (10)

Considering, {
ψm = ΦmNa

is = iq =
√

2πDsoksio
Ps

· As
Na

(11)

where, Ncoil and As are armature windings turns per coil and electrical load along air-gap
(AT/m), As is given by

As =
isNaPs√

2πDsoksio
ΦmNa (12)

Bring Equations (11) and (12) into Equation (10), Te can be given by

Te =
m
2 Prψmiq = m

2 Pr(ΦmNa)
(√

2πDsoksio
Ps

· As
Na

)
= m

2 · Pr
Ps
·
(

Φm
√

2πDsoksio As

) (13)
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With acceptable accuracy, it can be considered Ps/Pr ≈ 1 since it is normally
Ps = Pr ± 2 in the FSPM machines, so Equation (13) can be simplified as

Te =
m
2

(
Φm

√
2πDsoksio As

)
(14)

Then the nondimensionalized form Te
* can be given by

T∗
e = m∗Φ∗

mD∗
sok∗sio A∗

s (15)

Bringing Equation (7) into Equation (14), Te
* can be presented by

T∗
e = m∗

(
B∗

gmaxk∗stwD∗
so l∗a (k∗sio)

1.5
P∗

c
P∗

s

)
D∗

sok∗sio A∗
s

= m∗B∗
gmax

(
k∗sio
)2.5

(D∗
so)

2k∗stwl∗a A∗
s

(16)

Equation (16) indicates that for a FSPM machine, the relationship between Te and ksio
and As can be given by (keeping other parameters such as B*gmax, k*stw unchanged)

T∗
e = (k∗sio)

2.5 A∗
s (17)

On the other hand, to keep the Te unchanged with the variation of design parameter,
As and ksio should fit in Equation (18)

A∗
s = (k∗sio)

−2.5 (18)

Figure 12 gives the torque waveform when As and ksio fit in Equation (18). As can
be seen, nearly the same average torque is achieved in the 12/10 and 12/14 machines,
respectively, which also validates Equation (18).

(a) (b)

ksio_0.50 ksio_0.55
ksio_0.60 ksio_0.65
ksio_0.70

ksio_0.50 ksio_0.55
ksio_0.60 ksio_0.65
ksio_0.70

Figure 12. The torque waveforms when As and ksio fit in Equation (18): (a) 12/10 machine;
(b) 12/14 machine.

3.4. Power Factor Angle

The id = 0 control strategy is adopted in the FSPM machine due to a close Ld and Lq
values, which inevitably reduces the power factor and increases the power factor angle.
Thus in this part, the influences of design parameters on power factor angle is discussed.
The vector frame is shown in Figure 13, and the tangent value of power factor angle ϕ can
be given by

tan ϕ =
Lqiq

ψmNa
=

ΛqN2
a is

ΦmNa
=

√
2π

ΛqDso Asksio

ΦmPs
(19)
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where Λq is the q-axis magnetic permeance. Then the nondimensionalized form, (tanϕ)*,
can be given by

(tan ϕ)∗ = Λ∗
q D∗

so A∗
s

Φ∗
m

= 1
B∗

gmax
· A∗

s
P∗

c
· 1

k∗stwk∗pmk∗siok∗f lux

= 1
B∗

gmax
· A∗

s
P∗

c
· 1

k∗pm(k∗sio)
1.5

(20)

Figure 13. Vector frame employing id = 0 control strategy.

Equation (20) shows that using larger kpm and ksio will reduce tan ϕ, thus increasing the
power factor, since larger kpm and ksio indicates a stronger PM field and a weaker armature
reaction. Moreover, according to Equation (18), when the same torque is achieved the
relationship between tan ϕ and ksio can be given by bringing Equation (18) into Equation (20)

(tan ϕ)∗ =
A∗

s(
k∗sio
)1.5 =

1(
k∗sio
)4 (21)

Figure 14 gives the variation of tan ϕ when the parameters fit in Equation (18) and, as
can be seen, good agreements are achieved between FEA and Equation (21).

k_sio

Figure 14. Comparison of the tan ϕ values given by FEA and Equation (21).

3.5. Working Point of the PMs

It is usually appreciated by a PM machine that the PMs works at the maximum energy
product point. Thus, the working point of the PMs in the FSPM machine is discussed in
this part. First of all, the working point of a PM (Bpm) is defined as

Bpm =

⎡
⎣∑max

i=1

(
B2

elem−iSelem−i

)
∑max

i=1 (Selem−i)

⎤
⎦

1
2

(22)
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where Belem-i and Selem-i is the flux density and area of the ith element of the PM meshes in
the FEA model. As can be seen from Figure 15, Bpm varies with the rotor position and ksio
since the magnetic circuit branches vary greatly.

(a) (b)

k_sio k_sio

Figure 15. Comparison of the working point of PM (Bpm) due to different ksio. (a) 12/10 machine.
(b) 12/14 machine.

As shown in Figure 6, the flux generated by PM (Φpm) can be obtained by

Φpm = Φp = Bgmaxwstla (23)

It should be noticed that the leakage flux is include in Φpm. Then, considering{
Φpm = Bpmhpmla
Φp = Bgmaxwstla

(24)

It can be obtained that
Bpmhpmla = Bgmaxwstla (25)

Bpm =
Bgmaxwstla

hpmla
= Bgmax

π

2Ps

ksio
1 − ksio

(26)

Then, the nondimensionalized form B*
pm can be given by

(
Bpm
)∗

=

(
Bgmax

π

2Ps

ksio
1 − ksio

)∗
=

B∗
gmax

P∗
s

· ksio
1 − ksio

(27)

Figure 15 gives the PM working point (Bpm) values due to different ksio, where Bpm is
the average value in one electrical cycle. As can be seen, good agreements are achieved
between FEA results and Equation (21) predictions.

It should be emphasized that the proposed MEC method only covers the average
performance in one electrical circle, e.g., the d-axis flux by magnets, average torque, etc.,
while the time-step-related performances such as torque ripples are not included, since
only the rotor positions at d-axis and q-axis are considered.

4. Considerations Regarding Manufacturing Tolerances and Robust Approach

As mentioned in Section 1, the FSPM machine is a modular manufacturing method
and the stator is combined by 12 segments. Although the modular stator facilitates the
fabricating process and better copper fill, it will also generate large tolerances than tradi-
tional manufacturing methods, e.g., the uneven air gap length and concentricity errors, and
leads to unbalanced radial forces and vibration. Thus, the influences of air-gap length on
average and radial forces are studied in this section. Moreover, the robust design approach
for the FSPM machine is briefly introduced, which aims to achieve best machine stability
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and robustness by setting boundaries on design dimensions, when taking into account the
manufacturing tolerances.

4.1. Air-Gap Length and Key Performances

Inaccurate concentricity of the stator iron can hardly be avoided when assembling
the modular segments into a housing/shell, which will lead to inaccurate air-gap lengths.
Hence, a slightly smaller air-gap length might greatly increase the requirement of manufac-
turing accuracy and thus lead to higher costs during mass production. Therefore, special
attention is paid to air-gap length firstly in this part. As can be seen from Figure 16 and
Table 2, the torque output is reduced by only 9% when the air gap is increased by nearly
35~50%; meanwhile, the variations of loaded-phase EMF and cogging torque values can
be neglected. This reveals that a larger air-gap length is preferred in the FSPM machine,
since it can balance the slight drop of torque output and significantly reduce manufacturing
difficulties and costs. In addition, a larger air gap will also reduce the unbalanced radial
forces on rotor, as will be presented in next part.

Figure 16. Comparison of the torque output by different air-gap lengths.

Table 2. Performances under different air-gap lengths by 2D FEA.

Electromagnetic Performances
Air-Gap Length

0.6 mm 0.9 mm 1.2 mm

RMS no-load phase-A EMF 38.0 V 35.3 V 30.8 V
Peak-to-peak cogging torque 4.8 Nm 3.3 Nm 3.2 Nm
RMS loaded phase-A EMF 56.8 V 55.7 V 54.9 V

Average torque, rated 66.3 Nm 60.5 Nm 55.1 Nm

4.2. Unbalanced Radial Forces on Rotor

The inaccurate stator concentricity might be generated by assembly tolerances, es-
pecially when modular segments are adopted. This will cause uneven air-gap lengths
and unbalanced radial forces on the rotor, also called unbalanced magnetic pull (UMP).
Although a precisely balanced rotor is preferred in these machines, it is hard to be obtained
in integrated starter generator (ISG) systems in HEVs, where the rotor is directly coupled
to the flywheel of the engine; consequently, the vibration of the engine may affect the
concentricity of the electric motors. The unbalanced forces will lead to increased power
loss, greater acoustic noise, vibration and thus degraded electrical isolations. Therefore,
it is worth paying attention to this force. Based on 2D FEA, to simplify the analysis, the
unbalanced forces are investigated by adopting an eccentric rotor with a bias of 0.3 mm
from the stator center and towards coil-A1, as shown in Figure 17. Different air-gap lengths
(under healthy conditions) are also considered.
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Figure 17. Illustration of the eccentric rotor with a bias from stator center and towards coil-A1.

Figures 18 and 19 give the unbalanced forces in one electrical period. Interestingly,
the no-load unbalanced forces, i.e., due to PMs only, exhibit similar amplitudes (near
600 N) under different air-gap lengths, as can be seen in Figure 18, while the unbalanced
forces under loaded conditions drop greatly when the air gap increases (from 820 N when
g = 0.6 mm to 480 N when g = 1.2 mm), as shown in Figure 19. Meantime, the variations of
other electromagnetic performances when the rotor bias occurs, e.g., winding inductances,
back-EMF and electromagnetic torque waveforms, et al., can be neglected.

(a) (b) (c)

y y y

Figure 18. Unbalanced radial forces on rotor under no-load condition, when rotor bias is 0.3 mm.
(a) Air-gap = 0.6 mm. (b) Air-gap = 0.9 mm. (c) Air-gap = 1.2 mm.

(a) (b) (c)

y y y

Figure 19. Unbalanced radial forces on rotor under loaded condition, when rotor bias is 0.3 mm.
(a) Air-gap = 0.6 mm. (b) Air-gap = 0.9 mm. (c) Air-gap = 1.2 mm.

Overall, a relatively large air-gap length will contribute to the stability and robust-
ness of the FSPM machine, thus a longer possible machine life, only with the acceptable
drawback of slightly reduced torque output.

4.3. Robust Design Approach

Provided that manufacturing tolerances of dimensions follow the normal distribution,
it can be derived that the electromagnetic and mechanical performances, e.g., the noise
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level, also follow the normal distribution. As can be seen from Figure 20a, the possibility of
failed level, i.e., in the failure region can be significantly reduced in the optimized machine,
by a robust design approach. However, this method may degrade the electromagnetic
performances, since it aims at enhanced robustness, as shown in Figure 20b, where the
regions R1 and R2 indicate the degraded electromagnetic capabilities and improved ones,
respectively. Overall, maximizing region R2 while minimizing R1 is desired by the robust
design approach. More details will be presented in a coming paper.

(a) (b)

Figure 20. Illustration of the robust design approach for FSPM machine. (a) Normal distribution.
(b) Graph of dimensions.

5. Experimental Validations and the Robust Design Approach

In this part, the experimental validations are carried out. Due to the relatively low
ratios of stack length to stator outer diameter of the FSPM machine, the end-effect will
cause considerable flux leakage along the axial direction, and hence, the 3D FEA predicted
steady-state performances are compared to the experimental measurements as shown
in Figure 21. As can be seen, good agreements are achieved, and due to saturation, the
torque–current curve exhibits seriously nonlinear variation when the phase current exceeds
55A (RMS).

(a) (b)

Figure 21. Comparison of the 3D FEA predicted and experimental measured performances.
(a) No-load phase-A EMF waveforms at 1000 r/min. (b) Average electromagnetic torques.

6. Conclusions

Based on the magnetic equivalent magnetic circuit model, the parameter sensitivity
analysis of the FSPM machine is carried out in this paper. Unlike the traditional methods,
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the proposed MEC-based method only needs FEA calculation of a few key cases, and thus is
less time consuming, while obtaining satisfactory accuracy. The parameters’ sensitivities are
evaluated by their exponential in the nondimensionalized equations, and can be adopted
to accelerate the multiobjective optimization of flux-switching machines in future work. It
should be emphasized that the proposed MEC method only covers the average performance
in one electrical circle, e.g., the average torque, PM flux, etc., while the time-step-related
performances such as torque ripple are not included. Thereafter, focused on the influences
of air-gap length on torque and unbalanced radial forces, the modular manufacturing
method is discussed. Overall, a relatively large air-gap length will contribute to the stability
and robustness of the FSPM machine. Finally, the robust design approach for the FSPM
machine is introduced, which aims at best machine stability and robustness when taking
into account the manufacturing tolerances. Experimental validations are also presented.
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Abstract: The axial-flux permanent magnet (AFPM) machines with yokeless and segmented armature
(YASA) topology are suitable for in-wheel traction systems due to the high power density and
efficiency. To guarantee the reliable operation of the YASA machines, an accurate thermal analysis
should be undertaken in detail during the electrical machine design phase. The technical contribution
of this paper is to establish a detailed thermal analysis model of the YASA machine by the lumped
parameter thermal network (LPTN) method. Compared with the computational fluid dynamics (CFD)
method and the finite element (FE) method, the LPTN method can obtain an accurate temperature
distribution with low time consumption. Firstly, the LPTN model of each component of the YASA
machine is constructed with technical details. Secondly, the losses of the YASA machine are obtained
by the electromagnetic FE analysis. Then, the temperature distribution of the machine can be
calculated by the LPTN model and loss information. Finally, a prototype of the YASA machine is
manufactured and its temperature distribution under different operating conditions is tested by
TT-K-30 thermocouple temperature sensors. The experimental data matches the LPTN results well.

Keywords: lumped parameter thermal network (LPTN); losses; temperature distribution; yokeless
and segmented armature (YASA)

1. Introduction

Electric vehicles driven by four in-wheel electrical machines make the traction system
more simplified and flexible [1]. In the limited volume, the yokeless and segmented
armature (YASA) axial flux machine is capable of producing larger torque compared with
radial flux machines [2–5]. The yokeless segmented stator core and the centralized short-
distance windings make it more efficient and give it a higher power density [6,7]. Therefore,
YASA machines are potential candidates for in-wheel traction applications.

It is well-known that losses cause the temperature rise of electrical machines, which
can weaken the machine’s performance and even damage electrical machines [8]. The
insulation system of armature winding and thermal characteristics of the permanent magnet
limits the maximum temperature of the electrical machines. The YASA machines feature
a high power density, which means a high loss density as well [9,10]. When machines
produce the peak torque under the peak current, a high copper loss is generated, making
the winding temperature rise rapidly. That challenges the insulation system of the electrical
machine. To ensure the reliability of the YASA machine, the thermal performance should
be thoroughly considered [11,12].

There are three typical methods for the thermal analysis of YASA machines, i.e.,
the computational fluid dynamics (CFD) method, the finite element (FE) method, and
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the lumped parameter thermal network (LPTN) method [13–21]. The CFD method can
calculate the convective heat transfer coefficients, which are significant in electrical machine
design [1,13]. However, the CFD model is usually complicated, which means it requires
several days or even a week to establish and calculate the thermal model [14]. In [15], a
novel stator cooling structure is introduced to improve the temperature distribution of the
YASA machine, and the CFD method verifies the proposed cooling structure. The CFD
method is applied in [16] to calculate an innovative water-cooling system for the YASA
machine. The FE method can obtain an accurate temperature distribution, but it requires
several hours to calculate the model and the boundary processing is complicated and
difficult [17,18]. In [17], both analytical and experimental investigations into the air-cooling
of a YASA motor for in-wheel traction are presented. In [18], a stator heat extraction system
for YASA machines is introduced and modeled, and the thermal analysis is calculated
by the FE method. The LPTN method divides the electrical machine into several nodes
corresponding to the machine components and the heat-source distribution [19,20], which
can guarantee the analysis accuracy while keeping it fast compared with the CFD and FE
methods. For machines with complex structures, accurate temperature distribution can
be quickly obtained by LPTN. Therefore, this paper only focuses on a LPTN model of the
YASA machine.

To the best of our knowledge, only a few papers have used the LPTN method to
compute the temperature distribution of YASA machines. For example, in [21], the short-
time duty and the intermittent duty of a 4 kW YASA machine are calculated based on
the LPTN method. In [22], a lumped parameter T-type thermal network model is applied
to the YASA machine temperature calculation, but it mainly focuses on the calculation
of core loss rather than the total losses. In [23], a 3D LPTN model is developed and
experimentally validated, where the air-cooling channels between permanent magnets on
the rotor plates are also considered. However, it only constructs the thermal models of the
stator (including the armature winding and stator core) and rotor without considering the
other components of the YASA machine. The main technical contribution of this paper
is to use the LPTN method to construct a detailed thermal model for the YASA machine
including all components. The temperature distribution of the YASA machine is obtained
rapidly and accurately by considering the losses calculated by the FE method. The LPTN
model can provide a reference for the thermal analysis of YASA machines, which not only
ensures the thermal reliability of the machine, but also saves time and calculation resources
in the machine design phase.

This report is arranged as follows: In Section 2, the topology of the YASA machine
is introduced, and the corresponding design parameters are listed. Then, in Section 3,
the detailed thermal model of the YASA machine is established, and the corresponding
thermal resistance of all components is deduced. To obtain the temperature distribution,
the calculated losses are introduced into the entire thermal model of the YASA machine, as
described in Section 4. After that, in Section 5, the prototype test proves the accuracy of the
thermal network model. Finally, this paper is concluded in Section 6.

2. Topology of the Studied YASA Machine

In this section, the structure and design parameters of the YASA machine are introduced.

2.1. Structure

Similar to the radial-flux permanent magnet (RFPM) machines, the YASA machines
belong to the category of permanent magnet (PM) machines. However, the magnetic flux in
the air gap of YASA machines is different from that of the RFPM machines. The magnetic
flux of the YASA machines is along the axial direction in the air gap, while that of the RFPM
machines is along the radial direction. Compared with the conventional RFPM machines,
the YASA machines can generate a higher performance when the radial diameter is larger
than the axial length [1,8,17].
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The YASA machines consist of a yokeless and segmented stator and double external
rotors [8]. The main magnetic flux of YASA machines, shown in Figure 1, starts from the
N-pole permanent magnet and passes through the stator core to the S-pole on the other
side. After passing through the rotor core on the second side, the flux starts from the N-pole
on the second side and passes through the stator core to the S-pole of the first side. Finally,
the main magnetic flux forms a closed loop.

 

Figure 1. The main magnetic flux of the YASA machines.

The construction of YASA machines possesses many significant advantages. The
segmented stator core equipped with a concentrated winding having short end-windings
that result in a high filling factor and low copper losses. The structure of a yokeless stator is
beneficial to decreasing mass and core loss [1,8,17]. In addition, YASA machines generally
exhibit low self-inductance and mutual inductances among the phases, which improve
fault tolerance and operation reliability [16,19].

The YASA machine investigated in this paper is shown in Figure 2, where the x-axis,
y-axis, and z-axis, respectively, represent the circumferential direction, axial direction, and
radical direction. The YASA machine can be divided into the stationary part and rotating
part, where the stationary part includes the stator core, armature winding, supporting
frame, and shaft, and the rotating part includes permanent magnets, rotor core, and the
housing.

z
y
x

 

Permanent magnet

Rotor core
Housing

Bearing
Stator core
Support frame
Shaft

(a) (b) 

Figure 2. Structure of the YASA machine: (a) 3-dimensional structure; (b) view of the cross-section.

2.2. Design Parameters

A 5 kW prototyped machine was developed to validate the thermal analysis of the
YASA machine. The main performance and geometric parameters are listed in Table 1.

Table 1. Key parameters of the studied YASA machine.

Parameters Values Parameters Values

DC voltage (V) 72 Active outer diameter (mm) 270
Rated power (kW) 5 Active internal diameter (mm) 190

Rated speed (r/min) 480 Active axial length (mm) 45
Rated torque (Nm) 99 Rotor core thickness (mm) 4.8

Rated current (Arms) 17 Permanent magnet thickness (mm) 3.4
Slot number 36 Pole arc coefficient 0.83
Pole number 32 Air gap (mm) 0.9
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3. Construction of the LPTN Model

In this section, the LPTN models of different components of the YASA machine are
constructed. Generally, there are three main parts taken into account, i.e., the stationary
part, the rotating part, and the YASA machine assembly. The thermal model of the YASA
machine involves many parameters (including geometric parameters and heat transfer
coefficients). The geometric parameters of the YASA machine are determined by the
intelligent optimization algorithm in the machine design process. Additionally, the heat
transfer coefficients are identified by fine-tuning against simple test data through a genetic
algorithm [24].

3.1. Thermal Model of the Stationary Part

In this subsection, the thermal model of the stationary part is introduced, which
includes the armature winding, stator core, support frame, and shaft.

3.1.1. Armature Winding

The armature winding is the main heat source, especially when operating at peak
torque with peak current. The heat dissipation of the armature winding is difficult, because
the winding is in the middle of the YASA machine. Additionally, the winding is relatively
dispersed, resulting in uneven temperature distribution. Hence, it is difficult to build a
detailed thermal model.

This paper uses the layered winding model from [25], in which the coil of the armature
winding is regarded as a uniform heat conduction material. The actual thermal conductivity
is replaced by an equivalent thermal conductivity kwd.

The armature winding includes the outer end-winding, inner end-winding, and slot-
winding. Figure 3 shows the specific position of the armature winding. Each section of the
armature winding is represented in Figure 4. The numbers in Figure 4 correspond to those
marked in Figure 3.

1  The contact surface between the slot-winding and stator core
2  The separating surface of the slot-winding
3  The inner surface  of  outer end-winding
4  The outer surface  of  outer end-winding
5  The inner surface  of  inner end-winding
6  The outer surface  of  inner -winding.Outer end-winding 

 Inner end-winding 
Slot-winding

1

2
5

6

3
4

Figure 3. Position in the cross-section of the segmented stator.

Outer-winding Section

Inner-Air

Inner-Air

Inner-Air Inner-Air

Inner-Air

Inner-Air

Inner-Air
4

3 1

2

5

6

Slot-winding Section

Inner-winding Section

Rwc1 Rwc2

Rwo
-y

Rwo
y-

air

Rw-
y Rw-x

Rwdsc

Stator tooth

Figure 4. The thermal model of a single segmented armature winding.
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For both the inner and outer end-winding, axial thermal resistances (Rwo−y, Rwoy−air,
Rwo−ya, Rw−y) and radial thermal resistance (Rw−x) are considered. Since the axial cross-
section of the end-windings remains unchanged, the axial thermal resistances are approxi-
mately constant. The radial thermal resistance changes with the radius. For instance, the
axial thermal resistance of the outer end-winding is

Rwo−y =
Lwo−y

kwdSwo−y
(1)

where Lwo−y is the distance of adjacent nodes at the outer end-winding, and Swo−y is the
area of the corresponding region between nodes, as shown in Figure 4.

Between the outer end-winding and inner-air (including the air gap and air inside the
YASA machine), there are axial thermal resistances Rwoy−air and Rwo−ya.

Rwoy−air =
1
2

Rwo−y + Rwo−ya (2)

Rwo−ya =
1

kwdoutSwo−y
(3)

where Rwo−ya is the convective thermal resistance and kwdout is the equivalent convective
heat transfer coefficient.

Similarly, the cross-section of slot-winding is constant. The thermal resistances of the
slot-winding (including the axial thermal resistance Rw−y and radial thermal resistance
Rw−x) are regarded as unchanged. The expressions follow:

Rw−y =
Hwd

2 /5(
Wwd

2 /5 × Ls

)
× kwd

(4)

Rw−x =
Wwd

2 /5(
Hwd

2 /5 × Ls

)
× kwd

(5)

where Wwd and Hwd represent the width and height of slot-winding, respectively. Ls is the
difference between the outer and inner radius of the stator core.

When calculating the thermal resistance Rwdsc between the slot-winding and stator
core, the thermal resistance of slot insulation should be taken into account:

Rwdsc =
1
2

Rw−x + Rlx−s + Rscx (6)

Rlx−s =
Wl(

Hwd
2 /5 × Ls

)
× kl

(7)

where Rlx−s is the thermal resistance of the slot insulation, Wl is the equivalent thickness of
the slot insulation, kl is the equivalent thermal conductivity of the slot insulation, and Rscx
is the thermal resistance of the stator core along the x-axis. In addition, there are thermal
resistances Rwc1 and Rwc2 between the slot-winding and both end-windings, respectively,
as shown in Figure 4.

3.1.2. Stator Core

The complete thermal model of the stator is shown in Figure 5. It should be noted that
the thermal model of the armature winding and segmented stator core can be consolidated
into a single node [19]. Rciax and Rciay are the equivalent thermal resistance of the armature
winding along the x-axis and y-axis, respectively. Rlx is the thermal resistance of the slot
insulation. Rwia is the convective thermal resistance between the armature winding and
inner-air. Pw,slot and Cw,slot represent the loss and heat capacity of the 1/4 slots, respectively.
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Psc,slot and Csc,slot represent the loss and heat capacity of the 1/2 stator core, respectively.
The heat capacity is defined as follows:

Cx = cxmx (8)

where mx and cx are the mass and heat capacity, respectively.

Figure 5. Thermal model of the single-segmented stator.

Rscx and Rscy are the thermal resistances of the stator core along the x-axis and y-axis,
respectively. The calculations are as follows:

Rscx =
Wst/2

Hst
2 × Lskiron

(9)

Rscy =
Hst/4

WstLskiron
(10)

where Wst and Hst are the width and height of the stator core, respectively, and kiron is the
thermal conductivity of the stator core.

Owing to the symmetrical structure, Figure 5 can be further simplified to Figure 6.
Figure 6 is the thermal model of the stator core, which constitutes the entire thermal model
of the YASA machine (discussed in Section 3.3). Pw and Cw represent half of the copper
loss and heat capacity. Psc and Csc represent half of the stator core loss and heat capacity.
The convective thermal resistance between the stator core and inner-air present is Rscia.

Figure 6. Simplified thermal model of the segmented stator.

3.1.3. Support Frame

The segmented stator core is shown in Figure 7a. In Figure 7b, there are matched
cages on both sides of the segmented stator cores for support. The cages are connected by a
circular connector with a support frame.
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Figure 7. Stator: (a) segmented stator core; (b) stator core and cages.

The thermal model of the support frame is shown in Figure 8. The support frame
connects with the stator core and shaft. The thermal resistance between the support frame
and stator core is Rscsu, as shown in Figure 6. The thermal resistance between the support
frame and shaft is Rsush. In addition, there is thermal resistance Rsuia between the support
frame and inner-air. The calculation equations follow:

Rscsu =
lscsu

Sscsukair
(11)

Rsush =
lsush

Ssushkair
(12)

Ssush = 2πRsui
Hsu

2
= πRsui Hsu (13)

where lscsu is the tolerance clearance between the support frame and stator core, lsush is the
tolerance clearance between the support frame and shaft, Sscsu is the area of the tolerance
clearance between the support frame and stator core, Ssush is the area of the tolerance
clearance between the support frame and shaft, and kair is the thermal conductivity of air.
Rsui and Hsu are the inner radius and height of the connector.

Figure 8. The thermal model of the support frame.

3.1.4. Shaft

Figure 9 shows the thermal model of shaft, where Rshz1 represents the radial thermal
resistance from the support frame to shaft, Rshz2 is the radial thermal resistance from the
shaft to bearing, Rshy1 is the axial thermal resistance between the shaft and bearing, Rshy2
is the axial thermal resistance from the bearing to shaft end, Rshso is convective thermal
resistance between the shaft and surroundings. Additionally, there is convection thermal
resistance Rshia between the shaft and inner-air. The thermal resistances are calculated
as follows:

Rshz1 =
dsh1/2

(πdsh1/2)Hsh
2 ksh

=
2

πHshksh
(14)

Rshz2 =
dsh2/2

(πdsh2/2)Hbeksh
=

1
πHbeksh

(15)

Rshy1 =
lsh1/4

π(dsh1/2)2ksh
+

lsh2/2

π(dsh2/2)2ksh
(16)

Rshy2 =
lsh2/2

π(dsh2/2)2ksh
+

lsh3/2

π(dsh3/2)2ksh
(17)
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Rshso =
1

Sshsokshso
(18)

Sshso = π(dsh3/2)2 + πdsh3lsh3 (19)

where ksh is the thermal conductivity of the shaft, kshso is the convective heat transfer
coefficient between the shaft and surroundings, and Hbe is the height of the bearing. The
other structural parameters are defined in Figure 10.

Figure 9. Thermal model of the shaft.

Figure 10. Structure of the shaft.

3.2. Thermal Model of the Rotating Part

In this subsection, the thermal model of the rotating part is introduced, which includes
the permanent magnets, bearing, rotor core, and housing.

3.2.1. Permanent Magnet

Figure 11 shows the thermal model of the permanent magnet, where Rmia is the
convective thermal resistance between the permanent magnet and inner-air, Rmy is the axial
thermal resistance of the permanent magnet, Rmrc is the thermal resistance between the
permanent magnet and rotor core, and Rrcy is the axial thermal resistance of rotor core.

Figure 11. Thermal model of the permanent magnet.

The equations of Rmy, Rmcr and Rrcy follow:

Rmy =
Hm/2
Smkm

(20)

Rmrc =
lmr

Smkair
(21)

Rrcy =
Hrc/2
Srckrc

(22)
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Src = π
(

r2
rco − r2

rci

)
(23)

where Hm and Hrc are the thicknesses of the permanent magnet and rotor core, respectively.
Sm, Src is the radial cross-section area of the permanent magnet and rotor core, respectively;
km, krc is the thermal conductivity of permanent magnet and rotor core, respectively. The
tolerance clearance between the permanent magnet and rotor core is lmr; rrco, rrci is the
outer and inner radius of the rotor core, respectively. The components of the machine
cross-section are illustrated in Figure 12.

Figure 12. Cross-section of the YASA machine.

3.2.2. Bearing

The bearing connects the stationary part and the rotating part. Figure 13 shows the
thermal model of the bearing. Pb represents the friction loss of the bearing. A part of
the heat transfers from the bearing to the rotor core and is dissipated. Rshb is the thermal
resistance between the bearing and shaft, as shown in Figure 9. Rbrc is the thermal resistance
between the bearing and rotor core, as shown in Figure 13. The equations follow:

Rshb =
(rbo − rbi)/2( rbo+rbi

2 +rbi

)
2 2πHbekbe

=
(rbo − rbi)/2(

rbo+rbi
2 + rbi

)
πHbekbe

(24)

Rbrc =
(rbo − rbi)/2(

rbo+rbi
2 + rbo

)
πHbekbe

(25)

where rbo and rbi are the outer and inner radius of the bearing, respectively, and kbe is the
equivalent thermal conductivity of the bearing.

Figure 13. Bearing thermal model.

Rrcz1 is the thermal resistance of the rotor core. Assuming the rotor core and the
permanent magnet are the same distance to the shaft, then:

Rrcz1 =
rrcma − rrci

(rrcma + rrci)πHrckrc
(26)

where rrcma is the distance from the permanent magnet to the shaft center, Rrci is the inner
radius of the rotor core, which is equal to the outer radius of the bearing, Hrc is the height
of the rotor core, and krc is the thermal conductivity of the rotor core.
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3.2.3. Rotor Core

The eddy current loss of the rotor core is calculated by the FE method. Figure 14
shows the thermal model of the rotor core, which contacts the inner-air and surroundings
directly. Rrcia is the convective thermal resistance between the rotor core and inner-air, Rrcso
is the convective thermal resistance between the rotor core and surroundings, Rrcz2 is the
thermal resistance of the rotor core, and Rhy is the axial thermal resistance of the housing.
The calculation formulae follow:

Rrcia =
1

krciaSrcia
(27)

Srcia = π
(

r2
hi − r2

mo

)
+ π
(

r2
mi − r2

rci

)
(28)

Rrcso =
1

krcsoSrcso
(29)

Srcso = π
(

r2
rco − r2

rci

)
(30)

Rrcz2 =
rrco − rrcma

(rrcma + rrco)πHrckrc
(31)

Rhy =
Hh/4

π
(
r2

ho − r2
hi
)
kh

(32)

where krci is the convective heat transfer c between the rotor core and inner-air, and krcso is
the convective efficient heat transfer coefficient between the rotor core and surroundings.
Srcia is the contact area between the rotor core and inner-air, Srcso is the contact area between
the rotor core and surroundings; rmo and rmi are the outer and inner radius of the permanent
magnet, respectively; rho and rhi are the outer and inner radius of the housing, respectively;
Hh is the height of the housing; and kh is the thermal conductivity of the housing.

Figure 14. Thermal model of the rotor core.

3.2.4. Housing

There is heat convection between the inner surface of the housing and inner-air. The
outer surface contacts with the surroundings, which dissipate heat directly. Figure 15 shows
the thermal model of the housing. Rhz is the radial thermal resistance of housing, Rhia is the
convective thermal resistance between the housing and inner-air, and Rhso is the convective
thermal resistance between the housing and surroundings. The formulas follow:

Rhia =
1

Shiakhia
(33)

Shia = πrhi Hh (34)

Rhso =
1

Shsokhso
(35)

Shso = πrho Hh (36)
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Rhz =
(rho − rhi)/2(
rho+rhi

2

)
2π Hh

2 kh

=
rho − rhi

(rho + rhi)πHhkh
(37)

where khia is the convective heat transfer coefficient between the housing and inner-air, khso
is the convective heat transfer coefficient between the housing and surroundings, Shia is the
contact area between the housing and inner-air, and Shso is the contact area between the
housing and surroundings.

Figure 15. Housing thermal model.

3.3. Entire Thermal Model of the YASA Machine

Based on the thermal models of all the components described above, the entire thermal
model of the YASA machine can be obtained by simply integrating all of them, as shown in
Figure 16. The thermal model of each component marked with different colors is connected
by thermal resistances (including conduction thermal resistance and convective thermal
resistance). Between the shaft and the supporting frame, there is the conduction thermal
resistance Rsush. The thermal model of the bearing and shaft is connected by the thermal
resistance Rshb. The permanent magnet adheres to the rotor core, so there is the conduction
thermal resistance Rmrc. Additionally, there are the convective thermal resistances (includ-
ing Rmia, Rscia/Q, and Rwia/Q) of the YASA machine between the permanent magnet, stator
core, armature winding, and inner-air. These thermal resistances are calculated by the
formulae given above.

Figure 16. Entire thermal model of the YASA machine.

4. Parameter Calculation of the Thermal Network Model

In this section, the losses of the YASA machine (including the armature winding loss,
stator core loss, rotor core loss, permanent magnet eddy current loss, and mechanical loss),
the thermal resistance of the air gap, and convective heat transfer coefficient on the hub
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surface are calculated. Finally, the detailed temperature distribution of the YASA machine
is obtained.

4.1. Losses Calculation

The copper loss is calculated by

Pcopper = mI2
s Rs (38)

where m is the phase number, Rs is the phase resistance, and Is is the effective value of
phase current.

The core loss separation model proposed by Italian scholar Bertotti [26] is widely used.
It mainly includes hysteresis loss, classical eddy current loss, and excess loss:

PFe = Ph + Pc + Pe = Kh f B∝
m +

σd2

12ρ

1
T

∫ T

0

(
dB(t)

dt

)2

dt +
√

σGV0S
ρ

1
T

∫ T

0

(
dB(t)

dt

)1.5

dt (39)

The core loss is related to magnetic flux density. When the magnetic flux density
changes sinusoidally and remagnetization is adopted, Equation (39) can be simplified as

PFe = Kh f B∝
m + Kc f 2B2

m + Ke f 1.5B1.5
m (40)

where Kh, Kc, and Ke are the coefficient of hysteresis loss, eddy current loss, and excess loss,
respectively; f is the electrical frequency and Bm is the amplitude of magnetic flux density.

Eddy current loss of the rotor core and permanent magnet can be calculated by

Peddy =
1
σ

∫
J2dV (41)

where σ is the conductivity, J is the eddy current density, and V is the volume of the component.
Mechanical loss includes bearing loss Pb and wind friction loss Pwind. The formula follows:

Pb = 0.06k f b(mr + msh)ns (42)

where kfb is an empirical coefficient, which in the range 1–3 m2/s2; mr, msh is the mass of
rotor and shaft, respectively; ns is the rotating speed.

Pwind =
1
2

c f ρcm(2πns)
3
(

R5
out − R5

sh

)
(43)

where ωs is electric angular speed; Vair is the dynamic viscosity of air, taken as 2 × 10−5 Pas;
and ρcm is the air density, taken as 1.2 kg/m3. Rout is the outer radius of the rotor and Rsh is
the outer radius of the shaft.

4.2. Air Gap Thermal Resistance and Convective Heat Transfer Coefficient on the Hub Surface

The calculation process of the air gap thermal resistance follows four points:
(1) Reynolds number Reg of the air gap is determined according to machine radius,

speed, and dynamic viscosity of the fluid, as shown in Equation (44) [27].
(2) The fluid types are determined by Reynolds number Reg, which generally includes

laminar flow, transition flow, and turbulent flow [28].
(3) Determination of the Nusselt constant Nu is based on Reynolds number Reg and

the air gap ratio G (G = g/R2, where g is the distance between the stator and rotor plate, R2
is the outer radius of the rotating plate), as shown in Table 2 [29].
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Table 2. Nusselt constant function relationship.

Value Range Fluid Type Formula

G = 0.01 Laminar flow Nu = 7.46Re0.32
g

0.02 ≤ G ≤ 0.06 Laminar flow Nu = 0.50
(
1 + 5.47 × 10−4exp(112G)

)
Re0.5

g

G ≥ 0.06 Laminar flow Nu = 0.55
(

1 + 0.462exp
(
−13G

3

))
Re0.5

g

Rotor plate Laminar flow Nu = 0.55Re0.5
g

G = 0.01 Turbulence Nu = 0.044Re0.75
g

0.02 ≤ G ≤ 0.06 Turbulence Nu = 0.033(12.57exp(−33.18G))Re3/5+25G12/7

g

G ≥ 0.06 Turbulence Nu = 0.0208(1 + 0.298exp(−9.27G))Re0.8
g

Rotor plate Turbulence Nu = 0.0208Re0.8
g

(4) According to this derivation, the air-gap equivalent convective heat transfer coefficient
hg and the air-gap thermal resistance Rg can be obtained by Formulae (46) and (47).

Reg =
ωsR2

out
vair

(44)

c f =
3.87√

Reg
(45)

hg =
Nu × kair

R2
(46)

Rg =
1

π
(

R2
2 − R2

1
)
hg

(47)

where kair is the thermal conductivity of air and R1 is the inner radius of the rotating plate.
There is no barrier between the end cap and the surroundings, which belongs to heat

convection. The convective heat transfer coefficient on the surface of the rotor plate can be
obtained by Equation (46).

The average Nusselt constant is obtained from two cases. One is that the airflow type
on the surface of the rotor plate is laminar flow, so the average Nusselt constant Nu1 is
calculated by

Nu1 =
2
5

(
Re2

g + Gr
) 1

4 (48)

Gr =
βgR3π3/2ΔT

v2 (49)

where β is the coefficient of thermal expansion; v is the kinematic viscosity coefficient of
the fluid, taken as 1.569 × 10−5 m2/s. ΔT is the temperature difference between the rotor
plate surface and the surroundings.

The other airflow type is a combination of laminar flow and turbulence:

Nu1 = 0.15Re
4
5
g − 100

(
rc

R2

)2
(50)

rc =
√

2.5 × 105v/ωs (51)

where rc is the transition radius.
In addition, with the help of the naphthalene sublimation experiment and analogy

theory, the relation between the convective heat transfer coefficient and the speed of the
rotor plate is obtained by fitting. This paper refers to this method to obtain the convective
heat transfer coefficient of the end cap:

hg = 8.859ω0.5
s (52)
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The convective heat transfer between the housing and surroundings is calculated by

hp =
kair
D2

Nu2 (53)

Nu2 = 0.133Re2/3
D Pr1/3 (54)

ReD =
ωsD2

2
v

(55)

where hp, Nu2, and ReD are the convective heat transfer coefficient, average Nusselt constant,
and Reynolds number of the rotor plate, respectively. D2 is the outer diameter of the rotor
plate; Pr is the Prandtl number of the air, taken as 0.703.

The inner-air thermal resistance, the convective heat transfer coefficient between
the rotor core and surroundings, and the convective heat transfer coefficient between the
housing and surroundings are 0.7568 K/w, 62.8 w/(m2·K), and 47.8 w/(m2·K), respectively.

4.3. Results of the Thermal Network Model

The temperature distribution of the YASA machine can be obtained by the entire
thermal network model. The temperature of all the components is listed in Table 3.

Table 3. The steady-state temperature of the YASA machine.

Machine Components Steady-State Temperature (◦C)

Winding 127.07
Stator core 100.57

Permanent magnet 54.54
Rotor core 52.00
Housing 49.35
Bearing 63.61

It can be found that the armature winding temperature is the highest and the tem-
perature of the stator core is lower than that of the winding temperature. The lowest
temperature is the housing and rotor core. The armature winding is the main heat source
of the YASA machine. The stator core and winding are located in the center of the machine,
from which dissipation of heat is difficult. The rotor core and the housing are contacted
directly by the surroundings, which makes its lower temperature rise. Under the rated
condition, the temperature of the permanent magnet is 54.54 ◦C. The temperature does not
exceed the allowable working temperature, which ensures reliable operation.

By setting the laboratory temperature at 20 ◦C, all components of the YASA machine
tend to be stable at 80 min, as shown in Figure 17.

Figure 17. The transient temperature rise of the YASA machine.
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5. Experimental Verification

5.1. Experimental Prototype

The prototype is shown in Figure 18. The segmented stator core and armature winding
are fixed by the support frame, as shown in Figure 18a. Permanent magnets are bonded
to the rotor core, as shown in Figure 18b. The YASA machine assembled is shown in
Figure 18c.

Figure 18. YASA machine assembly: (a) stator; (b) rotor; (c) machine assembly.

5.2. Prototype Experiment

The rated 11 A direct current (DC) corresponding 5 A/mm2 current density is applied
to the armature winding. The experimental data of the YASA machine are compared with
the calculated results of the LPTN model, and the results are in good agreement, as shown
in Figure 19.

Figure 19. Instantaneous temperature-rise test of the prototype under 11 A DC.

Further, the direct current with different values is applied to the windings to measure
the temperature rise of the YASA machine. The current is disconnected after a period
of time, the cooling curve is measured, and the results are compared with the thermal
network, as shown in Figures 20–22. The maximum error is less than 2.5 ◦C, which occurs
in the armature windings. The error mainly comes from the change in environmental
temperature and the given error of heat capacity. The error is smaller than that of the LPTN
model for the single-sided AFPM machine proposed in [17], whose temperature error is
4 ◦C.
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Figure 20. Instantaneous temperature-rise test of the prototype under 10 A DC.

Figure 21. Instantaneous temperature-rise test of the prototype under 12 A DC.

Figure 22. Instantaneous temperature-rise test of the prototype under 13.5 A DC.

6. Summary

In this paper, the LPTN model of the YASA machine for in-wheel traction application
is developed to calculate the temperature distribution of all components of the YASA
machine. The thermal models of all components in YASA machines, including the stationary
and rotary components, are simplified based on the symmetrical structure, while the
detailed thermal resistance formulae are given. Based on the loss results calculated by
electromagnetic FE analysis, the temperature distribution of the YASA machine is obtained.
Comparing the calculated and experimental results, the maximum temperature difference
is no more than 3.3%, which validates very good accuracy of the proposed thermal model.
The proposed method is considered as a good reference for design engineers of YASA
machines in the applications of in-wheel traction. In addition, this paper is also beneficial
to the research of machine cooling. The advanced cooling technique of the YASA machine
applied on in-wheel traction systems will be investigated in a following study.
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Abstract: The article presents and compares two different control methods for a permanent magnet
synchronous motor (PMSM) for diesel–electric ship propulsion. The main focus of the article is on control
optimization, which allows improving energy efficiency by reducing reactive power in the mechatronic
propulsion system. The first method consists in modifying the commonly used field-oriented control
(FOC) strategy to ensure zero reactive power in the inverter–PMSM system. Since a characteristic of ship
propulsion systems, unlike those used on land, is the step load on the propulsion motor, the system’s
performance in dynamic states is particularly important. Unfortunately, control strategies based on FOC
do not take into account the dynamics of the system, since they apply only to steady states. Therefore,
the authors of this paper, based on control theory methods, proposed an approach that also optimizes
control in dynamic states, while minimizing reactive power in the steady state. The analytical studies
were confirmed in simulation studies using the MATLAB Simulink package.

Keywords: diesel–electric propulsion; permanent magnet synchronous motor; energy optimization;
I/O linearization method

1. Introduction

Due to the fact that approximately 80% of world trade is carried out by sea [1],
maritime organizations and designers of ship systems are looking for solutions limiting the
negative effects of ships on the environment. In this context, the International Maritime
Organization (IMO) has presented rigorous regulations concerning the design of ship
systems by introducing the Energy Efficiency Design Index (EEDI) [2–5]. The introduced
regulations pose a great challenge for engineers, who (at every stage of ship design) are
looking for solutions to improve the EEDI by applying new technologies or increasing the
efficiency of currently applied systems.

The most frequently used ship propulsion system is an internal combustion engine
mechanically connected to a propeller with a constant pitch or with a variable pitch (less
frequently). The main disadvantage of internal combustion engines is their low efficiency—
especially at low engine loads. The typically used low-speed diesel engines show up to
50% efficiency at optimal load [6]. It should be stressed that ships with combustion engines
and fixed propellers have maneuvering limitations.

Nowadays, this propulsion is a solution commonly used for ships, which move at
design speed [7] for most of their operation.

For ships that require high flexibility of the propulsion system, e.g., cruise ships, ferries,
pleasure vessels, and offshore ships (anchor handling tug vessels, accommodation ships,
supply vessels), thanks to the development of power electronics technologies, diesel–electric
propulsion systems have been an alternative solution to internal combustion engines. In
addition, this drive is characterized, among other things, by high reliability and overall
cost reduction (investment and exploitation) [7,8].

The traditionally used power generation system and the ship propulsion in the diesel–
electric system are presented in Figure 1 [7,9–13].
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Energies 2022, 15, 9390

Electric 
MotorAC

DC

Diesel Engine G1

Diesel Engine G3

Diesel Engine G2 AC
DC

ship propulsion control system

 

Figure 1. Traditionally used ship propulsion system in the diesel–electric system (AC grid).

Compared to the propulsion of a ship with an internal combustion engine, the effi-
ciency of the diesel–electric propulsion at full load is lower due to additional losses of the
power electronics system and the electric motor (approximately 4% [7,14]). However, with
a reduced load, the efficiency of the diesel–electric system is greater. This is due to the
operation of a smaller number of generating sets, and thus the optimal operation of the
remaining generating sets. In ships with AC grids, all generating units operate at a constant
speed in order to ensure the stability and safety of the ship’s power grid.

Increasing the efficiency of the diesel–electric system and therefore increasing the
efficiency of the drive can be achieved by using the topology shown in Figure 2.
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Figure 2. Ship propulsion system in the diesel–electric system with optimization of the operation of
generator propulsion engines (DC grid).

The ship propulsion system with optimized operation of generator propulsion engines
is also known (Figure 2) [7,15–20].

In the DC grid, it is possible to optimize the operation of generator propulsion engines.
Each diesel engine can run independently in the DC grid at optimal speed. Therefore, com-
pared to the traditional diesel–electric propulsion system with AC grid technology (Figure 1),
the ship’s propulsion system with DC grid technology (Figure 2) shows greater efficiency.

The use of different types of electric motors in the diesel–electric system is also associ-
ated with obtaining different levels of efficiency of the propulsion system.

The most commonly used motor in the ship’s electric propulsion is the externally excited
synchronous motor (EESM). Asynchronous AC motors and DC motors, despite attempts
to use them in the electric propulsion of ships, were not widely used due to technological
(design) limitations—especially for very high-power propulsion systems. The continuous
development in the technology of producing permanent magnets and the huge progress in
power electronics technology made it possible to use PMSM in the electric propulsion of the
ship. In addition to the well-known advantages of using PMSM motors (e.g., higher power
density, high reliability, lower weight and dimensions), these motors are mainly characterized
by higher efficiency (especially when the motor is underloaded) due mainly to the elimination
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of excitation losses (from 3 to 6%, depending on the load). Thanks to the possibility of using a
large number of pairs of poles, the lack of a need for gears (gear losses of about 2%, depending
on the number of gears used) also increases efficiency [21,22].

Currently, the main problem for designers of ship systems is the increase in the energy
efficiency of systems. Engineers are faced with the difficult task of limiting the ship’s energy
efficiency design index (EEDI), which is stipulated by regulations. It is very difficult to achieve.

However, the presented above-selected methods of increasing the efficiency of diesel–
electric propulsion of the ship, and thus increasing energy efficiency, do not completely
solve the problem.

There are known methods of improving the energy efficiency of control of a PMSM
propulsion system by expanding the topology of the power electronic system [23] or
complex control algorithms [24–26] in which the response of the system to abrupt (rapid)
large changes in the load and speed of the motor, which occur on the ship, is omitted.

Therefore the authors in this article propose two new methods of controlling the
PMSM motor in the diesel–electric propulsion system of a ship, increasing the propulsion
efficiency by reducing the reactive power in the inverter–PMSM system. The first method
presented in the article is based on steady-state analysis, the effectiveness of which was
confirmed by comparison with the classical FOC method of PMSM control. The second
method of control is based on the output feedback linearization [27] and LQR optimal
control [28] methods. This approach, in addition to reducing reactive power in the steady
state, also makes it possible to reduce torque oscillations in dynamic states (which is the
case with the first method presented).

The paper is organized as follows:
Section 2.1 presents the steady-state PMSM control method based on the use of the physical

properties of the system with energy optimization and presents the results of the study.
Section 2.2 discusses the details of the analysis of the I/O linearization method providing

energy optimization and further ensuring optimal steady-state behavior of the system.
The article concludes in Section 3 with comments on the results.
Section 4 summarized the effectiveness of the two methods in terms of energy efficiency

and the second method of optimization in the dynamic state.

2. Methods and Results

2.1. Energy Optimization of the PMSM Propulsion System in a Steady State Based on the Use of
the Physical Properties of the System

This subsection will present an energy optimization method based on the analysis of
steady-state electromagnetic processes, which was compared to the classic FOC control
method. Analysis and simulation studies confirming the effectiveness of the method were
carried out using the MATLAB Simulink program.

The equivalent electrical diagram of the PMSM propulsion system is presented
in Figure 3.

Figure 3. Equivalent diagram of the propulsion system with PMSM.
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The PMSM control system is based on the selection of a coordination system in such a
way that variables defining its dynamics are constant in a steady state.

The UM mathematical description is conducted in the synchronously rotating system
of d, q coordinates, which are closely connected with the PMSM magnetic field. The d axis
coincides with the magnetic field vector. Then the electromagnetic force E will coincide
with the q axis. The nonlinear model of the PMSM machine can be written in the form of a
system of differential Equation (1).

Uacd(t) = r1 Id(t) + L1
dId(t)

dt − ωL1 Iq(t),

Uacq(t) = r1 Iq(t) + L1
dIq(t)

dt + ωL1 Id(t) + ψ0ω,

Te = 1.5pψ0 Iq(t),

J dωm
dt = Te − TL.

(1)

where:
Uacd(t), Uacq(t), Id(t), Iq(t)—the inverter output voltage and stator currents (PMSM) on

the d and q axes;
ω = pωm—voltage pulsation at the inverter output;
ωm—angular speed of the machine’s rotor;
J—inertia;
p—number of machine’s pole pairs;
Te—electromagnetic moment of the machine;
TL—load torque;
r1—stator winding phase resistance;
x1 = ωL1 = p ωmL1—inductive reactance of the stator winding phase (L1—inductance

of the stator winding phase).
By analyzing the system (1), it is easy to notice that for specified ωm and TL there

are an infinite number of equilibrium points (steady states) of the system, associated with
input pairs (Uacd, Uacq).

Therefore, there is a natural problem of selecting a pair of inputs (controls) Uacd* and
Uacq* in such a way as to ensure the reset of the system’s reactive power (Qac = 0), which
we will refer to as energy optimization [21,29,30].

For this purpose, we conduct the following analysis:
In the steady state, electromagnetic processes presented by Equation (1), describing

the propulsion, take the following form:

Uacd = r1 Id − x1 Iq,
Uacq = r1 Iq + x1 Id + Eq.

(2)

where:
Eq = pωmψ0 = ωψ0—electromotive force of the PMSM stator.
The Equation (2) can be presented in a vector form as follows:

Uac = E + r1 I1 + jx1 I1 (3)

where:
Uac, I1, ψ0, E = jωψ0—resultant (spatial) vector of variable electromagnetic states of

the system.
In the mathematical description, the variables in Equation (3) are vector values. This

enables building a vector diagram and evaluating the physical properties of the system.
Figure 4 shows the vector diagram for the inverter–PMSM system with energy optimization.
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Figure 4. Vector diagram of inverter–PMSM system during energy optimization.

By performing the energy optimization (Figure 4), Uacd, Uacq control signals in d, q
coordinates are set in such a way that the phase shift between the voltage vector Uac and the
current vector I1 at the inverter output is equal to zero (ϕ = 0) (Figure 4). This is equivalent
to resetting the reactive power Qac = 0.

In the optimal mode of operation, the modulation phase can be determined on the
basis of the geometric relations of the vector diagram:

ϕm.opt = arcsin
x1 I1

E
= arc sin

L1 I1

ψ0
(4)

In order to obtain energy optimization in the inverter–PMSM system, a pair of control
inputs ought to be selected in accordance with the following equations:

U∗
acd = −Uac sin ϕm.opt,

U∗
acq = Uac cos ϕm.opt.

(5)

Currents in longitudinal (d) and transverse (q) axes can be determined on the basis of
the following relations:

Id = −I1 sin ϕm.opt,
Iq = I1 cos ϕm.opt.

(6)

from which it is easy to determine the current I1 defining the angle ϕm.opt on the basis of
Equation (4).

Now, having ϕm.opt and generating voltages Uac as an output from the PID controller
(driven by the error Δωm = ωm − ω∗

m), Equation (5) determines the desired pair of controls
Uacd* and Uacq* ensuring energy optimization in a steady state.

Note that in the dynamic (transition) states, the adopted PID-type control is far from
optimal, and it is even difficult to achieve any desired specifications here.

Formally, the inverter output voltage is determined from the geometric relations of
the vector diagram:

Uac = pω∗
mψ0 cos ϕm.opt + r1 I∗1 (7)
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Due to the fact that energy characteristics of the PMSM propulsion can be determined
from the following equations:

Pac = 1.5(Uacd Id + Uacq Iq),
Qac = 1.5(Uacq Id − Uacd Iq).

(8)

it is easy to check (by simple substitution) that the initial assumption (phase shift between
the voltage vector Uac and the current vector I1 at the inverter output is equal to zero) leads
to the reset of reactive power, i.e., Qac = 1.5(U∗

acq Id − U∗
acd Iq) = 0. The electromagnetic

moment (Te) in the steady state is equal to

Te =
2
3

pψ0 Iq (9)

The calculations were based on the data of an exemplary PMSM used in the ship’s
propulsion (Table 1) [31].

Table 1. Data of an exemplary PMSM used in the ship’s propulsion.

Parameter
Volume

(Nominal Units)
Volume

(Per Unit)

Rated Mechanical Power 2.0 MW 1
Rated Apparent Power 2.2419 MVA 1
Rated Line-to-Line Voltage 690 V (rms) 1
Rated Phase Voltage 398.4 V (rms) 1
Rated Stator Current 1867.76 A (rms) 1
Rated Stator Frequency 9.75 Hz 1
Rated Power Factor 0.8921 1
Rated Rotor Speed 22.5 rpm 1
Number of Pole Pairs 26 1
Rated Mechanical Torque 848.826 kNm 1
Rated Rotor Flux Linkage 5.8264 Wb (rms) 0.896
Stator Winding Resistance, R1 0.821 mΩ 0.00387
Moment of Inertia, J 6 kgm2 1
d-Axis Synchronous Inductance, Ld 1.5731 mH 0.4538
q-Axis Synchronous Inductance, Lq 1.5731 mH 0.4538

Energy processes (dependencies: Pac and Qac to ωm and Te) calculated with the use of
Equations (4)–(8) are presented in Figure 5.

Figure 5. Energy characteristics: (a) active power Pac and (b) reactive power Qac with optimization.
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Analytical results of PMSM control with energy optimization shown in Figure 5
confirm the effectiveness of the proposed method. The reactive power Qac over the entire
range of speed ωm and electromagnetic torque Te variation is zero (Figure 5b).

The electric propulsion system with PMSM, realizing energy optimization in the steady
state (Qac = 0), is presented in Figure 6. The system includes the following:

• Voltage inverter composed of transistors (VT1–VT6) and diodes;
• Synchronous machine (PMSM);
• Rotor condition sensor (SPS);
• Coordinate transformation module (abc/d,q—Park–Gorev transformation);
• Coordinate transformation module (d,q/abc—Park–Gorev inverse transformation);
• Pulse width modulator (PWM);
• Speed controller (SC);
• Optimization block (OB).

Figure 6. PMSM control system with PWM and speed regulator with energy optimization (Qac = 0).

In order to compare the control results of the PMSM system without and with energy
optimization, the commonly used field-oriented control (FOC) method was implemented
in MATLAB Simulink [32,33]. Figure 7 shows the energy processes in the inverter–PMSM
drive system during speed and torque changes without energy optimization.

The test results of the commonly used PMSM control method (FOC), shown in Figure 7,
prove that although the system responds correctly to the changes in the set speed ω*m
and torque Te*, the presence of non-zero reactive power Qac in the inverter–PMSM system
causes additional losses (losses in the inverter, in the connecting wires, and in the machine).

The preset load torque TL (Te*) and the preset angular velocity are assumed to be
constant only during the design process. In fact, TL is a disturbance, acting on the system,
which can be realized in different ways (it may, e.g., depend on angular velocity). All
changes in TL (or ω*m) can be interpreted as changes in the system equilibrium point.
As the designed closed-loop system is stable, the system state just tracks the varying
equilibrium point. Note that the step change of TL (as in the paper) can be considered the
strongest (worst) impact on the system.
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Figure 7. Energy processes (Pac, Qac) in inverter-PMSM drive system during speed and torque
changes without energy optimization (FOC method).

The adopted PMSM propulsion system control strategy with energy optimization
(Qac = 0) in the steady state was implemented in the MATLAB Simulink program on the
basis of the model (Figure 6). PMSM parameters are shown in Table 1. During the tests,
torque, rotational speed, stator currents in the d, q system, and active and reactive power
during the operation of the propulsion system with energy optimization were compared.
Figure 8 present the results of simulation tests. The waveforms indicate the behavior of
electromagnetic torque (Te) in relation to the set load torque TL*, speed ωm in relation to
the set speed ωm*, active power (Pac), reactive power (Qac), and stator currents (on d and q
axes) Id and Iq in the inverter–PMSM system.

The test results of the proposed PMSM control method, shown in Figure 8, based
on the analysis of steady-state electromagnetic processes, show the correct response of
the system to changes in the set speed and torque (similar to the classical control method
(Figure 7)) while reducing the reactive power to zero at the same time. Additional losses in
the inverter–PMSM system associated with reactive power do not occur. Simulation studies
confirmed the analytical research presented earlier. The proposed control method enabled
energy optimization in a steady state to be obtained. In the dynamic state (t = 2 s), during
the change (reduction tests) in speed, there are oscillations in the electromagnetic torque Te.
This is connected with the fact that the synthesis of the speed controller in the classic system
is conducted in accordance with the criteria of the so-called “technical optimum” [34].
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Figure 8. Energy processes (Pac, Qac) in the inverter-PMSM propulsion system during changes in
speed and torque with energy optimization.

2.2. Synthesis and Optimization of Dynamic and Static Control of a Propulsion System
with PMSM

An alternative approach to the issue, having the advantage that we can additionally obtain
optimal control in dynamic (transient) states, is the use of control theory methods [35–39].

In order to optimize the operation of the propulsion system in a dynamic state, taking
into account energy optimization (Qac = 0), an analysis with the use of input–output (I/O)
linearization and optimal control techniques was carried out.

2.2.1. Design of the Main Controller via I/O Linearization Method

To facilitate the analysis and for the sake of clarity, the traditional notations in the control
theory have been adopted. Let us first write Model (1) in the following state-space form:

dx1
dt = − r1

L1
x1 + px3x2 +

1
L1

u1

dx2
dt = −px3x1 − r1

L1
x2 − pψ0

L1
x3 +

1
L1

u2

dx3
dt = 1.5pψ0

J x2 − 1
J TL

(10)

where:

x1 = Id, x2 = Iq, x3 = ωm;
u1 = Uacd, u2 = Uacq.

In addition, the model parameters are the same as in Table 1; i.e., r1 = 0.821 mΩ,
L1 = 1.5731 mH, p = 26, Y0 = 5.8264 Wb, J = 6 kgm2, TL = 848.826 kNm.
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The considered control problem is to stabilize the state variable x3 on the desired x∗3
value, i.e., bring the system output

y = x3 − x∗3 (11)

to zero, by using control variables u1 and u2, where x∗3 = ω∗
m denotes the desired value of ωm.

Analyzing the form of the above nonlinear system (10), one can observe that for
controlling the output y it is enough to manipulate only the control variable u2 while u1
may serve us as an extra (constant) control parameter which will be then used for the
system energetic optimization.

The synthesis of control u2 can be performed by the input–output (I/O) feedback
linearization, a method well known in the field of nonlinear control system engineering [27].

Based on this method, we transform Models (10) and (11) to the canonical form suitable
for the direct derivation of the control law u2.

However, to avoid the formalism of Lie derivatives, characteristic here, we repeatedly
differentiate the output (11) with respect to time until the appearance of control u2.

First we denote y1 = y.
Hence, using (10), we obtain the following:

.
y1 =

1.5pψ0

J
x2 − TL

J
� y2 (12)

Differentiating (12) once more (and again using (10)), we obtain the following:

.
y2 =

1.5pψ0

JL1
(−pL1x3x1 − r1x2 − pψ0x3 + u2) (13)

Thus, we obtain the canonical form of some (sub)system of (10):

.
y1 = y2.
y2 = f (x) + g(x)u2

(14)

where:
y1 = y = x3 − x∗3 ,
y2 =

.
y1 = 1.5pψ0

J x2 − TL
J .

and
f (x) = 1.5pψ0

JL1
(−pL1x3x1 − r1x2 − pψ0x3),

g(x) = 1.5pψ0
JL1

.
(15)

As the control we are looking for has the following general form:

u2 =
− f (x) + k1y1 + k2y2

g(x)
(16)

we obtain the following specific formula:

u2 = (r1x2 + pψ0x3 + pL1x3x1) +
JL1

1.5pψ0
(k1y1 + k2y2) (17)

which, to be implemented, requires measuring access to the whole system state components
x1, x2, and x3.

The resulting feedback system for the transformed system (10) is therefore of the
following form:

.
y1 = y2.
y2 = k1y1 + k2y2
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Writing the last system in the matrix form[ .
y1.
y2

]
=

[
0 1
0 0

][
y1
y2

]
+

[
0
1

]
u (18)

where:

u =
[
k1 k2

][y1
y2

]
= k1y1 + k2y2

and selecting the standard quadratic optimality criterion

J(u) =
∫ ∞

0
(yTCy + uDu)dt → min

where C and D are criterial matrices of proper dimensions, we can see that this controllable
system can be appropriately (optimally) stabilized by the right selection of the gains k1 and
k2 via, e.g., the LQR technique. In other words, the proper choice of these gains can ensure
the required transient process of the system after a step change of certain quantities, e.g.,
the desired value of ωm or the load torque TL.

2.2.2. Analysis of the System Zero Dynamics

The partial transformation of the coordinates from x to y is defined by Equation
(15). After this transformation, we have obtained a new system (14) of the second order,
representing the external dynamics. As the original systems (10) and (11) are of the third
order, the missing part of the dynamics should be completed with the internal (zero)
dynamics (of the first order). The proof of the stability of the internal dynamics plays a
key role in the successful application of the I/O linearization method, as it guarantees the
stability of the whole (original) system (10).

To analyze the system zero dynamics, it is enough to examine the original systems
(10) and (11) assuming that their outputs are identically equal to zero. This leads to the
system’s restricted motion [27] being confined to the following set:

Z∗ =
{

x : h(x) = L f h(x) = 0
}
=
{

x : x3 − x∗3 = 0 ; 1.5pψ0
J x2 − TL

J = 0
}

=
{

x : x3 = ωm ; x2 = TL
1.5pψ0

} (19)

where:
y = h(x) = x3 − x∗3

The motion of the original systems (10) and (11) on Z∗, with the input [35]

u∗
2 =

− f (x)
g(x) |x∈Z∗

= −pL1x3x1 − r1x2 − pψ0x3

represents the system zero dynamics:

dx1

dt
= − r1

L1
x1 + px3x2 +

1
L1

u1 (20)

As the term px3x2 is constant (see (19)) and u1 is also taken as a constant parameter,
this dynamics takes the form of a stable linear system:

dx1

dt
= − r1

L1
x1 + const (21)

By choosing u1 so that −px3x2 = 1
L1

u1, we can make the above system also asymptoti-
cally stable.
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In this way, we have proved that the control (16) found above stabilizes the whole
nonlinear system (10) regardless of the choice of the control u1 (in the form of some constant
parameter; compare (22)).

2.2.3. Energetic Optimization of the System Operation in Steady State

By choosing the control parameter u1 appropriately, we may achieve some extra prop-
erties of the system (10) in the steady state. We can, e.g., perform an energetic optimization
of the system operation by guaranteeing that the system reactive power is equal to zero.

Observe that by applying saturating control of the following form:

u1 = a · sat
(−pL1x3x2

a

)
(22)

where:

a > 0—control parameter
we have a chance (by an appropriate choice of the parameter a) to influence the value of
variable x1 (in the steady state) without affecting the evolution (transient process) of the
variables x1 and x2.

This way, we have the possibility to perform some steady-state system optimization.
At this point, it seems reasonable to perform an energetic optimization of the

system operation in the steady state, i.e., to guarantee that the system reactive power
(cf. (8)) equals zero:

Qac = 1.5(Uq Id − Ud Iq) = 1.5(u2x1 − u1x2) = 0 (23)

To analyze the system (11) in the steady state, we assume that the derivatives on the
left-hand side are equal to zero.

Having access to the system state components x1, x2, and x3, we can see (from the first
equation of (10)) that u1 = r1x1 − pL1x2x3.

Since, in the steady state, u1 = a (cf. (22)), we have the following:

x1(a) = (pL1x2x3 + a)/r1 (24)

Now, from the second equation of (11), we obtain the following:

u2(a) = pL1x1(a)x3 + r1x2 + pψ0x3 (25)

In summary, the reactive power in the steady state is as follows:

Qac(a) = 1.5(u2x1 − u1x2) = 1.5(u2(a)x1(a)− ax2) (26)

To obtain Qac(a) = 0, we have to just solve simple quadratic Equation (26) with respect
to parameter a.

On the other hand, we can also influence the quality of the system transient process
(e.g., during a load TL step change) by appropriate selection of the gains k1 and k2 (cf. (18)).
It should be noted that for the implementation of the controller (17) and (22), the value of
the load TL need not be known.

2.2.4. Tests of the Propulsion System with PMSM Using Synthesized Control

Based on the above-mentioned analysis, tests with the use of the MATLAB Simulink
program for the DE propulsion control system of the ship (with synthesized control) were
carried out. A block diagram of the linearized I/O system with energy optimization (Qac)
is presented in Figure 9.
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Figure 9. Block diagram of I/O linearized system with energy optimization (Qac).

Control signals Uacd and Uacq, worked out by the controller system in accordance with
the strategy presented above, are setpoints for the Park–Gorev inverse transformation in
the PMSM control system (Figure 6).

Simulation tests of the PMSM propulsion system with the use of the I/O linearization
method allowing for dynamic optimization and energy optimization (Qac) in steady state
were conducted on the basis of the model implemented in the MATLAB Simulink program.
Figure 10 presents the behavior of the electromagnetic torque (Te) in relation to the set
load torque TL*, speed ωm in relation to the set speed ωm*, active power (Pac) and reactive
power (Qac), and stator currents Id and Iq (d and q axes) in the inverter–PMSM system.

Figure 10. Energy processes (Pac, Qac) in the inverter-PMSM propulsion system during changes in
speed and torque with energy optimization using the I/O linearization method.
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The test results of the proposed PMSM control method shown in Figure 10 show
energy optimization (Qac = 0) of the inverter–PMSM system in the steady state similarly to
the first proposed method (Figure 8). At the same time, the correct response of the system
in dynamic states should be noted. There is no oscillation of the moment when the speed is
changed, as was the case with the first method.

3. Discussion

The article presents two methods of controlling the ship’s electric propulsion. They
enable obtaining energy optimization of the system by reducing the reactive power in the
inverter–PMSM system (Qac = 0).

The results of analytical tests (Figure 5) confirmed in the simulation tests (Figure 8)
of the modified classic method regarding the PMSM control, based on the analysis in the
steady state, enabled optimizing the mechatronic propulsion system of the ship in terms of
the energy criterion. Reactive power in the inverter–PMSM system has been (practically)
reduced to zero. Therefore, the currents and losses in transmission lines (in the inverter
and in PMSM) were limited.

The simulation results of the modified classic method of PMSM propulsion control
(Figure 8) indicate the appropriate reaction of the system to the change of the set parameters
(TL*, ωm*) in the steady state. This results from the assumptions of the method. Oscillations
in the electromagnetic torque Te (t = 2 s), when changing the set speed, are connected with
the lack of proper control of the system operation in the dynamic (transient) mode.

To cope with this problem, this article also proposes an alternative approach based
on the methods of control theory (Section 2.2). The I/O linearization technique associated
with the LQR method, from the area of optimal control, was used for a nonlinear PMSM
model with energy optimization (Qac = 0).

The results of simulation tests for this control method, presented in Figure 10, demon-
strate the same reaction of the system in the steady state as in the classic method (Figure 8).
In the steady state, the reactive power Qac in the inverter–PMSM system is equal to zero
(energy optimization). Note however that in the dynamic mode (at the change of a set
speed, t = 2 s), there are no oscillations in the electromagnetic torque (Te), as was observed
in the classic control method (which copes only in the steady state).

The paper does not address the problem of knowledge of the model parameters and their
errors. However, the influence of disturbances in the form of variable (step change) TL (or
ω*m) has been considered. It should be noted that the approach presented in Section 2.2 allows
for straightforward generalization to the adaptive version (cf. [40]) which is in preparation.

4. Conclusions

Methods of reactive power compensation based on instantaneous power analysis [41,42]
in electrical systems and reactive power reduction in drive systems with PMSMs based on
steady-state analysis (e.g., [43–46]) are known. Most of these methods are characterized by
a complex control algorithm or a complicated system topology.

The first method proposed in the article (Section 2.1), whose simple control algorithm
is based on steady-state analysis, is an effective energy optimization without significantly
burdening the processor unit in the control system. The disadvantage of this method, as
demonstrated by tests, is torque oscillations when dynamic changes in torque or speed occur.

The ship propulsion PMSM control strategy proposed in Section 2.2 (the second
method), based on the I/O linearization technique associated with the LQR method, is
effective for steady-state energy optimization. In addition, it eliminates the disadvantage
of the first method by optimizing the system in transients, as studies have shown. The
authors recommend this control method in ship propulsion systems where rapid changes
in propulsion load occur (especially in bad weather conditions). The authors have not
found a control method in the literature that integrates these two functions (steady-state
energy optimization and transient optimization).
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The optimal control system synthesis of the PMSM electric drive can also be used
in other PMSM drives, especially in high-power drives, where it is important to reduce
reactive power in the inverter–PMSM system. For drives used on land, where there are no
dynamic changes in load and speed (e.g., fans in industry), the first method is recommended
because the control algorithm is simple (no load on the processor unit).
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Abstract: This article proposes a model-based method for the detection and phase location of
interturn short fault (ISF) in the permanent magnet synchronous generator (PMSG). The simplified
mathematical model of PMSG with ISF on dq-axis is established to analyze the fault signature.
The current residuals are accurately estimated through Luenberger observer based on the expanded
mathematical model of PMSG. In current residuals, the second harmonics are extracted using negative
sequence park transform and angular integral filtering to construct the fault detection index. In
addition, the unbalance characteristics of three-phase current after ISF can reflect the location of the
fault phase, based on which the location indexes are defined. Simulation results for various operating
and fault severity conditions primarily validate the effectiveness and robustness of diagnosis method
in this paper.

Keywords: permanent magnet synchronous generator; interturn short fault; current residuals;
negative sequence; fault detection; fault phase location

1. Introduction

Permanent magnet synchronous machines (PMSMs) have the advantages of high
power density, high efficiency and stability, so it has a wide range of applications in
aerospace, electric automobile and new energy power generation [1,2]. In terms of wind
power generation, permanent magnet synchronous generators (PMSGs) are currently used
extensively compared to doubly fed induction generators (DFIGs), especially in direct-
driven power generation systems (PGs) for low weight and volume and the capability of
multipole design of PMSGs [3–5].

Interturn short faults (ISFs), demagnetization faults, rotor eccentricity and other faults
are common faults during the operation of PMSGs, among which ISFs occur most fre-
quently [6]. Due to the damp environment, mechanical vibration, instantaneous overvolt-
age and other reasons, the winding insulation of PMSGs may be damaged, resulting in the
occurrence of ISFs [7]. ISFs will produce large fault current both in the short circuit and
fault phase winding, which may cause serious secondary faults such as open circuit, inter-
phase short circuit, and grounding fault [8]. In addition, short-circuited coils will generate
magnetomotive force opposite to other coils. The direction of the magnetic field generated
by the short-circuited coil is opposite to the direction of the air gap composite magnetic
field, which will create the irreversible demagnetization of permanent magnets [9]. Thus,
prompt and reliable detection and location algorithms will help in early fault diagnosis to
conduct repair and maintenance as soon as possible.

At present, most of the research objects of fault detection technology, at home and
abroad, are induction motors (IMs). Due to the relatively short time of appearance, the
fault detection technology of PMSMs or PMSGs is still in the development stage. The
existing fault detection methods for PMSMs can be roughly divided into the following
three types: the method based on analytical model; the method based on knowledge; and
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the method based on signal processing [10,11]. The first method constructs an accurate
mathematical model of the motor through the logical relationships between the parameters
of the system, so the model can predict the output under healthy conditions. This method
judges the occurrence of the fault by comparing the residuals between the predicted output
and the actual output of the motor [12]. The main advantage of this approach is that no
additional hardware is required to implement fault detection and isolation algorithms. In
reference [13], an efficient, simplified physical faulty model considering the disposition of
coils under the same or different pole-pair is proposed, which can simulate different types
of stator faults. In reference [14], model predictive control (MPC) is used in the PMSM
control system and detection is acquired by analyzing the dc component and the second
harmonic in the cost function.

The knowledge-based method can be divided into model-based reasoning, neural
network based and fuzzy logic based fault diagnosis methods, based on different sources of
knowledge learning [15,16]. Common diagnosis methods include artificial neural network,
fuzzy logic diagnosis, expert system and information fusion diagnosis, etc. [17]. The
method avoids the high dependence on the machine model, and can introduce many
aspects of motor information, which opens up a new path for research of fault detection.
In reference [18], a diagnostic system based on convolutional neural network (CNN) is
proposed to detect the PM damages using raw phase current signals. However, the
complexity of the algorithm reduces the possibility of real-time diagnosis. To detect and
locate the open-circuit of PWM-VSI in the PMSM drive, the fuzzy logic method is used to
process fault diagnosis variables from the average current Park’s vector in reference [19], but
the problem of poor self-learning still exists. In reference [20], the vibrations and currents
of the fault machine are calculated using a multidimensional diagnosis methodology, and
support vector machine (SVM) is used to classify single and combined fault scenarios under
different speed and torque conditions.

The signal processing method collects the voltage, current, output torque, back elec-
tromotive force (EMF) and other signals of the fault machine, then uses various signal
processing methods to extract and analyze the time-frequency domain characteristics of
the fault signal for fault diagnosis [21,22]. Common signal processing methods include fast
Fourier transform (FFT), Hilbert-Huang transform (HHT), wavelet transform (WT) and em-
pirical mode decomposition (EMD). The method does not need accurate motor analytical
model and related parameters, and has strong adaptability, which is a mature and widely
used method in motor fault detection. In reference [23], HF rotating square-waveform volt-
ages are injected to detect and classify the turn fault and high-resistance connection (HRC)
fault of PMSM, by extracting HF currents consisting of fault characteristics. Reference [24]
proposes a diagnosis algorithm based on discrete wavelet transform (DWT) and SVM, and
designs an adaptive filter to address the problem of harmonic removal. Reference [25]
uses EMD energy entropy and normalized average current to diagnose open-circuit faults
of one or more phases in the PMSM drive circuit, which can also be used for interturn
fault detection.

In addition, the fast location of the fault phase ensures the efficiency and accuracy of
the overall fault diagnosis algorithm of PMSMs. Common fault location algorithms, on the
one hand, use the amplitude and phase difference of fault phase current or voltage as the
diagnosis basis [26], or acquire the waveform distortion of the magnetomotive force under
fault conditions, which require additional equipment investment [27]. Thus, there are still
a lack of clear indexes for fault location under variable conditions and the accuracy of the
location algorithm needs to be further improved.

The accuracy of residual-based fault diagnosis methods depends on how accurately the
residual is measured. The residuals (current, voltage, EMF) can be obtained by building an
accurate model of the normal machine, which can be established from lumped parameters
and finite element (FE) analysis [28], or using a virtual observer such as the Luenberger
observer, sliding mode observer (SMO) and extended state observer. Since data in a healthy
state are generally obtained from steady-state conditions, the effects of transient speed
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and load conditions on the detection performance cannot be neglected. However, the
measurement method based on a virtual observer can be applied to variable operating
conditions without additional equipment investment.

The paper proposes a new detection and location strategy for ISF in PMSGs based
on extracting and analyzing the negative sequence residuals. The current residuals are
accurately measured by the Luenberger observer. The defined fault diagnosis and phase
location indexes can be extracted from the residuals through negative sequence park
transform and angular integral filtering. The indexes have good robustness to speed
and load fluctuation, which can adapt to the speed variations of wind turbine under the
maximum power point tracking (MPPT) or limited power state.

The paper consists of five essential parts. In Section 2, a simplified ISF model of PMSG
on dq-axis is established to analyze the fault components on dq-axis. In Section 3, the
Luenberger observer based on expanded mathematical model on dq-axis is designed to
accurately measure current residuals under fault conditions. Section 4 defines the fault
detection and fault phase location indexes, which consider speed and load fluctuation
during operation of PMSG. Finally, simulation results in Matlab/Simulink are given in
Section 5.

2. Mathematical Model of PMSG with ISF

2.1. Wind Turbine Aerodynamic Model

According to Baez theory and aerodynamics, the mechanical power Pw captured by
wind turbines from wind energy are expressed as [29]:

Pw =
1
2

πρR2v3Cp(λ, β) (1)

where ρ is the air density, R is the wind turbine radius, λ = ωmR/v is the tip speed ratio, v is
the wind speed, ωm is the mechanical speed of the wind turbine; Cp is the power coefficient,
β is the blade pitch.

Figure 1 shows the wind turbine power-rotor speed characteristic curves at different
wind speeds, the maximum power points (MPPs) under different wind speeds forms the
optimal power curve. PMSGs usually operates under maximum power point tracking
(MPPT) control, where there is a optimal value λopt at which the PMSGs can extracts the
maximum power Pw_opt from wind given by:

Pw_max =
πρR5Cpmaxω3

m

2λ3
opt

= kω3
m (2)

where Cpmax is the maximum power coefficient, k is the optimal power constant, which is
only related to the characteristic parameters of the wind turbine. Accordingly, the optimal
torque at MPPs is expressed as:

Tw_max =
Pw_max

ωm
= kω2

m (3)

2.2. Modeling of the PMSG with ISF

Considering there is only one branch in each phase winding, the electrical model of
PMSG with ISF in phase a is shown in Figure 2. The faulty winding a is divided into the
healthy and faulted parts. The faulted part is represented by a winding with resistance
Raf, inductance Laf, and back EMF eaf, and the current flow through it is defined as faulted
current iaf. The contract resistance in shorted path is defined as Rf, with the short-circuit
current if flowing through it. The ratio of number of turns in faulted winding to the total
number of turns per phase is defined as μ, which ranges from 0 to 1. The ratio μ and Rf
collectively represent the fault severity of the ISF. Under ideal conditions, the resistance
and back EMF can be considered proportional to number of turns, and the inductance is
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proportional to the square of turns. Thus, the parameters both in the healthy and faulted
parts can be calculated accordingly.

mm m

P
P

P

v

v

v
v v v

Pw

m

Pw_max

Figure 1. Wind turbine power-rotor speed characteristic curves at different wind speeds.
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Figure 2. Electrical model of PMSG with ISF in phase a.

From reference [30], the mathematical model of PMSG with ISF can be expressed in (4),
where Rs is stator resistance, θe is electrical angle. L and M are self and mutual inductance
of stator winding respectively, λPM is the PM flux linkages.⎡

⎢⎢⎣
uah
ub
uc
ua f

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

(1 − μ)Rs
Rs

Rs
μRs

⎤
⎥⎥⎦
⎡
⎢⎢⎣

ia
ib
ic
ia f

⎤
⎥⎥⎦+ dλPM

dt

⎡
⎢⎢⎣

(1 − μ) cos θe
cos(θe − 2π/3)
cos(θe + 2π/3)

μ cos θe

⎤
⎥⎥⎦

+

⎡
⎢⎢⎣

(1 − μ)2Laa (1 − μ)Mab (1 − μ)Mac μ(1 − μ)Laa
(1 − μ)Mba Lbb Mbc μMba
(1 − μ)Mca Mcb Lcc μMca
μ(1 − μ)Laa μMab μMac μ2Laa

⎤
⎥⎥⎦ d

dt

⎡
⎢⎢⎣

ia
ib
ic
ia f

⎤
⎥⎥⎦

(4)

Considering the voltage in the faulty phase can be written as:

ua = uah + ua f (5)

The current and voltage of faulted portion have relations as follows:{
ia f = ia − i f
ua f = R f i f

(6)

Using (5) and (6) in (4), the three-phase voltages equations under turn fault conditions
can be rewritten as:⎡

⎣ ua
ub
uc

⎤
⎦ =

⎡
⎣ Rs

Rs
Rs

⎤
⎦
⎡
⎣ ia

ib
ic

⎤
⎦+

⎡
⎣ Laa Mab Mac

Mba Lbb Mbc
Mca Mcb Lcc

⎤
⎦ d

dt

⎡
⎣ ia

ib
ic

⎤
⎦

+
dλpm

dt

⎡
⎣ cos θe

cos(θe − 2π/3)
cos(θe + 2π/3)

⎤
⎦− μRs

⎡
⎣ i f

0
0

⎤
⎦− μ

⎡
⎣ Laa

Mab
Mac

⎤
⎦ di f

dt

(7)
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By Park transformation, the voltage equations of PMSG with ISF in dq coordinate can
be written as: ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ud f = Rsid + Ld
did
dt − ωeLqiq − 2

3 Rsμi f cos θe

− 2
3 ωeLqμi f sin θe − 2

3 Lqμ cos θe
di f
dt + 2

3 ωeLdμi f sin θe

uq f = Rsiq + Lq
diq
dt + ωeLdid + ωeλPM + 2

3 Rsμi f sin θe

− 2
3 ωeLdμi f cos θe +

2
3 Lqμ sin θe

di f
dt + 2

3 ωeLdμi f cos θe

(8)

where ωe is the electrical angular speed, udf and uqf are dq-axis voltages in ISF condition, id
and iq are dq-axis currents in normal condition, and Ld and Lq are dq-axis inductance. The
angle θe will be replaced with (θe − 2π/3) or (θe + 2π/3) when ISF occurs in phase b or c.

Rearrange the voltage Equation (8) as:{
ud f = Rsid f + Ld

did f
dt − ωeLqiq f

uq f = Rsiq f + Lq
diq f
dt + ωe(Ldid f + λPM)

(9)

where idf and iqf are dq-axis current in ISF situation, which can be written as:{
id f = id − 2

3 μi f cos θe = id + Δid
iq f = iq +

2
3 μi f sin θe = iq + Δiq

(10)

Equation (9) has the same form as the normal voltage equations. It means if the same
voltage udf and uqf in (8) are applied in the normal model conditions, the fault current with
ISF can be extracted and expressed in (10). The Δid and Δiq are defined as current residuals,
whose magnitude only depends on μ and if. Since the residuals equal to zero under normal
conditions and can indicate the severity of the ISF, it is a stable and robust signature for
ISF detection.

From reference [31], the electromagnetic torque of the PMSG with ISF is expressed as:

Te f =
eaia + ebib + ecic − e f i f

ωe
(11)

where eabc are the back electromotive force, the mechanical torque of the wind turbine is
the load torque of PMSG, so the mechanical part of PMSG can be described as:

J
dωm

dt
= Te f − Tw − Bωm (12)

where J is the rotor inertia, B is the damping coefficient, which characterizes the combined
viscous friction of rotor and load.

3. Estimation of Current Residuals

3.1. Design of State Observer

As expressed in (10), the current residuals can be obtained by measuring the difference
between currents in ISF and healthy conditions. However, the healthy model needs to
be accurate enough to meet diagnostic needs, and this measuring method need to store
and invoke voltage and current data under different operating conditions. In contrast, the
flexibility of the virtual observer and the need for no additional equipment investment
make up for this defect. The paper use the Luenberger observer for the estimation of
current residuals for its dynamic response performance and estimation accuracy.

According to (9) and (10), the current residuals can be defined as state variables, and
the expanded mathematical model of PMSG with ISF can be written as:{ .

x = Ax + Bu
y = Cx

(13)
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where

A =

⎡
⎢⎢⎢⎢⎣

− Rs
Ld

ωe Lq
Ld

− Rs
Ld

ωe(Lq−2Ld)
Ld

−ωe Lq
Ld

− Rs
Lq

ωe(2Lq−Ld)
Lq

− Rs
Lq

0 0 0 2ωe
0 0 −2ωe 0

⎤
⎥⎥⎥⎥⎦ (14)

B =

[
0 1

Lq
0 0

1
Ld

0 0 0

]T

(15)

C =

[
1 0 0 0
0 1 0 0

]
(16)

and x =
[
id iq Δid Δiq

]T are the state variables, y =
[
id iq

]T are the output variables,

u =
[
ud uq − ωeλPM

]T are the control variables, A is the state matrix, B is the input
matrix, and C is the output matrix.

In order to measure the current residuals, the classical Luenberger observer can be
designed as: {

.̂
x = Ax̂ + Bu + L(y − ŷ)
ŷ = Cx̂

(17)

where superscript ‘ˆ’ indicates the estimated value. L =

[
l1 l3 l5 l7
l2 l4 l6 l8

]T

is the observation

matrix. Figure 3 shows the structure diagram of the Luenberger observer.

B
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Figure 3. Structure diagram of the Luenberger observer.

The Luenberger observer reflects the error between the observation state and the actual
state to the observation output through the observation matrix L. Therefore, the selection
of the parameter L will affect the convergence and accuracy of the observer.

3.2. Stability Aanlysis

As mentioned above, the parameter design of observation matrix L is crucial, to simplify
the parameter design process, it is set that l2 = l3 = l6 = l7 = 0. The state error equation of the
observer can be obtained by making a difference between Equations (13) and (17) above:

.
e =

.
x − .̂

x = A(x − x̂)− L(y − ŷ)
= (A − LC)e

(18)

where (A − LC) is the system state matrix of the observer, whose eigenvalue is called
system poles of the observer. When the poles of the system are all located in the left half
plane of the s-domain, or the real components of the eigenvalues of state matrix (A − LC)
are all negative, the system response will decay and tend to be stable. The characteristic
equation for (A − LC) can be written as:

|sI − (A − LC)| = a4s4 + a3s3 + a2s2 + a1s + a0 (19)
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where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a4 = 1, a3 = 2Rs
Ld

+ l1 + l4

a2 =
R2

s+ω2
e L2

q

L2
d

+ 4ω2
e + l1l4 + Rs

Ld
(l1 + l4 + l5 + l8)

a1 = − (l5+l8)R2
s

L2
d

− l8(2L3
d+L3

q)ω
2
e

L2
d Lq

+ 4(l1 + l4 + l5 + l8)ω2
e

+ 8Rs(ω2
e −l1l8−l4l5)

Ld

a0 =
4L2

qω4
e +4R2

s ω2
e +l5l8R2

s+2l8LqRsω2
e

L2
d

− 2l8Rsω2
e +2(l1+l5)l8Ldω2

e
Lq

+4(l1 + l5)(l4 + l8)ω2
e − 2Lq(l4l5+l5l8)ω2

e −4(l1+l4+l5+l8)Rsω2
e

Ld

(20)

For the observer system, the commonly used stability judgment methods include
Routh criterion, Hurwitz criterion, Nyquist criterion and Root Locus method, etc. The
Hurwitz criterion is more suitable for the stability analysis of the fourth order system for
its simple rules and convenient use. Therefore, the Hurwitz determinant of characteristic
Equation (21) can be written as:

D4 =

∣∣∣∣∣∣∣∣
a3 a1 0 0
a4 a2 a0 0
0 a3 a1 0
0 a4 a2 a0

∣∣∣∣∣∣∣∣ (21)

According to the Hurwitz criterion, the Luenberger observer of PMSG designed
above has global stability only when the principal determinant of each order of D4 is
greater than zero. In order to ensure that the observer system has a higher bandwidth
than the original system without observer, the larger the parameters of the L are, the
better the dynamic characteristics of the observer. However, the parameters of L are firstly
limited by the saturation characteristics of the devices in actual system. Secondly, there are
usually interference and measurement noise in the measured output y of the actual system.
Excessive parameter setting will amplify system interference and noise. Considering the
level of noise measured by the actual system, in order to avoid the pulsation caused by
amplified noise, the observer poles are generally 2~10 times of the original system poles [32].
How to select the gain parameters according to the working conditions is still a key issue.

4. Detection and Location Strategy of ISF

4.1. Fault Detection

Without considering high-order harmonics, the short-circuit current if can be ex-
pressed as:

i f ≈ I f sin(θe + θF) (22)

where If and θF are the amplitude and initial phase angle of short-circuit current. The
amplitude is mainly affected by shorted turn ratio μ and fault resistance Rf, but also related
to speed and load condition of PMSG. While the phase angle θF is associate with the
location of the fault, which is synchronized with the initial phase angle of the fault phase.

By substituting (22) into (10), it has:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Δid = − 2
3 μI f sin(θe + θF) cos θe

= − 1
3 μI f sin(2θe + θF)− 1

3 μI f sin θF
= Δid_2nd sin(2θe + θF) + Δid_dc

Δiq = 2
3 μI f sin(θe + θF) sin θe

= − 1
3 μI f cos(2θe + θF) +

1
3 μI f cos θF

= Δiq_2nd cos(2θe + θF) + Δiq_dc

(23)

It can be concluded from (23) that the current residuals on dq-axis contain dc com-
ponents and second harmonics. The amplitudes of both are related to the amplitude of
short-circuit current and shorted turn ratio, both can be used as index parameters to char-
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acterize the severity of ISF. However, the dc component is also affected by the θF. When
the θF approaches a certain value, the dc component residuals on axis d or q may decrease
to zero, thus affecting fault judgment. In addition, when the actual parameters of the
generator do not match the theoretical parameters, or when the sudden change of the speed
or load torque of the motor causes the offset of the fault angle, these will introduce the dc
component into the current differential Equation (9) without affecting the higher harmonic
component. Therefore, this paper selects the second harmonics of current residuals on
dq-axis to construct the fault index.

FIsum =
√
(Δid_2nd)

2 + (Δiq_2nd)
2 (24)

From reference [33], the amplitude of short-circuit current If is approximately propor-
tional to the speed of the motor. Therefore, the above-mentioned index FIsum will fluctuate
when the motor speed changes or the outside wind speed changes for wind turbines, which
is not conducive to the determination of the fault detection threshold. In order to eliminate
the influence of the speed on the fault index, the fault index need to be reconstructed into
the following form:

FI =
μI f

ωe
=

3
√

2FIsum

2ωe
(25)

The above index is only proportional to the ratio μ, but not to other factors such as
speed. The construction of FI needs to extract the second harmonics of current residuals.
A common frequency domain analysis algorithm, such as FFT, HHT and WT, decompose
and reconstruct signals in frequency domain or time-frequency domain. However, these
algorithms need to track the frequency of the motor in real time, which will fluctuate under
ISF, thus resulting in the final measurement bias. To avoid this, extraction of second har-
monic residuals can be indirectly accomplished by negative sequence Park transformation
as follows: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
Δin

d = Δid cos 2θe − Δiq sin 2θe
= Δin

d_dc + Δin
d_2nd sin(2θe + θF)

Δin
q = Δid sin 2θe + Δiq cos 2θe

= Δin
q_dc − Δin

q_2nd cos(2θe + θF)

(26)

where superscript ‘n’ indicates the value in negative sequence. Through the above transfor-
mation, the second harmonics of the current residuals in the positive sequence coordinates
are the dc components in the negative sequence coordinates. Thus, only the high-order
harmonic components other than the dc component need to be filtered out, which does
not need to reselect the cut-off frequency of filters due to the change of motor operating
frequency during ISF.

Traditional researches generally employ low pass filter or notch filter to filter out high-
order harmonic components and preserve dc components. However, when the operating
frequency changes, the parameters of the filter need to be adjusted accordingly, resulting in
the detection error. To solve this, the paper presents a method based on angle integral filter
to accurately measure the dc components of negative sequence current residuals, which
can be incorporated into the original measurement algorithm. The principle of angular
integral filtering can be expressed as:[

Δin
d_dc

Δin
q_dc

]
=

1
θn

∫ θe

θe−θn

[
Δin

d (θe)
Δin

q (θe)

]
dθe (27)

where θn is a complete electrical angle cycle, generally 2π. Therefore, the above fault index
for ISF can be redefined as:

FIn =
3
√
(Δin

d_dc)
2 + (Δin

q_dc)
2

√
2ωe

(28)
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4.2. Fault Location

When the ISF occurs in PMSGs, the three-phase current will no longer maintain phase
symmetry, and the phase angle difference between non-fault phases will decrease with the
severity of fault. Figure 4 shows the phase angle change with ISF in phase a.

aI

bI

cI

aI

bI

cI

abθ

acθ

bcθ

Figure 4. Phase angle changes with ISF in phase a.

Under the premise of ignoring the influence of higher harmonics, the stator three-phase
current of PMSG can be expressed as:⎧⎨

⎩
ia = Ia sin(θe + θa)
ib = Ib sin(θe + θb)
ic = Ic sin(θe + θc)

(29)

where Ij and θj (j = a, b, c) are the amplitude and initial phase of phase current, respectively.
The phase angle differences between phase currents can be defined as:⎧⎨

⎩
θij =

∣∣θi − θj
∣∣, ∣∣θi − θj

∣∣ ≤ π

θij = 2π − ∣∣θi − θj
∣∣, π<

∣∣θi − θj
∣∣ ≤ 2π

i, j = a, b, c; i �= j
(30)

When the PMSG operates normally, there is θab = θbc = θac = π/3. While the phase
angle differences between the fault phase and the non-fault phases will increase (>π/3),
and the phase angle difference between the non-fault phases will decrease (<π/3) when
ISF occurs. Based on the above signature, the fault phase location indexes can be defined
as follows: ⎧⎪⎨

⎪⎩
ka =

θac+θab
2θbc

kb = θab+θbc
2θac

kc =
θac+θbc

2θab

(31)

The theoretical value of fault location indexes when ISF occurs in different phases
is shown in Table 1. There is a clear boundary between the location indexes of the fault
phase and non-fault phases, which can be used to locate the fault phase. Under the same
operating condition, the degree of deviation of the location indexes from 1 can reflect the
severity of the fault to some extent.

Table 1. Theoretical value of fault location indexes with ISF.

Fault Phase ka kb kc

a >1 <1 <1
b <1 >1 <1
c <1 <1 >1
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For phase angle measurement of three-phase current, the currents can be projected to
a rotating coordinate system, which can be expressed as:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

id
j = ij cos θe =

1
2 Ij sin(2θe + θj)− 1

2 Ij sin θj

= id
j_2nd sin(2θe + θj) + id

j_dc
iq
j = ij sin θe = − 1

2 Ij cos(2θe + θj) +
1
2 Ij cos θj

= iq
j_2nd cos(2θe + θj) + iq

j_dc

(32)

where j = a, b, c. Subscripts ‘2nd’ and ‘dc’ are the second harmonic and dc component
respectively. According to Equation (32), the dc component in the rotating coordinate
systems contains the initial phase angle of the three-phase current. Therefore, the angular
integral filtering method mentioned above can be used to extract the dc components first,
and then the reconstruction can be carried out as follows:

θj = tan−1

(
−

id
j_dc

iq
j_dc

)
(33)

4.3. Overall Process of Fault Detection and Location

The overall process of ISF detection and location in PMSG in this paper is shown
in Figure 5. Firstly, the residual currents on dq-axis in the ISF state is observed by the
Luenberger observer. Secondly, the dc components in the negative sequence current
residuals are extracted by negative sequence Park transformation and angular integral
filter to construct fault detection index, and the initial phase angle of three-phase currents
are calculated by the method of rotating coordinate projection, on which the fault location
indexes are constructed. Finally, the measured parameters are compared with the normal
conditions to determine whether the ISF occurs in PMSG, thus send out alarm signal or
trip the circuit breaker according to the severity of the fault.
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Figure 5. Overall process of ISF detection and location in PMSG.

5. Simulation Verification

In order to verify the effectiveness and rationality of the ISF detection and location
strategy proposed in this paper, the ISF model of PMSG is built in Matlab/Simulink for
simulation testing. The parameters of PMSG used in the simulation are shown in Table 2.
Before the simulation time t = 1.3 s, the PMSG is in a healthy state. When t = 1.3 s, the ISF
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occurs in phase a by closing the breaker of the short circuit. The short circuit parameters
are set to μ = 0.15, Rf = 0.002.

Table 2. Parameters of the PMSG based wind power system.

Specification Symbol Value

Blade radius R 38.8 m
Air density ρ 1.225 kg/m3

Optimal Power Coefficient Cpmax 0.48
Rated wind speed vr 12 m/s

Rated power Pr 2.4 MW
Phase resistance Rs 0.01 Ω

d-axis inductance Ld 5 mH
q-axis inductance Lq 5 mH

Rotor inertia J 16,000 kg·m2

PM flux linkage λPM 10 Wb
Pole-pair numbers np 40

5.1. ISF Detection under Steady Wind Speed

The simulated wind speed vwind is set as 10 m/s. Figure 6 shows the simulation
waveforms of three-phase current, rotation speed and electromagnetic torque of the PMSG
in healthy and failure states. The three-phase current will lose symmetry after ISF, and
harmonic components appear in the speed and electromagnetic torque, which conforms to
the basic characteristics of the fault.

ia
bc

 

ia ib ic

n 
T e

 

Figure 6. Simulation results. (a) Three-phase current of stator; (b) speed; (c) electromagnetic torque.

The waveforms of current residuals on dq-axis are shown in Figure 7a–c is the spectrum
of current residuals after the fault. Under normal conditions, the current residuals are
almost equal to zero, so the spectrum analysis of the signal before the fault is not very
meaningful. After the fault, obvious dc component and second harmonics appear in the
residuals. The second harmonic on d-axis and q-axis have almost the same amplitude,
while the difference between dc components is mainly related to the fault location, which
is consistent with the theoretical analysis result of Equation (23) above.
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Figure 7. Simulation results of current residuals. (a) d-axis current residual; (b) q-axis current residual;
(c) spectrum of current residuals after ISF.

Figure 8 shows the simulation results of fault detection and phase location indexes
under health and fault conditions. When the PMSG is in a healthy state, the fault detection
index is close to 0, and the three-phase location indexes are all close to 1. After the ISF
occurs, the detection index mutates and stabilizes to 1.044 within 0.05 s. The location
indexes show a difference after 0.1 s, ka > 1, and it is significantly greater than indexes of
other two phases, which corresponds to the occurrence of ISF in phase a.

ka kb kc

k a
bc

ka

Figure 8. Simulation results of fault detection and fault location indexes. (a) Fault detection index;
(b) fault phase location indexes.

Considering that the interturn fault are not handled in time, which may lead to further
failures, it is necessary to study the universality of fault indexes in continuous state. The
degree of failure is mainly determined by the shorted turn ratio μ and fault resistance
Rf. Figure 9 shows the influence of different μ and Rf on fault indexes under continuous
operation state. In Figure 9a,b, the fault resistance Rf is set to 0.02, the ratio μ increases
by 0.05 every 0.5 s after 1 s. With the increase of shorted turn ratio μ, both detection
index FI and fault phase location indexes kabc increase proportionally. In Figure 9c,d, the
shorted turn ratio μ is set to 0.15, the fault resistance Rf rises from 0.005 to 0.04. As the fault
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resistance Rf increases, the detection index FI and fault phase location indexes kabc decrease
inversely. When Rf > 0.03, kabc has almost become stable with little change. Therefore, the
proposed fault detection index and fault phase location indexes can reflect the severity of
the ISF.
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Figure 9. Fault detection index and fault phase location indexes under different fault severity.
(a) Detection index with different μ when Rf = 0.02; (b) location indexes with different μ when
Rf = 0.02; (c) detection index with different Rf when μ = 0.15; (d) location indexes with different Rf

when μ = 0.15.

Figure 10 shows the changes of detection index and location index under different
wind speeds. Since the wind generator work under MPPT mode, different wind speeds
mean that the PMSG will track the maximum power point at different optimal speeds. In
Figure 10a,c, the changes of wind speed has little impact on the detection index FI under
the same fault severity. Therefore, the threshold of fault detection index is almost universal
for different working wind speeds. In Figure 10b,d, the location index of fault phase ka
decreases with the increase of wind speed, but the decrease is not large, and is obviously
larger than that of healthy state, so the indexes are still effective in the location of the ISF.
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Figure 10. Fault detection index and fault phase location index under different wind speeds. (a) De-
tection index FI with different μ; (b) location index ka with different μ; (c) detection index FI with
different Rf; (d) location index ka with different Rf.

5.2. ISF Detection under Variable Wind Speed

In the above, the fault detection is carried out under the steady state of a specific wind
speed, while the PMSG mostly works under continuously changing wind speed, so the
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following will discuss the ISF detection under variable wind speed. Figure 11a shows
the stepped wind speed input. The optimum, and actual speed, of PMSG are shown in
Figure 11b. Under MPPT control mode, the speed of PMSG can still track the basic trajectory
of the optimum speed, but there is obvious fluctuation caused by ISF. In Figure 11c, the fault
detection index of the same fault severity is almost the same at different wind speeds. At
the moment of step change of wind speed, the index value will fluctuate, but the fluctuation
is limited, which needs to be considered when selecting the fault threshold. However,
the fault phase location index may change suddenly when the wind speed surges, and
the indexes of non-fault phases may be greater than 1, thus affecting the location results.
Therefore, the fault phase location can be carried out after the fault detection index is stable.

n 
k a

bc

ka kb kc

ka ka ka
ka

Figure 11. Fault detection results under stepped wind speed. (a) Stepped wind speed; (b) pptimum
and actual speeds of PMSG; (c) fault detection index; (d) fault phase location indexes.

Under the stepped wind speed in Figure 11a, the fault detection index curves of
different fault severity are shown in Figure 12. From the simulation results, the sudden
change of the wind speed will cause the fluctuation of detection indexes under different
fault severity, but the overall trend is stable, which will not have a great impact on the final
fault diagnosis.

On the basis of above simulation under stepped wind speed, when the wind generator
operates at random wind speed as shown in Figure 13a, the simulation results are shown
in Figure 13. The speed and electromagnetic torque of the PMSG have obvious harmonics
after ISF. Under the continuously changing wind speed, the detection index cannot reach
a relatively stable state due to the measurement error caused by the low frequency of the
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PMSG, but it is obviously larger than the index curve under the healthy state, so it is still
effective for ISF diagnosis.

Figure 12. Fault detection results under stepped wind speed with different μ.

n 
T e

 

Figure 13. Fault detection results at random wind speed. (a) Random wind speed; (b) optimum and
actual speeds of PMSG; (c) electromagnetic torque; (d) fault detection index.

Under the random wind speed in Figure 13a, the fault detection index curves of
different fault severity are shown in Figure 14. Compared with stepped wind speed, the
fluctuation of detection index is more intense with the deepening of fault severity, but there
are still clear boundaries between different curves. If subsequent fault severity prediction
is required after diagnosis, it can be distinguished by calculating the energy spectrum or
power spectrum of the curves.
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Figure 14. Fault detection results at random wind speed with different μ.

6. Conclusions

A robust fault detection and location strategy for ISF in PMSGs based on negative
sequence current residuals is presented in this paper. The proposed method utilizes the
second harmonics in the residuals as a reliable fault signature rather than the dc components
since the dc components are not only related to the severity of the ISF, but also affected
by the short circuit location and errors of the motor parameters. The current residuals
on dq-axis are acquired by the Luenberger observer based on the expanded mathematical
model of PMSG. The second harmonics are extracted through negative sequence park
transform and angular integral filtering equivalently. By reconstructing the negative
sequence current residuals, the defined fault detection index has great robustness to the
normal speed fluctuation of wind generator. In addition, the unbalance characteristics of
three-phase current after ISF can reflect the location of the fault phase, which is the basis for
the definition of location indexes. However, there are mutations in location indexes, so the
location of fault phase can be done after detection index is stable. The extensive simulation
results in Matlab/Simulink validated the effectiveness and stability of fault detection and
fault phase location method proposed in this paper.
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Abstract: In this paper, a module-combined stator is proposed, which is used for large and ultra-
low-speed permanent magnet synchronous motors, and the influence of stator core seams on the
no-load performance is studied. A method is proposed to weaken the negative influence of stator
iron core seams on the no-load performance of permanent magnet synchronous motors. Firstly, the
magnetic circuit model of the motor considering the stator iron core seams was deduced theoretically,
and the selection principle of stator core seam number was given a description. The influence of
different seam parameters on the no-load performance and the influence of different pole-slot fits and
the number of parallel branches on the no-load performance are analyzed. The proposed structure
of the stator iron core, which can weaken the influence of stator iron core seams on the no-load
performance of the motor, is proposed. Using analysis and simulation experiments, the effectiveness
of the proposed stator iron core structures in weakening the negative influence of the stator iron core
seams on the no-load performance was verified.

Keywords: module-combine stator; PMSM (permanent magnet synchronous motors); stator core
seams; no-load performance; auxiliary seams

1. Introduction

For large and ultra-low-speed motors, module-combined stator permanent magnet
motors are used to reduce the assembly difficulty and improve the fault tolerance [1–3]. The
stator module combination structure of permanent magnet motors has three main schemes:

Scheme 1: A single set of stator teeth and a stator yoke are superposed to form a
tooth–yoke sub-module, and the coil is wound on the tooth–yoke sub-module [4,5];

Scheme 2: A stator sector piece with a single set of stator teeth is separately superposed
onto a sub-module stator, and the wound coil is directly wound onto the stator tooth
module. This stator tooth module and the stator yoke are fixed via a separate connecting
piece or a pigeon tail slot on the stator sheet [6,7];

Scheme 3: A stator sector piece that can wind one group of three-phase windings is
separately superposed into a sub-module stator. The windings are wound on a single tooth
when the seams of the stator core module are in the yoke and the pitch y = 1, while the
seams of the stator core module are in the tooth or pitch Y > 1. The windings are divided
into two different span specifications: large and small-span windings [8–12].

A novel cogging torque mitigation method for modular permanent magnet (PM)
machines with flux gaps in alternate stator teeth has been proposed [13,14]. The influence
of these flux gaps on the electromagnetic performance of modular PM machines, such
as on the winding factor, open-circuit air-gap flux densities, back electromotive force,
cogging torque, on-load torque, inductance, magnetic saturation and copper losses, were
comprehensively investigated and general rules have been established [15].
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In this paper, a module-combined stator is proposed for large and ultra-low-speed
permanent magnet synchronous motors, and the influence of the stator core seams was
studied. For large and ultra-low-speed motors (<60 rpm), copper loss (>80% total loss) is
mainly dependent on the no-load back electromotive force and the same coil parameters
and cogging torque can significantly influence the motor parameter measurement accuracy
of the converter; therefore, this paper mainly studied the performance of the no-load back
electromotive force and cogging torque. Firstly, a magnetic circuit model considering the
stator core seams was established. The effect of the dimension parameters of the seams on
the no-load performance of the motor was studied using different pole slot fits and number
of parallel branches. Based on the comparison of the effects of different parts of the stator
core seams, two kinds of stator sheet structures are proposed to weaken the adverse effects
of the stator core seams.

2. Magnetic Circuit Model with Consideration of Stator Core Seams

A schematic of stator core seams with an outer rotor permanent magnet surface
mounting motor is given in Figure 1. In the enlarged view around the stator core seams
in Figure 1b, Nseam is the seam number; hj2 is the height of the rotor yoke; hm and r2 are
the inner diameter and thickness of the permanent magnet, respectively; g0 is the air gap
between the stator and rotor; h01 and b01 are the height and width of the stator notch,
respectively; bt is the regular tooth width; bt11 and bt12 are the left tooth width and the
right tooth width, respectively, with the seam on the tooth; bseam is the seam width; r1 is the
radius of the slot bottom; hj1 is the height of the stator yoke; and hs1 is the radial projection
height from the slot shoulder bottom to the slot notch.

 
( )  ( )  

Figure 1. The schematic drawing of stator with seams (Nseam = 6).

2.1. The Selection Principle of Seam Number

The number of slots per pole per phase in a multi-pole, ultra-low-speed permanent
magnet synchronous motor with fewer slots is shown in Expression (1).

q =
Qs

2pm
= b +

c
d

(1)

where q is the number of slots per pole per phase, QS is the number of stator slots, p is the
number of motor pole pairs, m is motor phase, and c and d are the minimum forms of the
numerator or denominator.

The maximum number of pole phase groups is 2p/d. When d is even, the value of
seam number Nseam should be the divisor of 2p/d because the large span coil must connect
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at least one pole phase group as shown in Figure 2a. When d is odd, the value of seam
number Nseam should be the divisor of p/d because the large span coil must connect at least
two pole phase groups as shown in Figure 2b.

 
 ( ) +  

( )  

Figure 2. Pole phase groups with two different pole slot combinations.

2.2. The Magnetic Circuit

The magnetic circuit model considering the stator core seams is given in Figure 3. In
order to facilitate the modeling, the following assumptions were made:

1. The flux in the left tooth and right tooth with the seam on the tooth are linearly
proportional to the tooth width;

2. The magnetic resistance of each segment was simplified to a rectangle in the calcula-
tion of the magnetic resistance;

3. The magnetic permeability of the ferromagnetic material was set to be invariable, and
the corresponding magnetic resistance was assumed to be invariable.

 
Figure 3. Distribution of air gaps and stator magnetoresistance around the stator core seam.

In Figure 3, Rg is the equivalent air gap magnetoresistance corresponding to the regular
tooth; Rg11 and Rg12 are the equivalent air gap magnetoresistances corresponding to the left
and right tooth with the seam, respectively; Rb01 is the stator slot leakage magnetoresistance;
Rt is the regular tooth magnetoresistance; Rb01 is the stator slot leakage magnetoresistance;
Rt11 and Rt12 are the left and right tooth magnetoresistances with the seam, respectively; Rj
is the regular stator yoke magnetoresistance; and Rjseam is the stator yoke magnetoresistance
with the seam.
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The expression of magnetoresistance R is shown in (2), where l is the length of the
magnetic path, μ is the magnetoconductivity of the medium, and S is the sectional area of
the medium.

R =
l

μS
(2)

Based on the expression (2), Rg, Rg11, and Rg12 can be expressed as:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Rg = Qskδg0
2πμ0(r2 − hm − 0.5g0)LFe

Rg11 =
Qskδ1

bt11 + bt12
bt11

g0

2πμ0(r2 − hm − 0.5g0)LFe

Rg12 =
Qskδ1

bt11 + bt12
bt12

g0

2πμ0(r2 − hm − 0.5g0)LFe

(3)

where kδ and kδ1 are the air gap coefficients corresponding to the regular stator tooth
and stator tooth with the seam, respectively; g0 is the air gap between stator and rotor,
μ0 is the vacuum magnetic permeability, r2 is the inner diameter of rotor yoke, hm is the
magnetization direction length of permanent magnets, LFe is the iron core length of the
stator and rotor, bt11 is the tooth width on the left of the seam, and bt12 is the tooth width
on the right of the seam. Referring to reference [16–18], kδ and kδ1 can be expressed as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

kδ = 1
1 − Qsb01

2π(r2 − hm − g0)
σ

σ = 2
π

{
tan−1 0.5b01

hm + g0
− hm + g0

b01
ln
(

1 +
(

0.5b01
hm + g0

)2
)}

kδ1 = 1

1 − Qs(b01 + bseam)
4π(r2 − hm − g0)

σ1

σ1 = 2
π ln

⎧⎪⎨
⎪⎩

tan−1 b01 + bseam
4(hm + g0)

−
2(hm + g0)
b01 + bseam

(
1 +

(
b01 + bseam
4(hm + g0)

)2
)
⎫⎪⎬
⎪⎭

(4)

where b01 is the width of the top stator slot, and bseam is the width of the stator core seam.
The stator tooth magnetoresistance and yoke magnetoresistance can be expressed as follows,
where μFe is the relative magnetic permeability of the stator:⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Rt = r2 − hm − g0 − r1
μFeμ0bt LFe

Rt11 = r2 − hm − g0 − r1
μFeμ0bt11LFe

Rt12 = r2 − hm − g0 − r1
μFeμ0bt12LFe

Rjseam = bseam
μ0hj1LFe

(5)

where r1 is the outer diameter of the stator yoke, μfe is the magnetic permeability of the
stator core, bt is the width of the stator tooth without seam, and hj1 is the radial height of
the stator yoke.

3. Influence of Seams on No-Load Performance

3.1. Influence of Different Seam Numbers and Seam Widths on No-Load Performance

The motor parameters are given in Table 1. The winding end connection diagram is
shown in Figure 4 in the case of Nseam = 3, a = 3, aUnit = 1 and Nseam = 6, a = 6, aUnit = 1,
where a is the number of parallel branches of the whole stator and aUnit is the number of
parallel branches of one stator sub-module. The influence of the seam number Nseam and
the seam width bseam on the no-load motor performance is shown in Figure 5. It can be seen
from Figure 5 that:

(1) The cogging torque amplitude was directly proportional to the seam number Nseam
and the seam width bseam;
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(2) The effective value of no-load phase back electromotive force, the amplitude of the
self-inductance, and mutual inductance were inversely proportional to the seam
number Nseam and the seam width bseam;

(3) The self-inductance LAA and mutual inductance LAC of A phase, which were closest
to the seam, were the most affected by the seam number Nseam and the seam width
bseam because the maximum mutual inductance variation extent (0.35 mH), which is
influenced by the seam number Nseam and the seam width bseam, has little influence on
motor performance; the mutual inductances that are influenced by the seam number
Nseam and the seam width bseam are ignored in the following chapters.

Table 1. Parameters of the 60-pole 72-slot motor.

Parameter Values and Unit

Rated power of motor 220 kW
Rated voltage 660 V
Rated speed 30 r/min

Rated frequency 15 Hz
Number of rotor poles 60
Number of stator slots 72

Number of groups per pole per phase 12

Rotor structure Out rotor with permanent
magnet surface mounting

Outside diameter of rotor 1270 mm
Thickness of rotor yoke 50 mm

Core length 1000 mm
Thickness of PM 8 mm

Pole arc coefficient of PM 0.83
PM material N42UH
Br at 20 ◦C 1.3T
Hc at 20 ◦C 971 kA/m

Relative magnet permeability 1.06
Air gap 2.3 mm

Outside diameter of stator 1149.4 mm
Slot height 80 mm

Stator yoke height 50 mm
Pitch 1

No-load back electromotive force 609.5 V

 

( ) Nseam  aUnit   ( ) Nseam  aUnit   

Figure 4. Single-stator unit winding end connection diagram with different Nseam values.
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Figure 5. The relationships of no-load performance using different seam numbers and seam widths.

3.2. The Relationship between Motor No-Load Performance and the Number of Parallel Branches in
One Unit with Same Seam

Winding end connection diagram with two parallel branches in one stator unit are
shown in Figure 6, Where Nseam = 6, a = 12, aUnit = 2. The no-load performance with a
different number of parallel branches in one stator unit aUnit is shown in Figure 7; the
no-load cogging torque is not shown because the stator winding connection style had no
influence on it. The winding end connection diagrams with aUnit = 1 and aUnit = 2 are
shown in Figures 4a and 6, respectively.

 

( )  ( )  

Figure 6. Winding end connection diagram with two parallel branches in one stator unit (Nseam = 6,
a = 12, aUnit = 2).
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Figure 7. Asymmetry factor of no-load three-phase back electromotive force and self-induction using
different motor parallel branches (bseam = 5 mm).

Additionally, the asymmetry factor for the back electromotive force in this paper is
max{|EA − Eav|;|EB − Eav|;|EC − Eav|} and the asymmetry factor for self-inductance is
max{|LAA − Lav|;|LBB − Lav|;|LCC − Lav|}, where EA is the effective values of A phase
winding no-load back electromotive force, EB is the effective values of B phase winding
no-load back electromotive force, EC is the effective values of C phase winding no-load
back electromotive force, Eav = (EA + EB + EC)/3; LAA, LBB, LCC are the average no-load self-
inductance value of A phase winding, B phase winding, and C phase winding, respectively,
and Lav = (LAA + LBB + LCC)/3.

It can be seen from Figure 7 that the asymmetry factor of the no-load three-phase back
electromotive force’s effective values and the inductance were inversely proportional to the
number of parallel branches in one stator unit aUnit.

3.3. The Relationship between Motor No-Load Performance and Slot–Pole Combination with Same
Seam Parameters

The stator winding wiring diagrams with different pole slots are shown in Figure 8,
where the winding wiring diagram of a 60-pole, 54-slot stator is divided into two kinds
according to the position of the seam on the A phase winding. The no-load performance,
which is shown in Figure 9, showed that:

(1) More stator slots with the same rotor poles can weaken the no-load motor performance
impact of seams: with the same 54-slot stator sheet parameter, the no-load motor
performance impact of a seam with the 36-pole scheme was less than the 60-pole
scheme; with the same 60-pole rotor parameter, the no-load motor performance impact
of a seam with a 72-slot scheme was less than that of a 54-slot scheme;

(2) When the number of stator teeth that continuously wind the same phase coil in one
polar phase group was more than three, the seam on the side of the same phase coil
tooth weakened the no-load motor performance impact of the seam. The no-load
motor performance impact of the seam in Figure 8b was less than that in Figure 8c,
where the seam is in the middle of the same phase coil tooth.
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(  (  

 
(  (  

Figure 8. Stator winding wiring diagram with different pole slots (Nseam = 6, a = 6, aUnit = 1).

 

(  (

Figure 9. The relationship between no-load motor performance and slot–pole combination (bseam = 5 mm).

In conclusion, the following electromagnetic parameters can weaken the no-load
motor performance impact of seams:

(1) Reduce the number of the stator core seams and width of the stator core seams;
(2) Reduce the number of parallel branches in one stator sub-module;
(3) Adopt fewer poles and more slots;
(4) When the number of stator teeth that continuously wind the same phase coil in one

polar phase group is more than three, place the seam on the same side as the phase
coil tooth.

4. Stator Sheet Structures That Can Weaken the Impact of Seams

4.1. No-Load Motor Performance Impact of Seams on Different Parts of Tooth

Figure 10 shows a schematic drawing of a seam on different parts of tooth. The
corresponding results, which are shown in Figure 11, showed that:

(1) The no-load cogging torque was chiefly affected by a seam on the top of the tooth
(compare Figure 10a,c);

(2) The no-load back electromotive force and self-inductance were mainly affected by a
seam on the top of the tooth (compare Figure 10a–c);

(3) The no-load motor performance impact of a seam on the yoke was negligible (compare
Figure 10b,c).
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( )   ( )  ( )  

Figure 10. Schematic drawing of a seam on a stator core.

 
(  ( ) 

Figure 11. The corresponding no-load performance of seam location on stator core (Nseam = 6,
bseam = 5 mm, a = 6).

4.2. Proposed New Stator Sheet Structures

According to the conclusions from Section 3.1, the new stator sheet structures, which
are shown in Figure 12, adopt the method of an opening auxiliary seam on the top of the
tooth to balance the no-load cogging torque impact of a seam, and narrow the tooth or
auxiliary seam on the whole tooth to balance the no-load back electromotive force and
self-inductance. In Figure 12, the width of narrow tooth btz = bt11 + bt12 = bt − bseam.

 
 

( )  ( )  

  
(  (  

Figure 12. Stator winding wiring diagrams with different pole slots (Nseam = 6, a = 6, aUnit = 1).
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Figure 13 shows that:

(1) Compared with the narrow tooth and auxiliary seam on the top of the tooth scheme
(Figure 12b,d), an auxiliary seam (Figure 12a,c) was better at weakening the no-load
cogging torque and self-inductance impact of the seam but worse at weakening the
no-load asymmetry factor of the back electromotive force impact of the seam;

(2) Compared with one tooth of B and C phase with an auxiliary seam or narrow tooth
(Figure 12c,d), each whole tooth with an auxiliary seam or narrow tooth (Figure 12a,b)
weakened the no-load cogging torque and self-inductance impact of the seam better,
but reduced the back electromotive force value more.

 
( )  ( )  

Figure 13. Comparison of no-load performance with auxiliary seam and narrow tooth (bseam = 5 mm).

Learning from the strengths and weaknesses shown in Figure 12, Figure 14 was
proposed on the basis of Figure 12b,d. An auxiliary seam 2 was added to balance the
air-gap magnetic field to reduce the negative impact of the seam on the cogging torque,
where the width of auxiliary seam 2 is equal to the width of auxiliary seam 1.

 

( ) ( ) 

Figure 14. Winding end connection diagram with double auxiliary seams scheme (Nseam = 6, aUnit = 1).
(a) Auxiliary seam 1 on one tooth of B and C phase and auxiliary seam 2 on other tooth, (b) Narrow
tooth of B and C phase + auxiliary seam 1 on the narrow tooth + auxiliary seam 2 on the other tooth.
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The results in Figures 15 and 16 show that:

(1) Auxiliary seam 2 can effectively weaken no-load cogging torque (compare with
Figure 12b,d); meanwhile, auxiliary seam 2 weakened the no-load back electromotive
force value less when compared with the results in Figure 12a,c;

(2) Increasing the height of auxiliary seam hseam2 can weaken the no-load cogging torque,
but increase the asymmetry factor of no-load back electromotive force and decrease
the value of no-load back electromotive force;

(3) When the seam width bseam is increased (Figure 16), the cogging torque decreased to a
smaller degree, and the asymmetry factor decreased, while no-load self-inductance
and phase electromotive force remained nearly constant. Both schemes decreased
the effective value of the back electromotive force to a greater degree, especially the
Figure 14b scheme.

 
(  (  

 
(  (  

Figure 15. The corresponding no-load performance with double auxiliary seam scheme and different
hseam2 (bseam = 5 mm).
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Figure 16. The corresponding no-load performance using double auxiliary seam scheme and different
bseam (hseam2 = 6 mm).

The disadvantage of the Figure 14a scheme is that auxiliary seam 1 produces difficulties
on the core, especially if the seam width bseam is too small. The disadvantage of the
Figure 14b scheme is the effects on the asymmetry factor of no-load back electromotive
force, especially if the seam width bseam is too large. Therefore, when the seam width bseam
is larger, Figure 14a is the better scheme; when the seam width bseam is smaller, Figure 14b
is the better scheme.

5. Discussion

To model the impact of stator core seams on stator module-combined permanent
magnet synchronous motors, a magnetic circuit model considering the stator core seam
was deduced theoretically. The selection of electromagnetic parameters to weaken the
impact of seams on the no-load performance is summarized as follows: (A) reduce the
number and width of the seams; (B) reduce the number of parallel branches under the one
stator sub-module; (C) adopt a scheme with fewer poles and more slots; and (D) when
the number of stator teeth that continuously wind the same phase coil in one polar phase
group is more than 3, place the seam on the same side as the phase coil tooth. The new
stator core structures, which are shown in Figure 14, can significantly weaken the impact
of seams on the no-load performance, while reducing the decreasing value of the no-load
back electromotive force.
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This study mainly focused on the seam on the stator core tooth; however, the influence
of seams on the stator core yoke was not studied in this paper. The maximum modular
number, arrangement of coils in the groove, and winding end wiring modes with different
modular seam locations will be investigated in future studies.
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Abstract: This paper proposes a novel torque ripple model of V-Shape interior permanent magnet
(IPM) synchronous machine based on the general field modulation theory (GAFMT). Firstly, the
magnetic field modulation behavior of a 12-stator-slot/8-rotor-pole (12/8) IPM machine is discussed,
where the expressions of permanent-magnet-excited (PM-excited) and armature fields are derived.
Secondly, the total torque ripple is divided into three components, namely, the PM-excited cogging
torque, the armature cogging torque, and the modulation torque ripple. Additionally, the relationship
between the field harmonics and the torque ripple is discussed based on the GAFMT. Then, a finite
element analysis (FEA)-assisted dual fast Fourier transformation (FFT) method is proposed to obtain
the accurate value of the field amplitude for torque ripple calculation. The field analysis results based
on the GAFMT and the proposed torque ripple are then validated by comparing their results with
those obtained from the FEA simulations, and a good agreement is observed, demonstrating the
effectiveness of the field analysis and the proposed torque ripple model. Finally, experiments on
a prototype 12/8 IPM machine demonstrate the validity of the torque ripple model, providing an
effective method for torque ripple suppression of IPM machines.

Keywords: airgap field modulation; interior permanent magnet machine; torque ripple; analytical
method

1. Introduction

V-Shape interior permanent magnet (IPM) synchronous machine is a typical topology
with a wide range of applications in servo [1], electric vehicle [2], and industrial robotics [3]
due to its high power density, high efficiency, and wide speed range. The torque ripple of
IPM machines is a major concern in these high-quality applications, which will produce
mechanical vibration and reduce the motion performance [4].

The mechanism of torque ripple generation of IPM machines is complex and still
unclear because it is related to the time and space harmonics of magnetic fields due to
permanent magnet (PM) and armature winding [5]. Therefore, to study the mechanism
of torque ripple, the first step is to analyze the magnetic field characteristics in the airgap.
However, conventional electrical machine theories, such as the cross-field theory for AC
machines [6], the magnetic equivalent circuit theory for regular machines [7], and the
rotating magnetic field theory [8], are usually applied to model the fundamental magnetic
field while neglecting the harmonic field.

Recently, a general airgap field modulation theory (GAFMT) was proposed [9], which
models all the electrical machines in a generalized way by three key components, namely
the excitation source, the modulator, and the filter (armature winding), and thus, the
characteristics of various magnetic field harmonics can be investigated. The GAFMT can
not only be used to analyze the performance of “non-conventional” machines [10], e.g.,
flux switching PM (FSPM) machine [11], vernier machine (VM) [12], and flux-reversal PM
machine (FRPM) [13], etc., but also conventional machines [14,15], providing new ideas for
machine design and analysis.
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While the GAFMT has been proved to be effective in the analysis of spatial distribution
of field harmonics [16], it still has flaws in the amplitude analysis of field harmonics, since
the permeability function is usually simplified in the analysis process. The finite element
analysis (FEA) method can deal with the influence of complex structures and slotting effects
on the magnetic fields and therefore significantly improve the field amplitude analysis
accuracy [2,17,18]. Hence, to further improve the ability to analyze the amplitude of field
harmonics for torque ripple calculation, this paper proposes an FEA-based dual fast Fourier
transformation (FFT) method to extract the amplitudes from the magnetic fields.

Further, based on the combination of GAFMT and FEA-based analysis method, an
accurate torque ripple model for IPM machines is proposed, which allows an intuitive
description of the torque ripple generation mechanism and quantifies the contribution of
each magnetic field harmonic to the total torque ripple. In addition, since the maximum
torque per ampere (MTPA) method is usually applied in the IPM machines, the effect of the
armature current phase on torque ripple is also investigated based on the proposed torque
ripple model.

The organization of the rest of this paper is as follows. The field modulation behavior
of IPM machines is analyzed in Section 2, and the torque ripple model and the relationship
between the field harmonics and the torque ripple are discussed in Section 3. Then, an
FEA-assisted dual FFT method is proposed in Section 4 to derive the detailed torque ripple
model. Then, simulations on a 12/8 IPM machine are conducted through FEA together
with a comparison with the results from the proposed model in Section 5. The experimental
verifications are presented in Section 6, followed by the conclusion drawn in Section 7.

2. Field Modulation Behavior of V-Shape IPM Machine

From the GAFMT perspective, the V-Shape IPM machine can be considered as a
class of salient pole reluctance motor, both in terms of its excitation and armature fields
modulated by the salient stator/rotor pole. However, the field modulation behavior is
not exactly the same for both fields. In the following part, the modulation behavior of the
V-Shape IPM is introduced in detail with the aid of the GAFMT.

2.1. Rotor Modulation of PM-Excited Field

To illustrate the rotor modulation behavior for the PM-excited field, the stator is
considered as a non-slot structure temporarily, and the rotor modulator structure seen
from the PM-excited field is shown in Figure 1, where εrt1 is the pole–arc ratio, Nrt is the
rotor pole number, Trt (rad) is the radian of unit rotor modulator (2π/Nrt). As PMs are
installed in the V-Shape slots, most of the PM fluxes flow from the silicon steel within
the clamping angle of PMs to the stator silicon steel through airgap, and the remaining
PM fluxes flow to adjacent PMs through the flux leakage path provided by the magnetic
bridge. Hence, there are few PM fluxes in the airgap area corresponding to the bridge. The
distribution function of the PM flux after the modulation of the rotor pole can be described
as a segmental function in Equation (1), as shown in Figure 2.

Mrt[ fm(φ)] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, − 2π
Nrt

< φ < − π
Nrt

− εrt1Trt

−1, − π
Nrt

− εrt1Trt < φ < − π
Nrt

+ εrt1Trt

0, − π
Nrt

+ εrt1Trt < φ < π
Nrt

− εrt1Trt

1, π
Nrt

− εrt1Trt < φ < π
Nrt

+ εrt1Trt

0, π
Nrt

+ εrt1Trt < φ < 2π
Nrt

(1)
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Figure 1. Rotor modulator structure for PM-excited field.

Figure 2. Distribution of PM-excited field.

Considering the rotation of the rotor modulator, Equation (1) can be transformed into
the Fourier series form as

Mrt[ fm(φ, t)] = ∑∞
v Cmr(v) sin

(
v

Nrt

2
(φ − ωt)

)
(2)

where φ is the mechanical angle along the circumference in the modulator-fixed reference
frame. Mrt[ fm(φ, t)] represents the circumference distribution of the rotor-modulated PM-
excited field. v is a positive integer, which represents the modulation order. ω (rad/s) is the
mechanical rotation speed. t (s) is time, and Cmr is the rotor modulation coefficient, which
can be described as

Cmr(v) = − 4
πv

sin(2πvεrt) sin
(πv

2

)
(3)

2.2. Stator Modulation of PM-Excited Field

The stator modulator structure for the PM-excited field is shown in Figure 3a, and the
operator function shown in Figure 3b can be described as

Mst[·] = 2εst + ∑∞
l

2
πl

sin(2πlεst) cos(lNstφ) (4)

where l is a positive integer, which represents the modulation order. Nst is the number of
the stator tooth. Tst is the radian of the unit stator modulator (2π/Nst). εst is half of the
pole–arc ratio of stator tooth, and Mst[·] represents the stator modulator operator.

 
(a) (b) 

Figure 3. Stator modulator for PM-excited field: (a) Structure; (b) Operator function.
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2.3. Stator Modulation of Armature Field

The winding function shown in Figure 4 can be described as⎧⎪⎪⎨
⎪⎪⎩

Wa(φ) = ∑∞
v

2
πv sin

(
πv
3
)

cos(vpφ)

Wb(φ) = ∑∞
v

2
πv sin

(
πv
3
)

cos
(
vp
(
φ − 2π

3
))

Wc(φ) = ∑∞
v

2
πv sin

(
πv
3
)

cos
(
vp
(
φ + 2π

3
)) (5)

where p is the rotor pole pairs. Wa, Wb, and Wc represent the winding function of phase A,
B, and C respectively.

Figure 4. Distribution of winding function.

Considering the armature current as⎧⎪⎨
⎪⎩

Ia = ∑∞
δ Iδ

m sin(δpωt)

Ib = ∑∞
δ Iδ

m sin
(
δ
(

pωt − 2π
3
))

Ic = ∑∞
δ Iδ

m sin
(
δ
(

pωt + 2π
3
)) (6)

where δ is a positive integer, which represents the order of current harmonics. Iδ
m is the

current amplitude of δth harmonic. Ia, Ib, and Ic represent the armature current of phase A,
B, and C, respectively.

Multiplying Equation (5) by Equation (6), the stator-modulated armature excited field
can be described as

Mst[ fa(φ, t)] = ∑∞
δ ∑∞

v Cas(v, δ) sin(vpφ ± δpωt) (7)

where Cas is

Cas(v, δ) =

(
∓3

2

)(
2

πv

)
sin
(πv

3

)
Iδ
m

2.4. Rotor Modulation of Armature Field

Figure 5 shows the unit rotor modulator structure and the modulator operator function.
The modulator can be divided into three regions along the airgap, as shown in Figure 5a.
The armature field fluxes tend to pass through the airgap area corresponding to regions 1
and 3, since the magnetic bridge is thin and usually saturated by PM fluxes. Thus, the rotor
modulator function can be described in Figure 5b. The positive half-period expression of
the modulation operator in Figure 5b is

Mrt[·] =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1, − Trt
2 < φ < −εrt2Trt

τr, −εrt2Trt < φ < −εrt1Trt
1, −εrt1Trt < φ < εrt1Trt
τr, εrt1Trt < φ < εrt2Trt

1, εrt2Trt < φ < Trt
2

(8)

where Trt denotes the radian of the unit rotor modulator. εrt1 and εrt2 denote the radian
from the inner and outer edge of the magnetic bridge to the center of the rotor modulator,
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respectively, and Mrt[·] denotes the rotor modulation operator. The effect of the magnetic
bridge on rotor modulator permeability is described by introducing a coefficient τr related
to the thickness and saturation degree of the magnetic bridge. In this paper, the coefficient τr
is obtained by FEA simulations. Specifically, the value of τr is approximated by comparing
the armature field distribution with and without the rotor modulator and analyzing the
differences in the magnetic density values at the corresponding positions in region 2.

 
(a) (b) 

Figure 5. Rotor modulator for Armature field: (a) Structure; (b) Operator function.

Considering the rotation of the rotor modulator, Equation (8) is transformed into the
Fourier series form as

Mrt[·] = εr + ∑∞
l Car(l) sin(2lp(φ − ωt)) (9)

where l represents the rotor modulation order. Car represents the harmonic amplitude, and
εr represents the DC component of the Fourier series of the rotor modulator; the detailed
expressions of them are

εr = 1 + 2(1 − τr)(εrt1 − εrt2)
Car(l) = 4

πl (1 − τr) cos(lπ(εrt1 + εrt2)) sin(lπ(εrt1 − εrt2))

2.5. Modulated PM-Excited and Armature Fields

The modulated PM-excited field can be expressed by multiplying Equations (2)
and (4) as

Fm(φ, t) =

⎧⎪⎨
⎪⎩

∑∞
v Cmp(v) sin(vpφ − vpωt)

+∑∞
l ∑∞

v Cmsum(v, l) sin((vp + lNst)φ − vpωt)
+∑∞

l ∑∞
v Cmdi f (v, l) sin((vp − lNst)φ − vpωt)

(10)

where Cmp, Cmsum, Cmdi f represent the coefficient of primitive, summation, and differential
modulation processes, respectively, where{

Cmp(v) = εst
8

πv sin(2πvεst) sin
(

πv
2
)

Cmsum(v, l) = Cmdi f (v, l) = 2
πv

2
πl sin(2πlεst) sin(2πvεst) sin

(
πv
2
)

Similarly, by multiplying Equations (7) and (9), the modulated armature field can be
expressed as

Fa(φ, t) =

⎧⎪⎨
⎪⎩

∑∞
δ ∑∞

v Cap(v, δ) sin(vpφ ± δpωt)
+∑∞

δ ∑∞
l ∑∞

v Casum(v, δ, l) sin((vp + 2lp)φ + (±δ − 2l)pωt)
+∑∞

δ ∑∞
l ∑∞

v Cadi f (v, δ, l) sin((vp − 2lp)φ + (±δ − 2l)pωt)
(11)

where {
Cap(v, δ) = εrCas(v, δ)

Casum(v, δ, l) = Cadi f (v, δ, l) = Cas(v,δ)Car(l)
2
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3. Torque Ripple Analysis

3.1. Three Torque Ripple Components

The virtual work method is an effective way to calculate electromagnetic (EM) torque
and reveals the contribution of each field harmonic. Torque ripple can be considered to be
caused by the change in magnetic co-energy in the airgap with the rotor position, so that
torque ripple can be obtained from the derivation of magnetic co-energy with respect to
the rotor position, as expressed by

T =
∂
∫

V wmdV
∂ωt

=
1

2μ0

∂
∫

V B2dV
∂ωt

(12)

where B denotes the flux density, and μ0 denotes the vacuum permeability.
The total flux density is a combination of PM-excited and armature flux densities,

as follows:
B2 = (Bm + Ba)

2 = B2
m + B2

a + 2BmBa (13)

Thus, Equation (12) can be further expressed as

T =
1

2μ0

∂
∫

V B2
mdV

∂ωt
+

1
2μ0

∂
∫

V B2
adV

∂ωt
+

1
2μ0

∂
∫

V 2BmBadV
∂ωt

(14)

All of the three terms in Equation (14) might generate ripple torque, and thus, they
are respectively referred to as PM-excited cogging torque, armature cogging torque, and
modulation torque ripple based on their sources. Then, Equation (14) can be expressed as

Tripple = Tmcog + Tacog + Tmodu (15)

where Tripple, Tmcog, Tacog, Tmodu denote the total torque ripple, the PM-excited cogging
torque, the armature-excited cogging torque, and the modulation torque ripple, respectively.

The third term in Equation (15) is named as the modulation torque ripple because the
source of it is related to the modulation behavior, which will be further discussed in the
following section.

3.2. Relationship between the Field Harmonics and Torque Ripple
3.2.1. PM-Excited Cogging Torque and Armature Cogging Torque

Take the PM-excited field as an example, according to Equation (10), when the pole
pairs of primitive-modulated field harmonic are the same as that of summation-modulated
field harmonic as

vp p = vsum p + lsumNst = α (16)

where vp, vsum represent the rotor modulation order of primitive modulation and summa-
tion modulation, respectively. lsum represents the stator modulation order of summation
modulation. α is an odd positive integer.

The synthetic field harmonic can be expressed as

Bs = Ap sin(αφ − β1ωt) + Asum sin(αφ − β2ωt) (17)

where Ap, Asum represent the amplitude of primitive-modulated and summation-modulated
field harmonic, respectively. Bs represents the synthetic field harmonic with α pole pairs.
β1, β2 represent the temporal order of primitive-modulated and summation-modulated
field harmonic, respectively.

Equation (17) can be further expressed as

Bs = As sin
(

αφ +
(β1 − β2)ωt

2
+ ϕ

)
(18)
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where As represents the amplitude of synthetic field harmonic, ϕ represents the phase shift
according to the synthesis, and expressed as

As =
√

A2
p + A2

sum + 2Ap Asum cos((β1 + β2)ωt) (19)

tan ϕ =
Ap − Asum

Ap + Asum
tan
(
(β1 + β2)ωt

2

)
(20)

It can be concluded that the amplitude of the synthetic field harmonic is related to the
source field harmonics and ripple when the rotor is rotated.

Substituting Equation (18) into the first term in Equation (14), the PM-excited cogging
torque can be expressed as

Tmcog =
π
(

R2
s − R2

r
)
lstk

4μ0

∂As

∂ωt
(21)

where Rs represents the outer radius of the stator. Rr represents the inner radius of
the rotor.

Clearly, the PM-excited cogging torque is directly related to the amplitude of synthetic
field harmonic, as is the armature cogging torque. Hence, the mechanisms of PM-excited
cogging torque and armature cogging torque can be revealed as follows: due to the field
modulation effect, the pole pairs of the different modulated field harmonics might be the
same, but the rotation speed of them is not; this phenomenon results in the amplitude
ripple of the synthetic field harmonic and further generates the torque ripple.

3.2.2. Modulation Torque Ripple

Similarly, the modulation torque ripple is related to the modulation effect; the char-
acteristics of the PM-excited field and the armature field are shown in Table 1. When the
rotation speeds of PM-excited field and armature field with the same pole pairs are the same,
the constant output torque is produced; otherwise, the ripple torque is produced. Since this
kind of ripple torque is determined by the modulation difference of the PM-excited field
and armature field, it is referred to as the modulation torque ripple.

Table 1. Characteristics of the PM-excited field and the armature field.

Item

PM-Excited Field Armature Field

Pole Pairs
Rotation

Speed
Pole Pairs Rotation Speed

Primitive modulation vp vpω vp ±δpω
Summation modulation vp + lNst vpω vp + 2lp (±δ − 2l)pω
Differential modulation vp − lNst vpω vp − 2lp (±δ + 2l)pω

4. FEA-Assisted Dual FFT Analysis Method and Torque Ripple Model

4.1. FEA-Assisted Dual FFT Analysis Method

Based on the above analysis, the key point of calculating the torque ripple is obtaining
the amplitude of field harmonics; hence, an FEA-assisted dual FFT analysis method is
proposed in this section. This method is based on the GAFMT and assisted by the FEA. In
this method, the GAFMT is mainly used in the first spatial FFT decomposition process to
quickly select effective field harmonics, while the FEA allows a more precise quantification
of the field harmonic amplitude ripple. Compared with the fully GAFMT-based method,
the proposed method can save the convolution process while obtaining more accurate
ripple values.

The key step of the proposed method is the FEA-based analysis process. The detailed
flow chart is shown in Figure 6. Firstly, the effective field harmonics are selected by using
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the GAFMT in order to exclude invalid field harmonics and save time in the following steps.
Then, the FEA simulation is used to obtain the flux density distribution in an electrical
period. Furthermore, a first-round FFT analysis is carried out to calculate the amplitude of
spatial field harmonics. On this basis, the harmonic coefficient of field amplitudes can be
extracted from the second-round FFT analysis. Because the amplitude of field harmonics
varies with the rotor position, which is time dependent, it is a function of time, and this
process is essentially a temporal FFT decomposition process.

 
Figure 6. Flow chart of the proposed method.

In order to simplify the calculation, only the DC component, first order harmonic, and
second order harmonic of the field harmonic amplitude are considered in the analyses.
Suppose the amplitude of kth effective field harmonic can be nearly expressed as

Ak ≈ Ck0 + Ck1 cos(γωt + ϕk1) + Ck2 cos(2γωt + ϕk2) (22)

where Ak denotes the field harmonic amplitude. Ck0 denotes the DC component of field
harmonic amplitude. Ck1/ϕk1 and Ck2/ϕk2 denote the first and second order harmonic
amplitudes and phases, respectively, and γ denotes the least common multiple (LCM) of
the stator and rotor poles.

4.2. Cogging Torque Model

Substituting Equation (22) into Equation (21), and neglecting the small amplitude
components, the cogging torque model can be expressed as

Tcog ≈ π
(

R2
s − R2

r
)
lstk

4μ0
∑k{2Ck0Ck1γ sin(γωt + ϕk1) + 8Ck0Ck2γ sin(2γωt + ϕk1)} (23)

4.3. Modulation Torque Ripple Model

Similarly, to simplify the calculation, only the DC component of field harmonic ampli-
tude is considered in analyzing the modulation torque ripple. Suppose the DC components
of the field harmonic amplitude and the temporal orders of the field harmonic with the pole
pairs of z are defined as Czm/m and Cza/a, respectively, for the PM-excited and armature
fields. Then, the modulation torque ripple can be expressed as

Tmodu ≈ π
(

R2
s − R2

r
)
lstk

2μ0
∑z{CzmCza(m + a)p sin((m + a)pωt)} (24)
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5. Demonstration of Torque Ripple Model

To verify the proposed torque ripple model, FEA-based simulations are carried out.
The prototype topology is shown in Figure 7, and the key parameters are given in Table 2.

 
Figure 7. Prototype topology of a 12/8 IPM machine.

Table 2. The key parameters of the prototype machine.

Parameters Value Units Parameters Value Units

Outer diameter of the stator 100 mm Thickness of the PM 3.6 mm
Inner diameter of the stator 59.6 mm Stack length 75 mm
Radian of the stator tooth 8.1 mm Nominal torque 10 Nm

Radian of the stator slot 7 mm Angle of the V-Shape
PMs 95 deg

Thickness of the magnetic
bridge 0.7 mm Outer diameter of

the rotor 58.1 mm

5.1. PM-Excited Cogging Torque

To verify the PM-excited torque ripple, FEA simulations under no-load condition
are carried out. Figure 8 shows the characteristics of the modulated PM-excited field
harmonics. Figure 8a,b show the waveform and the spatial spectrum of the PM-excited
flux density in the radial direction. It can be seen that there are multiple harmonics in the
airgap, where the harmonics with the pole pairs of 4, 12, and 20 are mainly generated by
primitive modulation, and those of 8 and 16 are generated by summation and differential
modulations. The rotation speed of harmonics with pole pairs of 12 is three times as fast as
that of the harmonics with pole pairs of 4, 8, 16. All the above results are consistent with
Equation (10).

In conjunction with Figure 8b,c, the harmonic amplitudes with the pole pairs of
16 and 8 may not be equal at a certain time, but their average values are equal in an
electrical period. Obviously, this phenomenon demonstrates not only the correctness of
GAFMT analysis but also the effect of stator–rotor relative position changes on the field
harmonics amplitude.

As shown in Figure 8c, the field harmonics amplitude contains AC components, and
the frequency is related to the LCM of the stator and rotor poles. Using the dual FFT
method proposed in Section 4, the field harmonics amplitude and the parameters needed
in Equation (22) can be obtained. Then, the PM-excited torque ripple can be calculated, as
shown in Figure 9.
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(a) (b) 

 
(c) (d) 

Figure 8. Modulated PM-excited field harmonics. (a) Distribution. (b) Spatial spectrum. (c) Harmonic
amplitudes in one electrical period. (d) Harmonic phases in one electrical period.

 
(a) (b) 

Figure 9. PM-excited cogging torque. (a). Results comparison from GAFMT and FEA. (b). Contribu-
tions of different PM-excited field harmonics.

As shown in Figure 9a, the GAFMT-based PM-excited cogging torque coincides well
with the FEA-based result, and the error is mainly due to the neglect of the small value
components during calculation. As shown in Figure 9b, even though the torque ripples
contributed by harmonics with pole pairs of 20 and 28 are quite high, their phase is 180◦
apart, so their synthetic torque ripple is considerably reduced, and the same is true for
harmonics with pole pairs of 4 and 12.

It is therefore difficult to say that the PM-excited cogging torque is caused by one
or several harmonics. With the help of the dual FFT analysis method, it can be seen that
the amplitude of all harmonics varies with the rotor position, and they all produce torque
ripple. This may mean that the effect of all harmonics on torque ripple should be taken
into account when optimizing the machine structure.
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5.2. Armature Cogging Torque

The analysis method for armature-excited cogging torque is similar to that of PM-
excited cogging torque. One factor that should be noted is that FEA simulations are
carried out by using the frozen permeability method to reflect the effect of magnetic bridge
saturation. The armature current amplitude is 5 A, and the phase is 0◦.

The harmonic with pole pairs of 12 is generated by summation modulation from the
harmonic with pole pairs of 4; its rotation speed is three times as fast as that of the harmonic
with pole pairs of 4, and its appearance can be explained by the GAFMT, as expressed in
Equation (11). FEA simulations also prove this, as shown in Figure 10d.

 
(a) (b) 

 
(c) (d) 

Figure 10. Modulated armature field harmonics. (a) Distribution. (b) Spatial spectrum. (c) Harmonic
field amplitude in one electrical period. (d) Harmonic field phase in one electrical period.

Similar to the PM-excited field, the amplitude of the armature field harmonics is
rippled due to the asynchronous modulation of the rotor salient pole reluctance, as shown
in Figure 10c. The field harmonics amplitude is analyzed, and the armature-excited cogging
torque is calculated by Equation (20); the results are shown in Figure 11. Compared to other
field harmonics, the amplitudes of harmonics with pole pairs of 4 and 8 are high and cause
the main armature-excited cogging torque.

 
(a) (b) 

Figure 11. Armature-excited cogging torque. (a) Comparison of GAFMT result and FEA simulation
result. (b) Armature-excited cogging torque produced by different field harmonics.
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5.3. Modulation Torque Ripple

As analyzed above, the modulation torque ripple is produced by the difference in the
rotation speed of the PM-excited field and armature field. For the prototype, the magnetic
field distribution and rotation speed are analyzed by GAFMT and given in Table 3.

Table 3. Parameters of PM-excited and armature field.

PM-Excited Field Armature Field

Pole pairs Rotation speed Pole pairs Rotation speed

20 20ω 20 −4ω
28 20ω 28 4ω

Pole pairs Czm Pole pairs Cza

20 0.1223 20 0.0093
28 0.1075 28 0.0266

Substituting the machine parameters into Equations (10) and (11), the rotation speed
of PM-excited harmonics with pole pairs of 20 and 28 is 20ω and 28ω, respectively, while
that of the armature-excited harmonics with the same pole pairs is ±4ω, respectively.
Then, substitute these results into Equation (24). The frequency of modulation torque
ripple is 24ω, which is the same as the PM-excited cogging torque and the armature-
excited cogging torque.

The values of Czm and Cza in Equation (24) are also shown in Table 3. The modulation
torque ripple curve is shown in Figure 12. Since the higher temporal harmonics are ignored
to simplify the calculation, the high-frequency torque ripple of the GAFMT-based result is
missing, but overall, the low-frequency value is relatively close, proving the validity of the
proposed torque ripple model.

Figure 12. Modulation torque ripple.

6. Experimental Results

In order to verify the proposed torque ripple model, experiments are carried out. The
experimental platform is shown in Figure 13, where the load machine is a brush dc machine,
the exciting voltage of which is set as 80 V, and the armature winding is connected to a
sliding resistor, as shown in the picture. A high-precision torque sensor is used to measure
the torque waveforms, and the dSPACE 1103 platform is used to control the prototype.

Figure 14 is the PM-excited cogging torque measured by the sensor when the IPM
machine is rotating at 150 rpm, and the amplitude of the fundamental torque ripple
harmonic is 0.403 Nm. This result is in good agreement with the FEA simulation result,
which is 0.38 Nm, as shown in Figure 9, and corresponds to the torque ripple model based
on the GAFMT.
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Figure 13. Experimental setup.

 

Figure 14. PM-excited cogging torque (150 rpm).

Figure 15a–c show the torque performance under different rotation speeds while the
armature current is set as 1 p.u. (1 p.u. = 3.125 A). According to the proposed model,
the torque ripple does not change along with the speed, but as shown in the figures, the
torque ripple increases when the speed is 450 rpm. This phenomenon is caused by the low
bandwidth of the controller and can be improved by parameter optimization. In order to
reduce the influence of the controller parameters on the experimental results, the speed of
the subsequent experiments will be set at a low speed.

As discussed in Section 4, the armature current related torque ripple component
includes the armature-excited cogging torque and modulation torque ripple; when the
amplitude of the armature current increases, these two torque ripples increase. How-
ever, all three torque ripple components have the same fundamental frequency; the total
torque ripple is not only determined by their amplitude but also influenced by their phase.
Figure 15a,d,e show the experimental results when the armature current amplitude is
changed, while Figure 15f shows the comparison of the FEA results, the proposed model
results, and the experimental results. When the armature current amplitude changes from
0.5 p.u. to 1.5 p.u., the torque ripple decreases from 0.414 Nm to 0.29 Nm in the FEA
simulation results, 0.395 Nm to 0.337 Nm in the model results, and 0.428 Nm to 0.334 Nm in
experimental results, respectively. It can be concluded that the proposed model can provide
a numerically accurate result for the variation of torque ripple with the armature magnetic
field, and it confirms the correctness of the three torque ripple components proposed by
the GAFMT-based model.
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(a) (b) 

  
(c) (d) 

 
(e) (f) 

Figure 15. Experimental torque performance. (a). 150 rpm, iq = 1 p.u., id = 0 A. (b). 300 rpm,
iq = 1 p.u., id = 0 A. (c). 450 rpm, iq = 1 p.u., id = 0 A. (d). 150 rpm, iq = 0.5 p.u., id = 0 A. (e). 150 rpm,
iq = 1.5 p.u., id = 0 A. (f). Comparison of torque ripple amplitudes under different armature current
amplitudes (150 rpm).

7. Conclusions

In this paper, the spatial characteristics of both PM-excited and armature magnetic
field harmonics were first analyzed by using the GAFMT. The influence of the magnetic
bridge on the modulation effect was investigated, showing that both the rotor and the
stator of the typical V-Shape IPM machine can be considered as the salient pole reluctance.

Then, a novel torque ripple model, which contains three components, is proposed.
The total torque ripple is divided into PM-excited cogging torque, armature cogging

126



Energies 2023, 16, 4586

torque, and modulation torque ripple. Thanks to the general nature of the GAFMT, the
proposed model can be extended to any other machine. By subdividing the total torque
ripple, it is possible to reveal the mechanisms of torque ripple in different operating
conditions and provide guidance for structure or control method-based optimization
under full operating conditions.

Furthermore, to achieve an accurate torque ripple model, the FEA-assisted dual FFT
method was proposed to investigate the amplitude ripple of the magnetic field harmonics.
As the results in the previous sections show, the magnetic field harmonics have, in reality,
a significant space–time coupling characteristic and are traveling through waves whose
amplitude varies periodically with the relative position between the stator and rotor.

Finally, FEA simulations and experiments were carried out to verify the correctness of
the proposed torque ripple model.

On the basis of the proposed method in this paper, the future research is to further
explore the potential of the GAFMT, improve the accuracy of the flux density calculation,
and reduce the dependence of the model on the FEA results.
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Abstract: To remove parameter dependence in existing sensorless control strategies, a parameter-free
model predictive current control is proposed for permanent magnet synchronous motor without any
position sensor. First, the current variation during one sampling period is analyzed and divided into
two elements: natural attenuation and forced response. Second, recursive least squares algorithm
is utilized to estimate the future current variation so that the model predictive current control
can be successfully executed paying no attention to motor parameters. Meanwhile, the position
information is obtained by the arc tangent function according to the estimated forced response of
current variation. At last, experimental results verify that the estimation errors of rotor position are
reduced to around 0.1 rad with smaller current prediction error even at low speed where no motor
parameters are required.

Keywords: sensorless control; parameter-free; model predictive current control; permanent magnet
synchronous motor; recursive least squares algorithm

1. Introduction

Permanent magnet synchronous motor (PMSM) is identified as a high-performance
exchange motor. It has played an irreplaceable role in industrial and civil production [1].
Nowadays, its control technology is always evolving owing to the advancement of motion
control theory, power electronics technology and sensor design. Model predictive control
(MPC) strategy is viewed as a promising way to replace the PI modem, directly taking into
account the nonlinearity and constraint characteristics of the system [2,3]. Depending on
the operation principle, MPC can be classified into two categories, namely the continuous
control set MPC (CCS-MPC) and the finite control set MPC (FCS-MPC). Specifically, the
FCS-MPC strategy directly tracks the reference states through the enumeration of possible
switching states, so that the applied switching state for inverter can be decided simply [4,5].
In this manner, the external modulation stages are avoided, which is an indispensable part
of CCS-MPC [6]. At present, model predictive current control (MPCC) has been widely
used with the aim to predict future currents.

In practical applications, high-precision sensors increase the design cost of the control
system, and the mechanical encoders desire additional assembly space and system main-
tenance. In addition, the stability of communication between the encoder and the motor
drive is inevitably affected by external signals and noise. Moreover, when the sensors
are installed in a PMSM with low moment of inertia, rotational inertia of rotor increases
incurring the deteriorative robustness [7–9]. In addition, in some more complex operating
environments, the motor drive system ensures the safety and stability of the system in
addition to ensuring high dynamic responsiveness and gauge stability. Position sensors are
a common part of the motor control system failure, and in some cases can be replaced by
sensorless control technology [10].
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In principle, the positionless sensing program can be generally divided into two
categories: one is a program based on the electromagnetic variation relationship in a math-
ematical model, and the other is a position estimation strategy based on a PMSM emphasis
effect. The former can be subdivided into an open-circle calculation program based upon
an ideal model and a closed-circuit calculation method based on an observer [11], while
the latter is typically based on high-frequency injection methods based on non-ideal prop-
erties achieved [12]. Many sensorless control methods are in conjunction with MPCC.
Refs. [13–15] put effort into high-frequency information injection to identify the rotor speed,
which takes advantage of unequal quadrature- and direct-axis inductance caused by in-
ductance magnetic saturation effect. As a whole, high-frequency injection methods have
some problems such as poor dynamic performance and reduced bandwidth. Also, the
performance of applied power electronic device is critical.

Instead, refs. [16–20] advocate for the design of observers that function to estimated
rotor position. In [16], an adaptive full-order observer is adopted to smoothly start a
free-running motor without any position sensors. The feedback gain matrix is conceived to
realize that the estimated speed can trace the actual value even if the initial difference is
large. On the contrary, the rotor position is estimated via a disturbance observer in [17],
and the estimation error is effectively reduced by considering the iron loss. Even in the
quadrotor system, observers like finite-time extended state observer and adaptive neural
network observer are adopted to estimate the position information [18]. In addition, the
sliding mode observer (SMO) and the full-order state observer are utilized in the sensorless
control of [19,20], respectively. Nonetheless, it is worth mentioning that these sensorless
control methods are dependent on the motor parameters, which fail to remain constant in
all conditions owing to the variable operation environment [21,22]. Thus, the strategies
with strong parameter robustness attract a lot of attention to keep the normal operation
when parameters are mismatched [23].

Reference [24] analyzes the influence of parameter mismatch on the proposed sen-
sorless method. The injected high-frequency voltage is viewed as the reference value and
added into the cost function for voltage tracking. Therefore, the robustness against parame-
ter mismatch is improved without any complicated work. On the premise of parameter-free
MPCC based on the ultra-local model, ref. [25] builds a sliding mode observer for a sen-
sorless driving system, and the prediction horizon can be adjusted online considering
prediction error. An improved-position self-detecting observer is adopted in [26], where
the estimation accuracy of rotor position is improved. Meanwhile, the parameter-adaptive
SMO is devoted to suppressing the influence of motor parameter variation. It is obvious
that most sensorless methods achieve parameter-free control owing to the observers. How-
ever, the application of observers indicates that the mathematical model of the motor is still
indispensable in the control. For example, the ultralocal model in [24] predicts the future
current by virtue of inductance parameters. Moreover, when more observers participate in
the control, the increased complexity of the system is accompanied by heavy tuning work.

To completely get rid of the dependence of motor parameters in position-free control,
the current variations corresponding to active voltage vectors are dissected in this paper,
based on which the prediction of future current and rotor position estimation are achieved
via the current variations obtained from the recursive least squares (RLS) algorithm. The
contributions of this paper are summarized as follows:

1. Taking the current variations as the estimation target, a parameter-free MPCC is
designed on the basis of RLS, where the natural attenuation and forced response of
current variations are estimated accurately. It successfully avoids the effects of lost
initial data in [25] and the problem of current variation renewal stagnates in [23].

2. To estimate the rotor position through the known current variations, the forced re-
sponse value is analyzed together with the active voltage vector, after which an
accurate rotor position angle can be obtained by the built arc tangent function. Param-
eter dependence in [24,26] is successfully overcome.
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3. Both simulated and experimental results verify the correctness and effectiveness of
the proposed method.

The remainder of article is organized as follows. The model of the PMSM drive system
is provided in Section 2, where the current variation is analyzed carefully. In Section 3, the
proposed sensorless parameter-free MPCC is revealed in terms of future current prediction
and rotor position estimation. Afterwards, the experimental results verify the effectiveness
and superiority of the proposed control strategy in Section 4. Finally, this study is concluded
in Section 5.

2. Model of PMSM Drive System

2.1. Mathematical Model of Motor

For a convenient design of a controller, the mathematical model is usually built in
synchronous rotating coordinates, so that the stator voltage of the concerned three-phase
PMSM [24] can be obtained as[

ud
uq

]
=

[
R −ωeLq

ωeLd R

][
id
iq

]
+

[
Ld 0
0 Lq

]
d
dt

[
id
iq

]
+

[
0

ωeψ f

]
, (1)

where u, i and L refer to the stator voltage, current and inductance, respectively. Subscripts
d and q represent the corresponding components of these parameters in dq-axes. R, ωe
and ψf denote the stator resistance, electrical angular velocity and permanent magnet flux
linkage, respectively. In this paper, PMSM is driven by a traditional two-level inverter,
which can produce eight voltage vectors as exhibited in Figure 1.

V

V

V

V V

VV

V

Figure 1. Space voltage vector distribution in a two-level inverter.

2.2. Model of Current Variations

By rearranging the stator voltage Equation (1), the differentials of dq-axes currents can
be calculated as

d
dt

[
id
iq

]
=

[ −R/Ld ωeLq/Ld
−ωeLd/Lq −R/Lq

][
id
iq

]
+

[
ud/Ld

uq − ωeψ f /Lq

]
. (2)

Relying on the Forward Euler method, dq-axes currents in (k + 1)th are predicted as

[
id(k + 1)
iq(k + 1)

]
=

⎡
⎣ Ld−RTs

Ld

LqωeTs
Ld

Lq−RTs
Lq

− LdωeTs
Lq

⎤
⎦[id(k)

iq(k)

]
+

[ Ts
Ld

ud(k)
Ts
Lq

uq(k)− ψ f ωeTs
Lq

]
. (3)
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Therefore, the current variations between two consecutive sampling periods can be
expressed as[

Δid
∣∣Vj

Δiq
∣∣Vj

]
=

[ −RTs/Ld ωeLqTs/Ld
−ωeLdTs/Lq −RTs/Lq

][
id
iq

]
+

[
0

−ωeψ f Ts/Lq

]
︸ ︷︷ ︸

δix0

+

[
(ud
∣∣Vj)Ts/Ld

(uq
∣∣Vj)Ts/Lq

]
︸ ︷︷ ︸

δix |Vj

, (4)

where |Vj refers to parameters corresponding to voltage vector Vj, (j∈{1, 2, . . ., 8}).
Obviously, the current variation can be viewed as the sum of two parts, namely natural

attenuation δix0 and forced response δix|Vj (x = d, q). The former part depends on the stator
currents and motor speed. The motor speed can be thought of as a constant value in a few
time steps since the electrical time constant is substantially smaller than the mechanical
time constant. The stator current is also essentially constant in a steady state. As a result, it
is possible to think of the natural attenuation as a constant value that corresponds to the
zero-voltage vectors. On the other hand, the latter part is merely decided by applied active
voltage vectors. That is to say, the forced response of current variation is closely associated
with the amplitude and position of the voltage vectors.

3. Proposed Sensorless Parameter-Free MPCC Strategy

3.1. Parameter-Free MPCC

Due to the incredibly brief sample time of the microprocessor, the current in each
sampling period may generally be approximated as a linear variation. By sensing the stator
current at the start and end of each sampling period, it is possible to calculate the current
variations as [

Δid
∣∣Vj

Δiq
∣∣Vj

]
=

[
id(k, 1)

∣∣Vj − id(k, 2)
∣∣Vj

iq(k, 1)
∣∣Vj − iq(k, 2)

∣∣Vj

]
, (5)

where Δi represents the stator current variations. i(k,1) and i(k,2) represent the stator current
measured at the beginning and the end of the (k)th, respectively.

It should be noted that, in accordance with (5), the current detections are conducted
twice throughout each sampling interval. In addition, each control period must begin
and end with a sudden voltage signal, suggesting that the current may not be accurately
identified. In pursuit of precise current values, it is imperative to conduct dual detections,
namely post-commencement and pre-conclusion, during each sampling period. Never-
theless, such an approach consequently imposes a substantial computational burden on
microprocessors, rendering real-time implementation prohibitively challenging. To address
this dilemma, an alternative procedure advocates the detection of singular currents at each
sampling period. This strategy is predicated on the assumption that the value of the stator
current at the onset of a given sampling period is equal to the value at the culmination of
the preceding sampling period.

The schematic diagram of primary current sampling is illustrated in Figure 2, where
(k − 1) and (k + 1) denote the system parameters at the (k − 1)th and (k + 1)th period,
respectively. Notably, a brief interval of Δt0 exists between the current detection and the
conclusion of the sampling period, which is shorter than one twentieth of the sampling
period. The purpose of this interval is to mitigate the impact of abrupt voltage fluctuations
on the precision of current measurement.
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Figure 2. Schematic diagram of the stator current prediction based on once current detection.

In accordance with the depicted stator current prediction methodology illustrated in
Figure 2, the current variation at the (k)th instance can be derived as[

Δid|V(k − 1)
Δiq
∣∣V(k − 1)

]
=

[
id(k)|V(k − 1)− id(k − 1)|V(k − 2)
iq(k)

∣∣V(k − 1)− iq(k − 1)
∣∣V(k − 2)

]
. (6)

Analogously, the variation value of the stator current at the (k + 1)th can be formu-
lated as [

Δid|V(k)
Δiq
∣∣V(k)

]
=

[
id(k + 1)|V(k)− id(k)|V(k − 1)
iq(k + 1)

∣∣V(k)− iq(k)
∣∣V(k − 1)

]
. (7)

It is imperative to acknowledge that the computations of the current variations
Δid|V(k) and Δiq|V(k), as described in Equation (8), are not feasible due to the unavailabil-
ity of measured stator currents id(k + 1)|V(k) and iq(k + 1)|V(k) during the (k)th sampling
interval. However, providentially, the brevity of the sampling period Ts permits the insignif-
icance of changes in current variations associated with the identical voltage vector. Stated
differently, Δid|V(k) and Δiq|V(k) can be substituted with their preceding values, namely

Δix
∣∣V(k) ≈ Δix,pre

∣∣V(k), V(k) ∈ {V1, V2, . . . , V8}, (8)

where subscript pre denotes the antecedent state, which can be securely retained within the
microprocessor controller.

By amalgamating Equations (8) and (9), the dq-axes current at the (k + 1)th can be predicted:

[
id(k + 1)

∣∣Vj
iq(k + 1)

∣∣Vj

]
=

[
id(k) + Δid,pre

∣∣∣Vj

iq(k) + Δiq,pre
∣∣Vj

]
. (9)

The cost function of MPCC can be formulated in the following, taking into account
minimum current tracking error. Subsequently, the corresponding optimal voltage vector
can be chosen for the inverter.

gj =
∣∣∣iref

d (k + 1)− id(k + 1)
∣∣∣Vj

∣∣∣+ ∣∣∣iref
q (k + 1)− iq(k + 1)

∣∣∣Vj

∣∣∣. (10)

3.2. Estimation of Current Variation

According to Section 2.2, the current variations can be analyzed as

Δix(k) = δix0(id, iq, ωe) + δix(id, iq, θe, n), (11)
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where the forced response is further inferred as

δix(id, iq, θe, n) =
2TsUdc

3Lx
cos
(
(V − 1)

π

3
− θe

)
. (12)

θe represents the electrical angle. V is the index of the applied voltage vector and
V∈{1, 2, 3, 4, 5, 6}.

By the given [
p1,x
p2,x

]
=

[
δix0(id, iq, ωe)
2UdcTs/3Lx

]
. (13)

dq-axis currents are rewritten as

Δiv
x =

[
1 cos

(
(n − 1)π

3 − θe
)][

p1,x p2,x
]T

= ψxPd. (14)

Thereafter, the RLS algorithm is considered to estimate the natural decay and forced
response part of the current variations by virtue of the applied voltage vectors.

Input matrix ψx comprises the information of angular velocity, and output yx is the
actual current variations, based on which the system model is continuously trained in
every update iteration. Finally, estimation matrix Px containing the natural attenuation and
forced response of current variations can be achieved. It is worth noting that the estimation
of disparate parameters from closely resembling sampled currents poses a formidable
challenge when one voltage vector is applied over two or more consecutive sampling
periods. To this end, it is necessary to capture and store the voltage vector applied at each
moment and determine the time at which the voltage vector starts that is different from
the voltage vector applied at the beginning of (k − 1), namely (k − m), to obtain the output
value for system training. Consequently, the corresponding values pertaining to module
input and output at their respective instances can be earmarked as

ψx =

[
ϕd
ϕq

]
=

[
1 cos

(
(n − 1)π

3 − θe
)

1 sin
(
(n − 1)π

3 − θe
) ], (15)

yx(k) =
[

Δix(k) Δix(k − m)
]

=
[

ix(k)− ix(k − 1) ix(k − m)− ix(k − m − 1)
] . (16)

In this context, n serves as the index denoting the sequence of voltage vectors
(n = 1, 2, . . . 8). The magnitude of m corresponds to the count of temporal intervals from
the inception of the voltage vector distinct from the preceding application at (k − 1). De-
tailed elucidation on the acquisition of electrical angle information is presented in the
subsequent section.

Take the d-axis, for example; the initial valuations of the covariance matrix Q0 are
given as

Q0 = 106
[

1 0
0 1

]
. (17)

Also, the gain matrix G0 is set as

G0 = Q0ψd0
T
(

ψd0Q0ψd0
T + μI

)−1
, (18)

where ψd0 denotes the initial estimation of angular velocity at the current moment, acquired

through computations derived from (15), as ψd0 =

[
ϕd(k)

ϕd(k − m)

]
; μ signifies the decaying

factor, reflecting its propensity to gradually diminish over time; I presents an identity
matrix with 2 × 2 dimensions.

By incorporating the initially determined values of covariance matrix Qx and gain
matrix Gx into Equations (19)–(21), a progressive calculation ensues. Following the acquisi-
tion of variable Pd in each iterative step, the evaluation comes into play by computing Ed
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in accordance with Equation (22). Upon the fulfillment of the condition Ed ≤ 0.00001, the
ultimate estimation of the disparity in the d-axis current is produced as the final outcome,

like Pd =

[
pd1
pd2

]
.

Gd(k) = Qd(k − 1)ψd
T(k)

(
ψdQd(k − 1)ψd

T(k) + μI
)−1

, (19)

Qd(k) =
Qd(k − 1)− Gd(k)ψd(k)Qd(k − 1)

μ
, (20)

Pd(k) = Pd(k − 1) + Gd(k)(yd(k)− ψd(k)Pd(k − 1)), (21)

Ed =
ϕd(k)Pd(k)− Δid(k)

Δid(k)
. (22)

In a similar vein, through adherence to the parallel matrix iteration procedure, it
becomes feasible to derive an estimation of the dissimilarity in the q-axis current, namely

Pq =

[
pq1
pq2

]
. Thus, the current variations to the future time can be predicted as

Δid(k + 1) = ϕd(k)Pd(k) =
[
1 cos

(
(n − 1)π

3 − θe
)][pd1

pd2

]
, (23)

Δiq(k + 1) = ϕq(k)Pq(k) =
[
1 sin

(
(n − 1)π

3 − θe
)][pq1

pq2

]
. (24)

Furthermore, the predictive value of future current states is given by

ix(k + 1) = ix(k) + Δix(k + 1). (25)

3.3. Rotor Position Estimation

As illustrated in Figure 3, the compelled response value ensconced within the current
differential flawlessly aligns itself with the spatial orientation of the applied active voltage
vector. Meanwhile, the vector position is fixed in a two-phase rest coordinate system as
shown in Figure 1. At the kth period, the optimal applied voltage vector selected by the
value function shown in (10) is recorded, based on which angle γ between the applied
vector and the α-axis in the two-phase rest coordinate system can be determined. The
precise positional angles corresponding to individual voltage vectors are meticulously
delineated in Table 1.

d

q

'

Vk

is|Vk

Figure 3. Schematic diagram of rotor position estimation.
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Table 1. Voltage position definition.

Voltage Vector Sabc Vector Position Angle γ Voltage Vector Sabc Vector Position Angle γ

V1 100 0 V2 110 π/3

V3 010 2π/3 V4 011 π

V5 001 4π/3 V6 101 5π/3

V7 000 0 V8 111 0

Conversely, through the application of the arctan function upon the forced response of
dq-axes current variations relying on RLS, precise angle γ′ between the applied voltage vec-
tor and the d-axis within the rotational coordinate system can be deduced. This distinctive
interpretation of the relationship is portrayed by

γ′= arctan
δiq|Sj

δid|Sj

. (26)

Therefore, the rotor position angle can be estimated by taking the difference between
the γ and γ′, and it is expressed as

θ =
∣∣γ − γ′∣∣. (27)

Undeniably, this sensorless control strategy showcases remarkable parameter ro-
bustness by obviating the reliance on motor parameters in not only prospective current
prediction but also rotor position estimation.

3.4. Summary

With reference to the analysis above, the following steps are required to implement
the proposed method. And the structure of the proposed MPCC strategy is presented in
Figure 4.

iq
ref

Vopt

Nr
id k

iabc k

id
ref

iq k
idq k

Nr
ref

abcdq

Vn
Pdq

'

Vopt

ix

Figure 4. Structure of the proposed MPCC strategy.

1. Collection and storage of the phase currents and applied voltage vectors and obtention
of Ψx(x = d,q) and yx according to (15) and (16). Also, current reference iqref(k + 1)
needs to be achieved through the speed controller.

2. Relying on the applied voltage vector at (k − 1)th, vector position angle γ can be
decided. Meanwhile, the angle between the voltage vector and the d-axis of the
rotating coordinate system, namely γ′, needs to be achieved via the forced response
of current variations through (26). Then, the rotor position angle θ can be estimated
by (27).
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3. The current variations need to be estimated through the RLS based on (23) and (24).
Then, the future current can be predicted by (25).

4. The cost function gj (10) can be evaluated and the optimal voltage vector correspond-
ing to the minimal gj needs to be selected to drive the inverter.

We also added the comparison results between the proposed and known strategies in
Table 2.

Table 2. Comparison between the proposed and known strategies.

Reference [14] [17] [18] [26] Proposed

Requires gain tuning No Yes Yes Yes No

Estimation errors Middle Low Low Middle Low

Parameter robustness Low Low Low High High

Relative Simplicity of algorithm Low High Middle Middle Middle

4. Experimental Results

To verify the effectiveness of proposed sensorless control strategy, this paper concerns
a 1.2 kW prototype for the experiment, as presented in Figure 5. The whole hardware
controller consists of the signal sampling module, the auxiliary power module, the PWM
signal processing module and the minimum system board. Phase currents are measured
by current sensor HAS50-S; then, current variation can be obtained. The master chip in
the digital controller is TMS320F28335, and the three-phase inverter applies FF300R12ME4
IGBT modules. The sampling frequency is set as 10 kHz, and the motor parameters are all
listed in Table 3.

Figure 5. Hardware experiment platform.

Table 3. Motor parameters.

Parameters Values

Rated power 1.2 kW
Rated voltage 380 V
Rated current 5 A
Rated torque 8 N·m
Rated speed 1500 rpm

Inductance of direct axis 24 mH
Inductance of quadrature axis 36 mH

Stator resistance 5.25 Ω
Moment of inertia 0.001 kg·m2

Pole pairs 2
Permanent magnet flux linkage 0.8 Wb

In the case of parameter matching, the position estimation accuracy of the proposed
control strategy is compared with that of traditional high-frequency injection position-free
algorithm, in the speed commands of 50 rpm and 500 rpm, respectively. Figures 6 and 7
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present the actual and estimated values, where the superscript “est” denotes estimated
value. It can be seen that the estimated speed of the two sensorless control strategies is
basically consistent with the actual speed, ensuring the accuracy of speed information.
However, the traditional control technique has larger location estimate mistakes and more
fluctuating speed because digital filters inherently have issues throughout the signal extrac-
tion process, such as signal amplitude attenuation, phase delay, and complex parameter
tuning. In general, the proposed strategy has more accurate position estimation.
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Nr 
Nr

est  
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Nr 
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est  

(a) (b)

Figure 6. Comparative results between actual and estimated value at 50 rpm speed command.
(a) Proposed control strategy. (b) Conventional sensorless control in [14].
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Figure 7. Comparative results between actual and estimated value at 500 rpm speed command.
(a) Proposed control strategy. (b) Conventional sensorless control in [14].

To verify the robustness against parameter variations, the contrast experiments are
carried out between proposed parameter-free control and model-free control in [23], when
the model is mismatched and the speed command is 300 rpm. Obviously, both control
strategies can maintain good sinusoidal phase current and stable rotational speed as
presented in Figure 8. To be specific, the dq-axes prediction error of the control strategy
based on RLS is basically guaranteed to be less than 0.2, while that of the control strategy
based on the current variation lookup table is basically around 0.4. Thus, the future current
state prediction under the proposed strategy is more accurate and the q-axis current ripple
is smaller.
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Figure 8. Experimental results of steady-state performance. (a) Proposed control strategy.
(b) Parameter-free MPCC in [23].

Figure 9 further shows the contrastive steady-state results of the phase current, the
torque and the d-axis current when the speed command is 100 rpm. Apparently, the phase
currents are almost sinusoidal in two strategies. However, the model-free control in [23]
fails to completely avoid the problem of stagnation of current variation update, so that
it is difficult to keep the predicted current consistent with the actual current, yielding a
large prediction error. Instead, the predicted current error is significantly reduced in the
proposed control strategy based on the reliable estimated current variations through RLS.
In general, the proposed parameter-free control strategy based on RLS reduces the influence
of rotor position estimation error to some extent.
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Figure 9. Experimental results of steady-state performance. (a) Proposed control strategy.
(b) Parameter-free MPCC in [23].

To verify the satisfactory dynamic performance of the proposed control strategy,
the experiments are carried out with variable speed and torque. Figure 10 provides the
comparison results of position estimation accuracy between proposed control strategy and
traditional high-frequency injection method under an accelerating condition. When the
speed reference is increased from 200 rpm to 500 rpm, both control strategies exhibit similar
dynamic response times. However, the position estimation error in the proposed control
strategy, relying on forced response value estimation, is obviously reduced, particularly
during sudden speed changes. Similarly, the comparison results of rotor position estimation
are presented in Figure 11, where the load command is increased from 1 N·m to 8 N·m.
It can be observed that the estimated position angle can precisely track actual values in
the proposed control strategy, whereas the traditional high-frequency injection method
results in noticeable discrepancies. There is no denying that the proposed control strategy
performs satisfactorily under dynamic operating conditions.
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Figure 10. Experimental results of rotor position estimation when speed command changes. (a) Pro-
posed control strategy. (b) Conventional sensorless control in [14].
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Figure 11. Experimental results of rotor position estimation when load command changes. (a) Pro-
posed control strategy. (b) Conventional sensorless control in [14].

5. Conclusions

On the basis of RLS, a parameter-free MPCC control is applied for PMSM where the ro-
tor position is obtained without any sensors. This strategy is appropriate for limited volume
systems and time-varying work conditions. To be specific, the future current is no longer
predicted by the mathematical model of the motor, but the estimated current variations.
In addition, the relationship between the forced response and the active voltage vector in
the current variation is fully utilized to obtain the rotor position. The experimental results
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show that the proposed control strategy can still accurately estimate the rotor position in
the case of low and mutational speed command, and the estimation errors of rotor position
are reduced to around 0.1 rad lower than that in [14]. When the parameters are mismatched,
the proposed strategy has significantly better parameter robustness compared with that of
the traditional sensorless control strategy. Simultaneously, the proposed strategy estimates
the natural attenuation and the forced response by RLS in each cycle, avoiding the problem
of stagnant current variation update in [23]. In general, such sensorless parameter-free
MPCC broadens the application range of the PMSM. Considering the limitation of input
data in RLS, in the future, we will conduct a further study to get rid of RLS algorithms so
that the system can become more stable.
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Abstract: The high resistance connection fault of the stator is a common fault in doubly fed induction
generators, which causes a three-phase imbalance in the stator circuit. Since the stator winding is
directly connected to the power grid, interference from the asymmetric power grid must be eliminated
in order to achieve the accurate diagnosis of stator resistance imbalance faults. Therefore, a new
diagnosis method based on filter shunt capacitor banks is proposed in this paper. By introducing
shunt capacitor banks, an artificial neutral point is constructed to replace the neutral point of the
power grid. Then, the neutral point voltage of the stator winding relative to the artificial neutral
point is selected as a fault characteristic signal. In this paper, the change in three-phase stator
currents after a high-resistance connection fault is analyzed in detail, and by comparing the fault
characteristic signal with three-phase stator currents, the fault phase location and fault severity of
high-resistance connection can be accurately obtained. Finally, simulations are carried out via the
field-circuit coupling method to validate the effectiveness of the proposed method.

Keywords: doubly fed induction generator; fault diagnosis; high-resistance connection; neutral point
voltage; shunt capacitor banks

1. Introduction

1.1. Motivations

At present, due to the use of partial capacity power converters, the doubly fed induc-
tion generator (DFIG) is still one of the most widely used wind-driven generators. With the
rapid development of wind power, its installed capacity continues to increase. However,
wind turbines typically operate in harsh environments, which may cause unexpected faults
in the generator. High-resistance connection (HRC) is one of the common electrical faults
of the generator [1,2]. Figure 1 shows the HRC fault mechanism of DFIG [3]. HRC faults
lead to a decrease in the performance of the generator, such as imbalanced electrical signals
in the stator windings, overheating, increased torque pulsation, and a reduction in the
effective electromagnetic torque [4,5]. Severe cases evolve into open circuit faults and even
lead to damage to the entire wind turbine. Therefore, it is necessary to detect and repair
HRC faults as early as possible to avoid further evidence of the fault.

1.2. Related Works

Currently, many achievements have been made in the detection of HRC faults in
induction motors internationally [6–9]. Based on analyzing and processing the external
magnetic field during motor startup, ref. [6] characteristic signals can be obtained indicating
HRC faults in the rotor winding. However, this method needs to be carried out during
startup, so it can only achieve offline detection. The study in [7] calculates the maximum
energy density of high-order fault harmonic signals under the startup transient as training
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samples and uses feedforward neural networks for rotor fault degree classification. This
method is only suitable for judging the degree of a fault during startup and requires
strong signal processing and computational capabilities. Study [8] proposes a method that
can diagnose stator winding HRC faults in wound induction motors by comprehensively
analyzing the steady-state and transient currents of the rotor winding. This method not
only requires the collection of stable operating currents but also the collection of transient
starting currents. The study in [9] calculates the bi-coherence of the stray flux signal during
startup for fuzzy c-means machine learning to realize the rotor winding fault diagnosis.

Figure 1. HRC fault mechanism of DFIG.

In recent years, the literature on the HRC fault detection of permanent magnet syn-
chronous motors (PMSM) has been constantly emerging. In [10–12], zero sequence voltage
is obtained by attaching a resistor network to detect the HRC faults; meanwhile, the fault
phase and degree can be determined. In [13], to realize the HRC fault diagnosis of the
PMSM with the direct torque control, two pairs of bias magnetic links with different pole
numbers are superimposed, and the resistance deviation is obtained by solving a binary
linear equation system. In [14], voltage distortion is estimated to detect the HRC fault using
a reference model. Similarly, a high-order sliding mode controller is proposed in [15] to
achieve HRC fault–tolerant control and fault severity estimation. In [16,17], two deep learn-
ing algorithms, Deep Neural Networks, and deep Q-network, are used for the intelligent
diagnosis of winding faults in PMSMs.

Unlike induction motors and PMSM, DFIG has dual electrical ports, where the rotor
winding is connected to the grid through a power converter, while stator winding is directly
connected to the grid. The electrical environment of the stator winding is completely
different from other machines, and existing methods are not applicable. Meanwhile, since
the stator winding is directly connected to the power grid; the imbalance of the grid disturbs
the diagnosis. Studies [18–21] proposed some methods to detect the rotor HRC fault in
DFIGs; however, there is limited research on the HRC diagnosis of the stator winding.

1.3. Contributions

Based on the relevant literature, the HRC fault diagnosis methods can be roughly clas-
sified into the following three categories: model analysis-based methods [4,14,15,21], signal
processing-based methods [5,6,8,10–13,18,20], and knowledge-based methods [7,9,16,17,19].
Among them, the model analysis method delves into the fault model and mechanism of
machines, but, in practical application, it relies on accurate mathematical models. However,
the parameters of wind turbines may change at different operating points, which can easily
lead to significant errors in parameter or state estimation results, leading to misdiagnosis
and low reliability. The signal processing-based method is currently the most widely used
in the field of fault diagnosis for wind turbines, which, to some extent, avoids the problem
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of mathematical models of diagnostic objects. However, it also needs to address noise
and complexity issues to improve the efficiency of signal processing. Knowledge-based
methods have emerged with the rapid development of computer technology and artificial
intelligence technology. It does not require the establishment of an accurate mathematical
model for the diagnostic object, but only provides various data on the motor’s operating
status. However, the realization of knowledge-based methods needs the acquisition of prior
knowledge and data, and the diagnostic performance directly depends on the amount of
fault sample data. In addition, the significant impact of the operating status on motor fault
characteristics, to some extent, increases the difficulty of intelligent motor fault diagnosis.

In this paper, based on the shunt capacitor banks and established artificial neutral
points, a new HRC diagnosis method for the stator winding of DFIG is proposed. The
proposed method is a combination of a model analysis-based method and data processing-
based method. The proposal of this method is based on the analysis of the DFIG fault
model, but the analysis of the model is only to seek a fault characteristic quantity that is not
affected by the model accuracy, generator parameters, and generator operating conditions.
Meanwhile, only one fundamental signal needs to be extracted in the proposed method as
a data processing method is simple and efficient. And both single-phase and multiphase
faults can be accurately located and evaluated simultaneously. This means it has great
practical application potential.

1.4. Paper Organization

The organizational structure of this paper is arranged as follows: In Section 2, the
model of DIFG with HRC is established. In Section 3, the potential drift of the stator
winding neutral point using HRC is analyzed, and the HRC diagnosis method based on
the artificial neutral point is proposed. In Section 4, simulations are conducted to verify the
proposed diagnostic method. In Section 5, the simulation results were discussed. Finally,
conclusions and the conclusion and outlook for future work are drawn in Section 6.

2. DFIG Model with HRC

The HRC in the stator winding of DFIG can be simulated by connecting an additional
resistor in series to the faulty phase of the stator winding. It is assumed that the HRC
occurs in phase A, as shown in Figure 2.

Figure 2. Equivalent model of DFIG stator winding with the HRC in phase A.

In Figure 2, uas, ubs, and ucs are the terminal voltages of stator three-phase winding,
respectively; u0 is the neutral point voltage of the stator winding; ias, ibs, and ics are the
currents of the stator three-phase winding, respectively; Rs is the phase resistance of the
stator winding; ΔRa is the additional resistance in phase A due to the HRC. According to
the operating conditions in Figure 2, ignoring the harmonics, the voltage and flux equations
of the DFIG with HRC in stator phase A are derived as follows:[

us
ur

]
=

[
Rs 0
0 Rr

][
is
ir

]
+

d
dt

([
ψs
ψr

])
+

[
us0
0

]
(1)
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[
ψs
ψr

]
=

[
Lss Msr
MT

sr Lrr

][
is
ir

]
(2)

where [us] and [ur] are the voltage matrices of the stator winding and rotor winding,
respectively; [us0] = [u0 u0 u0]T; [is] and [ir] are the current matrices of the stator winding
and rotor winding, respectively; [Rs] and [Rr] are the resistance matrices of the stator
winding and rotor winding, respectively; [ψs] and [ψr] are the flux matrices of the stator
winding and rotor winding, respectively; [Lss] and [Lrr] are the inductance matrices of the
stator winding and rotor winding, respectively; and [Msr] is the mutual inductance matrix
of the stator and rotor windings. Additionally, their expressions are as follows:

[us] = [uas ubs ucs]
T (3)

[ur] = [uar ubr ucr]
T (4)

[is] = [ias ibs ics]
T (5)

[ir] = [iar ibr icr]
T (6)

[Rs] =

⎡
⎣Rs + ΔRa 0 0

0 Rs 0
0 0 Rs

⎤
⎦ (7)

[Rr] =

⎡
⎣Rr 0 0

0 Rr 0
0 0 Rr

⎤
⎦ (8)

[Lss] =

⎡
⎣ Ls Ms Ms

Ms Ls Ms
Ms Ms Ls

⎤
⎦ (9)

[Lrr] =

⎡
⎣ Lr Mr Mr

Mr Lr Mr
Mr Mr Lr

⎤
⎦ (10)

[Msr] = Lsr

⎡
⎣ cos θr cos(θr +

2
3 π) cos(θr − 2

3 π)
cos(θr − 2

3 π) cos θr cos(θr +
2
3 π)

cos(θr +
2
3 π) cos(θr − 2

3 π) cos θr

⎤
⎦ (11)

where uar, ubr, and ucr are the terminal voltages of the rotor three-phase winding, respec-
tively; iar, ibr, and icr are the currents of the rotor three-phase winding, respectively; Rr is
the phase resistance of the rotor winding; Ls and Ms are the self-inductance and mutual
inductance of the stator winding, respectively, and Ms = −1/2 Ls; Lr and Mr are the self-
inductance and mutual inductance of the rotor winding, respectively, and Mr = −1/2 Lr; Lsr
is the maximum mutual inductance of the stator and rotor windings; and θr is the electrical
angle difference of the A-phase winding axis of the stator and rotor, which can be obtained
via the following:

θr = pωrt + θ0 (12)

where θ0 is the initial electrical angle difference of the A-phase winding axis of the stator
and rotor; ωr is the electrical angular velocity of the rotor; and p is the pole-pair number of
the DFIG.
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3. Diagnostic Method

3.1. Potential Drift of Stator Winding Neutral Point

From the above mathematical model, it can be seen that the HRC of the stator winding
did not change the voltage equation of the rotor winding. According to (1) and (7), the
HRC leads to three-phase asymmetry in the stator winding, which is directly connected to
the power grid, causing the potential drift of the stator winding neutral point. Then, the
stator voltage equation can be expressed as follows:⎡

⎣uas
ubs
ucs

⎤
⎦ =

⎡
⎣Rs + ΔRa 0 0

0 Rs 0
0 0 Rs

⎤
⎦
⎡
⎣ias

ibs
ics

⎤
⎦+

d
dt

⎛
⎝
⎡
⎣ Ls Ms Ms

Ms Ls Ms
Ms Ms Ls

⎤
⎦
⎡
⎣ias

ibs
ics

⎤
⎦
⎞
⎠+

⎡
⎣eas

ebs
ecs

⎤
⎦+

⎡
⎣u0

u0
u0

⎤
⎦ (13)

where eas, ebs, and ecs are the stator back-EMFs of the DFIG, which are induced by the
three-phase currents of the rotor. It produces the following:⎡

⎣eas
ebs
ecs

⎤
⎦ =

d
dt

⎛
⎝Lsr

⎡
⎣ cos θr cos(θr +

2
3 π) cos(θr − 2

3 π)
cos(θr − 2

3 π) cos θr cos(θr +
2
3 π)

cos(θr +
2
3 π) cos(θr − 2

3 π) cos θr

⎤
⎦
⎡
⎣iar

ibr
icr

⎤
⎦
⎞
⎠ (14)

Since the rotor winding of the DFIG is driven by the inverter, the rotor currents can
be controlled as three-phase symmetrical sinusoidal currents, which can be expressed
as follows: ⎡

⎣iar
ibr
icr

⎤
⎦ = Ir

⎡
⎣ cos ωct

cos(ωct − 2
3 π)

cos(ωct + 2
3 π)

⎤
⎦ (15)

where Ir is the amplitude of rotor current; ωc is the angular frequency of rotor currents.
According to the operating principle of the DFIG, it can express the following:

ωs = pωr + ωc (16)

where ωs is the angular frequency of stator currents. Substituting (12), (15), and (16) into
(14) obtains the following:⎡

⎣eas
ebs
ecs

⎤
⎦ =

3
2

Lsr Ir

⎡
⎣ cos(ωst + θ0)

cos(ωst + θ0 − 2
3 π)

cos(ωst + θ0 +
2
3 π)

⎤
⎦ (17)

Based on Kirchhoff’s current law, it produces the following:

ias + ibs + ics = 0 (18)

According to (13), (17), and (18), the potential drift of the stator winding neutral point
can be expressed as

u0 =
1
3
(uas + ubs + ucs)− 1

3
ΔRaias (19)

3.2. HRC Diagnosis under Balanced Grid

Since the stator winding of the DFIG is connected to the power grid directly, uas, ubs,
and ucs are also the three-phase voltages of the power grid, as shown in Figure 3. In a
three-phase balanced grid, it can be expressed as:

uas + ubs + ucs = 0 (20)
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Figure 3. Connection diagram of DFIG stator winding.

When substituting (20) into (19), we can obtain

u0 = − 1
3 ΔRaias = − 1

3 ΔRa Ias cos(ωst + θa)
= 1

3 ΔRa Ias cos(ωst + θa + π)
= U0 cos(ωst + α)

(21)

where Ias and θa are the current amplitude and initial phase of stator A-phase winding,
respectively. U0 and α are the voltage amplitude and initial phase of the stator winding
neutral point, and {

U0 = 1
3 ΔRa Ias

α = θa + π
(22)

From (22), it can be seen that the amplitude and initial phase angle of the neutral point
potential u0 are directly related to the amplitude and initial phase angle of the stator fault
phase current ias as well as additional resistance ΔRa.

Similarly, if the HRC occurs in phase B or phase C, it can be obtained as follows:{
U0 = 1

3 ΔRb Ibs
α = θb + π

or
{

U0 = 1
3 ΔRc Ics

α = θc + π
(23)

More generally, when HRC occurs simultaneously in two-phase windings, such as
phase A and phase B, it produces the following:

u0 = −ΔRaias − ΔRbibs
= − 1

3 ΔRa Ias cos(ωst + θa)− 1
3 ΔRb Ibs cos(ωst + θb)

= A cos(ωst + θa + π) + B cos(ωst + θb + π)
= U0 cos(ωst + α)

(24)

where ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

U0 =
√

A2 + B2 + 2AB cos(θa − θb)
A = 1

3 ΔRa Ias
B = 1

3 ΔRb Ibs

α = arccos( A cos(θa+π)+B cos(θb+π)
U0

)

(25)

3.3. Artificial Neutral Point

The above analysis is based on the three-phase balance of the power grid. When the
three-phase imbalance occurs in the power grid, (20) is valid, and then (21)~(25) are no
longer applicable. In this case, only (19) could be applied to calculate the neutral point
potential u0. As can be seen from (19), u0 includes the following two parts: a three-phase
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imbalance in the power grid and a three-phase imbalance in the stator winding. And then,
it is no longer possible to use u0 to determine whether or where HRC occurs. In order to
eliminate the impact of the power grid imbalance, an artificial neutral point is constructed
to replace the neutral point of the power grid in this paper.

Considering that, in wind power generation systems, three-phase symmetrical ca-
pacitor banks are usually connected in parallel to achieve filtering and reactive power
compensation functions, their neutral point is easily obtained. Then, the neutral point of
the shunt capacitor bank O′ is introduced to replace the neutral point of the power grid
O, as shown in Figure 3. The voltage between the two neutral points of the power grid
and capacitor bank is uo ′ . Then, the current equation of the shunt capacitor bank can be
expressed as follows: ⎡

⎣iac
ibc
icc

⎤
⎦ = C

d
dt

⎛
⎝
⎡
⎣uas

ubs
ucs

⎤
⎦−

⎡
⎣u′

0
u′

0
u′

0

⎤
⎦
⎞
⎠ (26)

where C is the capacitance value in the parallel capacitor bank.
Based on Kirchhoff’s current law, it can be expressed as

iac + ibc + icc = 0 (27)

Substituting (27) into (26), the following is produced:

uo′ =
1
3
(uas + ubs + ucs) + K (28)

where K is a constant. In order to ensure that (26) remains true, K must be an invariant
constant. And since the initial value of K is 0, it must be 0. Then, the voltage uo′ is as follows:

uo′ =
1
3
(uas + ubs + ucs) (29)

Then, according to (29), the neutral point of the parallel capacitor bank can also be
used to detect three-phase unbalanced faults in the grid.

According to (19) and (29), it is expressed as

u′
0 = u0 − uo′ = −1

3
ΔRaias (30)

where u′
0 is the voltage between the two neutral points of the stator winding and shunt

capacitor bank. If u′
0 is used instead of u0 in (21) and (24), (21)~(25) are always correct

regardless of whether the three phases of the power grid are balanced or not.

3.4. Fault Location and Degree Estimation

According to the above analysis, the HRC faults can be identified by detecting u′
0,

which is expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

u′
0 = U0 cos(ωst + α)

U0 =
√

X2 + Y2 + 2XY cos(θx − θy)

X = 1
3 ΔRx Ixs

Y = 1
3 ΔRy Iys

α = arccos(X cos(θx+π)+Y cos(θy+π)
U0

)

(31)

where x = a, y = b; or x = b, y = c; or x = c, y = a.
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Then, when the HRC fault occurs in one phase winding of the stator, u′
0 can be

expressed as follows: ⎧⎨
⎩

u′
0 = U0 cos(ωst + α)

U0 = X = 1
3 ΔRx Ixs

α = θx + π

(32)

where x = a, b, or c. It can be seen that an HRC fault in one-phase stator winding can be
considered as a special case of the HRC fault in two-phase stator windings. The fault degree
and the faulty phase can be conveniently estimated using U0 and α, respectively. If the
HRC occurs in all three phase windings of the stator, since the HRC causes an asymmetric
fault, the min(ΔRa, ΔRb, ΔRc) is considered as part of the normal resistance value of the
stator windings, and U0 and α can be calculated as follows:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

U0 =
√

X2 + Y2 + 2XY cos(θx − θy)

X = 1
3 (ΔRx − ΔRmin)Ixs

Y = 1
3 (ΔRy − ΔRmin)Iys

ΔRmin = min(ΔRa, ΔRb, ΔRc)

α = arccos(X cos(θx+π)+Y cos(θy+π)
U0

)

(33)

It can be seen that HRC faults in the three-phase stator winding can be transformed
into HRC faults in the two-phase stator winding. Therefore, for the convenience of analysis,
whether the fault occurs in a single-phase, two-phase, or three-phase stator winding, it is
always assumed that the HRC fault occurs in the two-phase stator winding. Meanwhile, U0
and α are selected as fault characteristics, which can be obtained by gathering the voltage
signal between the neutral point N and O′. According to (31)~(33), since the fault phase
information cannot be obtained only through α, it is necessary to compare it with the
phase of the three-phase stator current and determine the fault location through the phase
relationship between u′

0 and the three-phase stator current. Therefore, θαa, θαb, and θαc are
used to replace α as fault characteristics and can directly locate faults based on their values.
They can be obtained using the following:{

θαx = |α − θx − π| |α − θx − π| ≤ π
θαx = 2π − |α − θx − π| |α − θx − π| > π

(34)

where x = a, b, or c. Then, by collecting the amplitude and phase of the three-phase stator
current, combining (31)~(34), the fault location and degree can be calculated.

In order to achieve rapid fault localization, the range of feature values for different
fault phases needs to be analyzed. For the sake of analysis, it is still assumed that phase
A is the faulty phase, then according to (32) and (34), θαa = 0, θαb = θa − θb, and θαc = θc
− θa. In the healthy generator system, the three-phase currents are symmetrical, and the
phase difference between them is 2π/3. However, in the case of HRC, the three-phase
currents are no longer symmetrical, and the phase relationship of 2π/3 between them is
no longer satisfied. Figure 4 shows the phasor diagram of the DFIG stator winding with
HRC in phase A, where the red font and line segments represent the phasor that changes
after the HRC occurs, while the black represents the phasor before the HRC occurs. In
Figure 4, similar to the non-salient pole synchronous generator, the synchronous reactance
Xs is defined, and expressed as follows:

Xs =
3
2

ωsLs (35)
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Figure 4. Phasor diagram of DFIG stator winding with HRC in phase A.

As shown in Figure 4, due to grid clamping, the voltage U̇as, U̇bs and U̇cs does not
change after the HRC fault. According to (17), the EMFs Ėas, Ėbs and Ėcs do not change using
the HRC. Then, three phase voltages Ėas−U̇as, Ėbs−U̇bs and Ėcs−U̇cs are still symmetrical
after HRC occurs. With them as a reference, it is convenient to calculate the change in the
phase and amplitude of three-phase currents after the HRC fault. According to Figure 4, it
can be expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δθa = arctan Xs
Rs

− arctan Xs
Rs+

4
3 ΔRa

I′as =

√
R2

s+X2
s√

(Rs+
4
3 ΔRa)

2
+X2

s

Im

Δθb = 2π
3 − arcsin 3

√
3Rs+4

√
3ΔRa+3Xs√

(6Rs+9ΔRa)
2+(6X−√

3ΔRa)
2

− arctan Xs
Rs+

4
3 ΔRa

ΔRa ≤
√

3Xs−Rs
2

Δθb = arcsin 3
√

3Rs+4
√

3ΔRa+3Xs√
(6Rs+9ΔRa)

2+(6X−√
3ΔRa)

2
− arctan Xs

Rs+
4
3 ΔRa

− π
3 ΔRa >

√
3Xs−Rs

2

I′bs =

√
(6Rs+9ΔRa)

2+(6X−√
3ΔRa)

2

2
√

(3Rs+4ΔRa)
2+9X2

s
Im

(36a)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Δθc =
π
3 + arcsin −3

√
3Rs−4

√
3ΔRa+3Xs√

(6Rs+9ΔRa)
2+(6X+

√
3ΔRa)

2
− arctan Xs

Rs+
4
3 ΔRa

ΔRa ≤
√

3Xs−3Rs
4

Δθc =
π
3 − arcsin −3

√
3Rs−4

√
3ΔRa+3Xs√

(6Rs+9ΔRa)
2+(6X+

√
3ΔRa)

2
− arctan Xs

Rs+
4
3 ΔRa

ΔRa >
√

3Xs−3Rs
4

I′cs =

√
(6Rs+9ΔRa)

2+(6X+
√

3ΔRa)
2

2
√

(3Rs+4ΔRa)
2+9X2

s
Im

(36b)

where Δθa, Δθb, and Δθc are the phase offset of the three-phase stator currents when the
HRC fault occurs in phase A. I′as, I′bs, and I′cs are the amplitude of the three-phase stator
currents of the DFIG with HRC in phase A. Im is the amplitude of the stator currents of the
healthy DFIG.

Clearly, with the deepening of the HRC fault, the phase difference between the three-
phase fault current and healthy current constantly changes. When HRC occurs in phase
A, as the HRC fault deepens, according to (36), Δθa changes from 0 to arctanXs/Rs, Δθb
changes from 0 to −11π/180, and Δθc changes from 0 to 11π/180. Meanwhile, Δθc does
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not monotonically increase with the increase in the fault severity. As shown in Figure 4,
when the degree of fault is very small, Δθc might be slightly less than 0, and the specific
value is determined by the parameters of the DFIG.

According to (36), it can be seen that both the amplitude and phase of the three-phase
currents are no longer symmetrical when HRC occurs. The phase fault characteristics can
be calculated as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

θαa = 0
θαb = θa − θb = arcsin 3

√
3Rs+4

√
3ΔRa+3Xs√

(6Rs+9ΔRa)
2+(6X−√

3ΔRa)
2
+ arctan Xs

Rs
ΔRa ≤

√
3Xs−Rs

2

θαb = θa − θb = π − arcsin 3
√

3Rs+4
√

3ΔRa+3Xs√
(6Rs+9ΔRa)

2+(6X−√
3ΔRa)

2
+ arctan Xs

Rs
ΔRa >

√
3Xs−Rs

2

θαc = θc − θa = π + arcsin −3
√

3Rs−4
√

3ΔRa+3Xs√
(6Rs+9ΔRa)

2+(6X+
√

3ΔRa)
2
− arctan Xs

Rs
ΔRa ≤

√
3Xs−3Rs

4

θαc = θc − θa = π − arcsin −3
√

3Rs−4
√

3ΔRa+3Xs√
(6Rs+9ΔRa)

2+(6X+
√

3ΔRa)
2

− arctan Xs
Rs

ΔRa >
√

3Xs−3Rs
4

(37)

It can be seen that when HRC occurs in phase A, while only the phase feature quantity
θαa has a constant value of 0, and θαb and θαc both change with different degrees of fault.
According to (37), θαb is in the range of 2π/3 ≤ θαb ≤ π and θαc is in the range of π-
arctanXs/Rs ≤ θαc ≤ 229π/180-arctanXs/Rs. Generally, synchronous reactance Xs is much
greater than winding resistance Rs, and the range of θαc can be from π/2 to 139π/180.
Similarly, the same applies when the HRC occurs in one of the other phases, and θαa, θαb,
and θαc only need to be replaced as θαx, θαy, and θαz, respectively, where x is the HRC fault
phase, and x, y, z can be a, b, c, or b, c, a or c, a, b. Then, the faulty phase can be identified
by calculating the phase fault characteristics θαa, θαb, and θαc since only the fault phase
feature quantity θαx is a constant value of 0. It is a very simple and effective method for a
one-phase HRC fault. When HRC occurs in two phases, such as phases A and B, there is no
longer a constant characteristic quantity, and this method cannot be directly applied. In
this situation, it is necessary to reanalyze its phase change and discover reliable patterns
that can be used to locate the faulty phase.

Figure 5 shows the phasor diagram of DFIG stator winding with HRC in phases A
and B. In Figure 5, a feature triangle is constructed both in two fault phases to help identify
the pattern of phase feature quantities. It can be seen that, affected by the lagging fault
phase, the current of the leading phase A leads by −U̇′

0 a certain angle θαa. Similarly, the
current of the lagging phase B lags behind −U̇′

0 a certain angle θαb. At least one out of
θαa and θαb is an acute angle, and one of them is the smallest of θαa, θαb and θαc, which
depends on the degree of fault in both phases. −U̇′

0 is located between the leading and
lagging phase currents. Then, one fault phase can be determined by finding the minimum
phase characteristic quantity. By combining the phase relationship between the current of
this phase and −U̇′

0, either leading or lagging, another faulty phase can be identified. For

example, when calculating, θαb is the smallest of the three feature quantities and
.
I
′
bs leads

by −U̇′
0; then, the two fault phases are phases B and C. Otherwise, the two fault phases

are phases A and B. If there are two equal minimum feature quantities, the corresponding
two phases are the fault phase, as shown in Figure 5. In this situation, the phase difference

between
.
I
′
as and

.
I
′
bs is 2π/3, and θαa = θαb = π/3. Affected by the lagging fault phase,

.
I
′
as

is larger than
.
I
′
bs, and ΔRa < ΔRb.
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Figure 5. Phasor diagram of DFIG stator winding with HRC in phase A and B.

θαx is the magnitude of the phase difference between −U̇′
0 and

.
I
′
xs. Through the

above analysis, in order to accurately locate the faulty phase, not only the magnitude of the
phase difference needs to be calculated, but also its sign needs to be determined. For the
convenience of application, (34) has been modified as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

θαx = |θx − α + π|, Sαx = θx−α+π
|θx−α+π| θx − α − π ∈ [−2π,−π]

θαx = |θx − α − π|, Sαx = θx−α−π
|θx−α−π| θx − α − π ∈ [−π, π]

θαx = |θx − α − 3π|, Sαx = θx−α−3π
|θx−α−3π| θx − α − π ∈ [π, 2π]

α ∈ [−π, π]
θx ∈ [0, 2π]
Sαx = 1, if θαx = 0

(38)

where x = a, b, or c, α is the extracted initial phase of U̇′
0 and θαx is the extracted initial

phase of
.
Ixs. When the HRC occurs in one phase, the additional resistance ΔRx can be

obtained using (32) as follows:

ΔRx =
3U0

Ixs
(39)

When the HRC occurs in two phases, the additional resistance ΔRx and ΔRy can be
obtained using the feature triangle as follows:⎧⎨

⎩ ΔRx =
3U0 sin θαy

Ixs sin(π−θαx−θαy)

ΔRy = 3U0 sin θαx
Iys sin(π−θαx−θαy)

(40)

Then, the flowchart of the HRC diagnosis process is provided in Figure 6. The online
HRC fault diagnosis process is as follows:
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Figure 6. Flow chart of HRC diagnosis process.

Step 1: HRC fault detection. The fundamental components of u′
0 and ixs are extracted

online. Then, once the amplitude U0 is larger than 0, the HRC fault can be detected.
Step 2: Fault phase location. After detecting the occurrence of HRC, HRC fault

characteristics θαx and Sαx are calculated based on (38). Then, according to the minimum of
θαx and combined with the sign of Sαx, the fault phase can be located.

Step 3: Fault severity estimation. After locating the fault phase, the additional resis-
tance ΔRx can be calculated based on (39) or (40).

154



Energies 2023, 16, 7516

4. Simulations

In order to verify the effectiveness of the proposed method and ensure the reliability
of the simulation results, the complex electromagnetic environment of the DFIG should
be simulated realistically. Then, considering the impact of complex electromagnetic fields
on fault diagnosis, a finite element (FE) model of DFIG can be established alongside the
external circuit model based on the field-circuit coupling method, as shown in Figure 7.
The main parameters of the FE model are shown in Table 1.

Figure 7. Field-circuit coupling model of DFIG. (a) FE simulation model; (b) External circuit.

Table 1. FE Model parameters of DFIG.

Item Value Item Value

Rated power [kW] 1500 Rated speed [rpm] 1750
Stator outer diameter [mm] 860 Stack length [mm] 780
Stator inner diameter [mm] 615 Pole-pair number 2

Thickness of stator yoke [mm] 93.5 Number of stator slot 72
Tooth width of stator [mm] 14 Number of rotor slot 96
Rotor outer diameter [mm] 611.4 Number of stator winding layers 2
Rotor inner diameter [mm] 200 Number of rotor winding layers 2

Thickness of rotor yoke [mm] 122.5 Stator coil pitch 16
Tooth width of rotor [mm] 9.3 Rotor coil pitch 20

Figure 8 shows the waveform and harmonic components of the voltage u′
0 in the

healthy DFIG. It can be seen that, in the healthy DFIG, the main component of u′
0 is the

third harmonic component, and the fundamental component is very small and almost non-
existent. As shown in Figure 7b, an additional resistor ΔR = 0.2 Ω is connected in series with
A-phase winding, and the resistance of A-phase winding in a healthy state is 0.2 Ω. Then,
the simulation results are shown in Figure 9. Compared with Figure 8, the fundamental
component appears in the voltage u′

0, where U0 = 4.79255 V and α = −20.7939◦, as shown
in Figure 9a. From Figure 9b, it can be seen that θa = 159.358◦ and Ias =73.1161 A before
θαa = |θa − α − π| = 0 is obtained. According to the proposed diagnosis method, the HRC
fault is in A-phase winding, and according to (39), the additional resistance ΔRa can be
calculated as ΔRa = 3U0/Ias = 0.19664 Ω. So, the proposed diagnosis method is effective for
HRC in the one-phase stator winding of the DFIG.
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Figure 8. u′0 of the healthy DFIG.

Figure 9. Cont.
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Figure 9. u′0 and stator currents of the DFIG with HRC in phase A. (a) u′0; (b) Stator currents.

Figure 10 shows the simulation results when HRC occurs in phase A and phase B,
where ΔRa = ΔRb = 0.2 Ω. From Figure 10, it is shown that U0 = 4.80292 V, α = −81.817◦,
Ias = 71.8809 A, Ibs = 74.1309 A, Ics = 73.2912 A, θa = 159.812◦, θb = 40.0469◦, and θc = −81.5924◦.
According to (38), θαa = |θa − α − π| = 61.629◦, Sαa = 1, θαb = |θb − α − π| = 58.1361◦,
Sαb = −1, θαc = |θc − α − π| = 179.7754◦, and Sαc = −1. Then, θmin = θαb, and Sαb < 0.
According to Figure 6, the HRC fault is in phases A and B. According to (40), it is shown that
ΔRa = 0.19612 Ω and ΔRb = 0.19702 Ω. It can be seen that the error of the proposed diagnosis
method is only 1.49%, which is a high accuracy.

Figure 11 shows the simulation results when HRC occurs in phase A and phase B,
and the degree of fault between phase A and phase B is different, where ΔRa = 0.2 Ω,
ΔRb = 0.5 Ω. From Figure 11, it is shown that U0 = 10.7089 V, α = −114.52◦, Ias = 69.9473 A,
Ibs = 73.3283 A, Ics = 74.6458 A, θa = 160.449◦, θb = 43.1946◦, and θc = −80.3946◦. It can be
seen that U0 in Figure 11 is greater than that in Figure 10 since the fault degree in Figure 11
is greater than that in Figure 10. According to (38), θαa = |θa − α − π| = 94.969◦, Sαa = 1,
θαb = |θb − α − π| = 22.2854◦, Sαb = −1, θαc = |θc − α − π| = 145.8746◦, Sαc = −1. Then,
θmin = θαb and Sαb < 0. According to Figure 6, the HRC fault is in phases A and B. According
to (40), it has ΔRa = 0.1959 Ω and ΔRb = 0.5147 Ω. It can be seen that the HRC in phases A
and B can be accurately diagnosed.
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Figure 10. u′
0 and stator currents of the DFIG with HRC in phase A and B. (ΔRa = ΔRb = 0.2 Ω)

(a) u′0; (b) Stator currents.
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Figure 11. u′0 and stator currents of the DFIG with HRC in phase A and B. (ΔRa = 0.2 Ω, ΔRb = 0.5 Ω)
(a) u′0; (b) Stator currents.
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Figure 12 shows the simulation results when HRC occurs in phase A and phase C,
and the degree of fault between phase A and phase C is different, where ΔRa = 0.2 Ω,
ΔRc = 0.5 Ω. From Figure 12, it is shown that U0 = 9.96105 V, α = 77.967◦, Ias = 75.3756 A,
Ibs = 71.5241 A, Ics = 71.1704 A, θa = 161.3◦, θb = 39.1857◦, and θc = −77.043◦. According to
(38), θαa = |θa − α − π| = 96.667◦, Sαa = −1, θαb = |θb – α + π| = 141.2187◦, Sαb = 1, θαc = |θc
− α − π| = 24.99◦, Sαc = 1. Then, θmin = θαc and Sαb > 0. According to Figure 6, the HRC
fault is in phases A and C. According to (40), it has ΔRa = 0.1968 Ω and ΔRb = 0.4875 Ω.
The HRC in phases A and B can also be accurately diagnosed. So, the proposed diagnosis
method is effective for HRC in two-phase stator windings of the DFIG.

Figure 12. u′0 and stator currents of the DFIG with HRC in phase A and C. (ΔRa = 0.2 Ω, ΔRc = 0.5 Ω)
(a) u′0; (b) Stator currents.
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5. Discussion of Results

Based on the above simulation analysis, it can be seen that the method proposed
in this article cannot only achieve an accurate fault degree evaluation and fault location
of single-phase faults but can also accurately locate the fault phase of two-phase faults,
and accurately evaluate the fault degree of each phase. The methods in [10,11] can only
achieve accurate fault diagnosis for single-phase faults, and, for two-phase faults, only
an approximate fault degree could be estimated, where the fault degree judged by this
method was the same for two-phase faults, and it could not evaluate the faults of each
phase separately. Meanwhile, from the processing flow, it can be seen that the proposed
method was relatively simple compared to other signal processing-based methods [12,13].
Moreover, its diagnostic process does not rely on precise DFIG models like [4,14], but it has
a stronger anti-interference ability. And compared to knowledge-based methods [16,17], it
does not need to rely on a large number of samples, it is not affected by the training model,
and can achieve high-precision fault diagnosis at a small cost.

The above analysis is based on a simulation, and there may be some differences
between the experimental results and simulation results. Firstly, the inherent asymmetry of
the generator itself can cause the average value of the sliding window to be greater than
zero under normal circumstances. Therefore, in practical situations, appropriate thresholds
should be selected to avoid the misdiagnosis caused by inherent asymmetry. Secondly, in
practice, there may be measurement interferences in voltage sensors and current sensors,
which leads to certain burrs in the actual phase information and affects the accuracy of
fault assessment, but it does not have a significant impact on fault location.

6. Conclusions and Future Work

This paper proposes a new method for the online diagnosis of DFIGs stator winding
HRC faults using artificial neutral points constructed using parallel capacitor banks. Based
on the analysis of the mathematical model of DFIG with HRC in stator winding, the fault
feature quantities are defined, and the HRC fault is diagnosed based on the fault feature
quantities. Finally, the simulations are conducted to verify the effectiveness and correctness
of the theoretical analysis. The research content of this paper is summarized as follows:

(1) The interference and false alarms caused by power grid imbalance can be elimi-
nated through the method of constructing an artificial neutral point, as proposed in
this paper.

(2) The proposed method can accurately locate the faulty phase and evaluate the degree
of the fault in the case of single-phase faults, with an evaluation accuracy of over 98%.

(3) In the case of faults occurring in two phases, regardless of whether the faults are the
same or not, the proposed method can accurately locate the faulty phase and evaluate
the degree of fault in each phase, with an evaluation accuracy of over 97%.

The proposed method is based on the assumption of an excellent control performance.
The next step, the impact of different control methods and control performance, needs to
be analytically researched. Meanwhile, considering the feasibility of the application of this
method in rotor winding fault diagnosis, a classification method for diagnosing HRC faults
in stator and rotor windings should be studied.
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Abstract: In this research, we propose a fixed-time sliding mode controller using a prescribed per-
formance control approach to address the speed tracking problem in linear motor traction systems,
which are powered by high-power permanent magnet linear synchronous motors (PMLSMs). Ini-
tially, to tackle the issue of the convergence time and dynamic response associated with traditional
finite-time sliding mode controllers, we introduce a fixed-time sliding mode controller. This controller
guarantees that the system state converges to the origin within a specified upper time limit. Subse-
quently, to enhance the dynamic response of the PMLSM and minimize speed errors, we integrate the
prescribed performance control strategy with a fixed-time sliding mode controller. This effectively
limits the motor’s speed error within the predefined function boundaries, reduces system overshoo,
and mitigates system jitter to a certain degree. Finally, simulation results are presented to validate
that the proposed control strategy significantly enhances precision of speed tracking in PMLSMs.

Keywords: fixed-time sliding mode controller; prescribed performance; linear motor traction systems;
permanent magnet linear synchronous motors

1. Introduction

With the rapid growth in the global economy and population, traditional transporta-
tion methods are facing increasing pressure, particular in the form of urban traffic conges-
tion. Therefore, the development of new high-efficiency, environmentally friendly vehicles,
and transportation systems has become an important direction for research and devel-
opment in the global transportation field. It is against this background that high-power
linear traction systems came into being. They use the force generated by high-intensity
electromagnetic fields to drive objects to move on guide rails, thereby achieving high-speed,
low-energy, and low-noise transportation [1,2]. Compared with traditional fuel-driven
systems and mechanical rotating transmission systems, high-power linear traction systems
are have the characteristics of highly efficient, fast, strong, and environmentally friendly, so
they are widely used for long-distance and so high-speed transportation.

Generally, linear traction systems are powered by a high-power permanent magnet
linear synchronous motor (PMLSM), which possess many advantages, e.g., fast speed
response, accurate fast positioning, and zero-transmission characteristics. Hence, these
systems offer a low mechanical loss, large thrust density, and a fast dynamic response [3,4].
Likewise, they are widely employed in industrial production and rail transit systems, e.g.,
industrial robots, computer numerical control machine tools, and maglev trains etc. [5,6].

A PMLSM’s control system is a complex nonlinear system and therefore requires
advanced control strategies [7–9]. A cascade control arrangement is commonly utilized
in the control systems of PMLSMs. This structure comprises an outer control loop for
speed, and an inner control loop for current, intended to follow the specified speed and the
current references, respectively. The former plays an important role in the control system
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and requires advanced control strategies to achieve precise speed tracking. The commonly
used control methods for the inner loop include proportional-integral (PI) control [10],
current hysteresis control, sliding mode control (SMC), and some other intelligent control
methods [11–13].

In an actual control system, PMLSMs are susceptible to various external disturbances,
such as mechanical noise, vibration, and model mismatch caused by changes in the param-
eters of the equipment itself during long-term operation, which will lead to a deterioration
in the control system’s performance and affect the motor’s tracking accuracy. PI controllers
have been widely used in PMLSMs. However, they are vulnerable to external interferences
to some extent. Hence, various approaches to improving the anti-disturbance capability of a
PMLSM controller have been proposed. Specifically, typical designs often rely on the outer
control loop, namely, the speed control loop, within the cascaded structure. Among various
methodologies, SMC has attracted significant attention forom numerous researchers inves-
tigating PMLSM control due to its simplicity and robustness in the face of disturbances.
In [14], a sliding mode controller was developed to replace the PI controller, demonstrating
a superior control performance. Generally, the SMC method involves selecting a linear
sliding surface. Once the system reaches the sliding mode surface, the speed tracking
error gradually diminishes to zero. The convergence speed is adjustable by modifying the
sliding mode surface parameters, although the state tracking error does not converge to
zero within a finite time. Recent studies have proposed a terminal sliding mode control
(TSMC) strategy to address this limitation. In TSMC, a nonlinear function is introduced into
the sliding mode surface, constructing a terminal sliding mode surface. As a result, after
reaching the sliding mode surface, the system’s tracking error converges to zero within a
finite time [15,16].

To address the issue of the slow convergence in traditional sliding mode control al-
gorithms, scholars have introduced a fixed-time sliding mode control algorithm. This
approach ensures system convergence within a predetermined time, independent of the
initial system state [17–19]. In [20], researchers proposed a fixed-time distributed sliding
mode control method to attain formation control in fractional-order multi-agent systems.
Numerical simulations showcase its superior convergence rate compared to the finite-time
sliding mode control strategy. An innovative fixed-time nonsingular fast terminal sliding
mode control method was presented in [21] to achieve rapid stability and robust control
for second-order nonlinear systems. This method not only guarantees fixed-time conver-
gence but also mitigates singularity issues present in conventional terminal sliding mode
surfaces. Addressing speed regulation system control for permanent magnet synchronous
motors, ref. [22] introduced an integral fixed-time sliding mode control algorithm with
disturbance estimation compensation. Rigorous Lyapunov function analyses established
that the speed tracking error converges to zero within a fixed time. Comparative results
from numerical experiments confirmed the effectiveness and superiority of the integral
fixed-time sliding mode control method. The collective findings suggest that fixed-time
sliding mode controller accelerates system state convergence and enhances the dynamic
performance compared to the finite-time sliding mode controllers.

In servo control systems, beyond considering the system’s dynamic performance, it
is crucial to assess the steady-state speed error to significantly improve performance. In
prescribed performance control (PPC), pre-setting controllers are adopted to meet system
performance targets and requirements. This approach has proven advantageous for en-
hancing system’s stability, control accuracy, and adaptability, and so it is widely used in
servo control systems [23,24], vehicle systems [25], and marine systems [26]. To precisely
regulate the tracking performance of servo systems, including the overshoot, convergence
speed, and steady-state error, a composite finite-time control scheme with prescribed
performance for speed regulation in permanent magnet synchronous motors has been
explored in [27]. Initially, prescribed transient and steady-state performance constraints
are considered by using PPC. Subsequently, a composite finite-time speed controller is
devised based on a feed-forward compensated disturbance observer, and the finite-time
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stability of the closed-loop system was meticulously analyzed. Finally, the control scheme’s
effectiveness is validated through numerical simulations. However, the PPC method is
susceptible to external perturbations, and when a sudden change in motor load occurs, the
speed error may break through prescribed boundaries, affecting the control performance.
Consequently, PPC is often integrated with robust control algorithms such as sliding mode
control (SMC) strategy.

Inspired by the above research, in this study,we introduce a fixed-time sliding mode
controller designed under the framework of prescribed performance control (PPC-FTSMC).
The objective is to achieve precise speed control, enhance the system’s dynamic perfor-
mance, and reduce steady-state errors. Employing field orientation control (FOC) in the
control structure, PPC-FTSMC is devised for the speed loop, complemented by two PI
controllers within the current loops. MATLAB simulations are presented to demonstrate
the robustness and dynamic efficacy of the proposed strategy. The key contributions of this
work are outlined as follows:

• PPC is used to restrict the tracking errors, leading to enhancements in the dynamic
response, mitigation of overshoot, and a reduction in tracking errors.

• FTSMC contributes to an increased system robustness and accelerates the convergence
time of speed errors.

• The fixed-time stability of both the sliding mode surface and the system states under
the composite control scheme proposed is substantiated through Lyapunov stabil-
ity theory.

The remainder of this paper is organized as follows. Section 2 introduces some
important lemmas and describes the mathematical model of PMLSMs. Likewise, Section 3
states a PPC-FTSMC method, and it is applied to the inner loop. Lastly the results from
simulations and corresponding experiments are provided in Section 4, and the work is
concluded in Section 5.

2. Problem Description

2.1. Mathematical Modelling of PMLSMs

Before exploring the mathematical model of the PMLSM, it is crucial to set certain
assumptions. These assumptions involve disregarding the saturation of the motor core,
excluding the losses caused by eddy currents and hysteresis in the motor, and assuming
that the three-phase current waveform follows an ideal sine wave pattern.

We can establish the electromagnetic thrust equation can be written as follows:

Fe = K f iq = Mv̇+Bv+d, (1)

d = FL + Ff + Fr, (2)

and Fe is electromagnetic thrust. Moreover, K f =
3
2

π
τ nψ f is the thrust coefficient, iq are the

stator currents on q axis, τ is polar distance, Bv is viscous friction coefficient, v represent
the speed for PMLSM, n is number of pole pairs, and M is mover mass. d represents the
disturbance, including load disturbance FL, friction between the motor and the guide rail
Ff and thrust fluctuations caused by end effects Fr.

For ease of expression, its dynamic equation can be rewritten as:

dv
dt

= Amv + Bmiq + D (3)

where Am = −B/M, Bm = K f /M, D = −d/M.

2.2. Some Lemmas and Assumptions

Lemma 1 ([20]). If there is a continuous radially bounded function V : Rn → R+ ∪ {0} satisfied :
(1) V(x) = 0 ⇔ x = 0.
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(2) For any positive constant α, β, γ1 and γ2 , if a nonnegative function satisfies V̇(x) ≤
−γ1Vα(x)− γ2Vβ(x), where 0 < α < 1, β > 1. The system will converge in a fix time, and its
convergence time is :

T ≤ Tmax =
1

γ1(1 − α)
+

1
γ2(β − 1)

(4)

Assumption 1: The following conditions must be met in prescribed performance function:
(1) σ(t) is a monotonically decreasing positive function
(2) lim

t→∞
σ(t) = σ∞ > 0.

Assumption 2: In the motor dynamics Equation (3), the concentrated disturbance D of the system
is bounded, there exists a constant l > 0 that |D| ≤ l.

3. PPC-FTSMC Schemes for the Velocity Control Loop

3.1. Prescribed Performance Control

The dynamic characteristics of PMLSM can be improved by utilizing the PPC, which
restricts the actual output speed of PMLSM within a close range to the reference speed and
confines the maximum overshoot within a pre-determined threshold [28]. One possible
choice for the prescribed performance function is:

σ(t) = (σ0 − σ∞) exp(−λt) + σ∞ (5)

where σ0, σ∞, and λ are positive constants and σ0 > σ∞. σ∞ represents the bound of error,
λ represents the convergence rate of the dynamic response of the system. Theoretically, the
larger σ0 and σ∞ are, the smaller the residual set of the system tracking error is. In addition,
increasing λ means that the tracking error convergence rate can be increased.

The error e(t) satisfied:{ −δσ(t) < e(t) < σ(t), e(0) ≥ 0
−σ(t) < e(t) < δσ(t), e(0) < 0

(6)

where 0 ≤ δ ≤ 1.
By introducing a smooth increasing function Ψ(ε), where ε is the transformed error.

The error inequality (6) of the system can be changed to the transformation error form.{ −δ < Ψ(ε) < 1, e(0) ≥ 0
−1 < Ψ(ε) < δ, e(0) < 0

(7)

when e(0) ≥ 0, lim
ε→−∞

Ψ(ε) = −δ and lim
ε→+∞

Ψ(ε) = 1, while e(0) < 0, lim
ε→−∞

Ψ(ε) = −1 and

lim
ε→+∞

Ψ(ε) = δ.

It is worth noting that when e(0) = 0, δ cannot be zero because it will cause ε to be
infinite. So Ψ(ε) can be described as follows:

Ψ(ε) =

⎧⎪⎪⎨
⎪⎪⎩

exp(ε)− δ exp(−ε)

exp(ε) + exp(−ε)
, e(0) ≥ 0

δ exp(ε)− exp(−ε)

exp(ε) + exp(−ε)
, e(0) < 0

(8)

According to the Formula (8),

e(t) = σ(t)Ψ(ε) (9)

Since Ψ(ε) is strictly monotonically increasing its inverse function must exist

ε = Ψ−1[e(t)/σ(t)] (10)
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As indicated in the literature [29], when ε remains within bounds, Equation (10) re-
mains valid. The tracking error e within the system is transformed into an unbounded
conversion error, denoted as ε through PPC. Consequently, the original boundary con-
straints on tracking error are imposed, converting error control into the stability control of
the system relative to ε. The expression for ε is given by:

ε = Ψ−1
(

e(t)
σ(t)

)
=

⎧⎪⎪⎨
⎪⎪⎩

1
2

ln
η(t) + δ

1 − η(t)
, e(0) ≥ 0

1
2

ln
1 + η(t)
δ − η(t)

, e(0) < 0
(11)

where η(t) = e(t)/σ(t).

3.2. Fixed-Time Sliding Mode Controller Design

This study introduces a fixed-time SMC approach. Aiming at the velocity loop of
PMLSMs, we use a Prescribed Performance Controller. In the current loop, a PI controller
is implemented. The velocity tracking error is formally defined as:

e = v − v∗ (12)

where v∗ is the reference speed. PPC is applied to speed tracking error. Take the derivative
of ε to convert between the tracking error and the conversion error derivatives as follows:

ε̇ =
∂ψ−1

∂η
· η̇ =

∂ψ−1

∂η
· ėσ − eσ̇

σ2 = m(ė − n) (13)

where m = ∂ψ−1/∂η
σ , n = σ̇e

σ .
Subsequently, the construction of the sliding mode surface is consisitent with the

conversion error derived from the prescribed performance. The feedback controller is then
crafted as a fixed-time sliding mode control, featuring an expressible sliding mode surface,
formulated as:

s = ε +
∫

(α1sig(ε)
2q1−p1

q1 +β1sig(ε)
p1
q1 )dt (14)

where sigα(x) = sign(x)|x|α, where α > 0, x ∈ R, sign(x) is a standard symbolic function.
The parameter α1 and β1 are positive real values, and p1 and q1 are positive odd integers
satisfying p1 < q1. The introduction of the nonlinear function sig(x) into the sliding mode
surface can make the slope of the sliding mode surface near the origin of the phase plane
steeper and the convergence speed faster.

It is obtained by differentiating the sliding mode surface:

ṡ = ε̇ + α1sig(ε)
2q1−p1

q1 + β1sig(ε)
p1
q1

= m(ė − n) + α1sig(ε)
2q1−p1

q1 + β1sig(ε)
p1
q1

(15)

The feedback control law is designed as follows:

i∗q =
1

Bm
[v̇∗ + n − Amv + l · sign(s)

− 1
m
(α1sig(ε)

2q1−p1
q1 + β1sig(ε)

p1
q1 + α2sig(s)

2q2−p2
q2 + β2sig(s)

p2
q2 )]

(16)

where the parameter α2 and β2 are positive real values, and p2 and q2 are positive odd
integers satisfying p2 < q2.
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Choose the Lyapunov function as

V = |s| (17)

Taking the derivative of V yields

V̇ = sign(s) · ṡ

= sign(s) · [m(Amv + Bmiq + D − v̇∗ − n) + α1sig(ε)
2q1−p1

q1 + β1sig(ε)
p1
q1 ]

= sign(s) · [−α2sig(s)
2q2−p2

q2 − β2sig(ε)
p2
q2 − m(lsign(ε)− D)]

= −α2|s|
2q2−p2

q2 − β2|s|
p2
q2 − m(l − Dsign(s))

(18)

According to the assumption 2, we know that |D| ≤ l, and m > 0.

V̇ = −α2V
2q2−p2

q2 − β2V
p2
q2 − m(l − Dsign(s))

≤ −α2V
2q2−p2

q2 − β2V
p2
q2

(19)

According to the lemma, we know that the control method proposed in this paper will
converge in a fixed time and its convergence time is:

T ≤
(

1
α2

+
1
β2

)
q2

q2 − p2
(20)

From Equation (21), it is easy to see that larger α2, β2 and smaller values of p2/q2 will
result in smaller convergence times for the system. It is important to note that a smaller
convergence time does not necessarily mean better performance, as it requires a larger
initial control input signal which may be difficult to achieve in practical control systems.
The block diagram of PMLSMs control system are shown in Figure 1.

Figure 1. Block diagram of PMLSM control system using PPC-FTSMC strategy.

4. Simulations

To validate the efficacy of the designed PPC-FTSMC controller, this study employs
MATLAB/Simulink software to construct a simulation model for the PMLSM drive control
system. A comparative analysis between the PPC-FTSMC controller, FTSMC controller, and
the conventional PI controller is conducted. The speed tracking response of the PMLSM
under lumped disturbances are examined in the context of both control strategies. Nominal
parameters for simulating the PMLSM are presented in Table 1.
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Table 1. Parameters of the PMLSM in simulations

Parameters Variable Name Value

Stator resistance [Ω] Rs 0.045

Stator Inductance [mH] Ls 1.15

Mover mass [kg ] M 600

Friction coefficient [N·s/m] Bv 0.5

pole-pitch [mm] τ 200

permanent magnet flux
linkage [Wb] f lux 0.145

number of pole pairs n 2

To achieve superior control performance characterized by high tracking accuracy and
fast convergence of state variables, a series of repeated simulation tests were conducted
to identify the control parameters with good performance for the speed loops in the three
controllers. The following settings were determined:

PI: kpv = 1850, kiv = 19750;
FTSMC : p1 = p2 = 7, q1 = q2 = 9, α1 = β1 = 30, α2 = β2 = 350.
PPC-FTSMC :The parameters of the sliding mode surface are consistent with FTSMC.

The prescribed performance function is set as: σ(t) = 0.1e−20t + 0.01 and δ = 1.
For fair comparison, the current loops of the control strategies are PI controllers with

the same parameters, and the proportional integral parameter value is set to kpc = 1.725,
kic = 67.5. The initial lumped disturbance D of the system is set to 2000 N. When t = 2 s,
set the lumped disturbance D to increase from 2000 to 6500 N. In addition, the current i∗q
limiting value of the two controllers is set to ±1000 A, and the amplitude u∗

d and u∗
q limiting

value of the voltage sum is set to ±1500 V. The simulation sampling time is set to 10 s. In
order to display the superiority of the controller, the speed error datas of the motor are
collected and analyzed quantitatively.

In order to evaluate the tracking performance of the designed controller under dif-
ferent operating conditions, the simulation and comparative analysis are carried out in
this chapter.

Case 1: Set the following reference speed curve :

v∗(m/s) =

⎧⎨
⎩

4t, 0 ≤ t ≤ 1
4, 1 < t < 9
40 − 4t, 9 ≤ t ≤ 10

(21)

The speed response, three-phase current, and electromagnetic thrust presented in
Figures 2 and 3. As we can see, the three-phase current waveform of the three methods are
relatively stable, but the current waveform of PI will jitter when the motor changes from
accelerated operation to uniform operation at 1 s. And at 2 s, when the lumped disturbance
changes, the current waveform of PI will peak. But the current waveform of FTSMC and
PPC-FTSMC can remain stable throughout the motor operation. In terms of electromagnetic
thrust, the thrust waveform of PI is overblown by a relatively obvious amount of about
20% in the starting state of the motor. In addition, when the machine acceleration changes
and the lumped disturbance changes, the thrust waveform of the motor will be overblown,
and the adjustment time is about 0.3 s. When adopt FTSMC, although the motor thrust
waveform is not overshooting, the adjustment time is slightly longer than that of PPC-
FTSMC. Throughout the entire control process, large electromagnetic thrust pulsation
will cause motor jitter. Under the influence of the PPC-FTSMC, the three-phase current
and electromagnetic thrust response speed of the motor are faster than those of the other
controller, enabling quicker attainment of the steady state value. Furthermore, when
the motor encounters abrupt lumped disturbances, the PPC-FTSMC promptly stabilizes
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the motor’s electromagnetic thrust, diminishes the magnitude of speed variations, and
reduces jitter.

Figure 2. Simulation performance of speed response, three-phase current, and electromagnetic thrust
compared with PI in case 1.

Figure 3. Simulation performance of speed response, three-phase current, and electromagnetic thrust
compared with FTSMC in case 1.

Further, the tracking performance of the motor is analyzed by Figure 4, it can be seen
that the PI controller fails to effectively track the specified speed signal and the overshoot
controlled is undoubtedly the largest in the start stage of the motor. It takes approximately
0.4 s for the system to attain the desired speed and achieve a steady state. Although FTSMC
is no overshoot, its response time is the longest, about 2 s, it proves that its speed response
performance is the worst. PPC-FTSMC is used for the fastest dynamic response, with a
response time of about 0.01 s and the smallest error significantly better than the other two
methods. At 2 s, the system lumped disturbance changes, the motor speed tracking error of
PPC-SMC can be effectively limited to the set 0.01 m/s, the adjustment time is about 0.02 s,
while the maximum tracking error of PI control is 0.02 m/s, and the maximum tracking
error of FTSMC control is 0.03 m/s.
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Figure 4. Speed tracking error in case 1.

Case 2: Set the reference speed curve to a sinusoidal signal, its frequency is 2 rad/s
and amplitude is 5 m/s.

As shown in Figures 5 and 6, in terms of three-phase current, the three-phase current
waveform of the three methods is relatively stable, but the three-phase current of PPC-
FTSMC is more stable than the other two methods. When the motor is started, the thrust
waveform will have a period of continuous 4 s oscillation in PI controller. Although the
thrust of FTSMC is not overshot, it also has a response time lasting 0.02 s. The response
time of thrust waveform of the motor system using PPC-FTSMC is the shortest, only 0.01 s,
compared with other two algorithms. Similarly, when the load is disturbed for 2 s, PPC-
FTSMC still has the fastest response time. It can be proved that when the whole system
encounters lumped disturbance changes, the motor system using PPC-FTSMC can stabilize
the electromagnetic thrust of the motor faster, reduce the amplitude of speed change, and
reduce jitter. The speed signal of the motor is further analyzed according to Figure 7, when
using PI control, the motor system cannot track the reference signal in time. When the
speed signal reaches the amplitude, there will be a large speed tracking error of 0.01 m/s.
In the motor system using FTSMC and PPC-FTSMC, the speed tracking error will approach
0, that is, the motor speed will eventually approach the given speed signal. The difference is
that the dynamic adjustment performance of the motor system using FTSMC is poor, in the
initial operation stage of the motor and when the load disturbance changes, the adjustment
time is about 2 s, longer than that of PPC-FTSMC. In the whole operation process of the
motor, whether in the initial stage or when the load disturbance changes, the speed tracking
error of PPC-FTSMC can be kept within the limited 0.01 m/s.

In order to show the superiority of PPC-FTSMC controller, quantitative analysis of
the motor’s speed error data is conducted. The three error indicators listed in this article
include maximum error (MAX), average absolute error (AVG), and root-mean-square error
(RMS). The specific formula are as follows:

MAXerror = max
i

√
ε(i)2 (22)

AVGerror = ∑N
i=1

|ε(i)|
N

(23)

RMSerror =

√
∑N

i=1
|ε2(i)|

N
(24)

The speed error indexes of three control strategies under two simulation conditions
are given in Table 2. In terms of the error value, the speed tracking error of the motor
system using PPC-FTSMC is much smaller than that of the other two methods. As can be
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seen from Table 2, the motor error value of PPC-FTSMC is less than 0.01 m/s given in the
prescribed performance function. It is proved that the motor system with PPC has excellent
performance in speed tracking control.

Figure 5. Simulation performance of speed response, three-phase current, and electromagnetic thrust
compared with PI in case 2.

Figure 6. Simulation performance of speed response, three-phase current, and electromagnetic thrust
compared with FTSMC in case 2.
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Figure 7. Speed tracking error in case 2.

Table 2. The speed errors comparisons using different methods.

Error Case 1 Case 2

PPC-FTSMC FTSMC PI PPC-FTSMC FTSMC PI

Maximum
Error (m/s) 5.1 × 10−3 3.1 × 10−2 6.7 × 10−2 9 × 10−3 3.05 × 10−2 1.59 × 10−1

Average Absolute
Error (m/s) 2 × 10−4 8.3 × 10−3 5.5 × 10−3 2 × 10−4 8.3 × 10−3 1.83 × 10−2

Root Mean Squared
Error (m/s) 4 × 10−4 1.07 × 10−2 1.38 × 10−2 5 × 10−4 1.07 × 10−2 3.4 × 10−2

5. Conclusions

This paper introduces a fixed-time sliding mode controller with prescribed perfor-
mance strategy, which is used for the control of a permanent magnet linear synchronous
motor (PMLSM). Fixed-time sliding mode control is incorporated into the design of the
speed control loop for the PMLSM, improving the system control performance , and achiev-
ing sliding mode controller stability in a fixed time, and accelerating the motor’s speed error
convergence. Furthermore, the prescribed performance function is applied to transform
the constrained speed-tracking error into an unconstrained conversion error. Subsequently,
a control law is formulated to limit the error within predefined bounds. This ensures that
the system’s dynamic characteristics, steady-state error, and other crucial performance
indicators satisfy prescribed requirements. The efficacy of the proposed method is vali-
dated through simulation experiments. A comparative analysis is conducted against a PI
controller and FTSMC, revealing that the proposed approach exhibits satisfactory control
performance and induces smaller speed fluctuations. It is worth further considering that
external disturbance will inevitably affect the operation of the PMLSM system. Although
the prescribed performance control can limit the speed error within predefined bounds,
its anti-interference effect is still not ideal. In follow-up work to this paper, a suitable
disturbance observer will be design to improve anti-interference capability.
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