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Optimal Hybridization with Minimum Fuel Consumption of the Hybrid Fuel Cell Train
Reprinted from: Designs 2023, 7, 45, doi:10.3390/designs7020045 . . . . . . . . . . . . . . . . . . . 135

Marwan Al-Shami, Omar Mohamed and Wejdan Abu Elhaija

Energy-Efficient Control of a Gas Turbine Power Generation System
Reprinted from: Designs 2023, 7, 85, doi:10.3390/designs7040085 . . . . . . . . . . . . . . . . . . . 151

v



Nestor Asiamah, Kofi Awuviry-Newton, Whitney Nesser and Evelyn N. Alvarez

Carbon Footprints of Active and Non-Active Transport Modes: Hierarchy and Intergenerational
Narrative Analyses
Reprinted from: Sustainability 2023, 15, 12795, doi:10.3390/su151712795 . . . . . . . . . . . . . . . 170

Fei Ma, Lingyan Guo, Zhijie Li, Xiaoxiao Zeng, Zhencao Zheng, Wei Li, et al.

A Review of Current Advances in Ammonia Combustion from the Fundamentals to
Applications in Internal Combustion Engines
Reprinted from: Energies 2023, 16, 6304, doi:10.3390/en16176304 . . . . . . . . . . . . . . . . . . . 186

Guangze Li, Boxuan Cui, Chenglin Zhang, Liuyong Chang and Longfei Chen

Formulation of a Jet Fuel Surrogate and Its Kinetic Chemical Mechanism by Emulating Physical
and Chemical Properties of Real Jet Fuel
Reprinted from: Sustainability 2023, 15, 13792, doi:10.3390/su151813792 . . . . . . . . . . . . . . . 206

Sumayya Banna, Andri Ottesen and Basil Alzougool

Reasons Why Only Kuwaiti Citizens Drive Electric Vehicles despite Being Only a Quarter of the
Population
Reprinted from: World Electr. Veh. J. 2023, 14, 287, doi:10.3390/wevj14100287 . . . . . . . . . . . . 232

Arief Nurdini, Rahmat Nurcahyo and Anton Satria Prabuwono

Waste from Electric Vehicle: A Bibliometric Analysis from 1995 to 2023
Reprinted from: World Electr. Veh. J. 2023, 14, 300, doi:10.3390/wevj14110300 . . . . . . . . . . . . 250

Philipp Hoth, Ludger Heide, Alexander Grahle and Dietmar Göhlich
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In recent decades, traditional fossil fuels such as coal, oil, and natural gas have made
the greatest contributions to the economic development of the industrial sector. However,
the negative impact of fossil fuel-based energy has also resulted in the pollution of the
natural environment, which presents a major threat to long-term growth and prosperity. In
response to energy and environmental crises, zero-carbon vehicles and power generation
technology are becoming hot topics, in both the industrial and academic communities.
More experts and scholars have demonstrated significant and broad influence in their field,
and the number of related technical papers is also rapidly increasing. Therefore, we are
committed to providing a platform for high-quality papers on research topics including
but not limited to the following: renewable energy vehicles, ammonia and hydrogen
technologies in power systems, virtual vehicles, thermal power plant peak regulation
technologies, etc. The Topic focuses on fundamental and applied research examining
the specific impacts of automation on mobility, energy demand, and greenhouse gas
emissions. Many up-to-date concepts in technologies designed to accelerate the race to
carbon neutrality and sustainable development in vehicles and power systems are explored,
discussed, and published as original research papers in this Topic, “Zero Carbon Vehicles
and Power Generation”.

Wu et al. [1] proposed a novel method characterizing the air backflow of the under-
hood, in order to improve the thermal efficiency of the air conditioning system (ACS) and
reduce the energy consumption of Plug-in Hybrid Electric Vehicle (PHEV). Additionally, a
1D model for analyzing air backflow in the underhood was established and a Computa-
tional Fluid Dynamics (CFD) method for calculating air backflow rate and distribution was
proposed. It was found that the decrease in the air backflow rate of the underhood helped
to improve the refrigeration capacity of the ACS, and, when the backflow ratio cannot be
reduced below 10%, the air backflow should be distributed as evenly as possible at the
front end of the condenser.

Zhang et al. [2] introduced an analytical model of the voltage source converter (VSC)
under the unbalanced condition through mathematical derivations, and the final model
was a coupled Thevenin circuit. The proposed model allowed for the direct computation
of non-characteristic third harmonics using harmonic power flow studies. The results
showed that the VSC, under unbalanced conditions, emitted both positive-sequence and
negative-sequence third harmonics, and that the positive-sequence third harmonic was
much larger than the negative-sequence third harmonic. It also showed that the unbalanced
level and the size of the dc-link capacitor were critical to the level of non-characteristic
third harmonics.

Wu et al. [3] proposed and analyzed a multi-source microgrid economic dispatch
model to reduce carbon emissions. The implemented carbon trading mechanism con-
tributed to achieving carbon emissions control. Companies with surplus carbon emission
quotas can increase their additional income by selling such quotas to reduce the total gen-
eration and operation cost of the power system. The low-carbon dispatch model enabled
wind power, solar energy, electric vehicles, and other distributed power generation units
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to benefit from carbon trading and to reduce their operation costs while expanding the
microgrid system, which ultimately reduced the total cost of the power system.

Guo et al. [4] established a system state equation based on the longitudinal dynamics
equation of a vehicle, to deal with the factors influencing electric vehicles when driving
under complex conditions. Combined with the improved Sage–Husa adaptive Kalman
filter algorithm, a road slope estimation model was established. After the driving speed
and rough slope observation were input into the slope estimation model, the accurate road
slope estimation at the current time could be obtained. The road slope estimation method
was compared with the original Sage–Husa adaptive Kalman filter road slope estimation
method through three groups of road tests with different slope ranges, and the accuracy
and stability advantages of the proposed algorithm in road conditions with large slopes
were verified.

Jo and Kim [5] analyzed the aerodynamic interactions between platooning moving
vehicles under different platooning conditions on a freeway. It was found that the ef-
fect of the vortex generated by the forward vehicle reduced the value of the stagnation
pressure generated at the front of the rear vehicle, which effectively reduced drag on the
driving vehicle.

Ji et al. [6] proposed a quantitative evaluation method of driving behavior, based on
Naturalistic Driving Studies (NDS) data collected from shared electrical cars and online car-
hiring services. In this study, data acquisition, the treatment method, and the data volume
verification were analyzed to ensure the effectiveness of the dataset. The distribution
characteristics of the main driving behavior parameters were studied. On this basis, the
evaluation method was proposed and verified.

Tao et al. [7] presented a novel single-switch high-gain dc/dc converter with a ripple-
free input current. The structure consisted of two cells: a coupled inductor cell and a
switched capacitor cell. The coupled inductor cell in the proposed converter provided
a ripple-free input current. The switched capacitor cell provided a high voltage gain.
The converter had a simple control strategy due to the use of a single switch. Moreover,
the output capacitor was charged and discharged continuously by a 180◦ phase shift to
eliminate the output voltage ripple.

Ottesen et al. [8] explored consumer preferences for Electric Vehicles (EVs) in Kuwait,
in terms of which factors are influential for the ‘early majority’ (i.e., a part of the general
market vs. a niche one) that could influence their purchasing behavior in favor of EVs.
A comprehensive and up-to-date picture of the preferences regarding this market was
provided, while a variety of valuable promotional tactics were discussed, which may
be implemented in conjunction with public incentives and policy changes in the State
of Kuwait.

Mišić et al. [9] proposed special energy management for a mountain railway with
optimal power distribution and minimum hydrogen consumption. A simulation model
was created in a Matlab/Simulink environment for the optimization of hybridized power
systems on trains, and it can be easily modified for the hybridization of any type of train.
Optimization was performed using sequential quadratic programming (SQP). The results
showed that this hybrid train topology had the ability to recover battery and supercapacitor
state of charge (SOC) while meeting vehicle speed and propulsion power requirements.

Al-Shami et al. [10] described a novel approach for modeling, identifying, and control-
ling a running gas turbine power plant. A simplified nonlinear model structure composed
of s-domain transfer functions and nonlinear blocks represented by rate limiters, satura-
tions, and look-up tables was proposed. The model was used to design a multiple PI/PD
control to regulate the gas turbine via the inlet guide vane and fuel vales, so as to raise and
stabilize the compressor’s differential pressure or pressure ratio, as well as the raise the
set-point of the temperature exhausted from the combustion turbine.

Asiamah et al. [11] developed a hierarchy for understanding the impacts of active
and non-active transport modes on the environment and analyzed the adoption of active
transportation between older and younger people. The review suggested that the only
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active transport modes with no or negligible carbon footprint are walking, running, and
swimming, as they do not result in a product that adds to atmospheric greenhouse gasses.

Ma et al. [12] analyzed previous studies and current research on the current technical
advances emerging for use in the assisted combustion of ammonia. It was highlighted
that plasma-assisted combustion (PAC) was able to change classical ignition and extinction
S-curves to monotonic stretching, which makes low-temperature ignition possible while
resulting in moderate NOx emissions.

Li et al. [13] developed a new four-component jet fuel surrogate which could satisfac-
torily emulate the chemical and physical properties of real jet fuel, including the cetane
number (CN), threshold sooting index (TSI), molecular weight (MW), a lower heating
value (LHV), the ratio of hydrogen and carbon (H/C), and the liquid density, viscosity,
and surface tension. Furthermore, a reduced and robust kinetic chemical mechanism (con-
taining 124 species and 590 reactions) that could be directly employed in practical engine
combustion simulations was also developed.

Banna et al. [14] used a quantitative descriptive method (with close-ended questions)
to collect data from a sample of 227 Kuwaiti nationals who were representative of the
owners of half a million internal combustion engine (ICE) cars, categorized as early majority
consumers. The findings indicated that over 50 percent of the respondents would prefer to
buy an EV in the subsequent three years, when certain criteria were satisfied, including
government-controlled pricing policies and recharging point availability, high-speed roads,
and free EV-dedicated parking spaces. Furthermore, over 40 percent of respondents stated
that they would contemplate purchasing an electric vehicle if the price of gasoline or
diesel increased by 19 to 50 percent. The findings also indicated that more than 40 percent
of respondents believed that EVs are fire- and crash-safe, and roughly 50 percent of the
respondents would be willing to pay between 6 and 20% more for an EV because they
believed that EVs are eco-friendlier vehicles and are significantly faster than conventional
petrol vehicles.

Nurdini et al. [15] used the open-source R language and the bibliometrix package to
carry out a bibliometric analysis of data from 593 scientific publications, taken from Scopus,
to investigate the research landscape of electric vehicle waste management. It was revealed
that the research area of recycling electronic waste from electric vehicles is still experiencing
annual growth that is accelerating rapidly. The findings also indicated that China stands
out as the leading contributor to publications, with Tsinghua University being a prominent
research institution in this field. In 2023, the most frequently occurring topic was “closed
loop”, while “recycling” was the dominant keyword.

Hoth et al. [16] evaluated the solar energy potential of parking spaces in Berlin,
considering challenges like building and tree shading using digital surface models and
weather data for solar simulations. Utilizing open datasets and software, the analysis
covered 48,827 parking spaces, revealing that vehicle-integrated photovoltaics (VIPV)
could extend vehicle range from 7 to 14 km per day, equating to a median annual increase
of 2527 km. The findings suggested possible median yearly cost savings of 164 euros from
reduced grid charging, and this study introduced a method to pinpoint parking spaces that
are most suitable for solar charging.

Chen et al. [17] comprehensively studied dynamic vehicle data contributing to traffic
carbon emissions in terms of data sensitivity and uncertainty. The active subspace method
could identify which input parameters were the most important through magnitudes of the
input parameter weights, while exploring how the combination of inputs was related to the
output of interest, without the expense of multiple simulations. It was concluded that the
CO2 emission factor was most sensitive to the vehicle specific power (VSP). The method
has great potential to readily derive the relationship between the combination of inputs
and outputs in a complex domain without the expense of multiple simulations. Also, the
relationship between the input parameters (i.e., the active variables) and the CO2 emission
factor could be formulated using a quadratic function.

3
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Zhang et al. [18] investigated the effects of bore taper, the starting height of the tapered
profile, and ellipticity on the friction power and knocking energy of a piston ring cylinder
bore (PRCB) system based on the full-scale test method, and the optimization of the design
of the bore profile was carried out with the objectives of minimizing the system’s friction
power and the peak knocking kinetic energy.

Cardoso et al. [19] proposed an active, purely mechanical solution to the problem of
irregular torque production in an alternative internal combustion engine. This solution
used an actuator built on a camshaft and a spring, which stored and returned energy
during the engine operating cycle, allowing torque production to be normalized, avoiding
heavy flywheels.

Huang et al. [20] investigated the synergistic coupling process between the detonation
and diesel cycles using gasoline as fuel. A numerical simulation model was constructed to
analyze the detonation characteristics of a pulse detonation combustor (PDC), followed
by experimental verification, which showed that the generation of detonation waves
was influenced by flame and compression wave interactions. Increasing the airflow did
not shorten the deflagration-to-detonation transition (DDT) time, whereas increasing the
blockage ratio (BR) caused the DDT time to decrease and then increase. Large BRs affected
the initiation speed of detonation in the tube, while small BRs impacted the DDT distance
and peak pressure.

Liu et al. [21] combined the approaches of bench experiments and numerical sim-
ulations to investigate the influence of the injector nozzle diameter on the in-cylinder
fuel–air mixture and combustion process, based on a combustion strategy characterized
by a high-density and lean mixture. The research provided guidance and suggestions
for the selection of an injector nozzle diameter in the development of advanced engine
combustion systems.

The papers in this Topic reveal an exciting field, namely “zero carbon vehicles and
power generation”, which is critical to energy utilization and sustainable development.
Pursuing work in this field requires professional knowledge in fields such as energy, fuel,
automotives, and power generation. We are delighted to be invited to be the Editors for
this “Topic”. We have received strong support from professional researchers from many
renowned universities and research institutions. We will continue to grow our strengths
in order to make a greater contribution to carbon neutrality goals. We firmly believe that,
through continuous collaboration among all researchers, these steps will help resolve global
challenges and address energy sustainability at the source. We hope that this “Topic” will
help bring the research community closer together. Finally, we would like to thank all
authors, reviewers, and editors who contributed to this publication. We believe that the
readers of all the journals involved in this Topic will find these scientific manuscripts
interesting and useful for their future research efforts.
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Abstract: A novel method characterizing the air backflow of the underhood in order to improve
the thermal efficiency of the air conditioning system (ACS) and reduce the energy consumption of
PHEV is proposed in this paper. In addition, a 1D model for analyzing air backflow occurring in
the underhood is established and a CFD method for calculating air backflow rate and distribution is
proposed. It is found that the decrease in the air backflow rate of the underhood helps to improve the
refrigeration capacity of the ACS, and when the backflow ratio cannot be reduced below 10%, the air
backflow should be distributed as evenly as possible at the front end of the condenser. Moreover, in
order to eliminate the impact of backflow on the underhood of PHEV, the gap between the radiator
and the bracket is sealed and the gap around the air guide is reduced. Compared with the original
structure, the backflow rate of the optimized structure is reduced from 32.7% to 9.3% and the cabin
temperature can be reduced by 3–5 ◦C.

Keywords: PHEV; air conditioning system; air backflow; thermal management

1. Introduction

With the proposal of “carbon peaking” and “carbon neutrality”, a higher requirement
for vehicle exhaust emissions is required. The shortage of non-renewable resources and the
increasingly stringent pollutant emission regulations are driving vehicle manufacturers to
lower fuel consumption and lower exhaust emissions [1–3]. Compared with traditional
fuel vehicles, plug-in hybrid electric vehicles (PHEV) clearly reduce fuel consumption and
CO2 emissions [4,5]. The PHEV power sources rely on electric power generated by electric
machines and mechanical power generated by internal combustion engines (ICEs) [6]. Due
to the high efficiency of electric machines and the quick development of battery technology,
the PHEV is a rational choice for a long period in terms of environmental issues and energy
saving [7].

In the past decade, a lot of scholars have mainly focused on the energy management
strategies in the research of energy saving for PHEV [8–11]. The author of [12] proposed a
predictive energy management strategy (EMS) based on reinforcement learning for PHEV.
The EMS combined the velocity prediction with the optimal power distribution between
engine and electrical motor, which greatly improved the vehicle’s fuel economy. The author
of [13] obtained the optimized operating point of the engine based on the dynamic pro-
gramming algorithm and proposed an improved rule-based energy management method.
The results show that the energy management strategy can effectively reduce the fuel
consumption per 100 km of the vehicle equipped with a diesel engine. 22.80 L/100 km. A
PHEV-integrated optimization simulation platform based on Isight and MATLAB/Simulink
software for bus is established in [14]. They proposed a multi-objective optimization and
matching method and proved its effectiveness and superiority in fuel reduction and better
performance. The optimization of the series fuel cell vehicle components by a single and a
multi-objective genetic algorithm to improve the vehicle performance and the operational
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costs is also performed in [15]. A method for PHEV online energy management utilizing
an evolutionary algorithm was developed in [16]. The results show that the proposed
self-adaptive control strategy outperforms the conventional binary control strategy with an
average of 10.7% fuel savings without considering charging opportunity and 31.5% fuel
savings when considering charging opportunity. The author of [17] provided a compre-
hensive study regarding the PHEV’s optimum powertrain design based on an interactive
adaptive-weight genetic algorithm approach, which aims to simultaneously minimize the
PHEV’s fuel consumption, battery state of health, charging time, and costs.

Nowadays, in order to reduce the energy consumption of the PHEV, most research is
limited to the energy management strategy. However, there is little research that pays atten-
tion to the energy-saving potential of the air conditioning system. As the core component
of the PHEV, the air conditioning system needs to keep the cabin at a proper temperature.
However, because it is also one of the most important energy-consuming components of
PHEV, especially the compressor of the air conditioning system [18–20], a low-efficiency
air conditioning system will bring great challenges to the endurance of the vehicle. The
cooling load of an air conditioning system can cause an 18–37% reduction in the Urban
Dynamometer Driving Schedule (UDDS) range depending on ambient conditions [21].
Therefore, in order to reduce the energy consumption of PHEV, it is vital to pay attention to
the air conditioning system.

In this paper, in order to reduce energy consumption of PHEV, the efficiency of the air
conditioning system is addressed. A detailed and quantitative analysis of the air backflow
of the PHEV’s underhood is carried out to improve the efficiency of the air conditioning
system, so that the system energy consumption can be reduced. In fact, the air backflow
phenomenon in the underhood of PHEV refers to when hot air from the underhood
returns to the front-end cooling module, which increases the temperature of the windward
air passing through the condenser, intercooler, low-temperature radiator, and electrical
radiator, resulting in a decrease in the heat dissipation performance of the cooling module.
Therefore, the air backflow in the underhood can cause the performance of the condenser to
decrease, which in turn will affect the performance of the air conditioning system, resulting
in increased energy consumption.

Based on the reviewed literature, optimizing the air backflow of the underhood is an
effective way to improve the thermal efficiency of the air conditioning system and reduce
the energy consumption of PHEV. Therefore, the contributions of this paper are threefold:

• A heat flux marking method is proposed to characterize the mechanism of air back-
flow and its distribution in the condenser, thereby quantifying the air backflow phe-
nomenon in the underhood of PHEV.

• The performances of the air conditioning system, including the evaporator outlet
temperature, cooling capacity, exhaust pressure of the compressor, and COP, are
investigated under different ambient temperatures, air backflow ratios, and air back-
flow distribution.

• An optimization model of the underhood is proposed to eliminate the impact of air
backflow on the air conditioning system of PHEV.

The rest of the paper is organized as follows. The research method, including the 1D
model characterizing the effect of air backflow on the air conditioning system performances,
the 3D model characterizing and quantifying the backflow phenomenon in the underhood
of PHEV, and experimental test system verifying the air conditioning system performance,
is presented in Section 2. The evaluation results, including the impact of the air backflow
effect in the underhood of PHEV on the air conditioning system, mechanism analysis of air
backflow phenomenon, and performance optimization, are reported in Section 3. Section 4
concludes the paper.

7



Energies 2022, 15, 3183

2. Research Method

2.1. Research Framework of the Air Backflow Effect in the Underhood

To quantify the backflow phenomenon in the underhood of PHEV and explore the
impact of the air backflow in the underhood of PHEV on the air conditioning system, the
research framework is constructed in this paper, as shown in Figure 1. The quantification
and analysis of the air backflow phenomenon of the underhood of PHEV are realized based
on the heat flux marking method demonstrated in this paper. The performances, including
the evaporator outlet temperature, cooling capacity, exhaust pressure of compressor, and
COP of ACS are investigated under different ambient temperatures, air backflow ratio,
and backflow distribution based on one-dimensional simulation. Furthermore, the com-
putational fluid dynamics (CFD) simulation of the underhood can characterize and reflect
the air backflow flow field distribution and provide a basis for the structural parameter
optimization of the underhood. Moreover, a real vehicle experiment is carried out in order
to verify the performance of the air conditioning system after the underhood of PHEV
is optimized.

Figure 1. Research framework of the air backflow effect in the underhood of PHEV.

2.2. 1D Model
2.2.1. Compressor

A compressor is the core component of an air conditioning system;, so, the accuracy of
its simulation model needs to be much higher than other components. Generally, a 1% error
in the compressor simulation model will cause a 0.7% error in the air conditioning system
approximately. In this paper, the compressor efficiency model is adopted and the physical
model applied to the compressor efficiency model is shown in Equations (1)–(3) [22]:

mcom =
ηvVthrcom

νsuc
(1)

Pcomp = mcom (hdis − hsuc)/ fQ (2)

hdis = hsuc +
hdis|s − hsuc

ηs
(3)

where Vth is the displacement of the compressor, rcom is the rotary speed of the compressor,
mcom is the mass flow of the compressor, ηv is the volumetric efficiency of the compressor,
Pcomp is the energy consumption of the compressor, hdis is the exhaust enthalpy of the
compressor, hsuc is the suction enthalpy of the compressor, ηs is the isentropic efficiency,
hdis |s is the exhaust enthalpy under the condition of isentropic compression, and fQ is the
heat loss of the compressor.

8



Energies 2022, 15, 3183

2.2.2. Condenser and Evaporator Model

In this paper, both the condenser and the evaporator of the ACS can be regarded as a
model of the microchannel tube–fin heat exchanger; the working principle diagram of the
heat exchanger is shown in Figure 2 [23]. The whole heat exchange process includes three
parts: external convective heat exchange air–wall, heat conduction wall + fins, and internal
convective heat exchange refrigerant–wall. In this model, the heat transfer correlation of
the air side of the heat exchange can be expressed as follows [24]:

Nu = C0 × ReN × Prt
M (4)

where Nu is the Nusselt number; Re is the Reynolds number; Prt is the Prandtl number; and
M, N, and C0 are the parameters that can be used to adjust the heat rejection performance
of the heat exchanger.

Figure 2. Diagram of discrete cell of the condenser component.

2.2.3. Expansion Valve

The expansion valve model is used in this paper to achieve different throttling effects
by adjusting the opening degree of the expansion valve. The heat loss of the expansion
valve is ignored in the model; so, the flow process of the refrigerant in the expansion valve
is regarded as a constant enthalpy process. The mass flow rate is calculated as follows:

mexv = ρ × Cq × A ×
√

2 × ΔP
ρ

(5)

ΔP = Pi − PO (6)

where mexv is the mass flow rate, kg/s; ρ is the density, kg/m3; Pi is the inlet pressure,
barA; PO is the outlet pressure, barA; and Cq is the flow coefficient, which can be calculated
by Formula (7):

Cq = Cqmax × tanh
(

2 × λ

λc

)
(7)

where Cqmax is the maximum flow coefficient; λ is the flow number; and λc is the critical
flow number.

2.2.4. Fan and Radiator Model

The cooling fan is located at the front or rear of the radiator to increase the air flow
through the radiator and improve the heat dissipation performance of the radiator. In this
paper, the performance characteristic parameters of the fan are obtained based on the law
of similarity, which mainly include the volumetric flow coefficient and pressure coefficient,
and the calculation method is as follows [25]:

φ =

.
Q

A f an · Vtip
(8)

ψ =
ΔP

1
2 ρV2

tip
(9)

9



Energies 2022, 15, 3183

where φ is the volumetric flow coefficient; ψ is the pressure coefficient;
.

Q is the volume
flow of air; A f an is the fan area; and Vtip is the linear velocity of the fan blade tip.

As for the radiator, the heat transfer and flow resistance of the cold side or hot side of
the radiator can be calculated by the following formulas:

Δp =
1
2

K · ρ · V2
cool (10)

Qrad = Aexch · U · (Tin − Tout ) (11)

where Aexch is the heat exchange area of heat exchanger; ρ is the air density; and K is the
pressure loss coefficient.

2.3. 3D Models
2.3.1. Heat Exchanger

To characterize the backflow phenomenon in the underhood of PHEV, it is necessary
to perform computational fluid analysis on the cooling module of the underhood. In the
cooling module of the underhood, the condenser, intercooler and, radiator all belong to the
heat exchanger. In this paper, the heat transfer model of the heat exchanger is established
by NTU method, as follows [25]:

NTU =
− ln(1 − ε − εCr)

(Cr + 1)
(12)

where Cr is the heat capacity ratio and ε is the effectiveness.
The porous media model is adopted to characterize the pressure loss inside the heat

exchanger; it also adopts the correction method of the standard momentum equation,
which adds the momentum source term composed of viscous loss term and inertial to the
momentum equations. The mathematical description is as follows [22]:

Si = −
(

3

∑
j=1

Dijμuj +
3

∑
j=1

Cij
1
2

ρ|u|uj

)
(13)

where Si is the source term in the momentum equation, |u| is the velocity scalar, u is the
velocity vector, μ is the aerodynamic viscosity, and D and C is the given matrix.

D and C are defined as diagonal matrices, and the formula can be expressed as follows:

Si = −
(

μ

β
ui + η

1
2

ρ|u|ui

)
(14)

where 1
β is the viscous resistance coefficient, and η is the inertial resistance coefficient.

The simplified momentum equation of porous media can be expressed in the form of
pressure loss and source term as follows:

ΔP = −
(

μΔn
D

ui + C1
1
2

ρ|u|Δnui

)
(15)

The characteristic parameters of the heat exchangers are demonstrated in Table 1:

Table 1. The viscous resistance coefficient and inertial resistance coefficient of heat exchangers.

Heat Exchanger
Viscous Resistance
Coefficient (m−2)

Inertial Resistance
Coefficient (m−1)

Radiator 1192.5 160.1
Intercooler 813.6 74.5
Condenser 851.8 126.9

Electrical radiator 808.2 114.3

10
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2.3.2. Meshing of the PHEV Underhood

The 3D solid model of the PHEV underhood, including the condenser, radiator, and
other components, is shown in Figure 3a. In order to avoid the interference of the air-
flow disturbance in the limited space on the model accuracy, a rectangular air domain
(10 L × 10 W × 6 H) is added, as shown in Figure 3b.

 
(a) 

 
(b) 

  
(c) 

Figure 3. The 3D model of the underhood for PHEV. (a) A 3D solid model of the underhood; (b) the
CFD calculation domain of the underhood for PHEV; (c) the mesh of the underhood for PHEV.
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In view of the fact that the air backflow of the underhood is determined in this paper,
the front half of the car body surface is also meshed to ensure that the flow details are
captured. The mesh model with 80 million mesh is shown in Figure 3c.

2.3.3. Boundary Condition

The air backflow flow field distribution is investigated based on the CFD method.
Some boundary conditions should be determined:

(1) RANS steady-state model is used for steady flow in this model;
(2) Pressure outlet and velocity inlet are selected for outlet and inlet boundary condi-

tions, respectively;
(3) The condenser, intercooler, radiator, and electrical radiator are calculated based on

the porous media model;
(4) The cooling fan is simulated based on the multiple reference frame (MRF) method.

2.4. Experimental Test System

In order to verify the effect of air backflow of the underhood on the cooling capacity
of the air conditioning system for PHEV, a system bench experiment is established. The
measurement points of the temperature sensor in the cabin are shown in Figure 4, and the
cabin temperature value is obtained by calculating the average temperature of multiple
measurement points.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. The measurement points of temperature sensor in the cabin. (a) Side air outlet; (b) Middle
air outlet; (c) Front seat passenger; (d) Rear seat passenger; (e) Dashboard area; (f) Cabin bottom.
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In order to ensure more accurate simulation results in the 1D/3D calculation, the
relevant key parameters of the condenser, evaporator, and other radiators are obtained
through the enthalpy difference experiment. The laboratory is shown in Figure 5.

 

Figure 5. The heat exchanger performance test platform.

2.5. Heat Flux Marking Method

In order to solve the problem that the air backflow phenomenon of the underhood
cannot be judged based on a streamline method, a heat flux marking method is proposed
based on the mechanism and distribution of air backflow in the heat exchanger. The air
flow passing the heat exchanger will be marked. In order to monitor the backflow air, a
monitoring surface will be set at the front end of the heat exchanger. The schematic diagram
is shown in Figure 6.

Figure 6. Schematic diagram of air backflow calculation method.

In this paper, in order to quantify the distribution of heated air and calculate the
backflow rate, the scalar γ is used to express the proportion of the volume of hot air,
referring to the momentum transport equation. The calculation method is as follows:

∂γ

∂t
+ uj

∂γ

∂xi
= ν

∂2γ

∂xj∂xj
− νt

∂γ

∂xj
(16)

When the air backflow phenomenon is characterized based on the CFD method, the
N-S equation for the entire fluid domain needs to be solved first. Then, the transport
equation should be solved after the flow field is in a stable state. Finally, the distribution of
hot air in the entire fluid domain can be obtained after the calculation converges.

13
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3. Results and Discussion

In order to systematically analyze the air backflow phenomenon of the underhood of
PHEV in this paper, the influence of the air backflow rate on the air conditioning system is
explored under different ambient temperatures and backflow distribution. Furthermore, to
eliminate the impact of air backflow of the underhood and improve the performance of the
thermal management system, the underhood of PHEV is optimized in this paper.

3.1. Effect of Backflow Rate under Different Ambient Temperatures

In this section, the influence of air backflow rate on the air conditioning system is
explored under different ambient temperatures. Figure 7 shows that under ambient tem-
peratures of 30 ◦C, 35 ◦C, and 40 ◦C, as the backflow rate increases from 0% to 30%, the
air conditioning system performance parameters, including evaporator outlet temperature,
evaporator heat exchange, compressor discharge pressure, and COP, are changed accordingly.

     
(a) (b) 

    
(c) (d) 

Figure 7. Influences of backflow rate on air conditioning performances under different ambient
temperatures. (a) Evaporator outlet temperature; (b) evaporator heat rejection; (c) compressor
discharge pressure; and (d) COP.

As shown in Figure 7, as the air backflow rate of the underhood is increased from
0% to 30%, the heat exchange performance and energy efficiency of the system is reduced.
Specifically, when ambient temperature is 30 °C, the heat exchange of evaporator is reduced
from 4693 to 4214 W and the reduction rate is 10.2%, at the same time, while the system
COP is reduced from 3.07 to 1.96 and the reduction rate is 36.16%. Thus, more than
a 35% improvement of COP could be achieved solely by eliminating air backflow of
the underhood of PHEV, which indicates that the decline of the air backflow rate of the
underhood enhances the cooling capacity in the air conditioning system. In fact, when
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the air backflow rate is enhanced, the oncoming air temperature of the condenser will be
increased and the heat exchange capacity of the condenser will be decreased, enhancing
the condensing pressure and the condensing temperature, thus increasing the discharge
pressure of the compressor, as shown in Figure 2(C). Furthermore, when the compressor
speed remains unchanged, the suction pressure of the compressor will increase, and the
evaporation pressure and evaporation temperature will increase accordingly; thus, the
cooling capacity will increase. Moreover, the increase in the suction pressure will cause the
compressor power consumption to increase, and the system COP will decrease.

3.2. Effect of Air Backflow Rate under the Different Air Backflow Distribution

In fact, the air backflow phenomenon of the underhood occurs in different local
areas of the condenser; thus, the influence of different air backflow distribution on the air
conditioning system is analyzed in this section. In view of the fact that the distribution ratio
of the cooling tube of the condenser analyzed in this paper is 27:13:7:5, the air backflow
distribution form is set according to 27:13:7:5 (uniform distribution), 1:1:1:1, and 1:1:2:2.
Figure 8 shows that under different backflow distribution, the air backflow rate has an
effect on the performance of the air conditioning system.

  
(a) (b) 

  
(c) (d) 

Figure 8. Influences of the backflow rate on air conditioning performances under different ambient
temperatures. (a) Evaporator exit temperature; (b) evaporator heat rejection; (c) discharge pressure;
and (d) COP.

As shown in Figure 8, when the air backflow rate is lower than 10%, the air backflow
distribution has almost no effect on the performance of air conditioning system. However,
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when the air backflow rate is higher than 10%, compared to the air backflow concentrated
under the condenser (Pass distribution 27:13:7:5) when air backflow is evenly distributed
on the surface of the condenser, the cooling capacity of the air conditioning system will be
higher and the system efficiency will improve. Specifically, compared to the air backflow
concentrated under the condenser, when the air backflow rate is 30% and air backflow
is evenly distributed on the surface of the condenser, the heat exchange performance
increases from 3248 to 3983 W and the growth rate is 22.6%; at the same time, the system
COP increases from 1.3 to 1.62 and the reduction rate is 24.6%, which indicates that the air
backflow should be distributed as evenly as possible at the front end of the condenser.

3.3. Mechanism Analysis of Backflow Phenomenon

The analysis in the above section exhibits that the air backflow rate and air back-
flow distribution of the underhood have a great impact on the performance of the air
conditioning system. In order to avoid the impact of air backflow on the air conditioning
system of PHEV, the mechanism that causes the backflow phenomenon is analyzed in
this section; thus, the performance of the air conditioning system can be optimized in the
subsequent section.

The air backflow phenomenon of the underhood is analyzed and the distribution of
air backflow on the surface of the condenser is shown in Figure 9.

 
(a) (b) 

Figure 9. Backflow air distribution of original structure. (a) Backflow air distribution front view;
(b) backflow air distribution side view.

Figure 9 shows that the distribution of the backflow hot air on the surface of the
condenser is mainly concentrated on the left and upper right corners of the condenser. In
order to trace the source of backflow hot air, as shown in Figure 9b, most of the backflow
hot air is generated by the gap between the radiator and the bracket and the gap between
the air guide parts.

3.4. Mechanism Analysis of Air Backflow Phenomenon

In order to eliminate the impact of air backflow on the air conditioning system, a
cooling module of the underhood for PHEV is optimized in this section. The optimized
structure is shown in the Figure 10. As shown in red in Figure 10, the gap between the
radiator and the bracket is sealed and the gap around the air guide is reduced.

Figure 11 shows the optimized results of the PHEV underhood, and that the air
backflow phenomenon in the left area is significantly improved and that there only is some
backflow hot air around some pores that cannot be sealed.

In order to quantitatively analyze the backflow phenomenon of the optimized struc-
ture, the air backflow rate and the mass flow of backflow air are calculated based on the
heat flux regression method, and the results are shown in Table 2.
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(a) (b) 

Figure 10. Optimized cooling module of PHEV. (a) Optimized structure front view; (b) optimized
structure side view.

  
(a) (b) 

Figure 11. Backflow air distribution of optimized structure. (a) Optimized structure front view;
(b) optimized structure side view.

Table 2. Comparison of the backflow rate of the optimized cooling module and the original structure.

Air Mass Flow (kg/s) Backflow Ratio (%)
Backflow Air Mass

Flow (kg/s)

Original Structure 0.518 32.7 0.169
Optimized structure 0.518 9.3 0.048

As shown in Table 2, compared with the original structure, the backflow rate of
the optimized structure is reduced from 32.7% to 9.3%, the backflow air in the left area
is significantly reduced, and the backflow air mass flow is reduced from 0.169 kg/s to
0.048 kg/s. The reduction rate is 36.16% and the backflow situation of underhood cooling
module is significantly improved.

In order to verify results of the optimization, the performance of the air conditioning
system installed with the original cooling module and the optimized cooling structure is
tested in a real vehicle under driving conditions of 32 km/h. The performance results of
the air conditioning system are shown in Figure 12.

As shown in Figure 12, when the air backflow phenomenon is weakened, the cooling
capacity of the air conditioning system is significantly better. Compared with the original
underhood cooling structure, the cabin temperature can be reduced by 3–5 ◦C.
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Figure 12. HVAC performances after reflux optimization.

4. Conclusions

The air backflow phenomenon of the PHEV underhood is quantitatively investigated
in this paper and the relevant conclusions are as follows:

(1) The heat flux marking method proposed in this paper can accurately quantify the
backflow phenomenon in the underhood of PHEV based on the momentum trans-
port equation.

(2) The decrease in the air backflow rate of the underhood helps to improve the re-
frigeration capacity of the air conditioning system, thereby increasing the COP of
the system

(3) When the air backflow ratio cannot be reduced below 10%, the air backflow should be
distributed as evenly as possible at the front end of the condenser.

(4) In order to eliminate the impact of air backflow on the PHEV underhood, the gap
between the radiator and the bracket is sealed and the gap around the air guide is
reduced. Compared with the original structure, the air backflow rate of the optimized
structure is reduced from 32.7% to 9.3% and the cabin temperature can be reduced
by 3–5 ◦C.

In order to further investigate the effect of backflow phenomenon of the underhood on
air conditioning system, digital twin technology should be considered in the future so that
backflow phenomenon can be investigated in an all-round way without a large number of
time-consuming and high-cost experiments and simulations.
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Nomenclature

PHEV plug-in hybrid electric vehicles
ACS air conditioning system
ICE internal combustion engine
UDDS urban dynamometer driving schedule
CFD computational fluid dynamics
EMS energy management strategy
COP coefficient of performance
BTMS battery thermal management system
MTMS motor thermal management system
Acronyms

Vth displacement of the compressor
mcom mass flow of the compressor
Pcomp energy consumption of the compressor
hsuc suction enthalpy of the compressor
hdis |s exhaust enthalpy under the condition of isentropic compression
ρ density
η inertial resistance coefficient
γ volume proportion of the hot air
φ volumetric flow coefficient
Nu Nusselt number
Prt Prandtl number
Vtip linear velocity of the fan blade tip
rcom rotary speed of the compressor
ηv volumetric efficiency of the compressor
hdis exhaust enthalpy of the compressor
ηs isentropic efficiency
fQ heat loss of compressor
u velocity vector
1
β viscous resistance coefficient
Cr heat capacity ratio
Re Reynold number
.

Q volume flow of air
A f an Fan Area
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Abstract: A three-phase three-wire voltage source converter (VSC) can produce third harmonics
when it is operated under an unbalanced condition. It is essential to understand the mechanism of
the production of this third harmonic and to assess its impact on power systems. Therefore, this
paper presents an analytical model of the VSC under the unbalanced condition through mathematical
derivations, and the final model is a coupled Thevenin circuit. The proposed model allows for direct
computation of the non-characteristic third harmonics through harmonic power flow studies. The
results show that VSC under unbalanced conditions emits both positive-sequence and negative-
sequence third harmonics, and that the positive-sequence third harmonic is much larger than the
negative-sequence third harmonic. It also shows that the unbalanced level and the size of the dc-link
capacitor are critical to the level of non-characteristic third harmonics. The correctness of the proposed
model and its application on noncharacteristic third harmonic evaluations have been verified using
EMT simulations.

Keywords: voltage source converter; unbalanced condition; non-characteristic third harmonic;
harmonic modeling

1. Introduction

In this context, this paper presents an analytical model of the VSC under unbalanced
conditions for the direct computation of the non-characteristic third harmonics through
rigorous mathematical derivations. The new model reveals the mechanism of the generation
of third harmonics and the characteristics of third harmonics. The new model shows that
a Thevenin circuit can represent the VSC for both the positive-sequence and negative-
sequence third harmonics. In addition, there are coupling effects between the positive-
sequence and negative-sequence third harmonics. The model also shows that the positive-
sequence third harmonic is much larger than the negative-sequence third harmonic. The
computation of the source and the impedance of the developed Thevenin model requires
positive-sequence and negative-sequence fundamental frequency voltage and current on
the ac side of the VSC, which can be obtained through load flow studies.

Power electronic devices have experienced a dramatic increase in modern power
systems due to the initiative of renewable energies such as wind power generation and
photovoltaic (PV) [1], and other applications such as flexible AC transmission system
(FACTS) and high voltage DC (HVDC) transmission [2,3]. In recent years, the voltage
source converter (VSC) has become the most popular basis of power electronic devices due
to its advantages of bidirectional power flow and independent control of active and reactive
power [4]. With the massive integration of these VSC devices, there is a concern about
their harmonic impact on power systems [5–7]. Under the normal condition, VSC devices
only produce very-high-frequency harmonics, which is produced by the PWM switching,
but such harmonics can generally be impeded by a passive filter in front of the VSC [8,9].
However, VSC devices can generate low-order non-characteristic third harmonics under
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the unbalanced condition, which is a power quality concern of power systems. Such a
phenomenon occurs because the unbalanced fundamental frequency voltage and current on
the ac side of the VSC can induce second harmonic ripples in the dc-link voltage of the VSC
through the switching process [9]. These second harmonic ripples in the dc-link voltage,
in turn, will lead to a third harmonic voltage on the ac side of the VSC, again through the
switching process. As a result, under the unbalanced condition, the VSC becomes a voltage
source at the third harmonic. Therefore, it is essential to understand the mechanism of the
production of the third harmonic voltage, especially in the distribution system, which can
be unbalanced since single-phase loads are dominant [10]. A computation method of the
third harmonics under the unbalanced conditions is also needed to assess their impacts.

To date, there are numerous papers presenting the studies of the VSC under unbal-
anced conditions, but most of these works focus on the control strategies that can suppress
the unbalanced condition-induced third harmonics [11–14]. These papers have shown that
the unbalanced fundamental frequency voltage and current will lead to double-frequency
power oscillation on the ac side of the VSC. As a result, the dc side experiences second
harmonic voltage, which can lead to third harmonics on the ac side of the VSC. Based on
this finding, the control schemes that can be used to suppress the second harmonic on the
dc-link are designed in [12,13]. However, these papers do not provide an analytical algo-
rithm to compute the second harmonic on the dc side or the third harmonic on the ac side.
A few other works are proposed specifically for assessing VSC’s third harmonic emission
under unbalanced conditions [15–17]. In [15], the switching function of the VSC and the
harmonic interaction between the ac side and dc side of the VSC are analyzed to obtain the
model that can be used to compute the third harmonic distortion. Nevertheless, the impact
of the third harmonic on the switching function is not included in this method. Thus, the
result could be inaccurate. In [16], the oscillation between the dc side and ac side of the
VSC is analyzed based on the ac/dc power interaction, which reveals the mechanism of the
production of the third harmonic, but the final analytical method of the uncharacteristic
third harmonics is not presented. The reference [17] further provides a method for assessing
the third harmonic distortions using the power interaction between the ac side and dc
side of the VSC. However, the proposed model omits the effect of the control loop so that
the model is not accurate. Moreover, this method is not able to fully show the differences
between the positive-sequence and negative-sequence third harmonics and the coupling
effect between these two kinds of third harmonics. References [18,19] propose a method
that can be used to reveal the harmonic characteristics of the VSC by analyzing the control
and AC/DC interaction, but the non-characteristic third harmonics are not analyzed. In
summary, a full model that reveals the characteristics of third harmonics produced by VSC
is still desired.

This paper presents an analytical model of the VSC under unbalanced conditions
for the direct computation of the non-characteristic third harmonics through rigorous
mathematical derivations. The development of the new model reveals the mechanism of
the generation of third harmonics and their characteristics. The new model shows that a
Thevenin circuit can represent the VSC at both the positive-sequence and negative-sequence
third harmonics. In addition, there are coupling effects between the positive-sequence and
negative-sequence third harmonics. The model also shows that the positive-sequence third
harmonic is much larger than the negative-sequence third harmonic. The computation
of the source and the impedance of the developed Thevenin model requires a positive-
sequence and negative-sequence fundamental frequency voltage and current on the ac side
of the VSC, which can be obtained through load flow studies.

The rest of this paper is organized as follows. Section 2 explains the mechanism of
generating the non-characteristic third harmonics by the VSC under unbalanced conditions.
Section 3 presents the development of the model of VSC under unbalanced conditions for
a non-characteristic third harmonic. The proposed model is validated via time-domain
simulations in Section 4. Section 5 shows some discussions on the proposed model.
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2. Mechanism of the Production of Noncharacteristic Third Harmonics

A typical VSC system is illustrated in Figure 1a, and the control strategy of this VSC is
presented in Figure 1b. As one can see, a two-loop control scheme is used, and the outer
control loop is used to generate the reference current for the inner current control. The
current is controlled using a PI regulator. A capacitor contains the dc-link voltage of the VSC.
An inductor Lf is connected at the front end of the VSC to filter out the switching harmonics.

(a)

(b)
Figure 1. The VSC for unbalanced condition illustration. (a) VSC. (b) Control of the VSC.

Under the unbalanced operational condition, there are positive-sequence and negative-
sequence fundamental frequency voltage and current on the AC side of the VSC, and the
three-phase current can be expressed as

Ia(t) = I1+ cos(ω1t + δ1+) + I1− cos(ω1t + δ1−)
Ib(t) = I1+ cos(ω1t + δ1+ − 120◦) + I1− cos(ω1t + δ1− + 120◦)
Ic(t) = I1+ cos(ω1t + δ1+ + 120◦) + I1− cos(ω1t + δ1− − 120◦)

(1)

It is noted that the modulation signal is a result of the inner current control, so the
modulation signal contains the same types of components as those in the current. Thus, the
three-phase modulation signals can be expressed as

ma(t) = m1+ cos(ω1t + θ1+) + m1− cos(ω1t + θ1−)
mb(t) = m1+ cos(ω1t + θ1+ − 120◦) + m1− cos(ω1t + θ1− + 120◦)
mc(t) = m1+ cos(ω1t + θ1+ + 120◦) + m1− cos(ω1t + θ1− − 120◦)

(2)

Since we focus on the study of the third harmonic, the high-frequency harmonics in
the switching function can be omitted. Consequently, the modulation signal can be used to
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represent the switching function of the VSC. As a result, based on (1) and (2), the current
on the DC side can be computed as

Idc(t) = ma(t)Ia(t) + mb(t)Ib(t) + mc(t)Ic(t)
= 3

2 m1+ I1+ cos(θ1+ − δ1+) +
3
2 m1− I1− cos(θ1− − δ1−)

+ 3
2 m1+ I1− cos(2ω1t + θ1+ + δ1−) + 3

2 m1− I1+ cos(2ω1t + θ1− + δ1+)
(3)

According to the above DC side current, the voltage on the DC-link capacitor can be
written as

Vdc(t) = 1
C

t∫
0

idc(t)dt + Vdc(0)

= Vdc0 +
3

4Cω1
m1+ I1− cos(2ω1t + θ1+ + δ1− − π

2 )

+ 3
4Cω1

m1− I1+ cos(2ω1t + θ1− + δ1+ − π
2 )

(4)

where Vdc0 is the steady-state dc-link voltage. It can be seen that, due to the unbalanced
condition, there are second harmonic ripples in the dc-link voltage. It is noteworthy that
the expression in (4) is obtained on the basis that all dc-side harmonic currents pass through
the dc-link capacitor. In practice, there will be a load (or source) on the other side of the
dc-link that has an equivalent impedance Zload, and the harmonic components in Idc will be
distributed between the load and dc-link capacitor (Idc1 and Idc2 in Figure 1a), that is, all of
the harmonic components in (4) will be multiplied by Zload/(Zload + ZC). For simplification
but not losing generality, Zload is assumed to be very large so it can be ignored. The DC-link
voltage in (4) is converted to AC voltage through the switching process, obtaining the
expressions of the three-phase voltages, which are expressed in (5)~(7).

As one can see from (5)~(7), there are third harmonic components in the three-phase
voltage of the VSC. In addition, it is found that the third harmonic voltages contain
both positive-sequence or negative-sequence components, which are different from the
conventional zero-sequence third harmonic. It can also be noted that the third harmonic is
in the form of a voltage that is only affected by the positive-sequence and negative-sequence
fundamental frequency components.

Vta(t) = ma(t)Vdc(t)
= {m1+ cos(ω1t + θ1+) + m1− cos(ω1t + θ1−)}Vdc0 +

3
8ω1C m1+

2 I1− cos(ω1t + δ1− − π
2 ) +

3
8ω1C m1+m1− I1− cos(ω1t + θ1+ − θ1− + δ1− − π

2 )

+ 3
8ω1C m1−m1+ I1+ cos(ω1t + θ1− − θ1+ + δ1+ − π

2 ) +
3

8ω1C m1−2 I1+ cos(ω1t + δ1+ − π
2 ) +

3
8ω1C m1+

2 I1− cos(3ω1t + 2θ1+ + δ1− − π
2 )

+ 3
8ω1C m1+m1− I1− cos(3ω1t + θ1+ + θ1− + δ1− − π

2 ) +
3

8ω1C m1−m1+ I1+ cos(3ω1t + θ1− + θ1+ + δ1+ − π
2 ) +

3
8ω1C m1−2 I1+ cos(3ω1t + 2θ1− + δ1+ − π

2 )

(5)

Vtb(t) = mb(t)Vdc(t)
= {m1+ cos(ω1t + θ1+ − 120◦) + m1− cos(ω1t + θ1−+120◦)}Vdc0 +

3
8ω1C m1+

2 I1− cos(3ω1t + 2θ1+ + δ1− − π
2 − 120◦)

+ 3
8ω1C m1+

2 I1− cos(ω1t + δ1− − π
2 +120◦) + 3

8ω1C m1+m1− I1− cos(3ω1t + θ1+ + θ1− + δ1− − π
2 +120◦)

+ 3m
8ω1C m1+m1− I1− cos(ω1t + θ1+ − θ1− + δ1− − π

2 − 120◦) + 3
8ω1C m1−m1+ I1+ cos(3ω1t + θ1− + θ1+ + δ1+ − π

2 − 120◦)
+ 3

8ω1C m1−m1+ I1+ cos(ω1t + θ1− − θ1+ + δ1+ − π
2 +120◦) + 3

8ω1C m1−2 I1+ cos(3ω1t + 2θ1− + δ1+ − π
2 +120◦) + 3

8ω1C m1−2 I1+ cos(ω1t + δ1+ − π
2 − 120◦)

(6)

Vtc(t) = mc(t)Vdc(t)
= {m1+ cos(ω1t + θ1+ − 120◦) + m1− cos(ω1t + θ1−+120◦)}Vdc0 +

3
8ω1C m1+

2 I1− cos(3ω1t + 2θ1+ + δ1− − π
2 +120◦)

+ 3
8ω1C m1+

2 I1− cos(ω1t + δ1− − π
2 − 120◦) + 3

8ω1C m1+m1− I1− cos(3ω1t + θ1+ + θ1− + δ1− − π
2 − 120◦)

+ 3
8ω1C m1+m1− I1− cos(ω1t + θ1+ − θ1− + δ1− − π

2 +120◦) + 3
8ω1C m1−m1+ I1+ cos(3ω1t + θ1− + θ1+ + δ1+ − π

2 +120◦)
+ 3

8ω1C m1−m1+ I1+ cos(ω1t + θ1− − θ1+ + δ1+ − π
2 − 120◦) + 3

8ω1C m1−2 I1+ cos(3ω1t + 2θ1− + δ1+ − π
2 − 120◦) + 3

8ω1C m1−2 I1+ cos(ω1t + δ1+ − π
2 +120◦)

(7)

3. Modeling VSC under Unbalanced Condition

The above analysis has shown that an unbalanced condition can introduce a third
harmonic voltage for the VSC. Such a third harmonic voltage will further introduce a third
harmonic current in the interconnected grid. As a result of the current feedback control
strategy, the third harmonic current would lead to an additional third harmonic voltage
on the ac side of the VSC via the control section. As a result, the third harmonic voltage of
the VSC shall be computed as shown in Figure 2. As can be seen, there are two parts to
be included. The first is the third harmonic voltage caused by the fundamental frequency
voltage and current, and the second is the distribution of this third harmonic voltage. To
compute the final voltage, it is necessary to include the third harmonic on the ac side of the
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VSC, and, as a result, the steady-state current and modulation signal can be expressed as
(8) and (9).

Figure 2. Illustration of modeling of the third harmonic.

Ia(t) = I1+ cos(ω1t + δ1+) + I1− cos(ω1t + δ1−)
+I3+ cos(3ω1t + δ3+) + I3− cos(3ω1t + δ3−)
Ib(t) = I1+ cos(ω1t + δ1+ − 120◦) + I1− cos(ω1t + δ1− + 120◦)
+I3+ cos(3ω1t + δ3+ − 120◦) + I3− cos(3ω1t + δ3− + 120◦)
Ic(t) = I1+ cos(ω1t + δ1+ + 120◦) + I1− cos(ω1t + δ1− − 120◦)
+I3+ cos(3ω1t + δ3+ + 120◦) + I3− cos(3ω1t + δ3− − 120◦)

(8)

ma = m1+ cos(ω1t + θ1+) + m1− cos(ω1t + θ1−)
+m3+ cos(3ω1t + θ3+) + m3− cos(3ω1t + θ3−)
mb = m1+ cos(ω1t + θ1+ − 120◦) + m1− cos(ω1t + θ1− + 120◦)
+m3+ cos(3ω1t + θ3+ − 120◦) + m3− cos(3ω1t + θ3− + 120◦)
mc = m1 cos(ω1t + θ1+ + 120◦) + m1− cos(ω1t + θ1− − 120◦)
+m3+ cos(3ω1t + θ3+ + 120◦) + m3− cos(3ω1t + θ3− − 120◦)

(9)

The equations in (8) and (9) can be used to obtain the current on the DC side, which is
given as (10):

Idc(t) = ma(t)Ia(t) + mb(t)Ib(t) + mc(t)Ic(t)

= 3
2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m1+ I1+ cos(θ1+ − δ1+) + m1+ I1− cos(2ω1t + θ1+ + δ1−)
+m1+ I3+ cos(2ω1t + δ3+ − θ1+) + m1+ I3− cos(4ω1t + δ3− + θ1+)
+m1− I1+ cos(2ω1t + θ1− + δ1+) + m1− I1− cos(θ1− − δ1−)
+m1− I3+ cos(4ω1t + δ3+ + θ1−) + m1− I3− cos(2ω1t + δ3− − θ1−)
+m3+ I1+ cos(2ω1t + θ3+ − δ1+) + m3+ I1− cos(4ω1t + θ3+ + δ1−)
+m3+ I3+ cos(θ3+ − δ3+) + m3+ I3− cos(6ω1t + θ3+ + δ3−)
+m3− I1+ cos(4ω1t + θ3− + δ1+) + m3− I1− cos(2ω1t + θ3− − δ1−)
+m3− I3+ cos(6ω1t + δ3+ + θ3−) + m3− I3−2 cos(θ3− − δ3−)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(10)

Accordingly, the DC-link voltage can be computed as

Vdc(t) = 1
C

t∫
0

idcdt + Vdc0 = Vdc0+⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

3
4Cω1

m1+ I1− cos(2ω1t + θ1+ + δ1− − π
2 ) +

3
4Cω1

m1+ I3+ cos(2ω1t + δ3+ − θ1+ − π
2 )

+ 3
8Cω1

m1+ I3− cos(4ω1t + δ3− + θ1+ − π
2 ) +

3
4Cω1

m1− I1+ cos(2ω1t + θ1− + δ1+ − π
2 )

+ 3
8Cω1

m1− I3+ cos(4ω1t + δ3+ + θ1− − π
2 ) +

3
4Cω1

m1− I3− cos(2ω1t + δ3− − θ1− − π
2 )

+ 3
4Cω1

m3+ I1+ cos(2ω1t + θ3+ − δ1+ − π
2 ) +

3
8Cω1

m3+ I1− cos(4ω1t + θ3+ + δ1−)
+ 3

12Cω1
m3+ I3− cos(6ω1t + θ3+ + δ3−) + 3

8Cω1
m3− I1+ cos(4ω1t + θ3− + δ1+)

+ 3
4Cω1

m3− I1− cos(2ω1t + θ3− − δ1−) + 3
12Cω1

m3− I3+ cos(6ω1t + δ3+ + θ3−)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(11)

The above dc-link voltage is converted to the ac-side voltage by the switching function,
and the phase-A voltage is given as
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Va(t) = ma(t)·Vdc(t)

= 1
2

{
(m1+ cos(ω1t + θ1+) + m1− cos(ω1t + θ1−)
+H1(j2ω1)I3+ cos(3ω1t + δ3+) + H1(j4ω1)I3− cos(3ω1t + δ3−))

}

·

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Vdc0 +
3m1+ I1−

4Cω1
cos(2ω1t + θ1+ + δ1− − π

2 ) +
3m1+ I3+

4Cω1
cos(2ω1t + δ3+ − θ1+ − π

2 )

+ 3
8Cω1

m1+ I3− cos(4ω1t + δ3− + θ1+ − π
2 ) +

3
4Cω1

m1− I1+ cos(2ω1t + θ1− + δ1+ − π
2 )

+ 3
8Cω1

m1− I3+ cos(4ω1t + δ3+ + θ1− − π
2 ) +

3
4Cω1

m1− I3− cos(2ω1t + δ3− − θ1− − π
2 )

+ 3
4Cω1

m3+ I1+ cos(2ω1t + θ3+ − δ1+ − π
2 ) +

3
8Cω1

m3+ I1− cos(4ω1t + θ3+ + δ1−)
+ 3

12Cω1
m3+ I3− cos(6ω1t + θ3+ + δ3−) + 3

8Cω1
m3− I1+ cos(4ω1t + θ3− + δ1+)

+ 3
4Cω1

m3− I1− cos(2ω1t + θ3− − δ1−) + 3
12Cω1

m3− I3+ cos(6ω1t + δ3+ + θ3−)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(12)

and the phase-B and phase-C voltages can be computed similarly. As one can see, there
will be numerous types of components in the ac voltage. Since we are only interested in the
third harmonic components, the third harmonic components in (12) are extracted as in (13).

Vta3(t)= 1
2 {m3+ cos(3ω1t+θ3+)+m3− cos(3ω1t+θ3−)}Vdc0+

3m2
1+ I1−

16Cω1
cos(3ω1t+2θ1++δ1−− π

2 )+
3m1+ I1−

16Cω1
cos(3ω1t+θ1++θ1−+δ1−− π

2 )

+
3m2

1+ I3+
16Cω1

cos(3ω1t+δ3+− π
2 )+

3m1+m1− I3+
16Cω1

cos(3ω1t+δ3+−θ1++θ1−− π
2 )+

3m2
1+ I3−

32Cω1
cos(3ω1t+δ3−− π

2 )+
3m1−m1+ I3−

32Cω1
cos(3ω1t+δ3−+θ1+−θ1−− π

2 )

3m1+m1− I1+
16Cω1

cos(3ω1t+θ1−+θ1++δ1+− π
2 )+

3m2
1− I1+

16Cω1
cos(3ω1t+2θ1−+δ1+− π

2 )+
3m1+m1− I3+

32Cω1
cos(3ω1t+δ3++θ1−−θ1+− π

2 )+
3m2

1− I3+
32Cω1

cos(3ω1t+δ3+− π
2 )

+
3m1+m1− I3−

16Cω1
cos(3ω1t+δ3−−θ1−+θ1+− π

2 )+
3m2

1− I3−
16Cω1

cos(3ω1t+δ3−− π
2 )+

3m1+m3+ I1+
16Cω1

cos(3ω1t+θ3++θ1+−δ1+− π
2 )+

3m1−m3+ I1+
16Cω1

cos(3ω1t+θ3++θ1−−δ1+− π
2 )

+
3m1+m3+ I1−

32Cω1
cos(3ω1t+θ3++δ1−−θ1+)+

3m1−m3+ I1−
32Cω1

cos(3ω1t+θ3++δ1−−θ1−)+
3m1+m3− I1+

32Cω1
cos(3ω1t+θ3−+δ1+−θ1+)+

3m1−m3− I1+
32Cω1

cos(3ω1t+θ3−+δ1+−θ1−)

+
3m1+m3− I1−

16Cω1
cos(3ω1t+θ3−−δ1−+θ1+)+

3m1−m3− I1−
16Cω1

cos(3ω1t+θ3−−δ1−+θ1−)

(13)

The expression in (13) shows that the AC-side voltage of the converter contains
third harmonic components, which means that the converter acts as a source at the third
harmonic. Specifically, we can see that the terms of the third harmonic voltage in (13) can be
categorized into two types. The first type is the terms that are determined by fundamental
frequency components (m±1 and I±1). The second type is the terms that are affected
by external third harmonic components (m±3 and I±3). The first type of third harmonic
voltage is an independent voltage source and the second type of third harmonic voltage
exhibits an impedance nature. Therefore, (13) indicates that the VSC can be represented as
a Thevenin circuit at the third harmonic. In the following, the detailed Thevenin circuit
will be presented.

In (13), it is noted that the third harmonic components in the modulation signal can be
related to the third harmonic current on the ac side of the VSC by (14):

m3± = H(s ∓ jω1)(Ire f 3 − I3±) (14)

It is noted that the outer control loop of the VSC generally has a very limited bandwidth
(e.g., 100 Hz), so the reference current that is generated by the outer control loop can be
considered as harmonic-free (i.e., Iref = 0). Substituting (14) into (13) leads to an equation
that contains the third harmonic voltage and current, which gives the following model

[
Vt3+
Vt3−

]
=

[
Vst3+
Vst3−

]
+

[
Z3+ Z3+,3−

Z3−,3+ Z3−

][
I3+
I3−

]
(15)

where
Vst3+(t) = 3

16Cω1
k2m2

1+ I1− cos(3ω1t + 2θ1+ + δ1− − π
2 )

+ 3
16Cω1

k2m1+m1− I1+ cos(3ω1t + θ1− + θ1+ + δ1+ − π
2 )

(16)

Vst3−(t) = 3
16Cω1

k2m1−m1+ I1− cos(3ω1t + θ1+ + θ1− + δ1− − π
2 )

+ 3
16Cω1

k2m2
1− I1+ cos(3ω1t + θ1− + θ1− + δ1+ − π

2 )
(17)

Z3+ = 1
2 H1(j2ω1)Vdc0 +

−j3
16Cω1

k2m1+
2 + −j3

32Cω1
k4m1−2

+ −j3
16Cω1

k2H(j2ω1)I1+m1+ej(θ1+−δ1+)

+ −j3
32Cω1

k4H(j2ω1)m1− I1−ej(δ1−−θ1−)
(18)
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Z3− = 1
2 H1(j4ω1)Vdc0 +

−j3
32Cω1

k4m1+
2 + −j3

16Cω1
k2m1−2

+ −j3
32Cω1

k4H(j4ω1)I1+m1+ej(−θ1++δ1+)

+ −j3
16Cω1

k2H(j4ω1)m1− I1−ej(−δ1−+θ1−)
(19)

Z3−,3+ = −j3
16Cω1

k2m1+m1− I3+ej(θ1−−θ1+) + −j3
32Cω1

k4m1+m1−ej(θ1−−θ1+)

+ −j3
16Cω1

k2H(j2ω1)I1+m1−ej(θ1−−δ1+)

+ −j3
32Cω1

k4H(j2ω1)m1+ I1−ej(δ1−−θ1+)

(20)

Z3+,3− = −j3
32Cω1

k4m1+m1−ej(−θ1−+θ1+) + −j3
16Cω1

k2m1−m1+ej(−θ1−+θ1+)

+ 3
32Cω1

k4H(j4ω1)m1− I1+ej(δ1+−θ1+)

+ −j3
16Cω1

k2H(j4ω1)m1+ I1−ej(−δ1−+θ1+)

(21)

The above final model gives the following key findings:

• A Thevenin circuit can represent the VSC at both the positive-sequence and negative-
sequence third harmonics, and the analytical expression of the Thevenin circuit can
be established.

• There is a coupling effect between the positive-sequence third harmonic and negative-
sequence third harmonic. The coupling effect mainly originates from the interaction be-
tween positive-sequence fundamental frequency components and negative-sequence
third harmonic components and vice versa.

• The source of the Thevenin circuit is determined only by the positive-sequence and
negative-sequence fundamental frequency components, whereas the impedances are
determined by both the inner PI regulator and the fundamental frequency voltage
and current.

According to the above results, the fundamental frequency components are needed
to complete the developed model. For this purpose, the load flow methods regarding the
unbalanced power systems with VSC devices are needed. At present, numerous works
have been conducted on this aspect [20–23]. These methods can be used to compute the
positive-sequence and negative-sequence fundamental frequency voltage and current. The
procedure to obtain the final model of the VSC can be summarized as the flow chart in
Figure 3.

Compared with other existing models, the proposed model for third harmonic compu-
tation has the following advantages:

• The mechanism of the production of the non-characteristic third harmonics are fully
revealed so that the contributions of the different components to the non-characteristic
third harmonics emission can be easily analyzed. Accordingly, the control scheme that
can suppress the third harmonic emission can be designed.

• The computation of the proposed model is very easy as the analytical expression of the
proposed model is given. Compared with other methods, it is more straightforward
for users.

• The proposed model can be integrated into the existing harmonic power flow tools.
As a result, the non-characteristic third harmonic can be computed along with other
harmonic components, which can be easily adopted by the users.
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Figure 3. Procedure to compute the noncharacteristic third harmonics under the unbalanced condition.

4. Verification of the Proposed Model by Time-Domain Simulations

In this section, the developed model of VSC under unbalanced conditions is verified
via time-domain simulations in the VSC system of Figure 4 in MATLAB/Simulink. The
VSC has the same control strategy as that in Figure 1. The system parameters are listed
in Table 1 [24,25]. The unbalanced condition is created by adding a negative-sequence
fundamental frequency voltage in the AC source (Vs in Figure 4). Therefore, the ac voltage
source can be expressed as

Vsa(t) = Vs+ cos(ω1t + φs+) + Vs− cos(ω1t + φs−) (22)

Figure 4. The VSC for unbalanced condition illustration.

Table 1. System parameters.

Parameter Value Parameter Value

fswitch 3 kHz Vs 200 V
L1 5 mL Ls 10 mL
Kp 0.023 Ki 43.15
C 50 μF Vdc 600 V

Rdc 60 Ω Nominal P 1 kW
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For illustration, the unbalanced level of the system is defined as

l =
Vs−
Vs+

× 100% (23)

The basic strategy to verify the proposed model is summarized as follows:

• Implement the simulation system in MATLAB/Simulink, then set different unbal-
anced levels to run the simulations. The simulation results give the third harmonic
distortion levels.

• Based on the parameters of the simulation system and the unbalanced levels, the
Thevenin circuit can be computed.

• Once the Thevenin circuit is obtained, the third harmonic distortion levels in the
system can be computed for different unbalanced levels.

• The calculated third harmonic distortion levels are compared with the results obtained
from the time-domain simulations in step (1). If these two types of results match well,
then it verifies the correctness of the proposed model at third harmonics.

The developed third harmonic model is tested under an unbalanced level of 5%, 15%,
25%, and 35%. The simulated waveforms of the AC-side voltage and current of the VSC
are presented in Figure 5. The waveforms of the VSC’s voltage and current can be used
to compute the third harmonic voltage and current using FFT, and the IHDs of the third
harmonics for different unbalanced levels are shown in Figure 6. It can be seen that a larger
unbalanced level leads to larger third harmonics. When the unbalanced level is only 5%,
the IHD of the positive-sequence third harmonic current is around 2%, while it increases to
11% when the unbalanced level rises to 35%. Additionally, one can also see that the positive-
sequence third harmonic is much higher than the negative-sequence third harmonic. The
reason is that, according to Equations (16)~(21), the positive-sequence third harmonic is
more relevant with the positive-sequence fundamental frequency components, whereas the
negative-sequence third harmonic is more relevant with the negative-sequence fundamental
frequency components. As a result of the large positive-sequence third harmonic current,
the coupling between the negative-sequence third harmonic and positive-sequence third
harmonic current cannot be ignored.

It has been mentioned previously that, to obtain the developed model, the positive-
sequence and negative-sequence fundamental frequency voltage and current are needed. In
the following, the calculated positive-sequence and negative-sequence voltage and current
are compared with the simulation results first, and then these values are used to compute
the developed model.

4.1. Computation of the Fundamental Frequency Components

The positive-sequence and negative-sequence fundamental frequency voltage and
current can be obtained through load flow studies. However, it is noted from the derived
model that both the positive-sequence and negative-sequence fundamental frequency
components in the modulation signal are needed to compute the developed model. Due to
the control and switching process features, the positive-sequence and negative-sequence
fundamental-frequency components in the modulation signal can be computed using
Equations (24) and (25), respectively.

m1+ = V1+/Vdc0 (24)

m1− = H(2jω1)I1− (25)
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(a)

(b)

(c)

(d)

Figure 5. Voltage and current waveforms on the ac side of the VSC under different unbalanced levels.
(a) l = 5%. (b) l = 15%. (c) l = 25%. (d) l = 5%.
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Figure 6. IHDs of the third harmonic on the ac side of the VSC.

For the studied four cases, the calculated ac-side positive-sequence fundamental
frequency voltage and negative-sequence fundamental frequency current and modulation
signals regarding various unbalanced levels are compared in Tables 2 and 3. It can be
seen that the calculated fundamental frequency components under various unbalanced
conditions match well with the simulated results. Based on the obtained positive-sequence
voltage and the negative-sequence current, the corresponding modulation signal can be
computed using (24) and (25).

Table 2. Results of the positive-sequence fundamental frequency voltage.

Unbalanced Level (l) Simulated Vt1+ Calculated Vt1+

5% 0.9815∠−70.9336◦ 0.982∠−70.9159◦
15% 0.982∠−70.8655◦ 0.982∠−70.9159◦
25% 0.9829∠−70.7298◦ 0.982∠−70.9159◦
35% 0.9842∠−70.5274◦ 0.982∠−70.9159◦

Table 3. Results of the positive-sequence fundamental frequency current.

Unbalanced Level (l) Simulated I1− Calculated I1−
5% −0.0137 − 0.0419i −0.0137 − 0.0420i
15% −0.0387 − 0.1233i −0.0410 − 0.1259i
25% −0.0586 − 0.1989i −0.0540 − 0.1998i
35% −0.0739 − 0.2677i −0.0756 − 0.2797i

4.2. Verification of the Proposed Model

According to the obtained fundamental frequency components above, the parameters
of the developed model in (15) can be computed, and the parameters of this model for
different unbalanced levels are listed in Table 4. It can be seen that, since the positive-
sequence third harmonic current is much larger than the negative-sequence third harmonic
current, the coupling between the negative-sequence third harmonic voltage and the
positive-sequence third harmonic current is more important. According to the calculated
parameters, the third harmonic current can be computed using the following equation:
[

Vs3+
Vs3−

]
=

[
Z3+ Z3+,3−

Z3−,3+ Z3−

][
I3+
I3−

]
+

[
ZL1 + ZLs 0

0 ZL1 + ZLs

][
I3+
I3−

]
(26)

and the third harmonic voltage on the ac side of the VSC can be computed as
[

Vt3+
Vt3−

]
=

[
Vst3+
Vst3−

]
+

[
Z3+ Z3+,3−

Z3−,3+ Z3−

][
I3+
I3−

]
(27)
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Table 4. Computed impedance and source.

l Z3+ Z3− Z3+,3− Z3−,3+ V3t+ V3t−
5% 7.73 − 14.86i 6.44 − 7.87i 0.13 − 0.12i 0.03 − 0.22i −1.58 + 0.50i −0.06 + 0.09i

15% 7.84 − 15.26i 6.56 − 8.1i 0.37 − 0.35i 0.11 − 0.64i −4.48 + 1.3i −0.57 + 0.75i
25% 8.13 − 16.1i 6.84 − 8.55i 0.55 − 0.55i 0.21 − 0.98i −6.82 + 1.76i −1.53 + 1.79i
35% 8.07 − 16.3i 6.78 − 8.62i 0.69 − 0.71i 0.33 − 1.25i −8.6 + 1.93i −2.86 + 2.97i

The comparison results between the calculated harmonic voltage and current on the ac
side of the VSC for the four studied cases are listed in Tables 5 and 6. One can see that both
the calculated positive-sequence and negative-sequence third harmonic voltages match
well with the simulated results, which verifies the correctness of the proposed model. In
the calculations, the coupling between the positive-sequence and negative sequence third
harmonics is included. This is very important for the computation for the negative-sequence
third harmonics due to the large positive-sequence third harmonic current.

Table 5. Test results of the developed model for voltage.

Unbalanced Level (l)
Positive-Sequence Third
Harmonic Voltage Using

Time-Domain Simulations

Positive-Sequence Third
Harmonic Voltage Using

Proposed Model

5% 0.1742 − 0.113i 0.1745 − 0.1106i
15% 0.5131 − 0.284i 0.5141 − 0.2761i
25% 0.8169 − 0.3377i 0.8187 − 0.3189i
35% 1.058 − 0.2822i 1.0573 − 0.2508i

Unbalanced Level (l)
Negative-Sequence Third
Harmonic Voltage Using

Time-Domain Simulations

Negative-Sequence Third
Harmonic Voltage Using

Proposed Model

5% 0.0008 − 0.0086i 0.0008 − 0.0086i
15% 0.0088 − 0.071i 0.0088 − 0.071i
25% 0.0278 − 0.1733i 0.0286 − 0.1736i
35% 0.0574 − 0.2959i 0.0589 − 0.2956i

Table 6. Test results of the developed model for current.

Unbalanced Level (l)
Positive-Sequence Third
Harmonic Voltage Using

Time-Domain Simulations

Positive-Sequence Third
Harmonic Voltage Using

Proposed Model

5% −1.9172 − 2.9548i −1.9124 − 2.9669i
15% −4.8182 − 8.7052i −4.7920 − 8.7518i
25% −5.7287 − 13.8587i −5.6458 − 14.1981i
35% −4.7867 − 17.9513i −4.6459 − 17.5674i

Unbalanced Level (l)
Negative-Sequence Third
Harmonic Voltage Using

Time-Domain Simulations

Negative-Sequence Third
Harmonic Voltage Using

Proposed Model

5% −0.1456 − 0.0139i −0.1466 − 0.0136i
15% −1.2053 − 0.1488i −1.2154 − 0.1488i
25% −2.9408 − 0.4724i −2.9901 − 0.5058i
35% −5.0207 − 0.9740i −5.0250 − 0.9508i

4.3. Impact of the Dc-Link Capacitor

According to the derivations in Sections 2 and 3, the value of the DC-side capacitor
plays an important role in the developed model. For the same unbalanced level, the larger
the DC-side capacitor, the smaller the third harmonic. This can be verified by the simulation
results in Figure 7, which are based on an unbalanced level of 25%. As one can see, when
the DC-side capacitor is increased to 100 μF, the third harmonic voltage and current are
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significantly decreased. The results can also be supported by the harmonic voltage of the
dc side, which is shown in Figure 8. It is found that the harmonic ripples (mainly second
harmonics) in the dc-link voltage for a dc-link capacitor of 100 μF are much smaller than
those for a dc-link capacitor of 50 μF. In summary, increasing the DC-link capacitor’s value
can resist the generation of the uncharacteristic third harmonic.

Figure 7. Impact of the size of the dc-link capacitor.

Figure 8. Waveforms of the dc-link voltage for different dc-link capacitors.

5. Discussion

The above results have shown the correctness of the developed model, but it has to be
pointed out that the new model can only be developed with the accurate information of the
positive-sequence and negative-sequence fundamental frequency voltage and current. If
these parameters cannot be provided, then the model cannot be accurately developed. It is
noteworthy that the positive-sequence third harmonic distortion is much larger than the
negative-sequence third harmonic. Therefore, for the evaluation of the harmonic impact,
the level of the positive-sequence third harmonic is sufficient. Moreover, since the negative-
sequence harmonic is quite small, its coupling effect to the positive-sequence voltage can
be ignored as well. As a result, for the evaluation of the non-characteristic third harmonics,
the model can be practically simplified as a Thevenin circuit, and the computation can be
simplified accordingly.

The proposed model is able to show the effect of different components on the Thevenin
circuit, and, thus, an optimal parameter design can be achieved to reduce the third harmonic
distortion. Additionally, the proposed model can help to implement the control schemes for
suppressing the third harmonic distortion caused by the VSC under unbalanced conditions.
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6. Conclusions

An analytical model of VSC for calculating the non-characteristic third harmonics
generated by the VSC operated under unbalanced conditions has been developed. The
model is a coupled Thevenin circuit, which can be used to compute the noncharacteristic
third harmonics. The correctness and effectiveness of the proposed model for computing
noncharacteristic third harmonics have been verified by EMT simulations. Based on the
proposed model, the findings regarding the noncharacteristic third harmonic caused by the
VSC can be summarized as follows:

• The VSC generates both positive-sequence and negative-sequence third harmonics
under unbalanced conditions. The VSC can be modeled as a coupled Thevenin
circuit at third harmonics. The source of the Thevenin circuit is determined by the
fundamental frequency voltage and current. The impedances are determined by the
control parameters and the fundamental frequency components.

• The positive-sequence third harmonic distortion is much larger than the negative-
sequence third distortion. As a result, only computing the positive-sequence third
harmonic is sufficient to evaluate the impact of the VSC’s third harmonic emission
under unbalanced condition.

• The larger unbalanced levels and smaller size of the dc-link capacitor introduce a
larger third harmonic current.
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Nomenclature

V(.) Voltage
I(.) Current
m(.) Modulation signal
ω Angular frequency
(.)a Quantities for phase A
(.)b Quantities for phase B
(.)c Quantities for phase C
(.)1+ Quantities at positive-sequence fundamental frequency
(.)1− Quantities at negative-sequence fundamental frequency
(.)3+ Quantities at positive-sequence third harmonic
(.)3− Quantities at negative-sequence fundamental frequency
δ Angle of current
θ Angle of modulation signal
(.)dc Quantities on the dc side
C DC-link capacitor
Lf Front-end passive filter
H1(s) Transfer function of VSC’s inner control loop
i The imaginary part of the plural
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Abstract: With the dynamic development of renewable energies, energy storage devices, and electric
vehicles, microgrids have been playing an increasingly vital role in smart power grids. Under the
recent development of carbon neutralisation, microgrid systems containing multiple clean energy
sources have become significant modules for energy conservation and emission reduction. Consider-
ing technological and environmental elements, we investigated the economic operation of microgrids
with the integration of electric vehicles. In this paper, carbon trading mechanisms and operation
scheduling strategies are analysed in the simulation models. Then, transaction costs and power
balance are discussed. Industrial applications and policy implications are also presented.

Keywords: electric vehicle; carbon neutralisation; microgrid; energy storage; economic operation;
carbon trading

1. Introduction

The exploitation of fossil energy has shifted humanity’s focus from agriculture to
industrialisation. Industrialisation has driven the tremendous advancement of civilisation
for over two centuries. The predicted total volume of CO2 created by fossil fuels is estimated
to be 2.2 trillion tons [1]. In recent years, fossil fuel-based energy utilisation models have
resulted in serious carbon emissions and global warming. Greta Thunberg, a Swedish
teenage girl and a world-renowned environmental activist, warned at the 2020 Davos
Forum to “stop investing in fossil fuels immediately, or explain to your children why you
did not protect them from the climate chaos you create” [2]. In the past decade, the power
industry has actively promoted energy conservation and emission reduction. However,
due to economic costs and load constraints, wind and solar curtailment persists [3–6].
With recent policy incentives, carbon neutralisation and the vigorous development of
electric vehicles and renewable energies have become inevitable trends in the power
industry [7–9]. As a comprehensive integrated technology combining multiple types of
renewable energies, the microgrid can increase the utilisation of wind power and solar
energy, reducing carbon emissions [10,11]. Renewable energy sources, such as wind power
and solar energy, are unstable and intermittent due to unpredictable weather conditions
(e.g., heatwaves, tropical cyclone, storms) during generation. Thus, applying these valuable
electric energies continuously and stably is difficult [12]. Ultimately, it is imperative to
contribute to energy conservation and carbon neutralisation.

Since 1906, the average global temperature has increased by 1.1 ◦C [1]. To effectively
address the adverse effects of global warming on human society, the 2015 United Nations
Framework Convention on Climate Change (UNFCCC) was held in Paris, France. The

World Electr. Veh. J. 2022, 13, 96. https://doi.org/10.3390/wevj13060096 https://www.mdpi.com/journal/wevj36



World Electr. Veh. J. 2022, 13, 96

consensus of keeping global warming under 2 ◦C was reached. Countries worldwide
have further clarified their scope of greenhouse gas emission reduction. Different from the
1997 Kyoto Protocol, the Paris Agreement allowed each party to clarify their submission
on greenhouse gas emission reductions through a bottom-up approach based on their
emission reduction responsibilities and capabilities, which were defined as Nationally
Determined Contributions (NDCs) targets [13]. In China, President Xi Jinping has empha-
sised the importance of environmental protection and ecological civilisation since the 18th
National Congress of the Communist Party of China [14]. This mechanism can avoid prob-
lems of selection and formulation of emission reduction responsibility allocation options
among countries.

The carbon trading mechanism allows trading entities to adjust their carbon emission
rights through trading and exchange within a certain range to achieve regional carbon
reduction at the lowest cost. However, compared with the carbon tax, the policy setting and
design process of the carbon trading mechanism are more sophisticated and complicated.
Setting the appropriate amount of regionally total carbon emission rights and determin-
ing the coverage and allocation of appropriate initial carbon emission rights for various
industrial sectors are extremely challenging for policy makers.

Carbon trading mechanisms have provided economic incentives for market players
to reduce carbon emissions and promote the utilisation of renewable energies and electric
vehicles [15]. The introduction of carbon trading mechanisms no longer defines carbon
as emission costs, but additional economic gains through carbon trading [16]. Regulation
has been deployed to encourage the power industry to transform its energy structure
and to improve technological innovation, achieving an environmentally economic opera-
tion model. Ref. [17] considered the economic impact of carbon emission allowances on
scheduling strategies. Ref. [18] established a mathematical model for calculating carbon
transaction costs based on carbon emission intervals. Ref. [19] constructed an optimal
dispatch model for large-scale solar farms accessing smart grids under carbon trading
mechanisms, which examined the low-carbon performance of the proposed system, espe-
cially in the post-COVID-19 era. The microgrid provides an efficient approach to facilitate
the high penetration of renewable energies and electric vehicles into the power grid [20–22],
serving as an important link in energy saving and emission reduction. The rapid growth of
electric vehicles has essentially affected the development of microgrids in the smart power
system [23], which can further stimulate the achievement of carbon neutralisation [24]. The
dynamic increase in carbon emissions in China can be neutralised with the promotion and
penetration of electric vehicles [25].

We investigated the economic operation of microgrids with the integration of electric
vehicles and renewable energies, including wind power and solar energy. In this paper,
a microgrid optimal dispatch model is constructed. Carbon trading mechanisms and
operation scheduling strategies are analysed through the simulation models. Transaction
costs in economic dispatch and power balance are discussed. The related constraints of
balance are designed to reduce the carbon emissions of the microgrid system, increase the
utilisation of renewable energies, and promote carbon neutralisation in the power industry.
Industrial and policy implications are provided in the conclusion.

The remainder of this paper is structured as follows. Section 2 presents the re-
search methodology. Section 3 presents a robust low-carbon economic dispatch model.
Sections 4 and 5 provide industrial applications and policy implications in carbon neutrali-
sation, respectively. Section 6 summarises and discusses future research directions.

2. Research Methodology

Electric vehicles have been playing an increasingly vital role in the smart grid and
power system technology, owing to updated charging technology, financial subsidies, and
low cruise costs. With the expansion of the scale of using electric vehicles, the operational
model of the microgrid must be modified accordingly. Electric vehicles have adjustable
charging and discharging properties, and they have a dual role when they are connected to

37



World Electr. Veh. J. 2022, 13, 96

the grid: they can be used as a load to charge and as a power source to supply power to the
microgrid. Therefore, research to incorporate electric vehicles into the microgrid to optimise
the allocation of microgrid resources can improve the economic and stable operation of the
microgrid, which will further enhance the dynamic performance of the main power grid.
In this paper, we propose a microgrid economic dispatch model containing electric vehicles,
wind power, solar energy, and energy storage devices. In addition, carbon neutralisation
and carbon emission costs are added to the model as constraints. A standard structure
of a microgrid connected to the main grid containing wind power, solar energy, electric
vehicles, and energy storage devices is shown in Figure 1.

Figure 1. Sample structure of a microgrid connected to a main electric grid.

3. Low-Carbon Dispatch Model

The microgrid system is connected to the main grid and comprises electric vehicles,
wind power, photovoltaic power generation, and storage batteries. If the electricity pur-
chased by the microgrid from the main grid is generated by thermal power units, the
microgrid’s free carbon emission quota is:

Cm = μ ∑T
t=1

(
Pw·t + Ps·t + Pev·t − Pg·t

)
. (1)

where:
Cm is the carbon emission quota of the microgrid;
μ is the co-efficiency as regulated by related authorities;
t is the time duration of the operation;
Pw is the electric power generated by the wind turbines;
Ps is the electric power generated from solar energy;
Pev is the electric power charged by or used by electric vehicles connected to the

microgrids, which can be positive or negative; and
Pg is the electric power purchased from the main grid.
Carbon emissions are lower than quotas, resulting in carbon emission benefits. Low

carbon emissions can generate substantial carbon trading benefits and may even offset the
increase in costs caused by gas turbine power generation from the main grid. This fully
mobilises energy saving and emission reduction in the power generation industry.

To prevent excessive charging and discharging of the energy storage devices, charging
constraints are introduced to fulfil upper and lower limits:

0 ≤ Pb ≤ Pb,max. (2)

where:
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Pb is the electric power saved in the energy storage devices; and
Pb,max is the maximum charging capacity of the energy storage devices.
The trading data disclosed by the two leading carbon trading pilot centres in China,

i.e., the Beijing Trading Centre and the Guangzhou Trading Centre, reveal a significant gap
between the carbon trading patterns of northern and southern China, although the annual
cumulative carbon emission rights and trading turnovers are close to each other, both being
approximately 26 million tons at around USD 170 million [26,27], as shown in Figure 2.

 

Figure 2. Annual turnover of carbon trading pilot centres in China in 2021.

The peak trading season in Guangzhou is summer, mainly May to July; meanwhile,
the peak trading season in Beijing is mainly November and December. The reason is
due to different details on policy execution and settlement regimes. Market players in
Guangzhou must face the mid-term inspection of carbon emissions, which is an important
policy incentive for the market players with high carbon emission to increase their trading
for sufficient emission right in the summer. Meanwhile, the market players in Beijing have
only a year-end examination of their carbon emissions, and thus tend to wait until the
year’s end to complete their carbon trading. In addition to the different settlement regimes,
another major reason is the different patterns of energy consumption between northern
and southern China due to different weather conditions.

The above-mentioned pilot centres are only at the regional level, and can only provide
a carbon trading platform for enterprises within their administrative regions. In July 2021,
a national-level trading platform was launched in Shanghai under a trial mode. More
information is to be released in the near future. With the official launch of the national
carbon emission rights trading market, government authorities can utilise the market and
pricing mechanism to regulate the use of carbon emission rights. When the carbon trading
price is overly high, the carbon emission quota allocated to the industrial manufacturer may
be reduced. Meanwhile, the pressure on the manufacturer to reduce emissions increases
will drive the enterprise to spend more money to purchase carbon emission rights, which
is not conducive to its production and operation. Therefore, an appropriate adjustment in
the carbon trading price may not only reduce the emission reduction pressure of emission
enterprises, but also effectively increase the manufactory output and broaden the eligible
industrial sectors of the carbon quota mechanism.
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4. Industrial Applications

By the end of 2020, the cumulative installed capacity of power generation from renew-
able energies reached 535,000 MW in China, a year-on-year increase of 29.4%, accounting
for 24.3% of the total installed capacity. The newly installed capacity of renewable energy
power generation in 2020 reached 120,000 MW, accounting for 63% of the total installed
capacity of renewable energies in the whole nation [28]. Furthermore, the national power
generation from renewable energies achieved 10% of the total power generation, highlight-
ing a considerable improvement in renewable energy utilisation.

Under the guidance of the development goals of the electric power system, the future
development of the new energy industry has shown a trend of deploying more renewable
energies and electric vehicles. Distributed power generation, microgrids, and integration
with electric vehicles have gained considerable importance in the industry. The widespread
use of microgrids has intensified the demand for flexible adjustment resources, such as
energy storage devices.

The shift from centralised generation to distributed generation has attracted the
interest of academics, policy makers, and industrial engineers, thereby accelerating the
development of microgrid systems. Energy storage devices are among the essential factors
to facilitate such a trend. In addition to distributed renewable energy resources, such as
roof-top wind turbines and solar panels, fuel cells are considered a clean and flexible option
for promising energy resources in microgrid application [29]. Flow batteries have also been
revived recently, especially for large-scale energy storage systems in microgrids, due to
their low cost and eco-friendly materials, even with favourable design flexibility [30].

In recent years, electric vehicle sales have grown rapidly due to the incentive financial
subsidy policy. The government’s subsidy policy has greatly stimulated enthusiasm to in-
vest in the electric vehicle industry. Domestic sales rose sharply with the implementation of
the subsidy policy. Due to policy relaxation and tax benefits, electric vehicle manufacturers
have also increased. The driving range and the safety of the power battery are constantly
improving. Power battery technology is constantly advancing. Power semiconductor
technology, intelligent drive technology, and power component integration technology
have improved to increase power density, reduce losses, and ensure reliability. The main
domestic charging method is AC slow charging, supplemented by DC fast charging. Con-
venience will be an important concern in the future. Microgrid power generation is in
a low-carbon mode, interacting power transmission with the main grid. The sum of the
total power generation in the microgrid is equal to the total load value in the microgrid,
which satisfies the balance of supply and demand. When the load is low, the microgrid sells
electricity to the main grid, the battery is charged, and the output of wind power and solar
energy drops. When the load peaks, the output of wind power and solar energy increases,
and the battery discharges to the main grid.

The electric vehicle industry policy aims to promote the development of the new
automobile industry. Ref. [31] predicted electric vehicle sales in the next few years, as
shown in Figure 3. In the implementation process, policy formulation has faced challenges
from various aspects, including technical, financial, and environmental issues. Related
policies and their implementation have encountered a lack of references. Therefore, policy
formulation must be further improved. The competent authority shall formulate long-term
policy plans considering standardisation and stability. The transition period of the policy
should be well connected to ensure continuity and predictability, which will gradually
form legal documents.
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Figure 3. Predicted increase in EV production in China (unit: thousand).

To accommodate the flexibility of the microgrid system, energy storage devices of
electric vehicles should be light with the potential to possess high energy density. The
application of lithium batteries in recent years has been proven to be a feasible solution. The
integration of lithium batteries in electric vehicles can significantly reduce carbon emissions
and road-side air pollution [32].

Generation units of renewable energies are small in capacity, large in number, scat-
tered in locations, and diverse in characteristics. Power electronic equipment adopts
discrete control based on fast switching, which makes a fundamental change in the control
mode of the distributed microgrid power system and has continuous adjustment and
control capabilities.

The form of the power system has transformed from the traditional large power grid
to the complementary symbiosis of the large power grid and the microgrids. The power
system must not only satisfy the access and consumption of centralised new energy but
also support the access and withdrawal of distributed power generation. Wind power and
solar energy will become the installed capacity of electricity supply as well as bear the
responsibility for the safe and stable operation of the power system.

China has launched carbon emission trading pilot schemes in eight regions, actively
exploring the trading mechanism and future direction of the carbon trading market. In
2011, China first opened carbon emission rights in seven regions, Beijing, Tianjin, Shanghai,
Chongqing, Hubei, Guangzhou, and Shenzhen. In 2017, Fujian joined as the eighth pilot
region. Each pilot region followed a similar carbon emission measurement approach;
however, the coverage for industrial sectors varied [33]. The development in those eight
pilot regions built a solid foundation for the national carbon trading platform in the
next stage.

The carbon trading pilot centre in Beijing is the most representative of the eight centres
to reflect the carbon emission and trading situation in northern China. Meanwhile, the
carbon trading pilot centre in Guangzhou is the most representative of the situation in
southern China.

The essential purpose of running an enterprise is for production and sales. The reason
why companies with emission pressure are willing to reduce emissions is that excess carbon
emission rights exist that can be traded in the carbon trading market for profit. Therefore,
related government authorities should encourage enterprises to invest in research and
develop emission reduction technologies to reduce the operational and environmental costs
of emission reduction. Furthermore, guidelines for consumers to buy low-carbon products
will also boost market demand and increase production and sales revenue for enterprises.

41



World Electr. Veh. J. 2022, 13, 96

5. Policy Implications

The power production structure has undergone profound changes. The primary
energy supply for the new power system will shift from stable and controllable conventional
energy sources, such as coal, gas, and water, to new energy, such as wind power and solar
energy. The technical foundation of the power system has undergone significant changes.
The synchronous operation of the AC power system of the new energy unit is driven by
the physical characteristics of the steering control algorithm. This is a time to construct a
carbon emission management system and a supervision system for low-carbon and green
energy development [1]. Moreover, the policy support for industry–university research
cooperation and policy support for new and in-depth collaboration between industry,
academia, and research led by energy automobile companies must be strengthened. The
support and incentives for technology innovation will provide a platform to encourage
knowledge transfer and the transformation of scientific and technological achievements
related to the automobile and power industry, which will encourage cooperation and
integration amongst enterprises and research institutes, including collaborative technology
development and industrialisation. The government may introduce various innovation
and technology funds to support academic institutions and firms to purchase equipment
and recruit research personnel.

Regarding subsidies and tax policies, direct subsidies should be gradually reduced,
and low-interest loans and other financial policy support should be increased. The policy
scope should consider the whole business chain of the electric vehicle industry. Subsidy
policy can be returned to consumers to expand consumer demand. The requirements for
products have driven automobile companies to invest in research and development. Subsi-
dies and tax policies have also strengthened review and supervision, thereby increasing
the execution power on regulations and laws. Other supporting policies, such as purchase
discounts and exemption from traffic restrictions, will also improve the advantages and
consumers’ willingness to drive electric vehicles.

In addition to the global economic crisis and other factors, issues persist, such as
the setting of the total amount of carbon emission rights, the determination of industry
coverage, and the allocation of initial carbon emission rights in the design process of
the carbon trading mechanism, which have become obstacles to the construction process
of carbon trading markets in various countries and have affected the carbon trading
mechanism. Government authorities can consider formulating the guidance price of carbon
emission rights based on the emission reduction target and the industrial average emission
reduction cost. The decision-making behaviours of automobile manufacturers under the
carbon trading mechanism include energy intensity, carbon credit evaluation decisions,
production decisions, automobile pricing decisions, and carbon credit accounting and
trading considering energy intensity. In addition, car manufacturers can interact with car
users when selling cars.

Given that information on China’s carbon market has not been fully disclosed, in-
vestors’ decisions based on known information are sophisticated, which exacerbates the
randomness of investment decisions and expected yield from carbon trading in the mar-
ket [34,35]. Therefore, the transparent information disclosure system in the carbon trading
market must be improved. The current pricing mechanism in carbon trading pilot centres
cannot fully reflect market information. Thus, market pricing efficiency must be improved.
Furthermore, establishing appropriate mechanisms to prevent insider trading is essential
for controlling market risks. In addition, an adjustment mechanism to effectively prevent
abnormal price fluctuations and a risk prevention and control mechanism to prevent market
manipulation should be established to form an effective price formation that reflects factors
such as supply and demand, emission reduction costs, and so on.

To stimulate carbon trading activities in the pilot centres, government authorities can
consider guiding relevant enterprises to increase their willingness to trade spontaneously
in the carbon market by providing financial incentives and stimulation mechanisms. On
the one hand, penalties for companies that fail to comply with the carbon emission targets
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should be implemented; on the other hand, more tax incentives and green credits to
companies that actively participate in carbon trading and achieve the carbon emission
targets should be provided. Such a stimulative mechanism can enhance the enthusiasm of
companies to seek profit through active trading activities or to reduce carbon emissions.

Furthermore, the electric vehicle industry faces a challenge of long-term capital oc-
cupation and substantial initial financial investment. Based on the experiences of the
conventional automobile industry, corporate investment and financing can appropriately
reduce financing costs. Financing channels, such as corporate loans and bonds, must
be broadened, and banks, financial intermediaries, and credit guarantee centres must be
encouraged to provide priority services for electric automobile companies, moderately
relax conditions, lower interest rates, and introduce foreign capital. Concurrently, a risk
prevention and control mechanism should be implemented.

6. Conclusions and Future Work

In this paper, we proposed and analysed a multi-source microgrid economic dispatch
model to reduce carbon emissions. The implemented carbon trading mechanism contributes
to achieving carbon emissions control. Companies with surplus carbon emission quotas can
increase their additional income by selling such quotas to reduce the total generation and
operation cost of the power system. The low-carbon dispatch model enables wind power,
solar energy, electric vehicles, and other distributed power generation units to benefit from
carbon trading and to reduce the operation costs while expanding the microgrid system,
which ultimately reduces the total cost of the power system.

The cost of distributed generation from renewable energies in microgrids is relatively
higher than that of conventional generation. When the power generation exceeds a cer-
tain range, the system can sacrifice a certain economy to increase the penetration rate
of new energy, thereby reducing the carbon emissions of the system and improving the
environmental protection of the system.

The issuance and implementation of industrial policies on electric vehicles have
become important factors that promote rapid development. With the advent of the post-
subsidy era, the electric vehicle industry continues to face challenges related to core tech-
nologies and structures. Therefore, industrial policies must be continuously improved to
promote the healthy and rapid development of the industry.

With the continuous introduction of new carbon trading-related financial products
in China, the volatility of the carbon trading market may be affected by emerging factors.
Future research must entail a comprehensive analysis and volatility assessment of the
incentives for carbon trading volatility. Furthermore, automobile users are not included
in the current emission reduction framework in China. To achieve carbon neutralisation,
automobile users, such as the general public who drive EVs, should also be included.

Future study must incorporate related economic and microgrid management indi-
cators into our mathematical model to enrich simulation scenarios with consideration of
climate values. As such, it may contribute to the interdisciplinary research direction in the
future. Moreover, future research must develop a climate-resilient infrastructure on how to
minimise the vulnerabilities or risks influenced by climate change and improve climate
resilience [36,37].
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Abstract: In order to deal with many influence factors of electric vehicles in driving under complex
conditions, this paper establishes the system state equation based on the longitudinal dynamics
equation of vehicle. Combined with the improved Sage–Husa adaptive Kalman filter algorithm, the
road slope estimation model is established. After the driving speed and rough slope observation
are input into the slope estimation model, the accurate road slope estimation at the current time can
be obtained. The road slope estimation method is compared with the original Sage–Husa adaptive
Kalman filter road slope estimation method through three groups of road tests in different slope
ranges, and the accuracy and stability advantages of the proposed algorithm in road conditions with
large slopes are verified.

Keywords: road slope estimation; adaptive Kalman filter; electric car

1. Introduction

Accurate road slope prediction method is of vital importance in the field of au-
tonomous driving. The system collects parameters through algorithms, predicts the slope
at the next moment in advance, and prepares to control the vehicle power system at the
next moment, so as to improve the control ability of automatic transmission of vehicles, op-
timize the power and economy of vehicles, and reduce energy consumption while running
smoothly. The parameters of the vehicle the system collects include torque, vehicle speed,
acceleration, slope, etc. Among all the parameters, accurate slope information acquisition
and prediction has a very special research significance for intelligent vehicle driving; details
are shown below.

Figure 1 explains the basic principle of unmanned driving—all behaviors of human
drivers in driving can be planned into three steps: environmental perception, decision
and planning, control and execution. Environmental perception is the first and most
important part. For example, human drivers collect the road condition information of
the current vehicle through hearing and vision, and make decisions about the following
driving behavior according to this information. Autonomous driving systems also need
to collect road information before planning power systems, so high-precision collection
algorithms are very important. In addition, the parameter of road slope is a very important
part of the longitudinal dynamics equation of the vehicle. Both rolling friction and slope
resistance are related to the road slope of the vehicle at the current moment, which to some
extent determines the advantages and disadvantages of the adjustment of the dynamic
performance of the vehicle in the automatic driving link.
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Figure 1. Concept of autonomous driving.

From the perspective of the long-term development of automatic driving, accurate
slope prediction is the necessary guarantee for automatic driving technology to step into
level 4 and level 5. Level 5 autonomous driving technology requires the vehicle to be able
to navigate unknown roads and environments. Therefore, scholars all over the world have
done a lot of research on slope prediction and have achieved some results.

In the past 5 years, most of the research on slope estimation algorithms has been based
on longitudinal dynamics of vehicles. Some scholars designed a series of slope estimation
methods using unscented Kalman filter, such as Dual Unscented Kalman Filter (DUKF) and
Quaternion Unscented Kalman Filter (QUKF) [1–4]. A few scholars used extended Kalman
filter to construct slope estimation methods and achieved some results [5,6]. The least
square method was also used to construct slope estimation algorithms [7–9]. Jiang et al.
proposed a two-stage estimation method for vehicle mass and road slope under longitudinal
moving condition of mini fuel cell vehicle (FCV) [10]. Hu et al. established the longitudinal
kinematics model of vehicles, using the recursive least squares method with adaptive
forgetting factors and extended Kalman filter algorithm to estimate the vehicle mass and
road grade, respectively [11]. Rodríguez et al. presented a novel accurate estimator based
on errorEKF and UKF for vehicle dynamics [12]. Bian et al. presented a MPC based
vehicular following control algorithm with road grade prediction [13]. Feng et al. proposed
a slope estimation algorithm based on multi-model and multi-data fusion [14].

To sum up, the accuracy of slope prediction is closely related to autonomous driving
technology. At the same time, slope estimation is an important cornerstone of the develop-
ment of autonomous driving technology. Previous literatures have achieved certain results
in slope prediction with good prediction accuracy, but there are still gaps in some aspects.
The accuracy of the basic Kalman filter has struggled to meet the current requirements of
automatic driving. The extended Kalman Filter (EKF) uses Taylor Expansion to construct
approximate linear function by obtaining the slope of nonlinear function. The nonlinear
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system is approximated to linear system by means of ignoring the higher-order term, which
inevitably introduces linear error and even leads to the divergence of filter. Thus, the
accuracy of slope estimation is reduced. Unscented Kalman filter (UKF) is more accurate
than EKF, and its accuracy is equivalent to second-order Taylor expansion, but the speed is
slower. A large amount of calculation will require a longer calculation time, so whether it
can be applied to the dynamic slope estimation of vehicles remains to be discussed. If the
technical choice is to use hardware means to speed up the calculation, the cost of hardware
is also higher.

In many Kalman filter algorithms, adaptive Kalman filter plays a very important role.
Adaptive Kalman filter uses the measured data to filter and continuously judge whether
the system dynamic changes by filtering itself. The model parameters and noise statistics
are estimated and modified to improve the filter design and reduce the actual error of the
filter. It automatically scales the system noise covariance matrix Q. It is considered that
the algorithm has fewer tuning parameters and better robustness than the scaling state
covariance matrix algorithm [15]. Therefore, scholars have done a lot of research on it.
They combined adaptive steps with extended Kalman filter, untraced Kalman filter and
other algorithms to derive a series of adaptive Kalman filters, and have made considerable
achievements in various fields [16–23]. Due to the addition of adaptive steps, the accuracy
of AEKF and AUKF algorithm is improved and the convergence speed is accelerated
compared with the original algorithm. However, considering the complexity of calculation
of UKF and EKF, on the premise of the same data sets and the same hardware devices,
AKF’s calculation speed is higher than AEKF’s, and AEKF’s calculation speed is higher
than AUKF’s. Adaptive Kalman filter has also made some contributions to slope estimation.
Liao et al. proposed a road slope estimation method based on AEKF [24]. The method was
based on the longitudinal dynamics equation of vehicle, and the state space system was
discretized. Then, the innovation-based adaptive tuning part was designed to estimate
time-varying process noise covariance and measurement noise covariance. Finally, the
proposed method was verified by simulation on Carsim platform, and the result was better
than the existing EKF algorithm. Sun et al. proposed a road slope estimation method
based on AUKF [25]. By increasing the initial noise of the mass prediction model and
designing the adaptive shrinkage coefficient to dynamically adjust the covariance matrix
of the prediction error, the method realized the rapid and accurate joint estimation of
vehicle mass and road slope under the condition of small acceleration. This adaptive step
shortened the convergence time of UKF algorithm to some extent, but the convergence
time was still about 10 s.

In this paper, an improved road grade estimation method based on Sage–Husa adap-
tive Kalman filter is proposed. In the method, the model is established based on the
longitudinal dynamics of vehicles. The missing quantity in Sage–Husa algorithm is supple-
mented in the adaptive covariance matrix Q, and the updating of prediction noise q and
observation noise r is cancelled. The effect of initial noise variance in Sage–Husa algorithm
is retained to some extent, and the proportion of fixed noise variance can be controlled. At
the same time, this method eliminates the deviation caused by approximate mathematical
expectation in the process of recursive accumulation, thus further improving the accuracy
of the algorithm, and maintaining the accuracy and stability of the method in a long time.
In this paper, the test data measured by real vehicle is substituted into the slope algorithm
proposed in this paper to calculate, and multiple groups of filtering results are obtained. By
comparing the prediction results with the reference values, RMSE and MAE are used to
evaluate the slope prediction effect, and the accuracy of the slope prediction algorithm is
better. Compared with the traditional adaptive Kalman filtering algorithm, the accuracy of
the improved algorithm is significantly improved, and the accuracy can be maintained for
a long time. Compared with previous slope prediction algorithms, this algorithm has some
advantages in accuracy and convergence time.
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2. Modeling

2.1. Modeling Based on Electric Vehicle Longitudinal Dynamics

As shown in Figure 2 above, the longitudinal dynamics equation of an electric vehicle
can be expressed as:

Ft = Ff + Fi + Fw + Fg + Ferr (1)

where Ft is the driving force. According to the characteristics of electric vehicles.

Figure 2. Diagram of electric vehicle longitudinal dynamics.

The driving force can be expressed as:

Ft =
Ttqi0η

r
(2)

where Ttq is the motor torque, i0 is the transmission ratio of the main reducer, η is the
mechanical efficiency of the transmission system, and r is the rolling radius of the wheel,
which is the default wheel radius when the tire pressure is sufficient.

The rolling resistance Ff can be expressed as:

Ff = mg f cos α (3)

where m is the vehicle mass, g is the gravitational acceleration, f is the rolling resistance
coefficient, and α is the road slope angle where the vehicle is located. It is generally
considered that the road slope angle is small, cos α ≈ 1.

The acceleration resistance Fi can be expressed as:

Fi =
δmdu

dt
(4)

where δ is the conversion coefficient of vehicle rotating mass, which defaults to 1 in
some common algorithms. However, in actual driving conditions, δ is usually distributed
between 1.1 and 1.4, and the default value of 1 will affect the accuracy of the prediction
equation to a certain extent.

The air resistance Fw can be expressed as:

Fw =
CD Aρu2

2
(5)

where CD is the air resistance coefficient, A is the windward area, ρ is the air density, u is
the vehicle speed.

The ramp resistance Fg, the component of gravity on the slope, can be expressed as:

Fg = mg sin α (6)
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The system error Ferr is caused by uncertain environment disturbance in longitudinal
dynamics [26].

To sum up, the longitudinal dynamics equation of an electric vehicle can be rewritten
as [27]:

Ttqi0η

r
= mg f +

δmdu
dt

+
CD Aρu2

2
+ mgi (7)

The windward area A of BAIC EX360 electric vehicle used in this paper is 2.77 square
meters. The air resistance coefficient CD generally takes an empirical value, and this paper
sets CD as 0.3.

2.2. Prediction Equation and Observation Equation

In this paper, appropriate state variables are selected, namely, speed u and road slope
i, because they are easy to read. The state variable x can be expressed as:

x =

[
u
i

]
(8)

Generally, the slope of urban roads changes gently and the driving speed is low, so
the differential equation of speed and slope can be obtained:[ .

u
.
i

]
=

[
Ttqi0η
δmr − f g

δ − gi
δ − CD Aρu2

2δm

0

]
(9)

Under urban road conditions, the vehicle speed is usually within 30 km/h, and the
maximum is no more than 50 km/h. In the differential equation above, Ttqi0η

δmr is usually
small enough to be ignored.

Based on the arithmetic relation of velocity and acceleration and the longitudinal
dynamic equation of electric vehicle above, the equation of state can be set as:

uk = uk−1 +
.
uΔt (10)

[ .
uk|k−1
ik|k−1

]
=

[
1 gΔt
0 1

][
uk−1
ik−1

]
+

[
Δt
δm

(
Ttqi0η

r − f mg
)

0

]
+ q (11)

In the above formula,
.
uk|k−1 and ik|k−1 represent the prior results, that is, the values at

time k without Kalman filtering. Additionally, q is the noise vector of the prediction equation.
In the real vehicle test, the speed parameter uk can be easily measured. Therefore, this

paper first takes the speed uk as the observed value and the observation equation can be
expressed as:

Zk = Hxk|k−1 + r (12)

In the observation equation, H =

[
1 0
0 1

]
, indicating that both velocity and slope have

been observed. Because of the immeasurable noise in the actual experiment and the
substitution of empirical values in some data of the prediction equation, the error of the
prediction equation cannot be ignored. Therefore, a low-precision slope observation is
added in this paper. r represents the measurement noise vector.

3. Adaptive Kalman Filtering

3.1. Flow Chart of Basic Kalman Filter

As shown in Figure 3, the application process of Kalman filter is divided into prediction
and update. Kalman filter is a state optimal estimation algorithm. It calculates the priori
estimate xk|k−1 at time k by substituting the optimal estimate xk−1 at time k − 1 into the
prediction equation, compares xk|k−1 with the measured value Zk at time k, assigns weights
to xk|k−1 and Zk by Kalman gain, and finally obtains the optimal estimate xk at time k. After
that, Kalman filter recursively computes the optimal estimate at the next time.
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Figure 3. Flow chart of Kalman filter.

3.2. Prediction Equations

The prediction equation of the system can be expressed as:

xk|k−1 = Fxk−1 + Bk−1 + q (13)

Among them, F =

[
1 gΔt
0 1

]
, Bk−1 =

[
Δt
δm

(
Ttqi0η

r − f mg
)

0

]
.

The prediction equation of the prior error covariance can be expressed as:

Pk|k−1 = FPk−1FT + Q (14)

where P is the variance of the state estimate and represents the measure of the uncertainty
in the predicted state, which comes from process error and the error of the estimate. Q is
the covariance matrix of prediction noise q.

3.3. The Update Equation

The update of Kalman gain can be expressed as:

Kg = Pk|k−1HT
(

HPk|k−1HT + R
)−

(15)

where Kg is Kalman gain and represents the weight relationship between predicted value
and measured value. R is the covariance of the observed value and represents the uncer-
tainty of the observed state. The smaller the value is, the more accurate the observation is.

The update of the optimal estimate of xk can be expressed as:
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xk = xk|k−1 + Kg

(
Zk − Hxk|k−1

)
(16)

The update of the optimal estimate Pk can be expressed as:

Pk =
(

I − KgH
)

Pk|k−1 (17)

where I represents the identity matrix, whose order is equal to the number of elements of
the state variable.

3.4. Sage–Husa Adaptive Kalman Filter

Adaptive Kalman filter updates qk, Qk, rk and Rk on the basis of Kalman filter.
A weighting coefficient dk is given, dk can be expressed as:

dk = (1 − b)(1 − bk+1)
−

(18)

where dk is usually between 0.95 and 0.99. The weighting coefficient is used to enhance the
effect of recent data and update noise.

The update formula is as follows:

εk = Zk − Hxk|k−1 − rk−1

qk = (1 − dk)qk−1 + dk(xk − Fxk−1)

Qk = (1 − dk)Qk−1 + dk

(
KgεkεT

k KT
g + Pk − Fxk−1FT

)
rk = (1 − dk)rk−1 + dk

(
Zk − Hxk|k−1

)
Rk = (1 − dk)Rk−1 + dk

(
εkεT

k − HPk|k−1HT
)

(19)

3.5. Improved Sage–Husa Adaptive Kalman Filter

Wei et al. from Northwestern Polytechnical University studied Sage–Husa adaptive
Kalman filter and found that the contribution of Q0, the initial value of the covariance
matrix, to Qk would decrease sharply with the increase of k in the operation process,
and would soon approach zero. When some systems need fixed noise with proportion,
the applicability of traditional Sage–Husa adaptive Kalman filter will be reduced. The
traditional Sage–Husa adaptive Kalman filter adopts the method of average information
allocation for qk, Qk, rk and Rk, and the proportion of initial value to contribution is only
1/k. At the same time, Wei et al. found in their calculation that the deviation of qk and rk
would affect the coordination relationship between Rk and Qk, leading to the increase of
subsequent deviation [15].

In view of the above situation, this paper improved the algorithm by canceling the
calculation of qk and rk, and setting the forgetting factors b1 and b2 respectively. The
traditional Sage–Husa Kalman filter formula is rewritten as follows:

dk1 = (1 − b1)(1 − bk+1
1 )

−

dk2 = (1 − b2)(1 − bk+1
2 )

−

Rk = (1 − d1k)Rk−1 + d1k

(
εkεT

k − HPk|k−1HT
)

Qk = (1 − d2k)Qk−1 + d2k

(
KgεkεT

k KT
g + Pk − Fxk−1FT − 2KgRkKT

g

−2KgHPk|k−1HTKT
g + Pk|k−1HTKT

g + KgHPk|k−1

)
(20)

Combined with the above and Figure 4, it can be concluded that, compared with the
previous algorithm, the calculation of qk and rk is cancelled, and the original forgetting
factor b is replaced. Instead, two forgetting factors b1 and b2 are set for the update of Rk and
Qk respectively. Meanwhile the system noise Qk is rederived by a series of approximate
processing in the steps.
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Figure 4. Flow chart of improved adaptive Kalman filter.

4. Experiment

4.1. Experiment Plan

In order to verify the effectiveness of the improved Sage–Husa adaptive Kalman filter
for road slope estimation, a large number of vehicle tests were carried out. The driving
data of multiple groups of roads with different slopes in and around southwest Forestry
University in Kunming city, Yunnan Province were collected in the experiment, and the
most representative groups of data were selected to verify the scheme.

4.2. Experiment Equipment and Parameters

The equipment used in the test includes BAIC New Energy EX-360 electric vehicle,
on-board OBD, SD card, low-cost gyroscope, high-precision IMU and GPS. InVIEW is used
as data processing and analysis software. Matlab is used to build algorithms model and
produce results by inputting test data into the algorithm model.

Among them, the low-precision gyroscope is used to assist the algorithm proposed
in this paper, that is, to provide rough observation value for the subsequent system to
input the observation value into the algorithm. The high-precision IMU and GPS are used
to provide an experimental slope value with a very small error, which can be used as a
reference value for the real slope. The IMU used in this experiment is shown in Figure 5.
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Figure 5. IMU of high accuracy.

Some vehicle parameters and model parameters are shown in Tables 1 and 2.

Table 1. Test vehicle parameters.

Parameter VALUE

Vehicle type BAIC EX360
Maximum motor power 80 kW
Maximum motor torque 230 N·m

Transmission type fixed gear ratio
Curb weight 1480 kg

Size 4110 mm × 1750 mm × 1543 mm
Transmission efficiency 97%

Tire type 205/50 R16

Table 2. Prediction model parameters.

Parameter VALUE

r 0.3 m
m 1715 kg
δ 1.1

The tire rolling radius r is the approximate tire rolling radius based on tire specification
205/50 R16 and taking into account the bearing time and sufficient tire pressure. Actual
curb weight m includes the quality of the car itself, the instruments and the testers. The
rotational mass conversion coefficient δ of the test vehicle is derived from the empirical
value of the rotational mass of the car.

4.3. Experiment Section

According to the slope classification of geomorphic detail map application of geomor-
phic survey and Geomorphic Mapping Commission of international Geographical Union,
the slope grade is defined as 0◦~0.5◦ plain, 0.5◦~2◦ micro slope, 2◦~5◦ gentle slope and
5◦~15◦ slope. In this paper, the angle value is converted into slope value, and the data of
the three groups of sections in the test are classified according to the division basis, which
are micro-slope model, gentle slope model R1 and gentle slope model R2. These sections
are shown in Figure 6 below.
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(a) 

 
(b) 

 
(c) 

Figure 6. GPS images of the test sections. (a) Micro slope model, (b) Gentle slope model R1, (c) Gentle
slope model R2.

Micro slope model: the road with a low slope, with a slope of 1 to 5%. The starting point
of the road section is at the gate of the Second canteen of Southwest Forestry University, and
it moves forward to the school gymnasium, then runs along the slope to the Engineering
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Building, and stops in the middle of the slope. The slope of this section is mostly in the
range of micro-slope, so this paper regards it as a micro-slope model.

Gentle slope model R1: the road with a moderate slope, with a slope of 2 to 6%,
which is located on the west side of building 19 student dormitory of Southwest Forestry
University. The slope of this section is mostly in the interval of gentle slope, so this paper
regards it as a gentle slope model.

Gentle slope model R2: the road with a moderate slope, with a slope of 5 to 8%. This
road is a long slope from gate No. 1 to gate No. 2 of Southwest Forestry University. The
slope of this section is mostly in the interval of gentle slope, so this paper regards it as a
gentle slope model.

4.4. Error Analysis

In order to evaluate the accuracy of this algorithm, Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE) are introduced. The errors of the data obtained by the
common adaptive Kalman filter algorithm and the improved Sage–Husa adaptive Kalman
filter algorithm are calculated with the real data respectively, and the size of the error index
is analyzed.

RMSE and MAE are expressed as follows:

RMSE =
√

MSE =

√
SSE

n
=

√
1
n

n

∑
i=1

(yi − ŷi)
2 (21)

MAE =
1
n

n

∑
i=1

|yi − ŷi| (22)

In this paper, AKF1 represents the initial adaptive Kalman filter algorithm, and AKF2
represents the improved adaptive Kalman filter algorithm. The black solid line is used
to represent the reference measured road slope value, the blue solid line is used to draw
the data results of the original adaptive Kalman filter algorithm, and the red solid line is
used to draw the data results of the improved adaptive Kalman filter algorithm. In order to
compare the two algorithms more clearly, some regions in the Figure 7 are enlarged and
displayed on the right side of the original line chart. The RMSE and MAE of the algorithm
results are drawn into tables, as shown in Figure 8.

As can be seen from Figures 7 and 8, the convergence speed of the two algorithms is fast.
By longitudinal comparison of the two slope estimation methods under the three models,
RMSE and MAE values of the original adaptive Kalman filter slope algorithm increase
significantly with the increase of slope, RMSE value increases from 0.048 to 0.081%, MAE
value increases from 0.035 to 0.064%, and the changes are particularly obvious. However,
the RMSE and MAE values of the improved adaptive Kalman filter slope algorithm change
only from 0.038 to 0.040%, and MAE from 0.029 to 0.030%. It can be concluded that the
improved adaptive Kalman filter slope algorithm can better adapt to the road conditions in
various slope ranges and has strong stability.

The two algorithms in the same slope range were compared horizontally. After the
algorithm ran for a period of time, the accuracy of the original adaptive Kalman filter slope
algorithm began to decline significantly, and errors that could not be ignored appeared. As
shown in Figure 7, in the micro-slope model, the value of the original adaptive Kalman
filter slope algorithm began to float significantly above the actual measured value near the
moment of 24 s. In the gentle slope model R1, the error of the algorithm is more obvious
when it starts near 26 s. In the gentle slope model R2, the error of the original adaptive
Kalman filter slope algorithm cannot be ignored after 25 s, completely deviating from the
real value. The improved adaptive Kalman filter slope algorithm can keep the data in
accordance with the actual measured values in the three slope models, and will not lose the
accuracy after running for a period of time.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 7. Contrast diagram of test effect. (a) Micro slope model, (b) part of micro slope model,
(c) gentle slope model R1, (d) part of gentle slope model R1, (e) gentle slope model R2, (f) part of
gentle slope model R2.
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(a) (b) 

Figure 8. Comparison diagram of RMSE and MAE for two algorithms. (a) Comparison diagram of
RMSE, (b) comparison diagram of MAE.

As shown in Figure 9, this paper also presents three groups of 100 s filtering results. In
order to display the effect clearly, the original adaptive Kalman filter result is represented
by the blue solid line, and the improved adaptive Kalman filter result is represented by the
red dotted line. The filtering effect of the first few seconds is shown in the attached figure
on the right. It can be seen that the error of the original adaptive Kalman filter gradually
becomes obvious after a period of time. The results of the improved adaptive Kalman
filter still fit the real value after a long time. From what has been discussed above, the
gap between the two algorithms is greatly obvious. The RMSE value of the 100s filtering
value of the slope prediction algorithm proposed in this paper increases to some extent
compared with the RMSE value of the filtering value of the previous 30 s, but the result is
still satisfactory.

(a) (b) 

Figure 9. Cont.
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(c) (d) 

(e) (f) 

Figure 9. Contrast diagram of long-term test effect. (a) Micro slope model, (b) part of micro slope
model, (c) gentle slope model R1, (d) part of gentle slope model R1, (e) gentle slope model R2,
(f) part of gentle slope model R2.

Through the study and calculation of Wei et al., it is speculated that the reason for
the increase of the time error may be that the recursive formula of qk and rk in the original
Sage–Husa adaptive Kalman filter algorithm is the approximation of the system equation
and the measurement equation. In the process of recursive accumulation, the deviation
caused by the expectation of approximate mathematics may sometimes be large. However,
the deviation of qk and rk will affect the coordination relationship between Qk and Rk,
leading to the increase of subsequent deviation, thus affecting the accuracy of estimation.
Taking the gentle slope model R1 as an example, the prediction equation and observation
equation of the two algorithms are consistent, so the initial set values of qk, rk, Rk and Qk
are consistent. In the subsequent update, the two algorithms adopt different processing
methods. The improved adaptive Kalman filter algorithm eliminates the calculation of qk
and rk, uses the variance P of state estimation to approximate Qk−1, and uses correlation
substitution, so less information is discarded.

As shown in the Table 3 below, compared with the QUKF algorithm proposed by
He et al., according to RMSE standards, the algorithm proposed in this paper has higher
accuracy under certain conditions and uses longer scene time [1].
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Table 3. Algorithm RMSE comparison.

Algorithm AKF2 QUKF

Experiment Test 1 Test 2 Test 3 Test 1 Test 2
RMSE 1.3% 0.8% 1.9% 7.8% 7.8%

Compared with the DUKF algorithm proposed by Jin et al., the algorithm proposed
in this paper has a faster convergence speed [2]. It can be seen from Figure 9 that the
convergence time of the algorithm in this paper is less than 4 s, compared with the conver-
gence time of the DUKF algorithm of about 7 s. Within the scope of adaptive Kalman filter,
the convergence speed of the algorithm proposed in this paper is faster than the AEKF
algorithm proposed by Liao et al. and the AUKF algorithm proposed by Sun et al. [24,25].
In the experiment of AEKF slope estimation method proposed by Liao et al., the distance
was taken as abscissa and the slope was taken as ordinate to output filtered images. It can
be seen from the literature that the algorithm converges when the driving distance is about
100 m, and the convergence speed is slow. The convergence time of the AUKF algorithm
proposed by Sun et al. is about 10 s, which is longer than the convergence time of the
slope estimation method proposed in this paper. Therefore, this algorithm has obvious
advantages in the starting stage of electric vehicles. In the starting process of pure electric
vehicle, the system directly controls the motor output torque to make the vehicle start
normally. When electric vehicles start, if the output torque does not adapt to the starting
slope, too much output torque may lead to vehicle running forward in small slope, while
too little output torque may lead to vehicle sliding behind or insufficient starting power
in large slope. Therefore, the slope algorithm proposed in this paper can improve the
smoothness at the start time of EV autonomous driving.

5. Conclusions

(1) In this paper, the improved adaptive Kalman filtering algorithm draws on the valuable
experience of predecessors and changes the traditional adaptive Kalman filtering
algorithm. It removes the calculation of qk and rk, which may lead to a sharp increase
in the subsequent deviation, and reasonably improves the update of Qk and Rk by
using double forgetting factors b1 and b2.

(2) The algorithm proposed in this paper has a wide range of application. Under the
experimental data of multiple 30 s micro slope model and gentle slope model, RMSE
can always be maintained within 0.04%, MAE can always be maintained within 0.03%,
and short-term effect is relatively good. The RMSE and MAE can always be kept
within 0.19% and 0.15%, respectively, under the demonstration of multiple groups of
100 s gentle slope model test data. Generally speaking, the algorithm is applicable to
a wide range of slope and has a good general effect.

(3) After a comprehensive comparison of the results of the two algorithms above, it can
be found that, compared with the results of the original adaptive Kalman filter slope
estimation method, the RMSE and MAE of the improved algorithm are significantly
reduced. The RMSE of the micro slope model is reduced by 0.01%, which is 20.8%
lower than the original algorithm. The MAE of the micro-slope model is reduced by
0.006%, which is 17.1% lower than the original algorithm. The RMSE of the gentle
slope model R1 is reduced by 0.031%, which is 47% lower than the original algorithm.
The MAE of the gentle slope model R1 is reduced by 0.018%, which is 38.3% lower
than the original algorithm. The RMSE of the gentle slope model R2 is reduced by
0.041%, which is 50.6% lower than the original algorithm. The MAE of the gentle slope
model R2 is reduced by 0.034%, which is 53.1% lower than the original algorithm. The
error of the 100 s filtering result of the algorithm proposed in this paper increases to
some extent compared with the previous 30 s filtering result. However, the error is
still reasonable. In conclusion, the improved adaptive Kalman filter slope estimation
method is superior.
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Abstract: This study aims to analyze the aerodynamic interaction between moving vehicles platoon-
ing with the change in the platooning conditions on a freeway. The effect of the vortex generated
by the forward vehicle reduces the value of the stagnation pressure generated at the front of the
rear vehicle, which effectively reduces drag on the driving vehicle. To elucidate this, a total of four
vehicles were applied to platooning at a speed of 100 km/h by altering the gap distance of heavy-duty
vehicles (HDVs) such as 0.5 Length (L), 1 L, 1.5 L, 2.0 L, and 2.5 L under the conditions of 1 L equal
to 13.16 m. The stagnation pressure at the front of the following vehicle (FV) was reduced, and
quantitative analysis of drag force generated at each leading vehicle (LV) and following vehicle that
is platooning exhibited a reduction of about 51%, 56%, and 52%, respectively, when compared to the
single moving HDV. This is considered as a reduction in engine power for the driving vehicle. Taken
together, these results are effective in improving fuel efficiency and reducing CO2, a representative
greenhouse gas, and predicting fuel and CO2 reduction based on HDV annual mileage according to
the highway conditions and logistics.

Keywords: aerodynamic drag; CFD (computational fluid dynamics); platooning; CO2 reduction;
GHG (greenhouse gas)

1. Introduction

Greenhouse gas reduction has emerged as one of the biggest global problems. The
six primary greenhouse gases are CO2, CH4, N2O, HFCs, PFCs, and SF6, which cause the
greenhouse effect. Among them, CO2 was increased by 80% in annual emissions from
1970 to 2004. To reduce greenhouse gas (GHG) emissions, the world government has
established decarbonization policies, and automobiles are moving away from internal
combustion engines in line with policies. However, due to logistics on the road it would
take a long time to change internal combustion engine vehicles to eco-friendly vehicles.
Previous studies have examined actively utilizing aerodynamic characteristics to improve
the fuel efficiency of internal combustion engines. Representatively, recent studies were
performed on mounting an airfoil-shaped spoiler at the tail end of a vehicle [1], mounting
a vortex generator [2], attempting to change the rear design of the vehicle [3], mounting
an air duct [4], and securing the seal of the side window of the vehicle [5]. In particular,
research and development applying aerodynamic characteristics such as a roof fairing
system is representative [6]. Recently, as autonomous driving such as V2X (Vehicle-to-
Everything) became an issue, European countries tried to solve the problem of air resistance
that occurs during driving rather than reducing air resistance by changing the vehicle’s
exterior. For example, in 2011, the SARTRE project [7], an empirical study conducted
for GHG reduction using the aerodynamic characteristics, occurred during platooning
of the freight vehicles. However, the technology for controlling the distance between
vehicles was not developed at that time, so the project could only confirm the possibility of
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GHG reduction through platooning. Therefore, the SARTRE project, an empirical study,
researched controlling the distance between vehicles by lowering the freight vehicle to
6 m, thereby confirming the possibility of improving fuel economy and reducing GHG.
Those effects lead to the reduction in logistics costs [8]. In addition, the Korean government
leads the Truck Platooning Project of Korea (TROOP) [9], an empirical study for platooning
large freight vehicles. This project has been conducted to control the distance between
vehicles at about 15 m. Based on V2X for the safety of autonomous vehicles, diversified
platooning safety research is underway, such as distance control of ACC (Adaptive Cruise
Control) [10], platooning for CACC (Cooperative Adaptive Cruise Control) [11,12], analysis
of acceleration driving of lead vehicles during platooning [13], and emergency braking
control [14]. Previous studies demonstrated that platooning driving might contribute to
an eco-friendly road environment by reducing air resistance. Therefore, the objective of
this study is to understand the variation in aerodynamic characteristics of each model
vehicle in platooning by analyzing the change in pressure and drag force of each vehicle in
platooning.

2. Description of the Model Vehicle with Its Numerical Grid

In this study, we chose the SCANIA R-series heavy-duty vehicle with a 13.0 liter
diesel engine with its maximum brake power, 500 hp. This model vehicle has been used
for on-road tests for aerodynamic performance analysis of vehicle platooning in previous
empirical studies, due to occupying a large position in the transportation and logistics
market worldwide [15,16]. The simplified model vehicle was used for this numerical study,
and the solid model with the geometric dimensions 13.16 m × 2.495 m × 3.725 m (Length
× Width × Heigth) is given in Figure 1.

Figure 1. A perspective view of the simplified model vehicle with its dimensions.

2.1. Numerical Domain and Its Conditions

The numerical domain size was defined as shown in Figure 2. Especially, 8 L was
given at the rear side of the last model vehicle for stable convergence on the simulation
result.

Figure 2. Numerical domain with the model heavy-duty vehicles platooning.

The airflow field was assumed as a 3-dimensional steady incompressible and turbulent
flow field for the numerical calculation. The details of the initial and boundary conditions
are given in Table 1. The inlet was defined as the velocity boundary with the plugged
flow condition, and the outlet was assumed as fully developed and defined as the pressure
boundary with the ambient condition. The moving boundary was set to the ground with
the same speed as the inlets.

64



Energies 2022, 15, 4390

Table 1. Boundary and initial conditions on the control volume.

Boundary Surface Boundary and Initial Conditions

Inlet Velocity boundary: 100 km/h
Outlet Pressure boundary: ambient pressure, 1 atm

Sides and top Open boundary: symmetric conditions
Ground Moving boundary condition: 100 km/h

Model surface No-slip wall

2.2. Numerical Grid of the Physical Model

The CAD-to-CFD method [17] in conjunction with the orthogonal grid was used for
the discretization of the physical domain in this study. First, the 3D CAD program, Pro-
Engineers, was used as solid model of the vehicle and it was transferred into the numerical
domain to generate the hexagonal meshes in the Cartesian coordinate system.

Figure 3 shows a typical grid in the numerical domain with four model vehicles
keeping their distance (1 L) in between. For the optimum grid in the domain, the grid
convergence test was conducted by thorough grid dependence evaluation with different
iterations and very nicely converged with the cut-off error of the residual fraction of the
main properties less than 0.01%. The optimum grid size was decided to be (658 × 99 × 87),
and the total number of the grid was 5,667,354.

Figure 3. A typical numerical grid with the four model vehicles in platooning (658 × 99 × 87).

3. Numerical Scheme and Its Condition

The general-purpose FVM (finite volume method) CFD code, PHOENICS (ver.2020),
was used for a numerical calculation of the turbulent incompressible flow field. The 3-
dimensional Naiver–Stokes equations were solved with the KECHEN turbulent model
(Chen–Kim κ-ε model), a modified standard κ-ε turbulent model that had good agreement
with experimental data [18]. The turbulent no-slip condition near the solid boundary was
modeled by logarithmic law.

The airflow field for the analysis was defined as follows:

• Quasi-3D flow.
• Turbulent flow.
• Incompressible flow.
• Steady flow.

3.1. Governing Equations

The governing equation for the steady, incompressible, and turbulent flow fields is
given below:

(1) Continuity equation:

∂Ui

∂xi
+

∂Uj

∂yi
+

∂Uk
∂zi

= 0 (1)

(2) Momentum equation:

∂Ui

∂t
+

∂

∂xj
(UiUi) = − 1

ρ

∂P
∂xi

+
∂U
∂xj

[
v

(
∂Ui

∂xj
+

∂Uj

∂xi

)
− uiuj

]
− gi (2)

where −uiuj = vt

(
∂Ui
∂xj

+
∂Uj
∂xi

)
− 2

3 kδij.
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(3) κ-ε turbulent energy model (KECHEN);

- Turbulent kinetic energy equation:

∂

∂xi

(
Ujk
)
=

∂

∂xi

[(
v +

vt

σk

)
∂ε

∂xj

]
+ G − ε (3)

where G = −uiuj
∂Ui
∂xj

, vt = Cμ
k2

ε .

- Energy dissipation equation:

∂

∂xi

(
Ujε
)
=

∂

∂xi

[(
v +

vt

σε

)
∂ε

∂xj

]
+

ε

k
(Cε1G − Cε2ε) (4)

where (Cμ = 0.09, Cε1 = 1.15, Cε2 = 1.92, σk = 1.0, σε = 1.0).

vt is turbulent kinematic viscosities, σk, σε Prandtl number connected to the diffusivity
of K and ε to eddy viscosity [18].

3.2. Aerodynamic Pressure Drag

The drag force (FD) and drag coefficient (CD) of the model vehicle are calculated using
the following equations.

- Drag force (FD)

FD = CD·12 ·ρair·Ay·V2
HDV (5)

where Ay is the projected area of the model vehicle in the longitudinal direction.

- Drag coefficient (CD)

CD =
2FD

ρair·Ay·V2
HDV

(6)

3.3. Fuel Savings and CO2 Reduction
3.3.1. Traction Power Saved on Each Model Vehicle Platooning

The reduction in the tractive power of each model vehicle platooning compared to the
single moving vehicle (SV) can be calculated by Equation (7) [19].

- Tractive power saved,

PWsav =
(

FDSingle − FDplatoon

)
× VHDV (7)

where:

PWsav: tractive power saved [kW].
FDSingle : drag force of a single vehicle moving (SV) [kN].
FDplatoon : drag force of each vehicle platooning (or FV1, 2, 3) [kN].
VHDV: velocity of the model vehicle [m/s].

3.3.2. Fuel Saved on Each Model Vehicle Platooning Compared to SV

The mass flow rate of the fuel saved by the aerodynamic reduction can be calculated
with the power saved as follows:

- Fuel mass and volume flow rate,

.
mfuel = PWsav/

(
QLHV × ηengine

)
(8)

.
Qfuel =

.
mfuel/ρfuel (9)
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- Fuel consumption (fc, km/liter) of a vehicle by aerodynamic resistance,

fc =
VHDV

.
Qfuel

(km/h) (10)

where, QLHV, ρfuel are the lower heating value and density of diesel fuel, ηengine is the
brake thermal efficiency of the diesel engine. The values are given in Table 2.

Table 2. Property of the diesel fuel and IC engine thermal efficiency [20–22].

QLHV MJ/kg ρfuel kg/m3 ηengine [%]

42 815 0.40

3.3.3. Reduction in Carbon Dioxide

The reduction in CO2 emission is calculated by the equation given below [23]

CO2 emissions = ∑(AL·CL·OF)i·44/12 (11)

where,
CO2 emissions: incineration of fossil liquid waste, [Gg].
ALi: the amount of incinerated fossil liquid waste type i, [Gg].
CLi: carbon content of fossil liquid waste type i, (fraction).
OFi: oxidation factor for fossil liquid waste type i, (fraction).
44/12: conversion factor from C to CO2.

4. Results and Discussion

4.1. Aerodynamics Characteristics of the Model Vehicles in Platooning

The CD of the leading vehicle (LV) is 0.6 at 0.5 L condition, which is 15% lower than
the single vehicle moving (SV) (Table 3). It is due to the rear pressure recovery because of
the higher stagnation pressure formed on the frontal surface of the following vehicle (FV1).
However, the CD of LV does not change much under the different distance conditions.
However, FV1, FV2, and FV3 have a serious reduction in CD, and the average reduction
compared to SV is about 44% which is similar to the results reported in the previous
study [24].

Figure 4 shows the variation in CD of each model vehicle in platooning with the change
in gap. The LV in platooning has the highest drag coefficient in all gaps but the averaged
CD (Figure 4) is still lower than the SVs (0.71). The drag decreases continuously as the
distance between the model vehicles is shortened.

 

Figure 4. Variation in drag coefficient (CD) of each model vehicle in platooning with the change in
the gap.
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Table 3. Variation in drag coefficient of the model vehicle with the gap and the position.

Gap CD CD Reduction Rate [%]

Single Moving Vehicle (SV) 0.710 -

0.5 L

LV 0.604 15%
FV1 0.347 51%
FV2 0.311 56%
FV3 0.340 52%

1.0 L

LV 0.710 0%
FV1 0.440 38%
FV2 0.396 44%
FV3 0.409 42%

1.5 L

LV 0.704 1%
FV1 0.453 36%
FV2 0.402 43%
FV3 0.374 47%

2.0 L

LV 0.709 0%
FV1 0.464 35%
FV2 0.406 43%
FV3 0.376 47%

2.5 L

LV 0.707 0%
FV1 0.474 33%
FV2 0.411 42%
FV3 0.386 46%

Figure 5 shows the averaged reduction in CD of each vehicle platooning compared to
the SV. As shown, the front leading vehicle has only 3.3% less drag than the SV and the
drag drops significantly from the 2nd vehicle (FV1) and the reduction reaches 46.9% on the
last-placed vehicle (FV3) (Figure 5).

 

Figure 5. Reduction in the averaged CD of each vehicle in platooning compared to SV.

Figure 6 shows the static pressure distribution around the vehicles platooning and it
indicates that the stagnation pressure is highest at the front surface of the LV and gradually
decreases for the following vehicles because the incoming air velocity decreases due to
the circulation flow at the front region of each following vehicle. Table 3 shows that LV
has 15% lower drag than the SV under the 0.5 L condition. It is due to the higher station
pressure formed on the frontal region of FV1 which recovers the rear pressure of the LV.
Additionally, the effect disappears as the gap distance increases.
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Figure 6. Comparison of the static pressure distribution with the change in the gap at 100 km/h.

The drag force on a moving vehicle generates air resistance due to the pressure
difference between the front and rear sides of the vehicle. When two vehicles are moving
in parallel, a serious vortex is generated at the rear side of the front vehicle as shown in
Figure 7. This complicated flow phenomenon decreases the stagnation pressure on the
front side of the following vehicle and decreases air resistance on it.

 

Figure 7. Vortex generated in between LV and FV1 at 0.5 L and 100 km/h in speed.

It is caused by the lower stagnation pressure formed on the frontal face of each model
vehicle in platooning (Figure 6) and the lower turbulent kinetic energy formed at the rear
side of each model vehicle (Figure 7).

Figure 8 shows the turbulent kinetic energy distribution between the model vehicles
with the different gaps. As the gap is shorter, the kinetic energy formed between the
vehicles is higher and it is the reason for the lower static pressure formed in the gap, and it
contributes to the lower stagnation pressure formed on the frontal face of the following
vehicles.

4.2. Fuel Efficiency and GHG Emission Improvement in the Model Vehicles

According to the research reports from the EU FT7 (SARTRE project, 2016), it was
found that close distance between the vehicles in platooning improves the fuel efficiency
for all vehicles [24]. In the case of a 6 m gap, which is half-length of the model HDV, the
LV saved 8% of fuel compared to SV and up to 16% for the following FV [25]. We also
predicted fuel consumption and GHG reduction in this study.
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Figure 8. Comparison of the turbulent kinetic energy distribution with the change in the gap at 100 km/h.

Figure 9 shows the tractive power saved by the vehicles platooning compared to
the single moving vehicle (SV). For the leading vehicle (LV), the power energy was not
saved much compared to SV but from the 2nd vehicle (FV1, FV2, FV3) the tractive power
distinctively decreased. The power saved on the model vehicles platooning versus SV was
calculated with Equation (7).

 
Figure 9. Tractive power (PWsaved) saved on the vehicles platooning compared to SV at 100 km/h.

LV saved approximately 10 kW of power at the 0.5 L gap condition. Under 1.0 L~2.5 L
gap conditions, a relatively narrower gap does result in a better traction power reduction
than SV, and the power saved increases as the location of the model vehicle is far from the
leading position. When the HDV’s gap is 0.5 L, the averaged traction power saved for FV1,
FV2, and FV3 is 38 kW compared to the SV. Additionally, the FVs kept an average of 30 kW
of power under the condition of the 1.0 L~2.5 L gap.

The fuel savings for each model vehicle platooning compared to SV was calculated
with Equations (8)–(10).

The fuel consumption of SV by aerodynamic resistance was calculated as 5.2 km/liter
at 100 km/h from Equation (10). When a single vehicle was moving, the fuel efficiency of
FV1, FV2, and FV3 can be predicted as shown in Table 4. As a result, among simulation
cases, the possibility of increasing the fuel efficiency of FV 1, 2, and 3 to 10 km/L is also
confirmed under the 0.5 L conditions with maximum aerodynamic effects (100 km/h
cruising driving condition).
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Table 4. Fuel mileage of each model vehicle platooning compared to the single moving vehicle (SV).

Vehicle’s Gap
Fuel Mileage [km/Liter]

Single Moving LV FV1 FV2 FV3

0.5 L

5.2

6.1 10.7 11.9 10.9
1.0 L 5.2 8.4 9.3 9.0
1.5 L 5.2 8.2 9.2 9.9
2.0 L 5.2 8.0 9.1 9.8
2.5 L 5.2 7.8 9.0 9.6

According to KOTI (The Korea Transport Institute) report. 2021, Vol.62, the average
daily driving distance of a loaded HDV was about 300 km/day in Korea for 2020 [26]. The
averaged cruising speed of the HDV on a highway is 100 km/h; thus, the daily drive time
is 3 h.

Based on HDV’s gap of 0.5 L, LV kept 2100 liter per year compared to SV. The saved
result of an average of 7435 liter of FVs is shown in Figure 10. CO2 reduction is calculated
through Equation (11), resulting in LV saved by 5.3 tons per year and FVs saved by an
average about 18.8 tons per year compared to the SV (Figure 11).

 

Figure 10. Annual fuel saving on the model vehicles platooning compared to the single moving
vehicle (SV) at a 0.5 L gap.

 

Figure 11. Annual CO2 reduction in platooning vehicle driving compared to the single moving
vehicle (SV) at a 0.5 L gap.
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Thus, reducing drag force from the platoon can reduce the power required by the
engine, resulting in reduced fuel consumption and GHG. Furthermore, aerodynamic drag
is proportional to the square of vehicle speed, so high speed platooning could be more
effective in saving energy.

5. Conclusions

This numerical study aimed to understand the aerodynamic effect of the heavy-duty
vehicles platooning with the change in the platooning conditions; the gap between the
model vehicles and the platooning position of the model vehicle. With the platooning
condition change, aerodynamic resistance was analyzed to have the possibility of GHG
emission reductions and fuel efficiency improvement. This study only considered steady
driving conditions on a level road with no side wind. In addition, the aerodynamic
characteristics of the vehicle were theoretically analyzed to determine the energy saving of
the vehicle. Further study is needed to analyze the real driving state. From the research,
the following were found:

i. The stagnation pressure of FV is reduced due to the rear vortex generated by the front
leading vehicle. This is the main cause of the drag reduction on the FV. In this study,
the drag of FVs was reduced over 50% compared to SV at the gap (0.5 L) (Table 3).

ii. The shorter the gap between the model vehicles platooning, the smaller CD of FV,
which indicates the shorter the gap distance, the more significant the influence of
vortex on the FV. As the gap between the model vehicles widens, the rear vortex of
the LV gradually decreases and the static pressure recovers to the ambient pressure. It
is the reason for increasing the stagnation pressure of FV causing to CD increase.

iii. Platoon driving has very positive effect not only to the fuel savings but also on the
GHG reduction. Thus, the platoon driving mode of heavy-duty vehicles would
seriously contribute to the logistics industry, economically and environmentally.

iv. This study hypothesized the driving conditions of autonomous vehicles based on V2X
and suggested that the aerodynamic effect can be maximized when an appropriate
platoon gap is set in vehicle-to-vehicle distance control. However, this study aimed to
confirm the possibility of reducing GHG according to the platooning concept.

v. This study performed a theoretical analysis using the FVM numerical simulation
method. Platooning simulations were performed under the steady driving condition
on a level road with no side wind to determine the fuel economy effect so this study
might be used for reference. In future research, we will undertake the aerodynamic
driving stability research on vehicle platooning. In the study, the weight of the vehicle
with the road condition such as the friction coefficient and slippery factor of the road
and the side wind, the gyration radius of the road with the tilted angle, etc., should be
the important parameters to evaluate the road-load power for the study.
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Abstract: Evaluation of driving behaviour is helpful for policy development, and for designing
infrastructure and an intelligent safety system for a car. This study focused on a quantitative
evaluation method of driving behaviour based on the shared-electrical car. The data were obtained
from the OBD interface via CAN bus and transferred to a server by 4G network. Eleven types of NDS
data were selected as the indexes for driving behaviour evaluation. Kullback–Leibler divergence
was calculated to confirm the minimum data quantity and ensure the effectiveness of the analysis.
The distribution of the main driving behaviour parameters was compared and the change trend of
the parameters was analysed in conjunction with car speed to identify the threshold for recognition
of aberrant driving behaviour. The weights of indexes were confirmed by combining the analytic
hierarchy process and entropy weight method. The scoring rule was confirmed according to the
distribution of the indexes. A score-based evaluation method was proposed and verified by the
driving behaviour data collected from randomly chosen drivers.

Keywords: driving behaviour evaluation; naturalistic driving study; shared-electrical car;
Kullback–Leibler divergence; analytic hierarchy process; entropy weight method

1. Introduction

Road accidents kill approximately 1.24 million people every year and they are the
eighth leading cause of death globally [1]. Aberrant driving and violation of traffic rules
cause 74% of traffic accidents [2]. In addition, these behaviours also lead to excessive
fuel consumption and vehicle emissions [3]. Therefore, it is necessary to understand
the influence of driving behaviour on road risks and vehicle performance. Additionally,
quantitative methods of the aberrant driving behaviour should be proposed to improve the
driving behaviour.

In former studies, driving behaviour data have been mainly obtained by the following
methods: driver self-reported survey [4], driver behaviour questionnaires [5], driver sim-
ulators [6], field tests and Naturalistic Driving Studies (NDS) [7]. The first two methods
are subjective evaluation methods. For the driver simulators and field tests, the driving
behaviour may be different due to the pre-arranged test environment and procedure. Nat-
uralistic driving data were obtained with an unobtrusive data acquisition system during
everyday driving. NDS can observe the driving behaviour in a natural driving condi-
tion without experimental control. Therefore, the method can accurately reflect driving
habits [8]. NDS can be categorized further into on-site study and individual driver study [9].
For the on-site study, naturalistic driving data can be collected with video cameras or mi-
crowave and other equipment at a particular site. The individual driver study can obtain
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various driving behaviour data, such as vehicle speed, acceleration, location and vehicle
clearance and so on. For the individual driver study, abundant driving behaviour data can
provide multi-dimensional analysis for driving behaviour.

NDS data from the study of individual drivers can be obtained by Global Position Sys-
tem (GPS), video cameras, independent sensors, mobile phones and On-Board Diagnostics
(OBD). GPS can provide vehicle location directly and vehicle speed can be estimated based
on the location. The acceleration and deceleration behaviour of drivers were studied using
GPS in [10,11]. Video cameras were used to capture the drivers’ facial expressions and eye
movements to analyse the driving behaviour [12]. Video cameras were also used to record
drivers’ body movements, such as feet movements, to evaluate the reaction time of the
drivers [13]. Independent sensors such as accelerometer [14], Radar sensor [15] and Inertial
Measurement Unit (IMU) [16] were also used to obtain driving behaviour data. Nowadays,
most mobile phones are equipped with GPS and an accelerometer. Driving behaviour such
as acceleration, braking and speeding were studied using mobile phones in [17]. OBD II in-
terface was mandatory for vehicles and the system can collect variable vehicle information
from the Electronic Control Units (ECU) of the vehicles via the Controller Area Network
(CAN) bus. OBD II interface can collect vehicle status and operation information, including
vehicle speed, acceleration, position of accelerator/ brake pedal, angle of steering wheel
and fuel consumption and so on [18]. Considering the abundant information and reliability
of the OBD II, the data collected from OBD was used to analyse the driving behaviour [19].

Driving behaviour can be influenced by driver’s driving ability, driver characteristics,
driving duration and driver’s distraction [20]. Driving ability was influenced by the
driver’s experience, skill and knowledge. Compared with experienced drivers, young
drivers had a higher rate of traffic accidents [21]. Driver characteristics include age, gender,
and education level and etc. Drivers’ behaviour was influenced by the drivers’ age. Young
drivers had a higher probability of accidents than middle-aged and older drivers due to
their higher tendency of speeding [22]. Most studies showed that the drive behaviour
of males was more aggressive that of than females and that males had higher risk of
having an accident [23]. The behaviour of drivers with a high education level was more
compliant, such as less lane-changing [24]. Driving duration had a significant influence on
driving behaviour and there was more speeding for the drivers who had a longer driving
distance [25]. A driver can be distracted by the driving environment, their mobile phone,
their co-passenger and so on [26]. The distractions had adverse impacts on road safety,
especially when the driver glanced away from the road.

Driving behaviour has a great influence on the road safety and vehicle performance.
The evaluation of driving behaviour is helpful in providing positive feedback to drivers so
they reduce the dangerous driving, thus avoiding traffic accidents and enhancing vehicle
performance. According to the conclusion of the previous paragraph, driving behaviour is
influenced by multiple factors. Considering the stochastic feature of the driving behaviour,
it is better to extract the driving behaviour feature from a large sample, including the driver
selection and driving route. Nowadays, shared-electrical cars are used in several cities in
China, the driver and driving route are random for each trip, and the driving behaviour is
purely naturalistic. The driving behaviour data contains drivers of different ages, genders
and driving experiences. This makes it suitable for the evaluation of the driving behaviour.
While there have been a few studies that have conducted an evaluation of the driving
behaviour using data from shared-electrical cars, the statistical characteristics of NDS data
with a large and stochastic sample is still unclear, and should be studied in more depth.

To bridge the knowledge gap, this paper was conducted using the data from shared-
electrical cars used in Shanghai and Tianjin cities of China. On this basis, a quantitative
evaluation method of driving behaviour was proposed and verified. This paper was
organized as follows. Firstly, the NDS data obtained from the OBD-II interface of the
shared-electrical car was pre-treated to improve the data quality. Secondly, an estimation
method was employed to confirm the appropriate amount of NDS data. Thirdly, the
relationship between different driving behaviour parameters was studied. Finally, an
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evaluation of driving behaviour was proposed and verified in practical application. The
study flow chart is shown in Figure 1.

Figure 1. The main study flow chart.

2. Data Acquisition and Treatment

2.1. Data Acquisition

The NDS data were collected from 400 electrical cars, in which 305 cars were shared-
electrical cars and others were online car-hiring cars. A data acquisition system was used
to obtain the NDS data from the OBD-II interface via CAN bus. All the sampled data were
sent to a server by a 4G network. The data were saved and treated thereafter for driving
behaviour analysis. The data acquisition process is shown in Figure 2. The data were
collected during a period of about four months. The total car mileage was about 1.2 million
kilometres, with the total car travelling hours adding up to about 45,000, and the sample
points totaling about 1.28 × 109.

 
Figure 2. The acquisition process of the NDS data.

The data acquisition system can obtain more than 50 driving behaviour parameters,
including vehicle operation, power battery status, motor operation, vehicle accessories
status and vehicle alert. The primary data were shown in Table 1. All the data were
collected at a rate of 10 Hz, which was adequate for transient process analysis, such as
acceleration or deceleration.
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Table 1. The primary parameters collected by the data acquisition system.

Signal Type The Primary Parameters

Vehicle operation Vehicle speed, mileage, position of the acceleration and brake pedal,
steering wheel angle.

Power battery status Total voltage and current of the battery pack, insulation resistance
and temperature.

Motor operation Voltage, current, motor speed, motor torque and temperature.

Vehicle accessories status Voltage and current of the air conditioner, Voltage and current
of the DC-DC.

Vehicle alert Alert signal of power battery, motor and thermal
management system.

It should be noted that the collected data mentioned above were obtained from the
OBD-II interface, and do not include any personal information, such as GPS data.

2.2. Data Treatment

The vehicle data were collected in ‘Charge’, ‘Standby’ and ‘Operation’ phases. For
the analysis of driving behaviour, the data collected in the ‘Charge’ and ‘Standby’ phases
were neglected. A valid driving event was recognised by both the power-on status and
the vehicle speed being greater than zero. When the vehicle speed was zero for less than
10 min with power-on status, it was considered in the same driving event. Figure 3 showed
an example of the vehicle speed versus time in a complete driving event.

Figure 3. The vehicle speed versus time in a complete driving event.

The data acquisition and transmission can be affected by occasional interferences,
such as the voltage fluctuation in the vehicle start and stop phase, abnormal power failure
of the data acquisition system, the interruption of the communication signal caused by
tunnels or tall buildings and so on [27]. The data received by the server include occasional
flaws; therefore, a data quality control method must be used before processing. The sliding-
window averaging filter was implemented to reduce the random noise. The filter can be
expressed as follows:

x[k] =
1
M

M−1

∑
i=0

x[k − i] (1)
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where i is the number of the original data, x[k − i] is the original data, M is the length of
the sliding-window averaging filter, which is set to five, and x[k] is the treated data.

The vehicle data were obtained from the ECUs of the vehicles via CAN bus. Most
of the data were deemed normal. To eliminate the occasional abnormal data, the box
diagram method was used, which was introduced in the previous paper [28]. The sliding-
window averaging filter and box diagram method were used to treat the original data.
Figure 4a showed the treatment effect of the filter on vehicle velocity. It can be seen that the
signal fluctuation was eliminated but the trend remained the same. Figure 4b showed the
treatment effect of the box diagram method for the acceleration and the abnormal value
can be eliminated effectively.

 
(a) (b) 

Figure 4. The comparison of the signal with different treat method: (a) Sliding-window averaging
filter; (b) The box diagram method.

2.3. The Indexes for Driving Behaviour

There were multiple indexes to evaluate the driving behaviour. This study mainly
focused on the indexes related to driving safety, including frequent adjustment of vehicle
speed and steering wheel, rapid acceleration, sudden braking, rapid turning, fatigue
driving and power consumption. The proposed evaluation method of driving behaviour
was based on 11 indexes. The index, symbol, definition and unit are listed in Table 2. All
values were calculated based on a complete driving event.

Table 2. The indexes used to evaluate the driving behaviour.

Number Index Symbol Definition Unit

1 Standard deviation of vehicle speed vstd vstd =

√
n
∑

i=1
(vi−vm)

2

n
km/h

2 Average value of acceleration am
+

am
+ =

n
∑

i=1
ai

+

n
m/s2

3 Average value of deceleration am
−

am
− =

n
∑

i=1
ai

−

n
m/s2

4 Standard deviation of acceleration astd
+

astd
+ =

√
n
∑

i=1
(ai

+−am+)2

n
m/s2

5 Standard deviation of deceleration astd
−

astd
− =

√
n
∑

i=1
(ai

−−am−)2

n
m/s2
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Table 2. Cont.

Number Index Symbol Definition Unit

6 The number of rapid acceleration per 100 km Fa Fa = Na
D × 100 times/100 km

7 The number of sudden braking per 100 km Fd Fd = Nd
D × 100 times/100 km

8 The number of rapid turning per 100 km Ft Ft =
Nt
D × 100 times/100 km

9 The number of speeding during steering per 100 km Fst Fst =
Nst
D × 100 times/100 km

10 Driving time per trip T - hour

11 Power consumption per 100 km Pm Pm = W
D × 100 kW·h/100 km

where i is the number of sample point, n is the total number of sample point in a complete driving event, vi is the
vehicle speed of each sample point, vm is the average speed in a complete driving event, a+i is the acceleration of
each sample point, a−i is the deceleration of each sample point, Na, Nd, Nt and Nst are the number of occurrences
of rapid acceleration, sudden braking, rapid turning and speeding during steering, respectively, in a complete
driving event, D is the mileage in a complete driving event, and W is the power consumption in a complete
driving event.

3. Quantity Estimation of Driving Behaviour Data

For an individual driver, the driving style is relatively stable after a certain period of
driving experience and the statistical characteristics will be convergent [29]. The evaluation
accuracy of driving behaviour depends on the volume of the NDS dataset, which should
cover as many of the driving behaviour characteristics as possible. From the statistical
perspective, if the NDS data are adequate, the distribution density of the data will remain
the same with additional sample data. In this case, the amount of NDS data can be
considered suitable for driving behaviour analysis. To ensure the appropriate quantity of
dataset, the amount of NDS data was estimated by Kullback–Leibler (KL) divergence [30].
The quantity estimation of a given dataset x = {xi}n

i=1 included the following two steps.
Firstly, the distribution density ( fn(x)) of the dataset (x) was calculated with the kernel

density method, which was a non-parametric method, and the equations are as follows.

fn(x) =
1
n

n

∑
i=1

1
h

K(
x − xi

h
) (2)

h = 1.06·σ·n−1/5 (3)

K(u) =
1

2π
exp(−u2

2
) (4)

where n is the length of the dataset, σ is standard deviation of the dataset.
Secondly, the KL divergence was calculated to assess the difference in kernel density

between the two datasets with the data length of n and n + m, respectively. Assuming the
kernel densities of the two datasets are expressed as fn(x) and fm+n(x), the KL divergence
of the two datasets can be expressed as Equation (5). If KL remains as a small value with the
increase in m, it indicates that the kernel density is almost unchanged with the adjustment
of the dataset and the quantity of the dataset is adequate. The variation value of KL can
affect the data quantity, which was set as KL < 1 × 10−5 in this study.

KL( fn+m(x)|| fn(x)) =
∫

fn+m(x)× log
fn+m(x)

fn(x)
(5)

The KL divergence of different driving behaviour parameters was calculated and
Figure 5 showed the changing trend of vehicle speed, acceleration, steering wheel angle
and steering wheel speed. It can be seen that the KL of different parameters decreased
with the increase in data quantity. Although the convergence rate of the parameters was
different, the KL convergence of the four parameters all satisfied the requirement when
the data quantity exceeded 231 × 105. The similar calculation of KL was applied to other
driving behaviour parameters. Based on this analysis, the quantity of the sampled data in
this study was considered adequate.
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Figure 5. The KL of different parameters versus data quantity.

4. Study on the Relationship between Different Driving Behaviour Parameters

4.1. Statistical Characteristics of the Main Driving Behaviour Parameters

Vehicle speed, acceleration, deceleration, steering wheel angle and steering wheel
speed contain abundant information reflecting driving behaviour. The statistics of
these parameters were firstly calculated to understand the general characteristics of the
driving behaviour.

According to Figure 5, the KL of vehicle speed converged when the data quantity
exceeded 20 × 105. The vehicle speed was selected randomly from the total dataset of
shared-electrical vehicles to the quantity of 20 × 105. The distribution characteristic of the
vehicle speed is shown in Figure 6. Most of the vehicles’ speeds were lower than 80 km/h
and the average speed was 33.4 km/h. The relatively low speed was mainly attributed
to the heavy urban traffic. The largest proportion of the speed was lower than 5 km/h,
which reflected the frequent starting or parking mode due to red lights or traffic jams in
urban traffic.

Figure 6. The distribution characteristic of the vehicle speed.
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According to Figure 5, the KL of acceleration and deceleration converged when the
data quantity exceeded 163 × 105. The corresponding data quantity of acceleration and
deceleration were selected randomly from the total dataset of shared-electrical vehicle. The
distribution characteristic was compared and shown in Figure 7. Over 90% of the accelera-
tion and deceleration were lower than 1.5 m/s2. The average values of acceleration and
deceleration were 2.05 and 2.72 m/s2, respectively. Compared to deceleration, acceleration
was mainly located within the small value sections, which was mainly attributed to the
heavy traffic.

Figure 7. The distribution characteristic of acceleration and deceleration.

The KL of steering wheel angle converged when the data quantity was more than
10 × 105, and the corresponding quantity of steering wheel angle data was selected ran-
domly. The distribution characteristic of steering wheel angle is shown in Figure 8. Over
60% of the steering wheel angle was lower than 25◦, which meant that most of the angle
change was attributed to the slight adjustment in driving direction. The percentage de-
creased with the increase in steering wheel angle until 300◦, and these steering actions were
mainly due to lane-changing or vehicle turning. There was also angle distribution around
550◦, and this was mainly caused by vehicle U-turn or parking.

Figure 8. The distribution characteristic of steering wheel angle.
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The KL of steering wheel speed converged when the data quantity was more than
231 × 105. The same amount of steering wheel speed data was selected randomly and
compared in Figure 9. According to the steering characteristic, the steering wheel speed
can be classified to steering speed (positive values) and return speed (negative values).
Comparison showed that the two speeds had a similar changing pattern. Most of the
steering speeds and return speeds were lower than 25◦/s, which meant that the majority of
the steering actions were careful. The averages of the steering speed and return speed were
calculated, which were 38.11◦/s and 30.35◦/s, respectively. The steering speed was larger
than the return speed, which corresponded to the normal driving habit.

Figure 9. The distribution characteristic of steering wheel speed.

4.2. Statistical Characteristics of Parameters at Different Vehicle Speed

The acceleration, deceleration, steering wheel angle and steering wheel speed are
affected by vehicle speed. To reveal the influence of speed on different driving parameters,
the statistical characteristics of the parameters at different vehicle speeds were analysed.
The analysis can provide guidance for threshold settings of driving behaviour evaluation.

Figure 10a showed the distribution characteristic of acceleration and deceleration ver-
sus vehicle speed. The acceleration decreased, along with the increase in vehicle speed. The
deceleration firstly increased and then decreased with the increase in vehicle speed, and the
inflection point was approximately 25 km/h. An explanation of this scenario is introduced
in the following section. The overall change trend suggested that the acceleration and
deceleration approached zero with the increase in vehicle speed. This can be explained by
the fact that the higher vehicle speeds normally appeared during smooth traffic and the
vehicle speed change will reduce accordingly in this situation. Additionally, the drivers
tended to keep the speed stable to ensure safety at high vehicle speeds. Figure 10b showed
the distribution comparison of acceleration and deceleration at different vehicle speeds. The
acceleration distribution was relatively stable in a wide range of vehicle speeds from 0 to
60 km/h and the largest proportion of acceleration appeared around the speed of 20 km/h,
which was the vehicle starting condition. The deceleration was mainly distributed in
the lower speed condition and the largest proportion of deceleration appeared at speeds
ranging from 0 to 5 km/h.
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(a) (b) 

Figure 10. The distribution characteristic of acceleration and deceleration versus vehicle speed:
(a) Overall trend; (b) Comparison of distribution characteristic.

Figure 11 showed the different quantile values of acceleration and deceleration at
different vehicle speeds. It can be seen that the acceleration increased significantly during
the speed from 0 to 5 km/h, which was attributed to the electric motors’ high torque
output at low speed. The quantile of the acceleration decreased with the increase in speed.
This can be explained by the fact that the drivers tended to accelerate the vehicle more
rapidly at lower speed conditions. The quantile of the deceleration firstly increased and
then decreased. The reason for this is that the shared-electrical cars have braking energy
recovery and the maximum braking torque appears at around 25 km/h, which led to this
inflection point. The braking energy recovery in the deceleration phase was the main
difference between the electrical vehicles and vehicles powered by Internal Combustion
Engine (ICE).

 
Figure 11. The comparison of different quantile value for acceleration and deceleration.

To evaluate the abnormal acceleration or deceleration, some researchers employed the
fixed threshold value. According to Figure 11, both the acceleration and deceleration tended
to decrease with the increase in vehicle speed in general. Therefore, it was reasonable that
the threshold of abnormal acceleration or deceleration changed with speed. To confirm the
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threshold, a linear fit was applied to the quantile of acceleration and deceleration during
the speed range from 10 to 120 km/h. The linear fit of the acceleration is expressed as
Equation (6).

f (x) = β1x + β2 (6)

where x is vehicle speed and β1 and β2 are the coefficients of linear fit. The linear fit result
is shown in Table 3, in which R2 is the coefficient of determination.

Table 3. The linear fit result of the acceleration.

Coefficient 50% 85% 90% 95% 99% 99.9%

β1 −0.0042 −0.0090 −0.0102 −0.0118 −0.0150 −0.0238

β2 0.5312 1.2056 1.4002 1.7076 2.5000 3.5534

R2 0.9123 0.9351 0.9386 0.9477 0.9708 0.9930

Similarly, the quantile of deceleration also had a linear fitted. Considering the piece-
wise characteristic of the deceleration, the piece-wise linear fit was employed, which is
shown in Equation (7).

f (x) =
{

β1x + β2
β3x + β4

x < 25km/h
x ≥ 25km/h

(7)

where x is vehicle speed and β1, β2, β3 and β4 are the coefficients of linear fit. The linear fit
result is shown in Table 4.

Table 4. The linear fit result of the deceleration.

Coefficient 50% 85% 90% 95% 99% 99.9%

β1 −0.0087 −0.0128 −0.0146 −0.0182 −0.030 −0.0565

β2 −0.2903 −0.8529 −1.0147 −1.2648 −1.8500 −2.6433

β3 0.0047 0.0105 0.012 0.0144 0.0220 0.0301

β4 −0.5456 −1.3544 −1.5801 −1.9741 −3.150 −4.57

R2 0.8266 0.8263 0.8402 0.8838 0.9494 0.9220

The linear fit result of the acceleration and deceleration were compared in Figure 12.
Greater acceleration and deceleration can cause a feeling of discomfort and risk of traffic
accidents. According to the quantile and distribution of acceleration and deceleration, the
quantile value of 99% was arbitrarily employed to distinguish the abnormal acceleration
and deceleration in the following evaluation of driving behaviour.

Vehicle speed has a great influence on driving safety and it is dangerous to steer
heavily at high speeds. Figure 13 showed the comparison of distribution and quantile
of steering wheel angle at different speeds. Most of the steering action occurred at the
speed of 20 km/h, and the steering wheel angle decreased with the increase in speed. The
trend corresponded to the driving habits that the steering demand was decreased with the
increasing speed to ensure driving safety. The quantile value of the steering wheel angle
was almost unchanged when the steering wheel angle was larger than 300◦. This indicated
that drivers tended to decrease vehicle speed at high steering angle conditions to avoid
traffic accidents.
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Figure 12. The linear result of quantile for acceleration and deceleration.

Figure 13. The comparison of distribution and quantile for steering wheel angle at different speeds.

Rapid steering can reduce the lateral stability of vehicles. Steering wheel speed
reflects the operation speed of the drivers on the steering wheels. A faster speed is usually
associated with a higher risk of rollover and skid of the vehicle. Figure 14 showed the
distribution of steering wheel speed versus vehicle speed. The maximum steering wheel
speed can reach approximately 600◦/s. The high steering wheel speeds mainly occurred
at vehicle speeds lower than 30 km/h, which suggested that drivers tended to turn the
steering wheel rapidly at safe speeds. The trends of steering speed and return speed were
similar. They both decreased with the increase in vehicle speed. Considering the similar
trend, the quantiles of the steering speed was obtained. The comparison of the quantile
showed that the steering speed was almost unchanged when the vehicle speed was higher
than 60 km/h, which meant that most of the steering actions were gentle at high vehicle
speeds to ensure driving safety.
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Figure 14. The comparison of distribution and quantile for steering wheel speed at different speeds.

The changing trend of the steering wheel speed was also exponentially fitted with
vehicle speed to obtain the threshold of rapid turning. The exponential fitting equation is
expressed as Equation (8).

f (x) = a + b × xc (8)

where x is vehicle speed and a, b and c are the coefficients of exponential fit. The exponential
fit result is shown in Table 5.

Table 5. The exponential fit result of the steering wheel speed.

Coefficient 50% 85% 90% 95% 99% 99.9%

a 0.97 5.82 7.64 9.83 19.56 3.80

b −53.27 −209.30 −270.77 −373.06 −680.00 −692.02

c 0.948 0.940 0.936 0.936 0.935 0.949

R2 0.9932 0.9982 0.9985 0.9985 0.9942 0.9935

Considering the influence of the speed on the safety of steering action, the evaluation of
the rapid turning should consider the speed. According to the distribution and quantile of
rapid turning, the quantile of 99% was selected as the threshold to distinguish the abnormal
steering action, which is shown in Figure 15. The threshold of rapid turning decreased with
the increase in vehicle and the setting method of the threshold can distinguish the rapid
turning more effectively.

The previous analysis investigated the influence of vehicle speed on driving be-
haviours, such as acceleration, deceleration and steering action. According to the analysis,
the threshold of aberrant driving behaviours were established to identify rapid acceleration,
sudden braking, and rapid turning. In the next section, these thresholds were employed to
calculate the number of occurrences for aberrant driving behaviour, which can be used to
evaluate the driving behaviours.
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Figure 15. The distribution of steering wheel speed and threshold of abnormal steering action.

5. Evaluation Method of Driving Behaviour

5.1. Confirmation of Weight and Scoring Rule

According to the previous analysis, 11 indexes related to driving safety were utilized
to evaluate driving behaviour. The evaluation result is influenced by the weight of indexes
which can be confirmed by either the subjective or objective evaluation method. Subjective
evaluation confirms the weight according to experience. Objective evaluation calculates the
weight based on the relationship between the indexes. This study confirmed the weight of
indexes by combining the subjective and objective evaluation method.

The comprehensive multi-index evaluation system was composed of two hierarchies.
The first layer was the criterion layer, which consisted of three indexes: driving action,
vehicle operation and fatigue driving/power consumption. The second layer was the index
layer that consisted of the 11 indexes. The detailed index structure is shown in Table 6.

Table 6. The detailed index structure of driving behaviour evaluation.

Criterion Layer Index Layer Symbol of the Index

vehicle operation (u1)

The number of rapid accelerations per 100 km u11
The number of sudden brakings per 100 km u12

The number of rapid turns per 100 km u13
The number of speeding occurrences during

steering per 100 km u14

driving action (u2)

Standard deviation of vehicle speed u21
Average value of acceleration u22
Average value of deceleration u23

Standard deviation of acceleration u24
Standard deviation of deceleration u25

fatigue driving/power
consumption (u3)

Time of a driving event u31
Power consumption per 100 km u32

Firstly, the weights of the indexes were preliminarily determined with the Analytic
Hierarchy Process (AHP) method, which was a subjective evaluation. According to the
experience, the judgement matrix was confirmed and used to indicate the relative im-
portance degree of the indexes in the same layer. Assuming the index number of cri-
terion layer m and the number of index layer n, the weight of indexes for the criterion
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layer (ABi(i = 1, 2, . . . , m)) and index layer (ASj(j = 1, 2, . . . , n)) can be calculated by
Equation (9).

ABi =
m
√

Mi
m
∑

i=1

m
√

Mi

ASj =
n
√

Nj
n
∑

j=1
n
√

Nj

(9)

where Mi and Nj are the product of value in every row of the judgement matrix.
Secondly, the weight was further confirmed by the Entropy Weight Method (EWM),

which was an objective evaluation. The EWM confirmed the weight of indexes according
to the difference in the samples. Assuming the evaluation objectives are expressed as
Ai(i = 1, 2, . . . , m), the indexes are as follows: Xj(i = 1, 2, . . . , n), AX′

ij is the original
value of the jth index in the ith sample and AXij is the treated value by the Equation (10).
The weight of index (EWj ) can be calculated by EWM method using Equation (11).

AXij =
AX′

ij − min(AX′
ij)

max(AX′
ij)− min(AX′

ij)
(10)

EWj =

1 + (1/ ln m)
m
∑

i=1
Pij ln Pij

n
∑

j=1
(1 + (1/ ln m)

m
∑

i=1
Pij ln Pij)

(11)

where Pij is the weight of the jth index in the ith sample and this can be expressed as
Equation (12).

Pij =
AXij

m
∑

i=1
AXij

(12)

Finally, the comprehensive index weight (τj) can be calculated from ASj and EWj using
Equation (13). Then, the normalisation can be applied to index layer, which is expressed as
Ωij. The final weight (Wj) can be obtained from the product of Ωij and ABi, as shown in
Equation (14).

τj =
ASj · EWj

n
∑

j=1
(ASj · EWj)

(13)

Wj =
ABi · Ωij

m
∑

i=1
(ABi · Ωij)

(i = 1, . . . , m; j = 1, . . . , n) (14)

The judgement matrix was established based on the questionnaire introduced in
previous studies [31–33], as shown in Table 7. The values in the matrix indicated the
relative importance degree of the indexes. The final weights (Wj) were calculated by
combining the AHP and EWM, which were shown in Table 8. It can be seen that the
number of speeding occurrences during steering per 100 km had the maximum value of the
weight and score. This suggests that the speeding during steering was the most dangerous
behaviour among the selected indexes. Other indexes with higher weight or score were
also risky in terms of causing traffic accidents.
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Table 7. The judgement matrix for evaluation of the driving behaviour.

Criterion Layer Index Layer

μ μ1 μ2 μ3
μ1 1 3 2
μ2 1/3 1 1/2
μ3 1/2 2 1

μ1 μ11 μ12 μ13 μ14
μ11 1 2 1/2 1/2
μ12 1/2 1 1/3 1/3
μ13 2 3 1 1
μ14 2 3 1 1

μ2 μ21 μ22 μ23 μ24 μ25
μ21 1 2 1 2 1
μ22 1/2 1 1/2 1 1/2
μ23 1 2 1 2 1
μ24 1/2 1 1/2 1 1/2
μ25 1 2 1 2 1

μ3 μ31 μ32
μ31 1 2
μ32 1/2 1

Table 8. The final weight for different indexes.

Index Weight (Wj) Value (Percentage)

The number of rapid accelerations per 100 km 0.0858 9

The number of sudden brakings per 100 km 0.0677 7

The number of rapid turns per 100 km 0.1580 16

The number of speeding occurrences during steering per 100 km 0.2280 22

Standard deviation of vehicle speed 0.0428 4

Average value of acceleration 0.0233 2

Average value of deceleration 0.0206 2

Standard deviation of acceleration 0.0434 4

Standard deviation of deceleration 0.0333 4

Driving time per trip 0.1525 15

Power consumption per 100 km 0.1445 15

After the confirmation of the index weight, the scoring rule for different indexes was
set to accurately evaluate the driving behaviour. The distribution of the 11 indexes was
analysed and compared in Figure 16. Figure 16a shows the distribution of the number of
rapid accelerations per 100 km. It can be seen that the number gradually decreased and in
over 90% of cases, it was lower than 50 times. According to the distribution and the weight
of the index, the scoring rule was set with a cut-off point of 50. The other scoring rules of
the indexes were confirmed with the similar treatment by combining the distribution and
the weight, and the results are shown in Table 9.

5.2. Proposed Driving Behaviour Evaluation Method

Based on the previous analysis, a driving behaviour evaluation method was proposed.
This method included driving behaviour data acquisition, data pre−processing, recognition
of the aberrant driving behaviour by statistics, index value calculation and output of the
score. The flow chart of the evaluation process is shown in Figure 17.
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(c) (d) 

 

(e) (f) 

Figure 16. Cont.
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(g) (h) 

 

(i) (j) 

 

(k) 

Figure 16. The distribution of different indexes: (a) The number of rapid accelerations per 100 km;
(b) The number of sudden brakings per 100 km; (c) The number of rapid turns per 100 km; (d) The
number of speeding occurences during steering per 100 km; (e) Standard deviation of vehicle
speed; (f) Average value of acceleration; (g) Standard deviation of acceleration; (h) Average value of
deceleration; (i) Standard deviation of deceleration; (j) Driving time per trip; (k) Power consumption.
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Table 9. The scoring rule of different indexes.

Index Unit Score Score Rule

The number of rapid acceleration per 100 km times/100 km 9 y =

{
9 − 0.18x; 0 ≤ x ≤ 50
0; x > 50

The number of sudden braking per 100 km times/100 km 7 y =

{
7 − 0.28x; 0 ≤ x ≤ 25
0; x > 25

The number of rapid turning per 100 km times/100 km 16 y =

{
16 − 0.32x; 0 ≤ x ≤ 50
0; x > 50

The number of speeding during steering per 100 km times/100 km 22 y =

{
22 − 0.88x; 0 ≤ x ≤ 25
0; x > 25

Standard deviation of vehicle speed km/h 4 y =

⎧⎨
⎩

4; 0 ≤ x ≤ 20
2; 20 < x ≤ 35
0; x > 35

Average value of acceleration m/s2 2 y =

⎧⎨
⎩

2; 0 ≤ x ≤ 0.5
1; 0.5 < x ≤ 0.7
0; x > 0.7

Standard deviation of acceleration m/s2 4 y =

⎧⎨
⎩

4; 0 ≤ x ≤ 0.4
2; 0.4 < x ≤ 0.8
0; x > 0.8

Average value of deceleration m/s2 2 y =

⎧⎨
⎩

2;−0.35 ≤ x ≤ 0
1;−0.5 ≤ x < 0.35
0; x < −0.5

Standard deviation of deceleration m/s2 4 y =

⎧⎨
⎩

4; 0 ≤ x ≤ 0.4
2; 0.4 < x ≤ 0.8
0; x > 0.8

Driving time per trip hour 15 y =

⎧⎨
⎩

15; t ≤ 4
5; 4 < t < 8
0; t ≥ 8

Power consumption kW·h/100 km 15 y =

⎧⎨
⎩

15; 0 < x ≤ 15
15 − 3(x − 15); 15 < x ≤ 20
0; x > 20

To verify the effectiveness of the evaluation method, thirty drivers were selected
from the online car−hiring. The driving behaviour data were selected in one month
with 2227 driving events. The scoring result for each driving event was calculated and
compared in Figure 18. Most of the scoring results were located from 70 to 100, which
indicates that most of the driver behaviours were cautious. There were also some scoring
results lower than 60, which can be considered as unsafe driving behaviours. To quanti-
tatively evaluate the driving behaviour of a driver, the average score for every driver in
a month was obtained by averaging the score of each driving event, which is shown in
Figure 18b. The comparison result showed that the score difference was considerable for
each driver. The evaluation result suggested that the scores of the driver number 2 and
14 were relatively low.

In order to investigate the reasons for the low scores of drivers 2 and 14, the score
of the four indexes were compared in Figure 19. The four indexes were the number of
rapid accelerations per 100 km, the number of sudden brakings per 100 km, the number
of rapid turns per 100 km and the number of speeding occurrences during steering per
100 km, which were closely related with aberrant driving behaviour. The scores of drivers
2 and 14 were also compared with the average scores of the thirty drivers. It can be seen
that the scores of the selected four indexes for drivers 2 and 14 were obviously lower
than the average scores. Additionally, the score of driver number 14 was lower than
that of driver number 2. A lower score meant more aberrant driving behaviour, which
showed the effectiveness of the evaluation method. The scoring result can be an important
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reference for the passenger transport company to distinguish the driver with abnormal or
dangerous driving behaviour. The driving behaviour scores can also be an important basis
for evaluation for the insurance company to collect the premium.

 

Figure 17. The evaluation flow chart of driving behaviour.

  
(a) (b) 

Figure 18. The evaluation result of driving behaviour: (a) The score distribution of driving events;
(b) The score for every driver.

 

Figure 19. The comparison of scores for four indexes (numbers from 1 to 4 represent the number of
rapid accelerations per 100 km, the number of sudden brakings per 100 km, the number of rapid
turns per 100 km and the number of speeding occurrences during steering per 100 km, respectively).
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6. Conclusions

This study proposed a quantitative evaluation method of driving behaviour based
on NDS data collected from shared-electrical cars and online car-hiring services. Data
acquisition, treatment method and data volume verification were analysed to ensure the
effectiveness of the dataset. The distribution characteristics of the main driving behaviour
parameters were studied. On this basis, the evaluation method was proposed and verified.
The main conclusions were shown as follows. The main differences between the electrical
vehicles and vehicles powered by ICE were in the deceleration phase. There was braking
energy recovery for the electrical vehicles. Therefore, the conclusion can be basically
applied to the ICE vehicles.

1. The NDS data were collected from the OBD−II interface via CAN bus with the rate
of 10 Hz. This sampling frequency satisfies the requirement of transient process
analysis. The sliding-window averaging filter and the box diagram method were
used to improve the data quality. Eleven indexes were selected to evaluate the
driving behaviour, including vehicle running data, driver operation data and power
consumption of the vehicles.

2. KL divergence was applied to confirm the appropriate data quantity for the driving
behaviour analysis. The result showed that the minimum data quantity for vehicle
speed, acceleration, steering wheel angle and steering wheel speed were 20 × 105,
63 × 105, 10 × 105, 231 × 105, respectively, with the variation value of KL lower than
1 × 105.

3. The changing trend of acceleration and deceleration, steering wheel angle and steer-
ing wheel speed versus vehicle speed were compared. Based on the distribution
characteristics, the thresholds of aberrant driving were determined in correlation with
vehicle speed to enhance the recognition accuracy of the aberrant driving behaviour.
The thresholds can be used to evaluate the aberrant driving behaviour.

4. The weights for the 11 indexes were obtained by combining the AHP and EWM
methods. The scoring rules of the 11 indexes were confirmed based on the distribution
of the indexes. An evaluation method of driving behaviour was proposed and verified
according to the driving behaviour data of the car-hiring driver.

In future research, more parameters will be considered including, road slope, weather,
driving experience and so on. Additionally, other useful sensors will be used to obtain more
driving behaviour parameters. On this basis, the scoring rule will be further optimized and
the accuracy of the evaluation method can be subsequently improved.
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Abbreviations

AHP Analytic Hierarchy Process
CAN Controller Area Network
ECU Electronic Control Units
EWM Entropy Weight Method
GPS Global Positioning System
ICE Internal Combustion Engine
IMU Inertial Measurement Unit
KL Kullback–Leibler
NDS Naturalistic Driving Study
OBD On-Board Diagnostics
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Abstract: Considering that the distance between offshore wind farms and onshore converters is
getting farther and farther, dc transmission becomes increasingly more applicable than conventional
ac transmission. To reduce the transmission loss, a feasible solution is using a high-gain dc/dc
converter to boost the rectified output voltage to thousands of volts. Thus, a novel single-switch
high-gain dc/dc converter with a ripple-free input current is presented in this paper. The structure
consists of two cells—a coupled-inductor cell and a switched-capacitor cell. The coupled-inductor
cell in the proposed converter provides a ripple-free input current. The switched-capacitor cell
provides a high voltage gain. The converter has a simple control strategy due to the use of a single
switch. Moreover, the output capacitor is charged and discharged continuously by a 180◦ phase
shift to eliminate the output voltage ripple. A steady-state analysis of the converter is proposed to
determine the parameters of the devices. In addition, a 240 W, 40/308 V laboratory prototype at
35 kHz switching frequency has been developed, in which the input current ripple is only 1.1% and a
peak efficiency of 94.5% is reached. The experimental results verify the validity and feasibility of the
proposed topology.

Keywords: dc/dc converter; high voltage gain; ripple-free input current; offshore wind farms

1. Introduction

With the beginning of global carbon neutrality, offshore wind energy has become one
of the main and growing sources of renewable energy worldwide [1–3]. The European
Commission stated that the offshore wind power capacity in Europe would reach 450 GW by
2050, making it a key part of renewable energy [4]. Compared with its onshore counterpart,
an offshore wind farm has the merits of less land occupation, higher wind speeds, and more
stable wind conditions [5–7]. However, there are some problems that need to be solved,
such as the difficulties of installation and maintenance [8,9]. Once an accident occurs, the
long time for fault correction will have an adverse impact on the continuous power supply.
Moreover, with the increase in offshore distance, conventional high voltage ac (HVAC)
transmission is no longer suitable for long-distance offshore wind farms, as it brings higher
power loss and significant power fluctuation [10–12].

Considering the above problems, high voltage dc (HVDC) transmission appears to be
a more promising solution for long-distance and large-scale offshore wind farms [13–15].
The traditional HVAC transmission system of an offshore wind farm consists of a medium
voltage ac (MVAC) collection grid as shown in Figure 1. Each wind turbine is connected
to a transformer to boost the turbine’s output voltage. To avoid the use of large volume
transformers, a HVDC transmission system uses a medium voltage dc (MVDC) collection
grid as shown in Figure 2 [16–18], where the traditional MV transformers are replaced by
MV step-up dc/dc converters. The use of MV dc/dc converters can significantly reduce
the volume and weight of the offshore platforms which leads to lower installation costs.
Meanwhile, due to the low output voltage generated by wind turbines, high-gain dc/dc
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converters become one of the key levels of MV dc collection grids [19–21]. In the existing
research, there are bidirectional and unidirectional high-gain dc/dc converters. However,
there is no need for bidirectional power flow capacity due to the inherent characteristics of
offshore wind farms, so a simpler unidirectional dc/dc converter is more applicable for
offshore wind energy systems [22]. In addition to a high voltage gain, there are some other
challenges such as low input current ripple, high conversion efficiency, and high-power
density. To overcome these challenges, a large amount of relevant research has been done.

Figure 1. HVAC transmission system with MVAC grid.

Figure 2. HVDC transmission system with MVDC grid.

To reduce the power loss and maintain high efficiency, researchers have generated
much interest in high-gain dc/dc converters for offshore wind farms. In [23], a high-gain
resonant switched-capacitor (RSC) dc/dc converter was introduced, which provided low
switching losses and high efficiency by the resonant switching transitions. In addition,
the voltage gain was increased through the series-modular configuration. However, to
reach a high voltage gain, lots of switching devices and passive components were used
in the topology. Meanwhile, the voltage stress increment of the switches and diodes
blocked its application in offshore wind energy systems. To reduce the number of power
switches, [24,25] both presented step-up dc/dc converters which worked only by one
switch. The control of the converters was easy, and the conduction loss of the switch was
decreased due to the use of a single-switch structure. But the voltage gain was not high
enough. In [26], a high-power multilevel step-up dc/dc converter was studied with the
merits of outstanding dynamic performance and low voltage stress. Although there was a
filter inductor in this converter that could reduce the input current ripple, the step-up ratio
was not high enough for offshore wind farms. Moreover, the concept of modularization
used in offshore wind farms has attracted considerable interests recently due to its high
reliability and excellent expandability [27–30]. Nevertheless, a complex switching scheme
is usually required in the modular structure. Furthermore, a large number of power devices
connected in series increase the volume and weight of the offshore platforms and may raise
the overall costs.

In order to ensure the long-distance and stable transmission of electricity, a ripple-free
input current is necessary for a high-gain dc/dc converter. Generally, bulky and huge
electrolytic capacitors are used at the input stage of the dc/dc converters to decrease the
large input current ripple. To avoid the use of bulky electrolytic capacitors, a filter inductor
is placed at the input stage to reduce the current ripple [31]. However, the current ripple
still exists, and the effect is not ideal. By utilizing the interleaved structure of switches
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and inductors on the input side, the input current ripple was significantly reduced in [32].
Nevertheless, the switching scheme is relatively complex and the input direct current still
consists of a little ripple. An improved dc/dc converter with a ripple-free input current
was proposed in [33]. The input current ripple was reduced to zero with the use of the
coupled inductor. Moreover, the converter can reach a high voltage gain through the
use of a transformer. However, the use of too many magnetic components also limits its
application in offshore wind farms due to the increase in volume and weight. Nonetheless,
the coupled inductor is a promising component to achieve a ripple-free input current.

Considering the above problems, this paper presents a single-switch high-gain dc/dc
converter with a ripple-free input current. The proposed converter combines the coupled
inductor with the switch-capacitor structure and has the following features by comparing
with the existing converters: (1) high voltage gain; (2) ripple-free input current; (3) simplicity
of control strategy; (4) low voltage stress across the components; (5) high efficiency. Given
all of the advantages, the converter is very suitable for offshore wind energy systems.

The rest of this paper is organized as follows. The proposed topology and operat-
ing principle are discussed in Section 2. The detailed steady-state analysis is presented
in Section 3. The performance comparisons of the converters are provided in Section 4.
Section 5 illustrates the parameters design and the selection of the components. Experi-
mental results are shown in Section 6. Finally, conclusions are drawn in Section 7.

2. Topology and Operating Principle

2.1. Topology

Figure 3a shows the proposed single-switch dc/dc converter with a high voltage gain
and a ripple-free input current. A coupled inductor LC is inserted at the input stage to
eliminate the input current ripple. Figure 3b shows the equivalent circuit of the converter
where the coupled inductor LC is described by the magnetic inductor Lm, the leakage
inductor Lk, and the ideal transformer (turns ratio n = Ns/Np). The switched-capacitor
cell uses only one switch with a new arrangement of the diodes and capacitors to raise
the voltage gain significantly. The control strategy is very simple due to the use of one
switch which can reduce the incidence of failure in offshore wind energy systems. The
theoretical waveforms of the main devices are shown in Figure 4. The voltage at both ends
of the primary side and the secondary side of the coupled inductor are defined as vp and vs,
respectively. The analysis of the converter during a switching period TS can be divided
into two operating modes, and they are shown in Figure 5.

Figure 3. Cont.
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Figure 3. Proposed dc/dc converter: (a) Topology; (b) Equivalent circuit.

Figure 4. Theoretical waveforms of the proposed converter.

Figure 5. Operating modes of the proposed converter: (a) Mode 1; (b) Mode 2.
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2.2. Operating Principle

Since the circuit is controlled by one switch, there are only two operating modes
during a switching period. The following assumptions are made before the analysis.

(1) All the switches, capacitors, diodes, and inductors used in the circuit are assumed to
be ideal components;

(2) All the capacitors are large enough to maintain output voltage constant;
(3) Vin is an ideal dc voltage source, and the load is modeled by a pure resistor RL.

Mode 1 [t0,t1] in Figure 5a: In this mode, the switch S begins to conduct under the
action of the gate driving signal. The current iLm increases linearly from its minimum value
due to the positive voltage. The diodes D1, D2, D5, and D6 are reverse biased. The magnetic
inductor Lm starts to be charged by the input voltage source Vin. C1 is discharged to C3
through diode D3 and C2 is discharged to C4 through diode D4. Meanwhile, C5 and C6
are discharged in series to C7 and RL through diode D7. Figure 6 shows the simplified
equivalent circuits in this mode.

Figure 6. Simplified equivalent circuits of Mode 1.

Here, the voltages across the capacitors, diodes, inductor, and load are defined as
VC0–VC7, VD1–VD7, vLm, vLk, and VO, respectively. Similarly, the currents flowing through
the input voltage source, magnetic inductor, and leakage inductor are defined as iin, iLm,
and iLk, respectively.

Mode 2 [t1,t2] in Figure 5b: At t1, the switch S is turned off. The diodes D3, D4, and D7
are reverse biased. The input voltage source Vin and magnetic inductor Lm are discharged
in series to C1 and C2, respectively. Meanwhile, the input voltage source Vin, magnetic
inductor Lm, and C4 are discharged in series to C5 through diode D5. The input voltage
source Vin, magnetic inductor Lm, and C3 are discharged in series to C6 through diode
D6. Therefore, the current iLm starts to decrease linearly from its maximum value, and the
output capacitor C7 is discharged to the load RL. This mode ends when the driving signal
of the switch S comes in the next period. Figure 7 shows the simplified equivalent circuits
in this mode.

Figure 7. Simplified equivalent circuits of Mode 2.
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3. Steady-State Analysis

3.1. Voltage Gain

Referring to Figures 5a and 6, when the switch is turned on, the following equations
can be obtained according to Kirchhoff’s voltage law, where vLm(on) is the voltage across the
magnetic inductor when the switch is turned on.

⎧⎪⎪⎨
⎪⎪⎩

vLm(on) = Vin
VC3 = VC1
VC4 = VC2
VC5 + VC6 = VC7 = VO

(1)

Similarly, from Figures 5b and 7, the voltage relationship of each loop can be expressed
as follows, where vLm(off) is the voltage across the magnetic inductor when the switch is
turned off. ⎧⎪⎪⎨

⎪⎪⎩
Vin − vLm(o f f ) = VC1 = VC2
Vin − vLm(o f f ) + VC4 = VC5
Vin − vLm(o f f ) + VC3 = VC6
VO = VC7

(2)

By applying the volt-second balance principle to the magnetic inductor Lm under
steady-state conditions, the equation is given below:

∫ t0+TS

t0

vLmdt = 0 (3)

where vLm is the voltage across the magnetic inductor.
From (1)–(3), the steady-state voltage expressions of the capacitors and the load are

given below, where D is the duty cycle.⎧⎪⎨
⎪⎩

VC1 = VC2 = VC3 = VC4 = Vin
1−D

VC5 = VC6 = 2Vin
1−D

VO = VC7 = 4Vin
1−D

(4)

Therefore, the voltage gain M of the proposed converter can be derived as follows:

M =
VO
Vin

=
4

1 − D
(5)

3.2. Ripple-Free Condition

As shown in Figure 5, the direction of the current can be obtained. From Figure 5a,
when the switch S is turned on, the voltage vLm across Lm is Vin. Hence, the current iLm
increases linearly from its minimum value ILm,min as follows:

iLm(t) = ILm,min +
∫ t

t0

Vin
Lm

dt (6)

The voltage vLk across Lk is −(VC0 − nVin). Therefore, the current iLk decreases linearly
from its maximum value ILk,max as follows:

iLk(t) = ILk,max −
∫ t

t0

VC0 − nVin
Lk

dt (7)

Since the average inductor voltage must be zero under the steady-state conditions, the
voltage VC0 can be shown as follows:

VC0 = Vin (8)
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It is apparent that the input current iin is the sum of iLm and niLk. Therefore, combining
(6)–(8), iin can be derived as follows:

iin(t) = ILm,min + nILk,max +
∫ t

t0

(
1

Lm
− n(1 − n)

Lk
)Vindt (9)

To achieve a ripple-free condition, the variation of input current must be zero during
this stage as follows:

d
dt

iin(t) = 0 (10)

From (9) and (10), since (ILm,min + nILk,max) is a constant value, the input current ripple
is eliminated with the following condition:

Lk = n(1 − n)Lm (11)

Consequently, the input current iin in Mode 1 is only determined by

iin(t) = ILm,min + nILk,max (12)

Similarly, with the turn-off of the switch S shown in Figure 5b, the voltage vLm across
Lm is −(VC1 − Vin). The current iLm decreases linearly from its maximum value ILm,max
as follows:

iLm(t) = ILm,max −
∫ t

t1

VC1 − Vin
Lm

dt (13)

The voltage vLk across Lk is (VC1 − VC0 + nvLm), which can also be written as (1 − n)
(VC1 − Vin). Therefore, the current iLk increases linearly from its minimum value −ILk,max
as follows:

iLk(t) = −ILk,max +
∫ t

t1

(1 − n)(VC1 − Vin)

Lk
dt (14)

Combining (13) and (14), the input current iin can be derived as follows:

iin(t) = ILm,max − nILk,max +
∫ t

t1

(
n(1 − n)

Lk
− 1

Lm
)

DVin
1 − D

dt (15)

Since (ILm,max − nILk,max) is a constant value, the input current ripple is also eliminated
with the condition of (11). Therefore, the input current iin in Mode 2 is only determined by

iin(t) = ILm,max − nILk,max (16)

From Figures 4 and 5a, the value of ΔiLm can be obtained as follows:

ΔiLm = ILm,max − ILm,min =
Vin
Lm

DTS (17)

From (7), (8), and Figure 4, the maximum value ILk,max can be derived as follows:

ILk,max =
(1 − n)Vin

2Lk
DTS (18)

Combining (11), (17), and (18), ILk,max can be further expressed by

ILk,max =
1

2n
Vin
Lm

DTS =
1

2n
(ILm,max − ILm,min) (19)

From (19), it can be concluded that

iin(t) = ILm,min + nILk,max = ILm,max − nILk,max (20)
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Consequently, the input current iin is a constant value during the whole switching
period with the condition of (11).

3.3. Voltage Stress Analysis

Referring to the circuit diagrams shown in Figure 5 and according to Kirchhoff’s
voltage law, the following voltage relationships can be obtained:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

VDS = VD1 = VC1
VD2 = VD4 = VC4
VD3 = VC3
VD5 = VC5 − VC2
VD6 = VC6 − VC1
VD7 = VC7 − VC4 − VC6

(21)

where VDS and VD1~VD7 are the voltage stresses of the switch S and the diodes D1~D7,
respectively.

From (4), the simplified voltage stress relationship is given as follows:

VDS = VD1 = VD2 = VD3 = VD4 = VD5 = VD6 = VD7 =
Vin

1 − D
(22)

Therefore, all the diodes and the switch have the same voltage stress which means
the same type of diodes can be selected. Due to the relatively low voltage stress, the
components with a lower-rated voltage and a lower on-resistance can be used to further
reduce the power losses and costs.

3.4. Real-Gain Analysis

In fact, all the active and passive components contain some non-idealities in practice
that influence the voltage gain and efficiency of high-gain dc/dc converters. Figure 8 shows
the equivalent circuits of the proposed topology considering all the non-idealities in the
two operating modes. In Figure 8, RLp and RLs are the equivalent series resistance (ESR)
of the primary and secondary sides of the coupled inductor, respectively, RC0–RC7 are the
ESRs of capacitors, RD1–RD7 are the forward diode resistances of diodes, Vd1–Vd7 are the
forward voltage drops of diodes, and RS is the on-state resistance of the switch.

Figure 8. The equivalent circuits considering all the non-idealities: (a) Mode 1; (b) Mode 2.
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Referring to Figure 8a, when the switch is turned on, the following equations can be
obtained according to Kirchhoff’s voltage law.

⎧⎪⎪⎨
⎪⎪⎩

vLm(on) + iinRLp = Vin
VC3 = VC1 − iSRS − iD3(RC1 + RC3 + RD3)− Vd3
VC4 = VC2 − iSRS − iD4(RC2 + RC4 + RD4)− Vd4
VC7 = VC5 + VC6 − iSRS − iD7(RC5 + RC6 + RC7 + RD7)− Vd7

(23)

Similarly, from Figure 8b, the voltage relationship of each loop can be expressed as
follows when the switch is turned off.⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

VC1 = Vin − vLm(o f f ) − iinRLp − iD1(RC1 + RD1)− Vd1
VC2 = Vin − vLm(o f f ) − iinRLp − iD2(RC2 + RD2)− Vd2
VC5 = Vin − vLm(o f f ) + VC4 − iinRLp − iD5(RC4 + RC5 + RD5)− Vd5
VC6 = Vin − vLm(o f f ) + VC3 − iinRLp − iD6(RC3 + RC6 + RD6)− Vd6
VO = VC7 − iORC7

(24)

By applying the volt-second balance principle to the magnetic inductor Lm, the real-
gain of the proposed converter can be deduced and is given below after simplification.

VO =
1
H

·
[

Vin − 1 − D
4

(Vd1 + Vd2 + Vd3 + Vd4 + Vd5 + Vd6 + Vd7)

]
(25)

where the parameter H is defined as follows:

H =
1 − D

4
+

4RLp

(1 − D)RL
+

(3 + D)RS

4RL
+

1 − D
4RL

·
[
(RD1 + RD2 + RD3 + RD4 + RD5 + RD6 + RD7)+

2(RC1 + RC2 + RC3 + RC4 + RC5 + RC6 + RC7)

]
(26)

3.5. Losses Analysis

The power losses of the proposed converter are caused by diodes, capacitors, the
switch, and the coupled inductor.

In the diodes D1-D7, the forward voltage drop and forward resistance are the reasons
for the power loss PD, and it can be derived as follows:

PD = Vd ID + RD ID
2 (27)

where Vd, RD, and ID are the forward voltage drop, the forward resistance, and the average
current of the diodes, respectively.

As for capacitors C0–C7, the power loss PC caused by the ESR can be calculated by

PC =
fS · C · ΔU2

2
(28)

where C and ΔU represent the capacitance and voltage ripple of the capacitor, respectively.
As for switch S, the power losses comprise conduction loss PS-C and switching loss

PS-S. The on-resistance is the reason for the conduction loss of a switch. By defining the
on-resistance and rms current of the switch as RDSon and IS, respectively, the conduction
loss PS-C can be obtained as follows:

PS_C = IS
2RDSon (29)

The switching loss PS-S can be estimated by linearizing the voltage and current of the
switch during the turn-on and turn-off processes as follows:

{
PS_SON = VDS · Ion · tondelay · fS/6
PS_SOFF = VDS · Io f f · to f f delay · fS/6

(30)
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where Ion and Ioff are the turn-on and turn-off currents, and tondelay and toffdelay are the
turn-on and turn-off time delays.

As for the coupled inductor, the power losses are mainly composed of copper loss
PL-copper and core loss PL-core. According to [34], the theoretical estimation formula of copper
loss can be obtained as follows:

PL_copper = IL
2rL (31)

where IL and rL represent the rms current and the ESR of the coupled inductor, respectively.
The core loss can be calculated by

PL_core = KFe · Ve · fS · (ΔB
2

)
α

(32)

where KFe and α are constants determined by the core material, Ve is the volume of the core,
and ΔB is decided by the current ripple of the coupled inductor.

The total power loss of the proposed converter can be obtained as follows:

Ptotal = PD + PC + PS_C + PS_SON + PS_SOFF + PL_copper + PL_core (33)

In order to exhibit the losses distribution of the proposed converter intuitively, the
losses of each component at 240 W are calculated through (27)–(32) and shown graphically
in Figure 9. It can be seen that most of the total power loss occurs in the diodes, which is
mainly caused by the large output current. However, the conduction loss of the switch is
significantly reduced due to the use of a single switch compared with other multi-switch
high-gain converters.

Figure 9. Loss distribution of the proposed converter.

4. Performance Comparisons

The performance indexes of relevant high-gain dc/dc converters are summarized in
Table 1, including the number of switches, voltage gain, voltage stress of switches and
diodes, total standing voltage (TSV), and input current ripple. According to [35], the total
voltage rating of switching power devices can be reflected by TSV which is defined as

TSV =
∑n

i=1 VSn + ∑m
j=1 VDj

Vo
(34)

where VSn and VDj represent the voltage stress of each switch and diode, respectively.
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Table 1. Comparisons among different converters.

Parameters [24] [25] [26] [32] Proposed

Number of switches 1 1 3 2 1

Voltage gain
3D

1−D
3+D

2(1−D)
1+D
1−D

D(1+D)

(1−D)2
4

1−D

Voltage stress of switches VO
3D

2VO
3+D

VO
3(1+D)

VO
1+D , (1−D)VO

D(1+D)
VO
4

Voltage stress of diodes VO
3D

VO
3+D , 2VO

3+D
VO

3(1+D)
VO

1+D , (1−D)VO
D(1+D)

VO
4

TSV
4

3D
8

3+D
3

1+D
2+D

D(1+D) 2
Input current ripple Low High High Low Zero

Figure 10 gives the comparison curves of different converters in Table 1. From
Figure 10a, the proposed converter has the highest voltage-boosting capability compared
to other converters in the optimal duty cycle range. From Table 1, the switches and diodes
of all the converters have the same maximum voltage stress. Thus, the maximum voltage
stress curve of switches and diodes is plotted in Figure 10b. The voltage stress in the pro-
posed converter is lower than other converters except for the converter in [26]. Although
the voltage stress in [26] is lower when the duty cycle is greater than 1/3, its voltage gain
is much lower than that in the proposed converter. Similarly, Figure 10c shows that the
proposed converter has the lowest TSV when the duty cycle is smaller than 0.5. The TSV
in [26] is lower than that in this paper when the duty cycle is greater than 0.5; however,
its voltage gain is also much lower. It can be deduced from Table 1 and Figure 10 that the
proposed converter has a high voltage gain and a low voltage stress. That is to say, the
active power devices with low withstand voltage can be selected.

Figure 10. Comparative results of the converters versus the duty cycle D: (a) Voltage gain; (b) Voltage
stress of switches and diodes; (c) TSV.

Moreover, from Table 1, the number of switches used in [24,25] and the proposed
converter is the smallest. The proposed converter uses only one switch which can signif-
icantly simplify the control strategy. Meanwhile, the proposed converter has the lowest
input current ripple, and it achieves a ripple-free input current condition which is of great
importance in offshore wind energy systems. Owing to the ripple-free input current, the
HVDC transmission will be more stable. Consequently, the proposed converter is well
suited for offshore wind farms due to the above-mentioned superiorities.

5. Design Guideline

5.1. Design of the Coupled Inductor

To achieve ripple-free conditions, the converter should operate in CCM mode which
means the current iL must be continuous. Thus, combining the current waveform in Figure 4
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and (13), the minimum value ILm,min should be greater than zero. Equation (13) can also be
written as follows:

ILm,min = ILm(1 +
λ

2
)− VC1 − Vin

Lm
(1 − D)TS (35)

where λ is the ripple rate of the current iLm.
Since the average current ILk is zero, the average current on the primary side of the

coupled inductor is also zero. The average current ILm can be expressed by

ILm = Iin (36)

Combining (4), (35), and (36), the minimum value of Lm can be obtained below:

Lm,min =
2VinTSD
(2 + λ)Iin

(37)

Therefore, to ensure that the circuit operates under CCM mode, Lm should be selected
with the following condition:

Lm > Lm,min (38)

When the value of Lm is determined, Lk can be determined by (11).

5.2. Design of Capacitors

In mode 1, the current flowing through C0 is iLk. The currents flowing through C3,
C4, and C7 are iD3, iD4, and iD7, respectively. Assuming that the capacitor voltage ripple
rate is xc%, the minimum values of the capacitors C3, C4, and C7 can be obtained from the
capacitor’s characteristic equation as follows:

Cnmin =
∫ DTS

0

iDn
xc%VCn

dt (39)

and C0min can be expressed by

C0min =
∫ DTS

0

iLk
xc%VC0

dt (40)

Similarly, in mode 2, the currents flowing through C1, C2, C5, and C6 are iD1, iD2, iD5,
and iD6, respectively. Thus, the minimum values of the capacitors C1, C2, C5, and C6 can be
obtained as follows:

Cnmin =
∫ TS

DTS

iDn
xc%VCn

dt (41)

5.3. Selection of Switch and Diodes

For switch S and diodes D1-D7, according to the voltage stress relationship obtained
from (22) and considering an appropriate margin, the maximum withstand voltage value is
given below:

VDS = VD1 = VD2 = VD3 = VD4 = VD5 = VD6 = VD7 =
kVVin
1 − D

(42)

where kV represents the voltage margin factor.

6. Experimental Results

To verify the validity and feasibility of the proposed topology, a 240 W laboratory
prototype converter at 35 kHz switching frequency was designed. Detailed parameters and
selected components are given in Table 2. Since the experimental leakage inductance of the
coupled inductor was about 2 uH, an auxiliary inductor was connected in series with the
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secondary side of the coupled inductor to meet the requirements. The main voltage and
current experimental waveforms of the converter are shown in Figure 11.

Table 2. Parameters of the converter.

Parameters Value/Model

Input voltage Vin/V 40
Output voltage VO/V 308

Switching frequency fS/kHz 35
Magnetic inductor Lm/uH 250
Leakage inductance Lk/uH 62.5

Turn ratio n 1:2
Capacitor C0/uF 330

Diodes D1–D7 MBR10200CT
Switch IRFP260NPBF

Figure 11. Experimental waveforms of the prototype: (a) VC1, VC2, VC3, and VC4; (b) VC5, VC6, and
VC7; (c) VD1, VD2, VD3, and VD4; (d) VD5, VD6, and VD7; (e) Vin, VO, iin, and VGS; (f) iin-ac, and VGS;
(g) VS, VGS, vp, and vs; (h) ip and is.

From Figure 11a, VC1–VC4 reach nearly 80 V. Due to the RDSon of the switch and
the forward voltage drop of the diodes, VC1–VC4 are slightly lower than the theoretical
values. From Figure 11b, VC5 and VC6 reach nearly 160 V, and VC7 reaches nearly 320
V. Due to the loss of devices on different loops, VC5–VC7 are also slightly lower than the
theoretical values.

From Figure 11c,d, the voltage stresses on the diodes D1–D7 are about 80 V which is
consistent with the theoretical analysis. Figure 11e shows that the output voltage reaches up
to 308 V under 40 V input voltage. Hence, the experimental results verify that the proposed
converter has the characteristic of high voltage gain. According to the theoretical calculation,
the output voltage should have been 320 V under ideal conditions. The difference between
experimental results and ideal conditions is caused by the non-idealities in the circuit. As
can be seen from the waveform of iin in Figure 11e, the input current iin is constant. The ac
component of iin shown in Figure 11f is about 60 mA. The ripple rate of iin is only 1.1%, thus
the proposed converter provides a ripple-free input current through the aforementioned
parameter design. From Figure 11g, the voltages at both ends of the primary and secondary
sides of the coupled inductor change at the same time and have the same value. Figure 11h
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shows the currents of the coupled inductor, where ip and is represent the current on the
primary and secondary sides of the coupled inductor, respectively. Also, the voltage
and current waveforms of the coupled inductor in Figure 11g,h are consistent with the
theoretical waveforms in Figure 4.

In summary, the experimental results verify the validity and feasibility of the proposed
converter. Some deviations from the theoretical analysis are inevitable. The proposed
converter exhibits an efficiency of 93.7% at a 240 W load. Figure 12 shows the measured ef-
ficiency curve of the proposed converter under different loads and the maximum efficiency
is 94.5%. Figure 13 shows the photograph of the experimental prototype.

Figure 12. Measured efficiency of the proposed converter.

Figure 13. Photograph of the experimental prototype.

7. Conclusions

Aiming at the MVDC system in offshore wind farms, a novel single-switch high-
gain dc/dc converter with a ripple-free input current is proposed in this paper. Since the
converter uses only one switch, the control strategy is not complicated which is beneficial
for the stability of offshore wind energy systems. The converter provides a high voltage gain
through a switched-capacitor structure. Additionally, the converter provides a ripple-free
input current by utilizing a coupled inductor which can avoid the use of a large electrolytic
capacitor. Hence, the volume and weight of the converter are reduced. Moreover, the
output capacitor is charged and discharged continuously by a 180◦ phase shift to eliminate
output voltage ripple which can further improve the stability of the systems. The steady-
state characteristic under CCM of the converter is analyzed. Comparisons of the proposed
converter with its counterparts show various beneficial characteristics as follows: (1) high
voltage gain; (2) ripple-free input current; (3) simple control strategy; (4) low voltage stress
on devices; and (5) high efficiency. Finally, to verify the validity and feasibility of the
proposed converter, a laboratory prototype has been built for a power of 240 W, input and
output voltages of 40 and 308 V, respectively, and a switching frequency of 35 kHz. The
input current ripple is only 1.1% and the maximum efficiency is measured to be 94.5%.
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Experimental results confirm that the proposed converter is well suited for high-gain
offshore wind energy applications.
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Abstract: Ever since the discovery of oil in 1938, the State of Kuwait has increasingly sought out
international brands in the car market due to the high purchasing power of Kuwaiti nationals.
However, the makers of electric vehicles (EVs) have not been able to penetrate this market, with the
exception of innovators and early adopters. The phenomenon in disruptive innovation theory—called
“Crossing the Chasm”—regarding a mass market appeal has not yet occurred in Kuwait. Through
deep interviews with 12 Kuwaiti owners of EVs and automotive dealers who sold either EVs or
Hybrid Electric Vehicles (HEVs), 10 key reasons for this phenomenon have been previously revealed,
which were used to develop an extensive questionnaire. A total of 472 car drivers aged from 18
to 30, identified as the “early majority”, completed the questionnaire to achieve the objective of
identifying the factors required to create a mass market for EVs in Kuwait. The results demonstrated
that potential customers highly preferred three different types of attributes of EVs: environmental,
financial, and technological. There were significant differences in the identified attributes preferred
by Kuwaiti individuals for EVs in terms of the number of cars owned and the sector of employment.
Moreover, the results of our study indicate that potential customers are very willing to buy EVs in the
future, considering both their financial and infrastructure attributes. There were further significant
differences in the identified necessary conditions to buy EVs in terms of educational level and monthly
income. This study discusses a variety of valuable promotional tactics, which may be implemented
in conjunction with public incentives and policy changes in the State of Kuwait. This information is
considered useful for marketers and designers who wish to tap into this lucrative market, which is
significantly different from that in the global North.

Keywords: electric vehicles; disruptive innovation; customer preferences; emerging market; Kuwait;
EV infrastructure

1. Introduction

This paper is the fifth published paper stemming from the project called “Breaking the
Internal Combustion Engine Reign: A Mixed-Methods Study of Attitudes Towards Using
and Purchasing Electric Vehicles in Kuwait,” funded by the Kuwait Foundation for Scientific
Advancement (KFAS) and managed by the Middle East Center of the London School of
Economics. The project is complementary to the research of the KFAS on infrastructure
and top-down policy, as well as research conducted by the National Laboratory of the
Kuwaiti Institute for Scientific Research (KISR), mainly focused on EV batteries and their
charging capacity under extreme heat conditions. This study, on the other hand, follows a
bottom-up approach to capture customer preferences and attitudes towards EVs through
the use of information gained from deep interviews with existing owners and automotive
dealers in order to develop an extensive questionnaire, which we issued to potential
consumers. The final outcome of this study is a series of suggestions for national and
local governments, service providers, and automobile dealers that wish to break into this
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market, of which policies, practices, procedures, and infrastructural and automobile design
are likely to yield the biggest impact, in terms of making EVs appealing to mainstream
automobile consumers [1–4].

The concept of sustainable mobility is changing for the better. EV sales are expected to
increase dramatically in the coming years; in particular, EV sales have been predicted to
rise from 2.7% at present to 58% by 2040 [5]. Accordingly, European Economic Area (EEA)
countries are seeking to ban the sales of all fossil-fueled cars by 2040 in order to achieve
net-zero emissions by 2050 and have stated their apparent intentions to halt investing
in new ICE platforms and models to end ICE vehicle production [6,7]. Hence, major car
manufacturers have agreed to stop producing new ICE cars by 2040. For instance, some
developed countries—namely, Norway, Iceland, and the Netherlands—are at the forefront
of this transition, with up to 20% of their car fleet being fully or partially electric [8].
On the other hand, some developing countries—particularly those such as Kuwait—are
considered to be the world’s laggards regarding EV adoption, with less than 1/1000th of the
world’s average [3]. Consumer mindsets have also shifted toward sustainable mobility [9].
Consequently, the EV landscape in Kuwait needs to be examined and inspected, particularly
from the perspective of consumer behaviors.

The concepts of consumer behavior and awareness are changing as more consumers
come to accept alternative and sustainable mobility modes [10]. Customer preferences have
been studied by numerous researchers and marketers in order to support the strategic
planning and decision-making of business managers [11,12]. The acknowledgment of
customer preferences provides useful insights for serving and executing EV marketing
campaigns, which might lead them to better design features that might be appealing to new
EV customers in the target market. Consequently, this might enhance customer satisfaction
and, hence, create an EV community beyond early adopters or early users of EVs.

Although researchers have begun to examine the EV landscape worldwide, very
little research has examined this landscape in emerging markets such as that of Kuwait.
Furthermore, limited research has considered conventional car drivers in this context.
Therefore, the aim of this study was twofold:

(i) To identify the preferences of EV early majority/pragmatic consumers in Kuwait, as
perceived by conventional ICE car drivers;

(ii) To examine the influence of several selected demographic variables on preferences of
early majority/pragmatic consumers, which might sway them to switch over from
ICE vehicles to EVs, thus creating a mass market for EVs in Kuwait.

The present study hence contributes to various existing bodies of literature: (i) Five
types of attributes—financial/economic, technological, infrastructure, brand, and so-
cial/environmental attributes—are considered collectively and comprehensively within
a single choice set for EVs. It is important to note that, while the attributes have been
examined separately among existing studies, they have not been collectively considered
previously; (ii) emphasis is placed on conventional car drivers, which has not been explored
previously in the literature; and (iii) this study fills a gap in the existing literature by adding
more significant knowledge on the EV phenomenon, in terms of preferences, along with
consumer demographic background data obtained from a large-scale survey in Kuwait.

The burgeoning sustainable development needs to be accomplished through the
use of green energy to protect human health and the environment, ensuring the target
of zero CO2 by 2050 for all countries [13–15]. Regarding sustainable consumption, the
automotive industry has undergone a major transformation and is endeavoring to lessen
the environmental damage (e.g., air pollution, carbon footprints, greenhouse gas emissions)
caused by excessive oil consumption, which is expected to reach 100,600,000 barrels per
day by the end of 2023, compared with 3,100,000 barrels in 2021 [16]. The industry is trying
to rapidly increase the production investment into EVs, as well as shifting the consumer
response in this regard.
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2. Problem Statement and Significance: Highest EV Adopters vs. the Lowest Ones

Even though geographically different, Kuwait and Norway have many similarities in
terms of their wealth accumulation, economy, and population. As of the end of 2022, Nor-
way had a population of 5.5 million, whereas Kuwait had close to 4.3 million residents [17].
Both nations are heavily reliant on oil production for wealth generation, with Kuwait in
10th and Norway in 13th place, in terms of wealth derived from such production. Kuwait’s
crude oil reserves account for 6.1% of the world’s reserves—the 6th highest in the world.
Petroleum production accounts for over half of Kuwait’s GDP, 92% of its export revenues,
and 90% of its governmental income. In comparison, Norwegian oil reserves only account
for 0.3% of world reserves, or only 18th in the world [18]. However, Norwegians have in-
vested their proceeds from oil more prudently, as they have accumulated a 1.1 trillion-USD
sovereign wealth fund, compared with the 0.8 trillion-USD sovereign fund in Kuwait. [19].
In terms of GDP per capita (adjusted for purchasing power), these countries are also similar,
with Norway having USD 78,128 vs. USD 51,528 GDP per capita for Kuwait, according to
IMF estimates for 2022 [20].

One of the reasons that Kuwait has a lower GDP per capita than Norway is because of
the high number of relatively low-paid ex-pats living in Kuwait. Expats account for 70%
of the population of Kuwait, of which one-fourth are low-paid domestic workers, which
equates to one domestic worker for every two Kuwaiti citizens. Norway, on the other hand,
has a very homogeneous population, with only 20% of the population being immigrants
or first-generation. In Norway, half of the immigrants are now citizens—something that
would be next to impossible in Kuwait [17]. When it comes to car ownership, the rate is
2.3 million in Kuwait vs. 3.4 million in Norway. The reason for this difference can mainly
be explained in terms of restrictions on acquiring driving licenses for ex-pats, who only
own about 500,000 cars [3]. Kuwaiti citizens are about six times more likely to have a car
than the ex-pats living there. Surprisingly, the lower number of cars in Kuwait has not
led to lower CO2 emissions than Norway. Kuwait emits 21 tCO2e/person, with transport
being the third-highest greenhouse gas (GHG)-emitting sector. Ground transportation only
accounts for 12% of the total release of GHGs. Although this percentage might appear
low, in comparison to other sectors, one should keep in mind that the emissions per capita
in Kuwait are ranked the second highest in the world (after Qatar) and are about three
times higher than the average in the European Union. This ratio also holds with respect to
oil-producing Norway, which emits approximately one-fifth of the per capita emissions of
Kuwait (6.7 tCO2e/person) [21].

One of the reasons for this stark difference is that Norway has already replaced 20%
of its ground transportation fleet with Electric Vehicles (about 800,000 EVs), with plans
for 100% replacement. As a result, Norway achieved a 3% permanent reduction in the
country’s release of GHGs [22]. As this transition has yet to take place in Kuwait and EVs
on Kuwaiti streets, only account for a fraction of a percent (around 300 at the end of 2021
and 600 at the end of 2022), mass EV adoption offers a tremendous opportunity to lower
GHG emissions in Kuwait. EVs, as a replacement for Internal Combustion Engine (ICE)
cars, offer a viable solution to Kuwait’s pledge to lower GHG emissions. This would allow
progress to be made towards both the United Nations, through their Nationally Determined
Contributions (NDCs), and for their own national vision for the State of Kuwait by 2035,
especially towards achieving its sustainability goal number 13, which states that Kuwait
must “Take urgent action to combat climate change and its impacts” [23].

In a recently published article by the authors, entitled “How to sell zero-emission
vehicles when petrol is almost for free” [3], as well as in research conducted by the Kuwait
Institute for Scientific Research (KISR) on EV battery performance in high-temperature
environments [24,25], we can state the ten main reasons for the ultra-low EV adoption rate
in Kuwait:

1. Absence of fast-charging and powerful EV public charging stations that rely on 300 kW
Direct Current (DC to DC), which could charge the most popular large-battery EVs in
Kuwait to an 80% charge in about 20 min [26].
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2. The reluctance of Kuwaiti landlords (as ex-pats are not permitted to own real estate
by law in the State of Kuwait) to allow ex-pat-owners of EVs to install fast-charging
11 kW EV amplifier wall-boxes in or around their rented apartments, which could
reduce the charging-time from up to 48 h for the biggest batteries down to only 5–10 h.

3. The State of Kuwait subsidizes petrol for its residents and, as a result, has one of the
world’s lowest retail gasoline prices (at USD 0.34 per liter). In comparison, one liter of
retail petrol costs just over USD 2 (almost six times more) in Norway [27].

4. Neither the State of Kuwait nor its municipalities offer financial incentives to buy or own
EVs instead of ICE cars. In comparison, Norway offers a long list of incentives, including

a. Import and value-added tax exceptions from the purchasing price;
b. Road tax exceptions;
c. Ferry and toll-road fee exceptions;
d. Permission to drive EVs on designated fast lanes for buses;
e. Free municipal parking.

These incentives make it both cheaper to buy and own EVs over ICE cars in Norway,
whereas the opposite is true for purchasing EVs in Kuwait. Furthermore, when considering
the potential depreciation in value when re-selling, maintenance costs, as well as low fuel
costs due to subsidies, drivers in Kuwait still simply do not see any economic benefit to
converting to EVs, mainly as the purchasing cost is about 20% higher than equivalent
ICE cars [3].

5. The lack of an EV community and exposure, stemming from the low number of EVs
on the streets, indicate that EVs have not yet “crossed the chasm” in Kuwait—a term
used for a disruptive innovation in which a certain type of technology eventually
takes over the existing one [28]. The main hurdle is when the market is dominated by
an early niche market made up of “innovators and techies” on the one hand, along
with “visionaries and early adopters,” while the market has not yet reached the “early-
majority or the pragmatists.” The reasons for this inability to reach the mass market
can be explained by the Technology Acceptance Model (TAM), which provides two
explanations: “the lack of perceived usefulness” along with “the unease of use” [29].
Our study supports this theory, as the most commonly sold EV in 2021 in Kuwait was
the Porsche Taycan EV for approximately USD 200,000. This was bought primarily
as the third or fourth car by affluent Kuwaiti males in their fifties and sixties as a
status symbol rather than as a primary mode of transport. According to a dealership
interview, the benefit of ownership for buyers was not primarily environmental but
rather to be significantly faster than supercars such as those of Ferrari, Lamborghini,
and so on, as the gearless EV powertrain allows for acceleration which no ICE car can
compete with [3].

6. Potential EV drivers have apprehension as to how many years the battery will last in
the extreme heat of Kuwait, as many have witnessed their cell phones automatically
shutting down outside or inside of a car due to heat exposure. Generally, there is
an 8-year guarantee on the battery (or about 150,000 km driven). The average life of
an ICE car is 12–13 years, about 5 years longer than the EV battery warranty lasts.
As a new EV car battery in the ninth year might cost more than the market value
of the car at that time, replacing the battery might not be deemed worth the money.
Thus, the life of the battery might dictate the life of the car. With potentially 30–40%
less lifetime, rapid depreciation might represent the highest cost of ownership to
EV owners. Luckily, KISR—the National Laboratory of Kuwait—has researched this
phenomenon and has and will continue to publish data that will hopefully appease
the concerns of consumers regarding this issue.

7. The almost total lack of maintenance, due to EVs only having 20 moving parts vs. up
to 2000 in ICE cars, can actually pose a problem. EV owners complain that because
EVs do not need as much maintenance, dealerships are reluctant to build up technical
capacity or parts inventories. For example, Tesla does not even have a dealership in
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Kuwait, as all updates and inspections are conducted online. Such a lack of facilities
has proven problematic in the case of accidents or other mishaps [3].

8. EV owners have pointed out that the ground clearance of the car is especially important
for EVs in Kuwait (i.e., the distance from the lowest point of the car to the ground).
High speedbumps in residential areas aiming to keep out low-riding power cars are a
problem, as they may damage the battery at the bottom of the EV.

9. Some efforts have been made by municipalities, shopping centers, and transportation
authorities to have designated parking spaces with or without charging facilities.
However, as no penalty is typically levied on ICE car drivers—in contrast to those who
park in handicapped parking spaces—virtually all EV owners we talked to complained
that the designated parking was not respected as exclusive to EVs.

10. Although farfetched, there is a moderate to strong correlation when comparing the
percentage of women in national congresses worldwide, and the percentage of EVs
sold that year. For example, the national parliament in Norway is represented by 46%
women, with 9 out of 19 ministers being women. The Kuwait parliament, on the other
hand, only has 2 women out of 50 seats and 1 woman out of 12 ministers. Several
studies conducted by the Organization for Economic Cooperation and Development
(OECD), among others, have demonstrated that women in power demonstrate more
environmental concern than their male counterparts. This ratio might explain, in part,
why the State of Kuwait has been slower than Norway to provide a support system
for EV adoption [4].

Our research did not indicate that the perceived safety of EVs was a problem for
current EV owners or potential EV drivers in Kuwait, as EVs are generally viewed as safer
than ICE cars. This notion corresponds to American safety data from 2021, which states
that EVs are about 60 times less likely to catch fire than a combustion engine car [30]; or, as
Ian Must worded it, “What part of combustion in an Internal combustion engine do you not
understand” [31]. Neither was the price of electricity for charging the EV a problem, as this
is also subsidized and only costs about KWD 0.009 (or about USD 0.03) per kWh for a home,
amounting to about USD 15 per month for average EV use [32]. Finally, our interviewees
were largely aware that, due to about 3-fold higher efficiency of EV engines over ICEs
regarding the transformation of the energy from the tank/battery to the wheels, EVs are
still significantly environmentally friendlier than ICE vehicles, even though electricity is
made using natural gas in Kuwait and more CO2 is emitted in the construction of an EV
due to the size of its battery [33].

Whether one of these ten reasons for the low EV adoption rate is more prevalent
than the other is not the focal point of this paper. Experience from the oil-producing
country Norway clearly indicates that mass adoption of EVs is a viable option for lowering
greenhouse gas emissions and is a worthwhile tool for the State of Kuwait to meet its
national and international commitments to lowering such emissions. Additional benefits
derived from mass EV adoption potentially include improved air quality (as EVs are
emission-free) and reduced sound pollution (as EV engines are also soundless).

3. Literature Review

In the recent literature, several reviews related to barriers and opportunities that
affect the economics and development of public charging infrastructures have been con-
ducted [34,35]. Reviews have comprehensively studied aspects such as charging solutions
and optimization techniques, charging scheduling, data mining, load forecasting, wire-
less charging technologies, cybersecurity of onboarding charging systems, power system
quality in smart microgrids and multi-microgrid networks, the application of green energy
to supply EV loads, and prediction-based mechanisms for dynamic response schemes
compatible with smart prosumer behaviors [36–49].

This study is a part of wider research, starting with a pilot study with 50 partici-
pants [2], that attempted to provide initial insight into new conventional car purchasing
behaviors among consumers in Kuwait. Interestingly, the study concluded that there are
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three potential new conventional car buyer segments. The first was identified as the ‘Value
Seeker’ group, as early majority pragmatists which are not likely to become early adopters
of EVs in the GCC region. The second segment is the ‘Performance Seeker’ group, mainly
including early-adopter younger men who prefer EVs due to their high torque (0 to 100
km in a few seconds). Finally, the third segment was the ‘Safety Seekers,’ a niche market
mainly consisting of environmentally conscious younger women who may prefer to drive
EVs, with low maintenance as a predictive determining factor for EV adoption in the GCC
region in the future. It is clear that, as the study was only a pilot study delivering various
predictions, there was a lack of empirical evidence. These predictions were certainly not
based on collective factual data but, instead, based on the assumptions and subjective
interpretations of the authors. This study was followed by qualitative deep interviews
with automotive dealers in Kuwait, as well as several EV (Tesla) owners [3]. This study
revealed that two dealerships dominated the market: Porsche and Mercedes. As of 2022,
there was no dealership for Tesla, and these cars were imported from neighboring countries
(e.g., Saudi Arabia, Bahrain, and the United Emirates). The interviews confirmed that
were market niches for EVs, as per the pilot study. The majority of women, according to
Mercedes car dealers, preferred to buy EVs due to environmental concerns, their sound-
lessness, and lack of maintenance. However, contradictory to the pilot study, the high
torque and high performance of EVs did not affect their purchase by younger men but,
instead, men in their 50 s to 60 s who were not environmentally concerned at all but were
attracted by technology, luxury, and the faster pick-up to 100 km than high-performance
ICE sports cars. A large, extended survey superseded these two studies. The purpose
of this study was two-fold, including studying how to facilitate mass EV adaptation to
lower the CO2 emissions in Kuwait, which is the second-highest in the world per capita,
by examining attitudes towards EVs and the environment [1]. The present study, on the
other hand, explores the marketing potential of EVs. Hence, we conducted an extensive
literature review to identify the attributes of EVs that have been studied around the world
(i.e., developed, developing countries, and the MENA region) as perceived by potential
customers of EVs (see Table 1 and Figure 1).

Figure 1. Types of attributes of EVs, as identified by potential customers around the world. Source:
Authors 2023.
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Table 1. Types of attributes of EVs as identified by potential customers around the world.

Types of Attributes
Industrialized Countries

(Global North)

Developing Countries
(Global South Excluding

MENA Region)

MENA Region
(Arab World)

Financial or
economical attributes

Archsmith et al.
(2021) [50], Mandys (2021) [51],
Guerra and Daziano (2020) [52]
Miranada and Delgado (2020)
[53], Higueras-Castillo et al.
(2019) [54], Rietmann and

Lieven (2019) [55],
Kowalska-Pyzalska et al.

(2021–22) [56,57]

De Oliveira et al. (2022) [58],
Lashari et al. (2021) [59],

Dasharathraj et al. (2020) [60],
Colak and Kaya (2020) [61],

Li et al. (2020) [62],
Bhalla et al. (2018) [63],
Zhang et al. (2018) [64]

Eneizan (2019, Jordan) [65]

Technological attributes

Mandys (2021) [51],
Archsmith et al. (2021), [50],

Higueras-Castillo et al.
(2019) [54]

De Oliveira et al. (2022) [58],
Kim et al. (2022) [66]

Ho and Huang (2022) [67],
Kowalska-Pyzalska et al.

(2021–22) [56,57],
Kongklaew et al. (2021) [68],

Khurana et al. (2020) [69],
Colak and Kaya (2020) [61],
Khurana et al. (2020) [70],

Dasharathraj et al. (2020) [60],
Haider et al. (2019) [70]

Hamwi (2022, Kuwait) [24,25]

Infrastructure attributes

Archsmith et al. (2021) [50],
Miranada and Delgado (2020)

[53], Guerra and Daziano
(2020) [52], Rietmann and
Lieven (2019) [55], Ottesen

and Banna (2018) [71],
Hardman et al. (2018) [72]

Kim et al. (2022) [66],
De Oliveira et al. (2022) [58],
Kongklaew et al. (2021) [68],

Khurana et al. (2020) [70],
Bhaskar et al. (2020) [73],
Haider et al. (2019) [70],
Bhalla et al. (2018) [63]

Shareeda et al. (2021, Bahrain)
[74], Jreige et al. (2021,

Lebanon) [75]

Social and
environmental attributes

Archsmith et al. (2021) [50],
Higueras-Castillo et al. (2020)
[54], Miranada and Delgado

(2020) [53], Vilchez et al. (2019)
[76], Rietmann and Lieven

(2019) [55]

Fan and Chen (2022) [77],
Kim et al. (2022) [66],

De Oliveira et al. (2022) [58],
Dasharathraj et al. (2020) [60],

Colak and Kaya (2020) [61],
Haider et al. (2019) [70],
Lin and Wu (2018) [78],
Zhang et al. (2018) [35]

Al-Buenain et al. (2021, Qatar)
[79], Shareeda et al. (2021,

Bahrain), [74], Eneizan (2019,
Jordan), [65]

Brand attributes Kowalska-Pyzalska et al.
(2021–22) [56,57]

Vongurai (2020) [80],
Dasharathraj et al. [60]

As shown in Table 1, five types of attributes have been investigated in the previ-
ous literature, including financial/economic, technological, infrastructure, brand, and so-
cial/environmental attributes. However, most studies have investigated one, two, and/or
three types of these attributes, while no study has examined these five attributes collec-
tively. Specifically, financial/economic attributes include features relating to the cost of
EVs, such as purchase price, repair cost, maintenance costs, insurance costs, charging costs,
warranty, and guarantee costs. Technological attributes encompass features relating to the
technology used in EVs, such as battery life, battery performance, driving range, maximum
speed, recharging time, acceleration, technology advancement, operating condition (i.e.,
heater and air condition), safety, trust, reliability, and engine performance (i.e., low noise).
Infrastructure attributes include features relating to the infrastructure supporting EVs,
such as charging stations and networks, commercial and public recharging infrastructure,
home-based charging infrastructure, road and public infrastructure. Social and environ-
mental attributes include features related to the governmental policies that serve social and
environmental purposes, such as free parking spots, reduction in sales price, governmental
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subsidies and incentive policies, health and safety, tax reduction policy, and penalizing
policies for conventional cars, as well as environmental friendliness. These four attribute
types have been extensively investigated in the previous literature from both developed
and developing countries. Brand attributes, including features such as design, brand repu-
tation, credibility, and comfort, have been investigated to a lesser extent in the previous
literature in both developed and developing countries. However, very little research has
explored all five attribute types in the MENA region, particularly in Kuwait. Furthermore,
little research has examined these types from the perspectives of conventional car drivers
as potential customers.

It is necessary to point out that the previous literature investigating consumers’ prefer-
ences for EVs typically considered a single layer of the five attributes, while other valuable
factors for prediction were ignored and neglected. Interestingly, very few studies examined
more than the two attributes in combination. Therefore, for the present study, we aimed
to investigate all five types of attributes together in order to provide a comprehensive
and up-to-date holistic picture of EV preferences. As such, the present paper helps to
address this fundamental gap in the literature. Another advantage is that, by considering
all five attribute types altogether, we hope to lay a solid foundation for upcoming studies to
consider future re-occurring issues, as well as assist in the prediction of possible solutions
for promoting the adoption of EVs, based on the present findings of this study.

In light of the above, none of the studies in the existing literature have specifically
explored consumer preferences regarding EVs in Kuwait, as a critical part of the MENA
region. Moreover, few studies have considered conventional car drivers in a similar context.
Therefore, there is a need to explore consumer preferences for EVs from the perspective
of conventional car drivers in order to identify which of these five types of attributes are
considered most important by potential consumers in Kuwait, as this region constitutes a
very promising market. Hence, we aimed to fill this gap in the literature by adding more
significant knowledge, as stated in the introduction.

4. Data Collection and Methodology

4.1. Research Instrument

We employed a survey method by issuing a questionnaire to 472 conventional car
drivers in order to achieve the objective of this study. This is part of a wider study, called
“Breaking the ICE reign: mixed method study of attitudes towards buying and using EVs in
Kuwait”. A large-scale online questionnaire was used to provide a broader picture of the EV
landscape in Kuwait and to confirm the prior survey results. A pilot test evaluation of the
questionnaire has been described by Ottesen et al. (2022) [2], following which some changes
and revisions were made to the format and overall design of the questionnaire. The first
part focuses on data related to the demographic characteristics of the respondents, covering
gender, age, marital status, education, nationality, employment, field of employment,
number of cars owned by the household, job role, and household income. This first part
consisted of 10 items concerning the demographic characteristics of the respondents. The
second part of the questionnaire consisted of 18 closed-ended questions, which served to
enrich our understanding regarding the preferences and viewpoints of conventional car
drivers in Kuwait.

4.2. Sampling Procedures and Size

As this study aimed to collect data about EVs, we focused on the drivers and owners of
conventional cars, who could be considered potential buyers of EVs. We decided to use the
random sampling technique for data collection. For this study, the population is composed
of all people who drive and/or own conventional cars in Kuwait. As the population of this
study was over 100,000, the minimum required sample size for survey research was 384,
as suggested by Krejcie and Morgan [81], and any sample size over 500 was considered
very good, as recommended by Comrey and Lee [82]. A large sample size enables the
collection of meaningful demographic data and allows one to reach actionable conclusions
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regarding the population. We stopped collecting data after collecting questionnaires from
604 participants. The final sample included 472 (78.1% response rate) questionnaires, which
were used in the subsequent analysis.

4.3. Data Collection Procedure

Two web links were formulated, one for the Arabic version and another for the English
version of the questionnaire. The authors formulated the questionnaire using Google
Forms, which is a validated tool used for data collection. The researchers distributed the
questionnaires among several groups in Kuwait who usually drive and/or own conven-
tional cars, including students, the general public, faculty members, and tutors, in order to
collect their feedback and comments using the two web-based links. The respondents to
the questionnaire had to be at least 18 years old and conventional car drivers/owners to
participate in the study. The data collection stage started in February 2022 and ran until
May 2022. The purposes of the study were explained to participants, and they were asked
to complete the questionnaire. The instructions for completing the questionnaire were
given on the cover page in order to avoid any misunderstanding about the issue. To ensure
the objectivity of the study, the respondents were asked one qualifying question to ensure
whether they drive and/or own a conventional car. Only after this were they allowed
to answer the rest of the questionnaire. A total of 604 persons participated in this study.
After removing 132 questionnaires (i.e., those who did not have or drive a car), a total of
472 questionnaires were analyzed. As shown in Table 2, there was an approximate gender
balance within the data (238 males and 234 females). Additionally, 64% of the sample
(n = 304) were in the age category of 26 to 60 years, reflecting the car ownership status
in Kuwait.

Table 2. Summary of the demographic characteristics of the respondents.

Variable Categories N = 472 %

Gender
Male 238 50.4%

Female 234 49.6%

Age Range

18–25 years 168 35.6%

26–39 years 222 47.0%

40–49 years 61 12.9%

50–60 years 21 4.4%

Marital Status

Single 272 57.6%

Married without kids 37 7.8%

Married with 1 kid 35 7.4%

Married with 2 kids 42 8.9%

Married with 3 kids or more 86 18.2%

Ethnicity

Kuwaiti 287 60.8%

Arab Non-Kuwaiti 144 30.5%

Asian Non-Arab 38 8.1%

American, European, or Australian 2 0.4%

African Non-Arab 1 0.2%

Number of Cars in household

One car 62 13.1%

Two cars 139 29.4%

Three cars 70 14.8%

Four cars 66 14.0%

Five cars or more 135 28.6%
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Table 2. Cont.

Variable Categories N = 472 %

Educational Level

Less than high school 8 1.7%

High School diploma 108 22.9%

Trade/Commerce degree 55 11.7%

Bachelor’s degree 259 54.9%

Master’s degree 31 6.6%

PhD 11 2.3%

Employment

Private sector 176 37.3%

Public sector 152 32.2%

Unemployed 83 17.6%

Self-employed 35 7.4%

Family-owned business 26 5.5%

Field of employment

Other private services 139 29.4%

Government and Ministries 125 26.5%

Family business 61 12.9%

Education—government or private 46 9.7%

Oil and Gas sector 32 6.8%

Large Kuwaiti corporation 29 6.1%

Health Care—government or private 26 5.5%

Military or police 14 3.0%

Which of the following best
describes your role in industry?

Middle Management 102 21.6%

Administrative Staff 80 16.9%

Upper Management 59 12.5%

Student—Not working 54 11.4%

Lower Management 38 8.1%

Support Staff 34 7.2%

Temporary Employee 28 5.9%

Self-employed/Business Partner 27 5.7%

Trained Professional expert 22 4.7%

Researcher 12 2.5%

Consultant 8 1.7%

Skilled Laborer 8 1.7%

Monthly Income

Less than KWD 500 (USD 1650) 149 31.6%

KWD 500–999 104 22.0%

KWD 1000–1499 111 23.5%

KWD 1500–1999 59 12.5%

KWD 2000 and above (USD 6600) 49 10.4%

4.4. Statistical Analysis

We conducted statistical analysis using IBM SPSS 19 software. Descriptive statis-
tics (i.e., frequencies and percentages) were computed to analyze the data relating to the
demographic characteristics and closed-ended questions. Therefore, no hypothesis was
formulated, as the study was conducted to explore the prevalence of attributes of EVs
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among potential consumers. ANOVA and t-tests were also conducted in order to determine
significant differences. The t-test was used to compare the mean scores of two different
groups of one independent variable that had only two distinct categories and one continu-
ous dependent variable [82], while ANOVA was used to determine whether statistically
significant differences in means occurred between more than two groups [83]; that is,
ANOVA was used when considering one independent variable with more than two distinct
or continuous categories and one continuous dependent variable.

4.5. Data Analysis and Findings

A summary of the demographic characteristics of the respondents is presented in
Table 2. An approximately equal number of males (50.4%) and females (49.6%) completed
the questionnaire. Approximately half of the participants (47%) were in the age range
of 26 to 39 years, while more than a third of them (35.6%) were in the age range of 18 to
25 years. More than half of the respondents were single (57.6%), while approximately a
fifth of them (18.2%) were married with three or more children. Approximately two-thirds
(60.8%) of the participants were Kuwaiti. More than half of the respondents (54.9%) had
a bachelor’s degree. More than a quarter of the participants owned two cars (29.4%) or
five or more cars (28.6%). More than a third of participants (37.3%) were employed in
the private sector, while approximately another third of them (32.2%) were employed in
the public sector. Approximately a third of participants (29.4%) worked in other private
services, more than a quarter of them (26.5%) worked in the government and ministries
sector, and more than a fifth of them (21.6%) were in middle management. The monthly
income of more than half of the participants (53.6%) was less than KWD 1000 (USD 3300).

The following scale is used to facilitate reporting the rest of the results:

• High agreement: Calculated mean (M ≥ 3.5);
• Medium agreement: Calculated mean (2.5 ≥ M < 3.5);
• Low agreement: Calculated mean (M < 2.5)

With regard to the most favorable features of EVs, as perceived by participants (see
Table 3 and Figure 2), the participants highly agreed on three features: namely, environ-
mental friendliness, with lower CO2 leading to better air quality (M = 3.74), much lower
fuel price than gasoline (M = 3.54), and soundless engine (M = 3.52). Other features had
a medium agreement, such as increased safety in terms of fire and crash tests (M = 3.49),
faster and more powerful air conditioning (M = 3.46), much faster acceleration from 0 to
100 km (M = 3.32), and much lower maintenance and associated costs (M = 3.24).

Figure 2. Attributes of EVs highly preferred by consumers in Kuwait. Source: Authors 2023.
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Table 3. The most favorable features of EVs as perceived by participants (N = 472).

Type of Attribute (Features)
To What Extent You Agree/Disagree about the Most Favorable

Features of EV?
Mean SD

Social attributes—pro-environmental Environmental friendliness, less CO2 that leads to better air quality 3.74 1.308

Financial/economic attributes Much lower fuel price than gasoline 3.54 1.279

Technological attributes Soundless engine 3.52 1.305

Technological attributes Increased safety in terms of fire and crash tests 3.49 1.305

Technological attributes Faster and more powerful air conditioning 3.46 1.246

Technological attributes Much faster acceleration (from 0 to 100 km) 3.32 1.236

Financial/economic attributes Much lower maintenance and associated cost 3.24 1.311

With regard to the requirements to buy EVs, as perceived by participants (see Table 4
and Figure 3), participants highly agreed on two requirements; namely, if the guarantee
of the battery would last at least 10 years or 150,000 km (M = 3.54), and if there was a
fast-charging station within 5 km from almost every place in Kuwait (M = 3.51). Other
requirements had a medium agreement, such as if they start to see a noticeable change in
air quality due to people driving EVs (M = 3.47) if the range (how long they can drive)
per full charge would be at least 400 km (M = 3.47), if they had a cool and unique design
(M = 3.43), if the price was the same or lower than an equivalent gasoline car (M = 3.39) if
the re-selling value would be equivalent or higher than that of a gasoline car (M = 3.39),
and if the price of gasoline would increase three-fold (M = 3.33).

Table 4. The requirements to buy EVs as perceived by participants (N = 472).

Types of Attributes (Features) I Would Buy an EV if . . . Mean SD

Financial/economic attributes If the guarantee of the battery lasted at least 10 years or 150,000 km 3.54 1.189

Infrastructure attributes If there was a fast-charging station within 5 km from almost every
place in Kuwait 3.51 1.193

Social attributes—pro-environmental If I start to see noticeable change in air quality because people are
driving EVs 3.47 1.162

Technological attributes If the range (how far you can drive) per full charge would be at
least 400 km 3.47 1.160

Brand attribute If they were cool and unique design 3.43 1.217

Financial/economic attributes The price was same or lower than equivalent gasoline car 3.39 1.287

Financial/economic attributes If the reselling value was equivalent or higher than gasoline car 3.39 1.164

Financial/economic attributes If gasoline prices increased three-fold 3.33 1.220

Infrastructure attributes There was a special EV lane on major highways such as highway
30 and 40 3.27 1.165

Social attributes—social acceptance If most of my friends or family bought an EV 2.97 1.152

The t-test and ANOVA were conducted to determine significant differences between
the most favorable features of EVs identified in the study in terms of four background
variables having two groups (i.e., gender, marital status, ethnicity, and the number of
cars owned) and four background variables with more than two groups (i.e., age range,
education, employment, and monthly income), respectively. The results are summarized
in Table 5. When the mean score of features was compared across the eight background
variables, there were strong significant differences in the mean scores of the features
regarding the number of cars owned and employment. Participants who had one or two
cars highly agreed on the environmental friendliness (M = 3.91, p = 0.02) and soundless
engine (M = 3.68, p = 0.024) attributes of EVs, while participants who had three cars
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or more moderately agreed on the soundless engine feature, and highly agreed on the
environmental friendliness of EVs. Furthermore, participants employed in the public sector
highly agreed on the environmental friendliness (M = 3.91, p = 0.001), much lower fuel price
(M = 3.69, p = 0.004), and soundless engine (M = 3.68, p = 0.011) of EVs, while participants
who were employed in a family-owned business moderately agreed on these features. On
the other hand, no significant differences in the most favorable features of EVs identified in
the study could be related to the other six background variables of the participants.

Figure 3. Types of attributes of EVs in Kuwait as identified by customers as highly necessary to buy
EVs in the near future. Source: Authors 2023.

Table 5. Comparison of mean scores of the highly preferred favorable features of EVs in terms of
eight background variables of the participants.

Variables Categories (N)

The Highly Preferred Favorable Features of EVs

Environmental
Friendliness, Less
CO2 and Sod That

Lead to Better
Air Quality

Much Lower Fuel
Price than Gasoline

Soundless Engine

Mean Mean Mean

Gender
Male (N = 238) 3.79 3.63 3.61

Female (N = 234) 3.70 3.46 3.42

Sig. (2-tailed) 0.482 0.163 0.113

Marital Status
Single (N = 272) 3.69 3.57 3.43

Married (N = 200) 3.82 3.51 3.64

Sig. (2-tailed) 0.277 0.668 0.084

Ethnicity
Kuwaiti (N = 287) 3.73 3.56 3.57

Non-Kuwaiti (N = 185) 3.76 3.52 3.43

Sig. (2-tailed) 0.805 0.728 0.247

Number of cars
One to Two cars (N = 201) 3.91 3.65 3.68

Three cars or more (N = 271) 3.62 3.46 3.40

Sig. (2-tailed) 0.020 0.117 0.024

Age Range

18–25 years (N = 168) 3.67 3.49 3.40

26–39 years (N = 222) 3.75 3.55 3.55

40–60 years (N = 82) 3.89 3.65 3.67

Sig. (2-tailed) 0.447 0.655 0.260
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Table 5. Cont.

Variables Categories (N)

The Highly Preferred Favorable Features of EVs

Environmental
Friendliness, Less
CO2 and Sod That

Lead to Better
Air Quality

Much Lower Fuel
Price than Gasoline

Soundless Engine

Mean Mean Mean

Education

Less than high school (N = 8) 3.00 3.00 3.00

High School diploma (N = 108) 3.83 3.67 3.44

Trade/Commerce degree (N = 55) 3.38 3.31 3.15

Bachelor’s degree (N = 259) 3.78 3.56 3.65

Master’s degree (N = 31) 4.00 3.55 3.55

Ph.D. (N = 11) 3.64 3.64 3.36

Sig. (2-tailed) 0.118 0.499 0.104

Monthly Income

Less than KD 500 (N = 149) 3.61 3.45 3.34

KD 500–999 (N = 104) 3.75 3.53 3.52

KD 1000–1499 (N = 111) 3.89 3.77 3.74

KD 1500 and above (N = 108) 3.77 3.46 3.55

Sig. (2-tailed) 0.392 0.204 0.105

Employment

Self-employed (N = 35) 3.77 3.69 3.46

Family-owned business (N = 26) 2.81 2.81 2.77

Private sector (N = 176) 3.81 3.63 3.58

Public sector (N = 152) 3.91 3.69 3.68

Unemployed (N = 83) 3.58 3.28 3.35

Sig. (2-tailed) 0.001 0.004 0.011

Furthermore, the t-test and ANOVA were conducted to determine significant differ-
ences in the necessary requirements to buy EVs identified in the study in terms of the four
background variables having two groups (i.e., gender, marital status, ethnicity, and the
number of cars owned) and the four background variables with more than two groups
(i.e., age range, education, employment, and monthly income), respectively. The results
are summarized in Table 6. When the mean score of features was compared across the
eight background variables, there were strong significant differences in the mean scores of
the two requirements with respect to the education level and monthly income of partic-
ipants. Participants who had a master’s degree or Ph.D. highly agreed on if there was a
fast-charging station within 5 km from almost every place in Kuwait (Ph.D. mean = 4.18,
Master’s mean = 3.81, p = 0.002), while participants who had a bachelor’s degree moderately
agreed on this condition. Furthermore, participants who had a monthly income between
KD 1000 and 1499 or KD 1500 and above highly agreed on if the guarantee of the battery
would last at least 10 years or 150,000 km (M = 3.81, M = 3.60, p = 0.014), and if there was a
fast-charging station within 5 km from almost every place in Kuwait (M = 3.82, M = 3.52,
p = 0.009), while participants who had a monthly income less than KD 500 moderately
agreed on these features. On the other hand, no significant differences in the necessary
requirements to buy EVs identified in the study were observed with respect to the other six
background variables of the participants.
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Table 6. Comparison of mean scores of the identified necessary requirements to buy EVs in terms of
eight background variables of the participants.

Variables Categories (N)

I Would Buy an EV if . . .

If the Guarantee of the
Battery Would Last as Least

10 Years or 150.000 km

If There Was a Fast-Charging
Station Within 5 km from Almost

Every Place in Kuwait

Mean Mean

Gender

Male (N = 238) 3.57 3.51

Female (N = 234) 3.51 3.51

Sig. (2-tailed) 0.592 0.998

Marital Status

Single (N = 272) 3.55 3.53

Married (N = 200) 3.53 3.48

Sig. (2-tailed) 0.837 0.666

Ethnicity
Kuwaiti (N = 287) 3.60 3.58

Non-Kuwaiti (N = 185) 3.45 3.41

Sig. (2-tailed) 0.189 0.136

Number of cars

One to Two cars (N = 201) 3.56 3.56

Three cars or more (N = 271) 3.52 3.48

Sig. (2-tailed) 0.705 0.486

Age Range

18–25 years (N = 168) 3.53 3.55

26–39 years (N = 222) 3.48 3.42

40–60 years (N = 82) 3.72 3.68

Sig. (2-tailed) 0.288 0.198

Education

Less than high school (N = 8) 2.63 2.13

High School diploma (N = 108) 3.41 3.64

Trade/Commerce degree (N = 55) 3.55 3.36

Bachelor’s degree (N = 259) 3.60 3.47

Master’s degree (N = 31) 3.68 3.81

PhD (N = 11) 3.64 4.18

Sig. (2-tailed) 0.206 0.002

Monthly Income

Less than KD 500 (N = 149) 3.44 3.43

KD 500–999 (N = 104) 3.33 3.30

KD 1000–1499 (N = 111) 3.81 3.82

KD 1500 and above (N = 108) 3.60 3.52

Sig. (2-tailed) 0.014 0.009

Employment

Self-employed (N = 35) 3.40 3.34

Family-owned business (N = 26) 3.00 3.12

Private sector (N = 176) 3.56 3.52

Public sector (N = 152) 3.64 3.66

Unemployed (N = 83) 3.52 3.42

Sig. (2-tailed) 0.129 0.162
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5. Discussion

We aimed to examine the consumer preferences of what we labeled as the ‘early
majority or pragmatists’ (83% of the sample was under 40 years old and 75% had at least
some level of higher education) regarding the EV market in Kuwait, as well as to explore any
differences in these identified preferences with respect to their demographic background.
According to the findings, drivers highly preferred three different types of attributes for
EVs: Environmental attributes (e.g., in terms of leading to better air quality), financial
attributes (e.g., in terms of lower fuel price), and technological attributes (e.g., in terms of
their soundless engines). This means that drivers in Kuwait can be expected to prefer EVs
over gasoline cars in the future due to their environmental, economic, and technological
values. This result is consistent with previous studies in other countries [35,61,62,78].
One plausible explanation for this result is that drivers in Kuwait care about the triple
bottom line of sustainability. The government could, therefore, implement awareness
plans and agendas to better inform consumers about environmental issues and promote
sustainability. This finding implies that the driving force for the adoption of EVs could be
the promotion of sustainability. We believe that this form of promotion should be applied
by car manufacturers in Kuwait, targeting a wider segment of the population in order to
increase the rate of adoption of EVs.

There was a strongly significant difference in the identified preferred attributes for
EVs in terms of the employment sector of and the number of cars owned by participants.
Participants who were employed in the public sector highly preferred the three types of
attributes for EVs more than those who worked in a family-owned business. This means
that individuals in Kuwait who are employed in the public sector may prefer EVs over
gasoline cars in the future due to their environmental, financial, and technological values.
Furthermore, participants who owned one or two cars highly preferred the environmental
and technological attributes of EVs, more than those who owned three or more cars. No
significant differences in financial attributes could be related to the number of cars owned
by participants. This means that individuals in Kuwait who own one or two cars can be
expected to prefer EVs over gasoline cars in the future due to their environmental and
technological values only, and they do not care as much about the price of fuel. These
results characterize individuals who own a maximum of two cars and are employed in
the public sector as a potential segment of EV consumers in Kuwait who place value
on environmental and technological attributes, particularly regarding better air quality
and having a soundless engine. This implies that manufacturers and dealerships should
consider targeting these potential buyers and should continually create or maintain a
competitive advantage over their competitors in terms of innovating technologies that
respond to the evolving nature of environmental concerns. On the other hand, no significant
differences in the three preferred attributes for EVs identified in the study could be related
to the other six background variables of the participants.

Additionally, drivers were found to be highly willing to buy EVs in the future when
considering their financial and infrastructure attributes. This means that drivers in Kuwait
can be expected to buy EVs in the future on two conditions: Economy in battery life and
the availability of nearby fast-charging station infrastructure. This result is consistent with
previous studies in other countries [35,78]. One possible explanation for this result is that
drivers in Kuwait are aware of both the importance of the battery life in EVs, as they
commonly witness their cell phone turning off due to heat exposure and are aware of
the poor EV infrastructure EVs in Kuwait. As such, the manufacturers of EVs should
update consumers on the development of battery technology in a timely manner, as well
as encourage the government to invest in infrastructure that supports EVs in Kuwait.
This implies that EV recharging infrastructure should be accessible and available in all
residential areas of Kuwait. This finding implies that the Ministry of Transport should
adhere to the suggestions proposed by prior studies concerning the recharging scheduling
and optimization of recharging networking in order to prevent any potential infrastructure
issues [36–38]. Hence, we recommend that policymakers and government regulators start
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constructing infrastructure-related facilities to promote of the adoption of EVs in Kuwait in
a secure manner.

We observed a strongly significant difference in the identified necessary conditions
to buy EVs when considering the educational level and monthly income of participants.
Participants who had a master’s degree or Ph.D. were more willing to buy EVs in the future
for their infrastructure attributes compared with those who had a bachelor’s degree. No
significant differences in financial attributes could be related to the educational level of
participants. This means that people in Kuwait who had a master’s degree or Ph.D. would
buy EVs in the future on one condition only; namely, the availability of infrastructure
(i.e., nearby fast-charging stations), and they care less about the battery life of EVs. This
result characterized highly educated individuals as a potential segment of EVs in Kuwait
who favor infrastructure (i.e., recharging networks). Surprisingly, this segment was unique
and distinct from other groups, as they did not present favorable attributes highly related to
the product itself. This signifies the important role of manufacturers in providing recharging
stations and making them accessible across the country of Kuwait. Further, participants
who had a monthly income of KWD 1000 (USD 3300) and above were highly willing to
buy EVs in the future due to their financial and infrastructure attributes. This means that
individuals in Kuwait who have a monthly income of KD 1000 and above can be expected
to buy EVs in the future on two conditions: Their economic battery life and the availability
of infrastructure (in terms of nearby fast-charging stations). This result characterized
individuals who earned KD 1000 and above as a potential segment of EVs in Kuwait who
place value on battery warranties and the required infrastructure (i.e., recharging stations)
being accessible and widespread. This requires marketers to tailor sustainable products
and place emphasis on warranties and guarantees associated with EVs. On the other hand,
no significant differences in the two necessary conditions to buy EVs identified in the study
could be related to the other six background variables of the participants.

One interesting finding of this study was that drivers were not highly willing to
buy EVs in the future due to their brand attributes. This result contradicts the existing
literature [56,57], in which brand attributes were considered important by consumers. One
plausible explanation for this result is that drivers in Kuwait are already aware of the
quality design, brand reputation, credibility, and comfort of EVs, such that there is no
need to consider the brand as an important condition to buy EVs in the future. This result
deserves further investigation in future research.

6. Limitations and Future Studies

First, although the present study utilized a quantitative questionnaire, it remained
essentially focused on a qualitative approach using descriptive statistics due to the lack of
a focus on hypothesis testing and empirical testing. For this reason, a range of reliability
tests was not conducted for this study. Therefore, future studies should involve empirical
investigations of various hypotheses and variables, which may yield a more reliable con-
clusion regarding the relevant population in Kuwait. Second, the generalizability of the
results was limited by the lack of information regarding non-participants. Finally, future
studies should place emphasis on both EV owners and managers of car dealership compa-
nies, collecting their viewpoints and obtaining more insight into EV-related phenomena in
Kuwait. Such a proposed further study should emphasize the ‘late majority’ EV market,
composed of drivers over the age of 40 with a lower level of education, which might reveal
some perceptions based on outdated safety records (e.g., perceived safety in terms of fire)
or even loyalty to gasoline (as it is the main source of wealth in Kuwait).

7. Conclusions and Implications

This is the first known study exploring consumer preferences for EVs in Kuwait in
terms of which factors are influential for the ‘early majority’ (i.e., a part of the general
market vs. a niche one) that could influence their purchasing behavior in favor of EVs. In
this way, we provided a comprehensive and up-to-date picture of the preferences regarding
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this market. Potential consumers highly preferred three different types of attributes for EVs:
environmental, financial, and technological. There were strongly significant differences
in the identified preferred attributes of individuals in Kuwait for EVs with respect to the
number of cars owned and sector of employment. Drivers who valued EVs most typically
owned a maximum of two cars and were employed in the public sector, as well as being
environmentally and technologically sensitive. Moreover, potential customers were highly
willing to buy EVs in the future due to both their financial and infrastructure attributes.
There were also strong significant differences in the identified necessary conditions to buy
EVs in terms of educational level and monthly income. Drivers who expressed early interest
in adopting EVs were typically highly educated, of mid-range income, and concerned
regarding the availability of nearby fast-charging stations. This implies that the upfront
purchasing price of EVs might not be important to this segment of the market in Kuwait.

The theoretical and practical implications of this study are significant. On a theoretical
level, this study contributes to the limited literature on EVs in developing countries in
general and Kuwait in particular, which can help researchers to compare the adoption
of EVs between developing and developed countries. On a practical level, the findings
suggest that drivers in Kuwait prefer EVs over gasoline cars due to their environmental,
economic, and technological benefits. Therefore, marketing campaigns should highlight
these values when targeting segments, including car drivers and owners. The number of
cars owned by people in Kuwait was found to play an important role in preferring EVs
over gasoline cars. People in Kuwait who owned one or two cars preferred EVs due to their
environmental and technological benefits alone. Furthermore, the employment sector also
plays an important role in the preference for EVs over gasoline cars. People in Kuwait who
were employed in the public sector preferred EVs due to their environmental, economic,
and technological values. Therefore, there is a need for the customization of marketing
campaigns in order to address the preferences of each group.

Moreover, the results of this study suggested that drivers in Kuwait can be expected to
use EVs in the future if fast-charging station infrastructure was available in a widespread
manner. Therefore, policymakers and government agencies should be encouraged to
start building and providing these stations in order to promote the adoption of EVs.
Furthermore, this study suggested that drivers in Kuwait can be expected to use EVs in the
future for economic purposes, particularly in terms of a long-lasting battery. As such, the
manufacturers of EVs should try to develop batteries that last as long as possible.

The availability of nearby fast-charging station infrastructure for EVs was found to be
a very important pre-condition for people in Kuwait who have a master’s degree or Ph.D.
to buy EVs. Therefore, it is important to raise awareness among this group of people about
available charging stations in Kuwait. Monthly income was also found to play an important
role in encouraging the purchase of EVs in Kuwait. Therefore, marketing campaigns should
target this group of people, especially those who earn a monthly salary of more than
KD 1000 (KWD 3300). These campaigns should highlight the economic value of EVs and
the available EV charging infrastructure. We also suggest that the government develops
subsidy programs and financial support for EV buyers in order to combat the elevated EV
purchase prices.
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Abstract: This paper describes a numerical study of the optimal distribution of energy between
fuel cells and auxiliary energy storages in the hybrid train. Internal combustion engines (ICEs) are
currently under pressure from environmental agencies due to their harmful gas emissions, and pure
battery vehicles have a short range; a hybrid train powered by fuel cells, batteries, and supercapacitors
can provide a viable propulsion solution. In this study, special energy management on the mountain
railway with optimal power distribution and minimum hydrogen consumption is proposed. Consid-
ering the characteristics of the mountain railway, the vehicle uses recuperation of regenerative braking
energy and thus charges additional power devices, and hybridization optimization gives favorable
power to each power source device with a minimum consumption of hydrogen in the fuel cell. In this
study, a simulation model was created in a Matlab/Simulink environment for the optimization of
hybridized power systems on trains, and it can be easily modified for the hybridization of any type
of train. Optimization was performed by using Sequential quadratic programming (SQP). The results
show that this hybrid train topology has the ability to recover battery and supercapacitor state of
charge (SOC) while meeting vehicle speed and propulsion power requirements. The effect of battery
and supercapacitor parameters on power distribution and fuel consumption was also simulated.

Keywords: optimization; hybridization; train; fuel cells; power management; SQP

1. Introduction

Since greenhouse gases have a great impact on the environment, various measures
are being taken to reduce or perhaps even eliminate harmful emissions of exhaust gases.
Trains are not big polluters in themselves [1], but limits for harmful gas emissions are still
prescribed for diesel trains by Leaflet UIC624 (Table 1).

In order to decrease or completely eliminate the harmful emission of exhaust gases,
hybrid vehicles powered by a fuel cell can be introduced [2,3]. Such vehicles do not pollute
the environment, unlike diesel vehicles, and compared to pure battery vehicles, they have
a much longer range.

The advantages of introducing hybrid fuel cell trains are:

• Zero harmful emissions of exhaust gases;
• Energy savings by recuperation of regenerative braking;
• Reduced mass of all power sources;
• Optimal power distribution on each auxiliary power source.

Hybrid vehicles can have numerous advantages over each individual component. A
supercapacitor could enable instantaneous cold-start operation of auxiliary devices while
the fuel cell warms up. If the temperature is not too low, the battery could run the train
from the depot to the departure station during a cold start. A hybrid system can allow
all drive components to be smaller in size and operate with greater efficiency since none
would have to provide full load and capacity.
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Table 1. UIC624 ICE Emission Standards [4].

Stage Date
Power,
P [kW]

Engine
Speed,

r [min−1]

CO HC NOx PM Smoke

g/kWh

UIC I
up to 31

December
2002

3 0.8 12 - 1.6–2.5 a

UIC II 1 January
2003

P ≤ 560 2.5 0.6 6.0 0.25

P > 560
r > 1000 3 0.8 9.5 0.25 b

r ≤ 1000 3 0.8 9.9 0.25 b

a—Bosch smoke number (BSN) = 1.6 for engines with an air throughput of above 1 kg/s; BSN = 2.5 for engines
below 0.2 kg/s; linear BSN interpolation applies between these 2 values. b—For engines above 2200 kW, a PM
emission of 0.5 g/kWh is accepted on an exceptional basis until 31 December 2004.

Fuel cells could have zero harmful emissions of exhaust gases only if the fuel is
hydrogen. In general, fuel cells can also work with methanol, natural gas, and gasoline.
Since such fuels, in addition to hydrogen, contain carbon, it is impossible to avoid the
exhaust gas carbon dioxide. Since the aim of this paper is to achieve zero harmful emissions
of exhaust gases, only hydrogen is considered as a fuel. When using hydrogen as fuel, a
chemical process produces water and energy.

Software and algorithms for simulations and optimization can contribute significantly
to research. Matlab software has already been used to develop train motion simulations
with Object Oriented Programming (OOP). Research in [5] shows the movement of a train
with optimal driving times, which was compared with the actual railway. It showed that
the simulation is very effective and applicable for the research and application of train
operations.

Likewise, ADVISOR software is also a good modeling and cost-effectiveness analysis
tool that was used to introduce a fuel cell hybrid locomotive. According to the traction
characteristics of the Indian WDM-7 locomotive and the fuel cell as the main power source,
in a certain driving cycle, the dynamic performance of the hybrid system was verified using
an advanced vehicle simulator [6].

Fuel cells, batteries, and supercapacitors are very expensive devices, and it is necessary
to efficiently determine their hybridization ratios. The aim is to reduce the power of the
fuel cell to the lowest value and to design the battery and supercapacitor with the lowest
losses [7]. In ref. [8], the numerically verified methods of hybridization are presented, and
thus the optimal values of the power source are selected.

The possibility of installing fuel cells in trains has already been researched [9]. In the
mentioned paper, the operation of the shunting locomotive according to the actual working
cycle is presented. Energy management and power distribution between power sources
were developed but without optimization. Since the shunting locomotive has demanding
work, it still works on a straight railway in shorter time intervals. This is a good template
for simulating a train on a mountain railway and can still show better system performance.

Matlab-Simulink™ (M/S™) can also be used to develop tools such as TrEnO, which
provides tools for optimizing total energy consumption [10]. The tool is also able to estimate
the efficiency, power dissipation, and thermal behavior of the traction system components.
It is used during the conceptual faze of train prototypes to optimize the overall traction
and braking of trains on a given railway.

The SQP optimization tool is incorporated into the M/S™ environment [11]. One of
the first steps is to model the train speed trajectory. The minimum energy consumption can
be set as an optimization goal, and a trade-off between energy consumption and accuracy
can be made using the train trajectory model [12].
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In this study, the SQP algorithm is used to optimize the hybridization of power
sources of the train [13]. The model uses SQP to find the optimal hybridization ratio
between the fuel cell, the battery, and the supercapacitor according to the trajectory of
the train movement on the mountain railway between Knin and Perković in Croatia. The
simulation itself calculates the power of the fuel cell, battery, and supercapacitor according
to the given load currents of each power source [14]. The aim is the lowest consumption of
hydrogen in fuel cells [15].

The energy management developed in this paper is based on SOC control. It is
designed to maintain the charge of the battery and supercapacitor with optimal values,
and the design was developed based on the prototype of a passenger train and a mountain
railway.

2. Materials and Methods

2.1. Model and Topology of the Train

The train model in this work is based on the HŽ7022 prototype train of Croatian
Railways. The train’s propulsion system is modeled as a hybrid of a fuel cell (FC), battery,
and supercapacitor.

A passenger train has a uniform demand for maximum power during acceleration and
cruising for reduced power that must overcome the force of movement resistance. In order
to analyze the electricity demand of the train, a typical timetable with a railway profile was
set according to the real railway in Croatia between Knin and Perković [16].

The simulation model in M/S™ calculates the traction power at the wheels according
to the railway trajectory and calculates the distribution of total train power between the
power sources. The traction system topology used in trains can be connected in series or
in parallel. The traction hybrid system for this train is connected in series [17] (Figure 1).
Induction motors are connected to an IGBT (insulated gate bipolar transistor) converter
that is connected to DC/DC converters that are directly connected to power sources [18].
The battery and supercapacitor are connected to bidirectional DC/DC converters for
charging/discharging, while FC is connected to a chopper, a converter in one direction [19].

 
Figure 1. Power flow according to traction system topology.

According to the existing DMU (diesel multiple unit) train that will be converted into
a hybrid fuel cell train, the maximum traction power is 1255 kW, and the maximum traction
force is 125 kN. In a hybrid fuel cell train, the total power will be obtained from the fuel cell
and auxiliary energy storage devices and taken over by the IGBT. The voltage on the IGBT
is 2.4 kV, which is provided by the converters of power devices that receive a voltage of
0.8 kV. Such a high voltage generally corresponds well to the requirements of the drive
system and enables lower losses in the power system.
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The advantage of such a parallel system is the different voltages of the power sources.
Each power source can work at its nominal voltage because the converter will raise the
voltage to 2.4 kV, which is necessary for IGBT. However, it is desirable that the voltages of
all power sources are approximately the same and as high as possible because the losses
will be the lowest.

2.2. Energy Management System

The power flow passes with losses, and the energy management coordinates the oper-
ation of power devices and distributes the power to devices according to the hybridization
ratio (Figure 2). When accelerating, energy management uses a fuel cell, battery, and
supercapacitor for traction. For cruising, the supercapacitor performs traction until a state
of charge SOCsc = 0.01, and then the battery is used. If, during acceleration and cruising, the
climb is greater than 15%, all devices are switched on. If SOCb = 0.2, traction is performed
by supercapacitor, and fuel cell will charge the battery. The battery drives the traction only
after the supercapacitor is discharged (SOCsc = 0.01). Regenerative braking will first charge
the supercapacitor to SOCsc =1, and the battery only will be charged after supercapacitor
is fully charged. Energy management does not allow SOCb = 0.2 and SOCsc = 0.01 at the
same time.

 
Figure 2. Energy management.

The hybridization ratio is affected by the total power, the properties of the railway,
and the strength of the discharge currents of the fuel cell, battery, and supercapacitor.

2.3. Traction Force

Total power of the train is calculated as

Ptot = Ftot · vtr = (Pf c · η f c · ηdc + Pb · ηdc + Psc · ηdc) · ηti · ηtm · ηgb, (1)
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where Ftot is the total force for movement in N, vtr is the train speed in m/s, Pfc is the
fuel cell power in W, ηfc is the fuel cell efficiency, ηdc is the DC/DC converter efficiency,
Pb is the battery power in W, Psc is the supercapacitor power in W, ηti is the traction
inverter efficiency, ηtm is the traction motor efficiency, and ηti is the gear box efficiency. For
regenerative braking, each efficiency is calculated reciprocally (1/η), except for the fuel cell.

The total power (the total force) must be sufficient to overcome all resistances of the
train:

Ftot · a = Ftr,max − Fdr − Fgr − Fcu (2)

a = ± 1
mtot

(Ftr,max − (rrr + rpm · vtr + rar · vtr
2))− g · (grt +

0.5g
R − 30

), (3)

vtr =
∫

adt, (4)

where Ftr is the traction force on wheels in N (positive for traction, negative for braking);
mtot is the total mass of the train in kg, increased by 6% due to the inertia of the rotating
masses [20]; rrr is the rolling resistance force in N; rpm is the resistance coefficient of parasitic
movements in N/kmh−1; rar is the air resistance coefficient in N/(kmh−1)2; vtr is the train
speed in km/h; g is the gravitational acceleration; grt is the gradient of the railway in ‰;
and R is the radius of curvature of the railway in m.

The traction force of the train is achieved up to the critical speed through torque, and
after that, through the power of the traction motor. The torque is constant, and therefore
the traction force is also constant. The manufacturer always provides the highest constant
traction force on the wheels resulting from the torque. When a critical speed is reached, the
traction force decreases with increasing speed. Accordingly, the traction force is:

Ftr,max =

{
Ftr,max; ∀0 ≤ vtr ≤ vcr

Ftr,max = Ptot
vtr

; ∀vcr < vtr ≤ vmax
(5)

For acceleration, the train will use the maximum traction force; for cruising, the
traction force will be equal to the total movement resistance forces; and for regenerative
braking, it will use the maximum braking force (Figure 3).

Figure 3. Traction properties of the train.
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In Figure 4, the railway profile is depicted. The yellow line represents the gradient of
the railway in ‰, the red line represents the speed limit, and the blue line represents train
speed.

Figure 4. The railway profile.

In Figure 5, red line represents power demand, and green line represents resistance
force of the railway.

Figure 5. Demand force and the resistance force of the railway.

Based on the railway profile data depicted in Figure 5 and train parameters, resis-
tance power and demand power were calculated. Figure 4 shows the calculated power
distribution on the railway. Green line represents calculated resistance power, and red line
represents the necessary traction power for the simulated train.
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The railway is extremely hilly and full of radiuses, which thoroughly tests the en-
durance of all power sources and shows whether regenerative braking can store enough
energy to make the system sustainable.

2.4. Fuel Cell

Fuel cells are devices that convert chemical energy into electrical energy. The fuel
cell system contains a fuel supply system, an air supply system, a water management
system, and a fuel cooling system. They include AFC (alkaline fuel cell), PEMFC (Polymer
Electrolyte Membrane), DMFC (Direct Methanol), PAFC (Phosphoric Acid), MCFC (Molten
Carbonate), and SOFC (Solid Oxide). Only PEMFC has zero harmful emissions of exhaust
gases.

PEMFC operates at relatively low temperatures and has a high power density. It
cannot change the output power very fast, so PEMFC has slow dynamics. This can be
compensated by faster dynamics from storage devices. The voltage of one cell is about
1 V with a current density of 0.5 A/cm2 to 1 A/cm2. To obtain higher power, the cells are
joined in stacks. The fuel is hydrogen, and pure oxygen or oxygen from the air can be used
as an oxidant.

PEMFC can reach 1.3 kW/L power density, 0.6 kW/L system power density, and
0.6 kW/kg mass-specific power density. It operates at low temperatures and can be started
and operated in sub-zero temperatures, although normal operating temperatures are
20–90 ◦C [21]. For the above reasons, PEMFC was chosen for this study, even though other
cells exist.

The load power of the fuel cell stack is:

Pf c = Uf c · ILoad, f c (6)

Pf c = (Eoc − Uact − Uohm)ILoad, f c (7)

where Ufc is the fuel cell stack voltage in V, ILoad,fc is the fuel cell current load in A, Eoc is
the open circuit voltage in V, Uohm is the ohmic voltage drop in V, and Uact is the activation
voltage drop in V [22].

2.5. Battery

Lithium iron phosphate (LiFePO4) is the safest cathode material used for the high-
power modules required in hybrid vehicles. The advantages of this type of battery are the
theoretical specific capacity of 170 Ah/kg and greater thermal stability against the release
of oxygen, which makes it safer and more tolerant under extreme operating conditions [23].

It can change the output power much faster than a fuel cell, so it can compensate for
power in the fuel cell. In the nominal operating range of the battery, during discharge,
the voltage changes slightly. When the rated capacity is discharged, the battery enters the
operating range, where the battery voltage decreases rapidly.

The load power of the battery cell for discharging is:

Pb = Ub · ILoad,b (8)

Pb = (E0 − K
Qb

Qb − Iload,b · t
Iload,b · t − K

Qb
Qb − Iload,b · t

Iload,b − Rb · Iload,b + A · e(−B·Iload,b ·t))Iload,b (9)

where Ub is the battery cell voltage in V, E0 is the constant voltage in V, K is the polarization
constant or the polarization resistance in Ω, Qb is the standard battery capacity in Ah, ILoad,b
is the battery current load in A, Rb is the battery internal resistance in Ω, A is the voltage
drop during the exponential zone in V, and B is the exponential time inverse constant in
Ah−1.

The load power of battery for charging is:

141



Designs 2023, 7, 45

Pb = (E0 − K
Qb

Qb − Iload,b · t
Iload,b · t − K

Qb
Iload,b · t − 0.1Qb

Iload,b − Rb · Iload,b + A · e(−B·Iload,b ·t))Iload,b (10)

State of charge is:

SOCb = 1 − 1
Qb

∫
ILoad,bdt (11)

2.6. Supercapacitor

Supercapacitor (EDCL, Electrochemical Double Layer Capacitors) is a device used for
energy storage, and it has high energy and power densities, high efficiency (almost 95%),
and long lifetime. The main property of supercapacitor is the possibility of rapid charging
and discharging without loss of efficiency (>95%) during thousands of cycles [24].

Supercapacitors can be recharged in a very short time and have an excellent ability to
change the output power very fast, faster than battery, and to operate with frequent peak
power demands. All these reasons improve the efficiency of the vehicle and save energy, so
they are suitable for installation. They especially show their excellent properties during
regenerative braking.

The load power of the supercapacitor cell is:

Psc = Usc · ILoad,sc (12)

Psc = (U1 + R1 · ILoad,sc) · ILoad,sc (13)

Psc = (
−C0 +

√
C02 + 2Cv · Q1

Cv
+ R1 · ILoad,sc) · ILoad,sc (14)

where Usc is the voltage of the supercapacitor cell in V, R1 is the resistance of the superca-
pacitor’s main cell in Ω, ILoad,sc is the supercapacitor’s load current in A, U1 is the voltage
of the supercapacitor’s main cell in V, C0 is the constant capacitance in F, Cv is the constant
parameter in F/V, and Q1 is the instantaneous charge in the supercapacitor’s main cell in
As.

State of charge is:

SOCsc = 1 − 1
Qsc

∫
ILoad,scdt (15)

2.7. Method of Sequential Quadratic Programming

To solve the nonlinearity and non-convexity of the resulting optimal control problem,
sequential quadratic programming is used [25]. SQP is used to optimally control the
management of power sources with the aim of the lowest amount of fuel consumption.

The main objective function for minimization is:

min f (x) =

t f∫
t0

Ptot(v(t), s(t), u(t))dt (16)

where v(t) is the speed of the train; s(t) is the distance; and u(t) is the set of all variables that
affect driving, as shown by Equation (3).

To obtain the minimum fuel consumption, which is directly a function of energy, it is
necessary to determine the discrete-time formulation of the problem. The problem of energy
consumption is defined by hybridization ratios [26]. Minimization is achieved by compos-
ing a Quadratic Programming (QP) subproblem based on the quadratic approximation of
the Lagrange function [27].

L(x, λ) = f (x) +
m

∑
i=1

λigi(x) (17)
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where f (x) is the main objective function, gi(x) are the inequality constraints, λi are Lagrange
multipliers under the non-negativity constraint, and m is the total number of restrictions.

QP subproblem is given by

min
d∈�n

1
2 dT Hkd +∇ f (xk)

Td

∇gi(xk)
Td + gi(xk) = 0, i = 1, . . . , me

∇gi(xk)
Td + gi(xk) ≤ 0, i = me + 1, . . . , m

(18)

where d is the number of iterations, Hk is the Hessian Matrix, and me is the equality
constraints number. Updated, the Hessian Matrix is:

Hk+1 = Hk +
qkqT

k
qT

k sk
− HksksT

k HT
k

sT
k Hksk

(19)

where
sk+1 = xk+1 − xk

qk = (∇ f (xk+1) +
m
∑

i=1
λi∇gi(xk+1))− (∇ f (xk) +

m
∑

i=1
λi∇gi(xk))

(20)

Duration of the simulation in time, boundary conditions, and time-dependent con-
straints and control variables are:

gi(x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Isc,min ≤ ILoad,sc ≤ Isc,max
Ib,min ≤ ILoad,b ≤ Ib,max
SOCsc,min ≤ SOCsc ≤ SOCsc,max
SOCb,min ≤ SOCb ≤ SOCb,max
hrsc,min ≤ hrsc ≤ hrsc,max
hrb,min ≤ hrb ≤ hrb,max

(21)

where ILoad,sc is the discharge current of the supercapacitor, ILoad,b is the discharge current of
the battery, SOCsc is the state of charge of the supercapacitor, SOCb is the state of charge of
the battery, hrsc is the supercapacitor hybridization ratio, and hrb is the battery hybridization
ratio.

2.8. Model Parameters

In the simulation model, the PEMFC modules “Ballard” Fcvelocity-HD6, rechargeable
LFP battery “Lithium Werks” 26650, and “Maxwell” supercapacitor BCAP3000 were used
(Table 2). According to the proportion of hybridization, the power used to discharge the
battery and the supercapacitor was determined. In the simulation model, it was set that the
algorithm optimizes the discharge current and thus obtains the optimal hybridization ratio
for both the battery and the supercapacitor. As a result, the optimal discharge current of
both the battery and the supercapacitor was obtained. The load currents are:

ILoad,sc =
hrsc · Ptot

Usc · npar,sc · nser,sc
(22)

ILoad,b =
hrb · Ptot

Ub · npar,b · nser,b
(23)

where npar,sc is the number of supercapacitor cells in parallel, nser,sc is the number of super-
capacitor cells in series, npar,b is the number of battery cells in parallel, nser,b is the number
of battery cells in series, and Ptot is demand power.
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Table 2. Power sources properties.

Fuel Cell Stack Battery Cell

Rated power Pfc 150 kW Rated voltage U0 3.3 V

Idle power Pfc,min 6 kW Rated capacity Q0 2.56 Ah

Maximum load
current Ifc,max 320 A Maximum charging

current Ich,max 10 A

Mass mfc 404 kg Maximum
discharging current Idis,max 20 A

Average hydrogen
consumption mH2 2.5 g/s Mass mB 76 g

Supercapacitor Cell Train

Nominal capacitance Csc 3000 F Tractive power Ptr,max 1255 kW

Rated voltage Usc 2.7 V Tractive force Ptr,max 125 kN

Maximum
discharging current Isc,max 160 A Braking power Pbr,max 2200 kW

Mass msc 506.7 g Braking force Pbr,max 110 kN

Mass mtot 191 t

The fuel cell stack load current is:

ILoad, f c =
hr f c · Ptot

Uf c · npar,sc
(24)

where hrfc is the fuel cell stack hybridization ratio, and npar,fc is the number of fuel cell
stacks in parallel.

First, the optimization parameters with boundaries in the simulation and the objective
function with the final desired value are selected (Figure 6).

 
Figure 6. Setting of the main objective function, constraints, and boundaries (current in kA).
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Boundaries for the hybridization ratio have been proven, and it has already been
shown that with the ratio hrb/hrfc = 0.33, the vehicle can travel the most kilometers per
kilogram of hydrogen. Since the supercapacitor also participates in traction, the upper
boundary is 0.45 for both energy stores, as there is space for optimization. If the system
does not converge, the values will expand [28].

Energy storages discharge current constraints are set according to the manufacturer’s
datasheet.

3. Results and Discussion

In the simulation, randomly selected parameters were taken and then optimized. Sim-
ulation results are values for the battery hybridization ratio, supercapacitor hybridization
ratio, battery discharge current, and supercapacitor discharge current. Optimal parameter
values for the presented study were obtained through iteration (Table 3, Figure 7).

Table 3. Optimized parameters.

Parameter Start Optimized

Battery hybridization ratio hrb 0.25 0.39

Supercapacitor hybridization ratio hrsc 0.05 0.06592787

Battery discharge current Idis,b 0.01 kA 0.017 kA

Supercapacitor discharge current Idis,sc 0.090.08 kA 0.0801 kA

Figure 7. Iteration of parameters.

The optimal values were calculated through 2 iterations. Figure 7 depicts the iteration
process.

With the optimal parameters for the proposed hybrid system, the consumption of
hydrogen is 8 kg over a distance of 53.71 km, which the train travels in 2717 s. During
acceleration or when driving uphill, energy management uses the power of the fuel cell,
the battery, and the supercapacitor together. When cruising, the supercapacitor is first
completely discharged, and then the battery is used. In order not to discharge both the
battery and the supercapacitor at the same time, energy management determines the
optimal hybridization ratio. Likewise, if only the supercapacitor is pulling the train, the
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fuel cell charges the battery. The hybridization ratio of the fuel cell is obtained by hrfc = 1 −
hrb − hrsc, which determines the power of the fuel cell and can be said to be optimal.

All that data can be graphically shown with the presented simulation model. Figure 8
shows the difference in hydrogen consumption for randomly selected and optimized
parameters of the propulsion system. The optimized solution yields a decrease in fuel
consumption of 14.7%. That is a saving of 1.373 kg of hydrogen compared to the initial
solution.

Figure 8. Consumption of the hydrogen (red is optimized, blue is randomized).

Since hydrogen consumption is a consequence of energy consumption, the consumed
energy for the optimized solution is 216.99 kWh (Figure 9). Compared to the initial solution
of 283.15 kWh, the optimized system results in a decrease in energy consumption of 23.37%.
Due to the optimal selection of parameters and energy management that uses power
sources according to given conditions, savings are possible. The profile of the railway with
pronounced uphills and downhills enables regenerative braking, which is optimally used
to discharge and charge the energy storage and thus save energy (Figure 10).

Figure 9. Demand of the energy (red is optimized, blue is randomized).
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Figure 10. SOC of the battery and the supercapacitor (red is optimized, blue is randomized).

Due to the different losses in the devices, according to the hybridization ratios, the total
power of all power sources will not always be the same. Consequently, with the optimal
hybridization ratio, a lower required total power to propel the train was achieved. By
comparing the required train power on the modeled railway for the initial and optimized
drive system, this was revealed during acceleration and regenerative braking (Figure 11).

Figure 11. Demand for power (red is optimized, blue is randomized).
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According to all losses, the highest power of all power sources is 1772 kW. According
to the optimal hybridization ratio, the fuel cell consumes 964 kW. This power requires
7 stacks of fuel cells, which have a total mass of 2828 kg. The fuel cell with 7 stacks has
1050 kW, which means that the rest of the optimal value is used to propel auxiliary devices.

Since the hybridization ratio and discharge current of the battery package are found
through optimization, the battery package has a power of 691 kW. The operating voltage of
each power source is 800 V, so 243 cells will be connected in series in the battery package.
According to the discharge current in the battery package, 52 cells will be connected in
parallel. The mass is 960 kg.

The same types of parameters affect the supercapacitor. According to the operating
voltage, 296 cells are connected in series in a supercapacitor package. By optimizing the
hybridization ratio and the discharge current, the supercapacitor package has a power of
117 kW, and 2 cells are connected in parallel. According to this connection, the mass is
302 kg.

4. Conclusions

This paper presents the development of a hybrid power train system with fuel cells
and presents the parameters of each component. A new energy management strategy
based on railway loads and the state of charge of the energy storage is proposed. Then,
the system was optimized using the SQP method, and the hydrogen consumption was
calculated. By optimizing using Matlab/Simulink, it was shown that the mass of the train
and the consumption of hydrogen could be reduced.

Because the railway is sharp and demanding, the energy management had to be
different than what is usually set. Big uphill transits consume a lot of energy, but traveling
downhill can be used for energy regeneration, which is why supercapacitor charging is
used when traveling downhill, while the battery is charged via the fuel cell only when
the supercapacitor conducts the traction itself. Nevertheless, the simulation showed that
the train could overcome such a railway and, at the same time, find the lowest hydrogen
consumption with optimal hybridization parameters and discharge currents. The result is
a 14.7% decrease in hydrogen fuel consumption and 23.37% less energy consumed.

The current fuel cell systems do not leave much space for optimization. Only by
optimally choosing the hybridization ratios of the battery and the supercapacitor can the
power of the fuel cell be said to be optimal. The batteries and supercapacitors are delivered
in smaller cells, and they give the possibility of optimization.

On the existing train prototype, the total mass of 3 diesel engines and 3 alternators
is around 7300 kg. By optimizing the hybrid train with fuel cells, the mass of the power
sources (including converters and inverter) was obtained at less than 4091 kg, which
indicates that a fuel cell hybrid train is favorable for mass reduction. Therefore, it can be
argued that a fuel cell hybrid train can have the same acceleration as a diesel train, which is
important in passenger traffic.

The presented simulation model could be a useful tool in the conceptual development
phase of future hybrid train propulsion systems and train modifications and shorten the
development time of future environmentally friendly railway systems.
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Abstract: Gas turbines are used in the energy sectors as propulsion and power generation technolo-
gies. Despite technological advances in power generation and the emergence of numerous energy
resources, gas turbine technology remains important due to its flexibility in load demand following,
dynamical behavior, and the ability to work on different fuels with minor design changes. However,
there would be no ambitious progress for gas turbines without reliable modeling and simulation. This
paper describes a novel approach for modeling, identifying, and controlling a running gas turbine
power plant. A simplified nonlinear model structure composed of s-domain transfer functions and
nonlinear blocks represented by rate limiters, saturations, and look-up tables has been proposed. The
model parameters have been optimized to fit real-world data. The verified model was then used to
design a multiple PI/PD control to regulate the gas turbine via the inlet guide vane and fuel vales.
The aim is to raise and stabilize the compressor’s differential pressure or pressure ratio, as well as
raise the set-point of the temperature exhausted from the combustion turbine; as a result, energy
efficiency has been improved by an average of 237.16 MWh saving in energy (or 8.96% reduction in
fuel consumption) for a load range of 120 MW to 240 MW.

Keywords: gas turbine; whale optimizer; modeling; identification; control

1. Introduction

1.1. Background and Motivation

Natural gas, hydrogen, fuel oil, and biogas are all fuels that can be used to power
a gas turbine (GT), if the GT is properly configured or manufactured [1,2]. Apart from
this input flexibility, the GT is classified as a flexible energy resource due to its output
flexibility to follow the dynamics of electricity demand in a stable and efficient manner [3,4].
Therefore, investing more research effort into development of more efficient gas turbines
can be very useful in terms of fuel, energy, and the environment. The issue of improvement
in such devices is an endless research problem that requires continuous work by recent
and future engineers with multidisciplinary objectives or various collaborative disciplines,
such as Electrical Engineering, Artificial Intelligence, Mechanical Engineering, Chemical
Engineering, and so on. The recent energy crisis caused by instabilities in the Middle East
and Arabian region has made research even more difficult. Flexibility is thus an inherent
feature of GTs due to its thermodynamic operational characteristic. The thermodynamics of
a very basic GT is demonstrated below, where Figure 1 represents the basic components of a
gas turbine and the corresponding temperature–entropy diagram is shown in Figure 2. The
air compression is demonstrated by the isentropic process (1–2), in the isobaric process (2–3),
the air/fuel mixture is combusted, then expanded in the isentropic gas turbine process (3–4)
to create useful work for power production. In process (4–1), the output heat at constant
pressure is then either rejected into the atmosphere or injected to a heat recovery steam
generator (HRSG) to produce more power from the exhausted gas.
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Figure 1. Main components of gas turbine unit [3].

Figure 2. Temperature–Entropy (or T–S) diagram [3].

Despite technological advances in intensive research of control system technology,
the directed research methodology continues to hold analogous steps towards successful
control system implementation. The case under study may be far more complex for dual
fuel GTs, which has been adopted in this paper, in which there are two main operating
modes: the premix mode where the pilot valve and natural gas valve supply gas to the
combustion chamber, and the diffusion mode where the fuel oil is permitted through the
pilot valve from the fuel boosting system. In the case of low loads, the diffusion mode is
better for stable combustion before, whereas the premix mode is preferable for high, peak,
or near peak loads for more efficient operation. However, the situation could be further
improved in the premix mode, which is the most likely situation, by proper control system
design. The steps for control system design for energy-efficient improvement are depicted
in Figure 3 with emphasis on our own research, which has the major steps to be explained
throughout the paper context.
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Figure 3. Directed research steps for GT control system development.

The importance of modeling GTs can be further clarified by the literature review and
the explained paper contribution to theory, knowledge, and practice. This is detailed in the
next subsection.

1.2. Literature Review and Paper Contributions

The control system design of Gas Turbines (GTs) has become a challenge across the
world due to its intricate requirements, as its multi-timescale dynamics are naturally
nonlinear and its process requirements are critical. Having multiple constraints add a huge
computational load on classical control algorithms, therefore, its control requirements have
raised the bar and require careful attention and intensive research.

Renewable energy sources are becoming increasingly popular; however, their inter-
mittent nature poses a problem when integrated into the grid because it causes fluctuations
in the levels of electricity generated; thus, controlling such fluctuations necessitates radical
control techniques. Having the load change instantly necessitates the use of a controller
that allows the power plant to respond to load changes without violating or exceeding
the predefined limits or set-points, while keeping the power plant’s efficiency as high as
possible and meeting all of these requirements in a timely manner.

Fast load following operations, which are becoming more popular, have recently
reduced plant efficiencies and shortened equipment life as load following capabilities
have become more critical. This can have disastrous consequences because it increases
mechanical and thermal stresses when the plant is not operating at full capacity. As a result,
more intricate design requirements have been added in order to satisfy both load following
capabilities and power efficiency.

The most recent control schemes are focused on increasing efficiency, lowering capital
costs and running costs, reducing emissions, and enhancing operational flexibility. Being
able to design and implement an optimizer that solves metaheuristic algorithms such as
implementing the whale optimizer algorithm can be a potential solution.
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The use of whale optimizer for of enhancing load following capabilities will ultimately
minimize operating costs while explicitly fulfilling and satisfying the physical constraints
associated with these power plants without causing huge burdens on the computational
load. However, such a controller could require generous investment into the initial invest-
ment to fulfill these requirements.

The control of gas turbines has proven to be challenging due to their nonlinear multi-
timescale dynamics, along with intrinsic constraints that need to be satisfied. Nowadays,
classical control methods are adopted such as PID controllers [5], since PID controllers
have the ability to offset the proportional controller which is considered a major advantage
of such controllers along with their quicker response time. However, their limitations are
highlighted by their high steady-state error and precincts in feedback loop stability.

The main components of a GT that need to be included in the design and analyzed
are the compressor, combustion chamber, turbine, and generator. The models that have
been used recently for these nonlinear systems are obtained from identification techniques
only around a certain operating region. Thus, requiring improved control strategies that
minimize operating costs and consider the physical constraints that exist within such a
system is needed. One option which was analyzed in one of previous studies was the
model predictive controller (MPC) [5–7].

The natural plant’s operation begins with the compressor. The compressor is in charge
of drawing filtered air from its surroundings and pressurizing it to the appropriate levels.
Pressurized gas is important because having a higher-pressure gas increases the kinetic
energy stored in the gas particles, thus the potential to produce more energy, but the levels
to which the pressure can be leveled up must be carefully maintained. The compressed
air then enters the heart of the operation, the combustion chamber, where it is mixed with
natural gas, allowing it to ignite and reach high temperatures and pressures. In some cases,
fuel oil must be fed into the system. It is then expanded through the turbine, causing
the turbine’s blades to rotate and the generator to begin producing electricity. With its
nonlinear dynamics, all of these processes require careful thought and design because they
are interrelated and affect one another.

The firing temperature and gas flow control the turbine’s output. The inlet guide vane,
which is connected to the compressor and controls the amount of gas entering the com-
bustion chamber, is another important mechanism. The desired load is determined by the
firing temperature, the inlet guide vane (IGV), and the exhaust temperature. Furthermore,
the amount of fuel fed into the system and ignited has a direct impact on the load.

The gas turbine has six main controllers, each are interconnected and interdependent
on one another, which are [5]:

1. Starting controller, which sets the right amount of fuel for ignition.
2. Run up controller takes over; this controller will begin during start-up and until the

right speed is reached where the next controller takes over.
3. Frequency and load controller, which takes control of the turbine speed before reaching

the synchronous speed, also known as full load.
4. Maximum load controller, as the name suggests, limits the maximum active power generated.
5. Temperature controllers, controls the inlet and outlet turbine temperature by control-

ling the variable guide vane (VGV).
6. Maximum Turbine Inlet Temperature Limiter: its main function is to limit the inlet

temperature of the turbine in times of malfunction and in times of rapid load changes.

One of the most important components and working parts of the system is the variable
guide vanes, which are manually handled by controlling the firing angle to acquire the
desired mass flow rate; they are, in other words, responsible for regulating the amount of
mass flow into the combustion chamber, and thus will ultimately control the temperature
and this is crucial for the thermodynamics of the power plant. The other major components
are the combustion chamber and the turbine, the fuel mass flow rate is controlled by a
separate controller [7,8].
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Overall, the mechanical output power of the gas turbine is the difference between
the generated power of the turbine and the power consumed by the compressor. The
energy is converted from chemical energy which is stored in the fuel that will be ignited,
to mechanical energy, which is yielded for the turbine which will in turn rotate the shaft
connected to the generator, which will in turn converts the energy to electrical energy.

It is important that a control system be designed in order to maintain constant power
when the demand is so, execute the demand changes that are required, and keep a stable
output voltage. A controller design was inspired from Montazer Ghaem gas power plant.
They developed a controller to control the rotor speed during the start-up and changes in
power demand.

Furthermore, Shete and Jape [9] have stated that during operations, gas turbines are
typically operating in high-temperature and high-speed environments. The paper then
has introduced Fuzzy Modified Model Reference Adaptive Controller for the speed by
controlling the input fuel flowing into the combustion chamber.

Previously, PID controllers were the solution for this system because they can respond
to such robust responses and can be easily tuned, but the system’s efficiency becomes a
concern. An alternative solution, however, has been proposed that uses a fuzzy modified
model reference adaptive controller (FMMRAC) to adapt to these responses. This model is
based on Rowen’s model [9], a thermodynamics-based model that represents an improved
and well-established GT model.

Another study simulates the behavior of a high-efficiency gas turbine with advanced
cycles obtained through the use of a regenerator, an intercoder, an economizer, and steam
or water injection. These components necessitate research into efficiency optimization
in design, off-design, and especially transient conditions [10]. Although the addition of
these components improves the overall efficiency of the system, they change the system
dynamics and present some challenges to existing control schemes because these additions
affect system dynamics and increase the computational load.

Gas turbines exist as single shafted or multi-shafted, where multi-shafted are assumed
to be superior because they are able to adapt better, have better cost effectiveness with
load variations, the mechanical inertia is much lower, and even the electromechanical time
constants are at least half or a quarter of that of a single shafted gas turbine [11]. Therefore,
even though multi-shafted turbines need a more generous investment and the constraints
may be amplified, the benefits of implementing multi-shafted turbines enhance flexibility
and working conditions.

The rotational speed is usually controlled mostly by the change in the amount of fuel
supply or fuel mass flow rate to the combustion chamber which will ignite. When using
gas turbine plants in isolated power system stations, frequency and voltage deviations may
be neglected which will greatly affect the power quality.

Another valid solution suggested is the use of a prognostic algorithm that introduces a
forecast parameter which has the ability to perfect classical control methods with minimal
costs. The use of Automatic Speed Regulator (ASR) or Automatic Voltage Regulator (AVR)
will limit the overshooting and transient time of voltage which provides some supremacy
to PID controllers, and will maintain the rotor rotational speeds without the need for
costly complicated adjustments to be implemented to control the rotational speed in the
system [12], which is vital for safe performance of the GT.

The AVR and ASR results, as well as the conclusions that can be drawn from them, al-
lows additional loads to be connected to the system in the event of load shredding abruptly.

Nowadays, industrial heavy-duty gas turbines have proven to be more reliable and
more widely spread [13], especially using a hybrid system along with a pilot valve that
provides fuel oil when needed, makes the gas turbines more efficient to use.

Gas turbines are composed of many interrelated systems: thermal, mechanical, and
electrical to be exact. Their interaction and their dependence require deep understanding
of modelling since this interaction complicates the requirements to reach an acceptable
modelling accuracy.
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Two main control loops are needed in the system, one is the speed governor loop for
load frequency control, and the exhaust temperature control loop for energy efficiency
preservation, these control the output torque and the exhaust temperature, in which these
directly control the turbine behavior. The maximum allowable harvested power depends
on many factors including the frequency of the system and the exhaust temperature. The
temperature control limits the exhaust temperature through the cooling air system.

The complications of gas turbines basically stem from the concept of having working
fluids inside them, as they are operating under high temperature and pressure, and are
working under thermodynamic processes such as combustion and expansion, which have
been already described as the Brayton cycle. The high temperature and pressure add to
the thermal stresses that the components of the GT will be exposed to, and will affect the
lifespan of the GT.

The cycle begins with the compression of air in the compressor to increase its pressure,
then the compressed air is mixed with the fuel generating a high-temperature flue, which is
finally expanded in the turbine in order to produce mechanical energy, which is responsible
for producing the electrical power.

Other considerations that fuel control systems require in aerospace engineering are
as follows [14]:

• Provides the necessary fuel for the combustion chamber;
• Controls the fuel requirements for the start-up process;
• Limits the maximum speed of the gas turbine; and
• Limits the maximum fuel flow.

Other studies that focus on power generation application of gas turbines, including
this study in the present paper, usually express a combined cycle that also incorporates
a gas turbine along with a heat recovery steam generator and speed, temperature, and
IGV control. These combined cycles provide higher efficiency, lower unit cost, quicker
construction, and have less emissions. These combined cycles differ from conventional
plants in terms of their dynamic performance [15].

The existing temperature control is reflected in the open-loop system as a proportional
and integral controller (PI) which limits the fuel request. It compares the exhaust temper-
ature with the reference temperature, where the difference represents the error variable
which will instigate the proper action on the controller.

Other research analyzes the transient cases where simulation and modelling of a gas
power plant is important, which are start-up, variable loads, and unexpected shutdowns.
As a result, the control schemes that are implemented must be chosen with great care
and caution [16]. The effect of fast load following operation is basically negative to plant
efficiency and reduces the equipment lifespan. As renewable sources of energy become
more widespread, along with the knowledge of renewable sources of energy having an
intermittent property, conventional plants must cycle their loads more often and follow the
fluctuations in energy demand [17].

Natural gas combined cycles have been recognized to be more efficient, have fewer
capital costs, produce less emissions, and have higher operational flexibility than coal.
However, the impacts of load following capabilities disturbed by renewables may neg-
atively affect plant efficiency, and increase the thermal and mechanical stresses on the
equipment compared to operating on the base conditions, because load following focuses
on decreasing the deviation between the reference and the actual without prioritizing the
capabilities of the actual GT. The outage probability increases during load following, and
thus increases the maintenance costs.

To promote plant efficiency, dynamic optimization must be maximized under load
following. However, there are a few points to keep in mind:

1. Stresses should be kept within certain limits.
2. Temperatures should also be kept within a narrow range.
3. Maximum overall cycle efficiency should be maintained.
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These constraints, which are also imposed on the multi-objective function, make it
more difficult to generate a feasible solution, particularly with a high ramp rate; thus,
relaxing the ramp rate is more necessary and required to solve this dilemma. It is assumed
that, first, the average ramp rate is satisfied rather than the instantaneous ramp rate, and
that, second, the average ramp rate can be relaxed if necessary. However, these assumptions
or considerations are dependent on the system’s state and operation, whether ramping up
or down. When ramping up, the deviation of the average ramp rate from the desired rate
is minimized to maximize efficiency. When the optimizer sees a whole ramping down, a
larger relaxation, it will relax as much as possible because lowering the ramp rate improves
efficiency. The desired ramp rate is the most important parameter to satisfy when using the
lexicographic approach during load following operations, because all other operational
objectives are naturally ordered in terms of priority. As load increases during ramp-up
operations, the efficiency of the optimizer will be also improved, so simply solving a single
objective optimization problem by maximizing efficiency leads to the minimization of
ramp rate relaxation. The multi-objective problem becomes apparent during ramp-down
operations and must be resolved.

The tradeoff that can be concluded from this reference is between the relaxation in the
ramp rate and the thermal efficiency of the power plant, which means that it is difficult to
satisfy both at the same time at maximum levels, but there could be some operating point
where they can be both satisfied at acceptable levels. The optimal MIMO controllers may
emphasize different aspects in control theory and practical characteristics, such as load
following capability [18], H2 and H∞ for GT control as a subsystem of a combined cycle
unit [19], or decentralized active disturbance rejection [20]. The latter is applicable to other
power plants, fueled even by coal [21].

From a deep investigation of the literature, Whale Optimizer (WO) is still not applied
and evaluated in the field of gas turbines’ modeling and control. Although WO has been
applied for a coal unit [22], it is worth investigating specifically on GT control system
because of the high number of differences in the design, characteristics, and practical
viability between the two types of power plants, which offers an opportunity for more
novel achievements in this research area. The contributions of this paper are then stated
as follows:

• A simplified nonlinear model of a practically operating GT has been developed and the
parameters are identified by WO. The model accurately captures the turbine dynamics
from 120 MW to 220 MW. The issue of petameters’ calibration has been supported
by the results over a wide range of settings. Moreover, the effect of relaxation of
parameters on the model robustness has been investigated for the first time, which
leads to high accuracy for a broader range of power changes.

• A MIMO PI/PD controller has been optimized and incorporated into the model of the
existing GT as additional loops and the controller parameters have been tuned and
calibrated by WO to improve the existing controller performance in terms of fuel con-
sumption, and hence the energy efficiency. The likely operation of the adopted GT is
the premix mode. Therefore, in light of this practically feasible assumption, the overall
efficiency is found to be improved with significant reduction in gas consumption. This
aspect has been validated through simulations of the lower natural gas consumption
for the same power trends from data of existing GTs.

The rest of the paper is organized as follows: Section 1.3 presents an overview on
WO, Section 2 explains the modeling approach and depicts the model simulation results,
Section 3 shows the control strategy and verifies the practical feasibility, and Section 4
concludes the paper with some research findings and future recommendations.

1.3. An Overview on Whale Optimization Algorithm

There are various levels of algorithm problems, one of which is metaheuristic prob-
lems. Such problems necessitate the use of sophisticated optimization techniques. Whale
optimization, which has been used in this study, is a metaheuristic algorithm that imple-
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ments the hunting and feeding techniques used by whales. It can thus be implemented into
power plant control schemes because it requires simple concepts, does not require gradient
information, has the ability to bypass local optima, which is necessary in many scenarios,
and is more important [23]. Whale optimization technique involves two main processes:

1. Exploration; which is basically a general search, where the optimizer includes all
information in the search area.

2. Exploitation; which is basically an explicit search, where it investigates details in
promising areas in the region of the local search.

The challenge lies in finding a balance between both processes and finding the optima
in the least amount of time. “Why study whales?” one may ask. Whales are actually one
of the smartest creatures scientifically as they possess twice the amount of spindle cells
as humans do, and the methods they use to acquire or hunt for food are extraordinary.
They use a method called bubble-net feeding either in an upward spiral or double loops.
Basically, they begin by creating a bubble shape, in one of the two directions mentioned
previously, around the prey and then swim up to the surface. A mathematical model has
been done in one of the papers for the three main stages of their “feeding” method.

1. Encircling the prey. It is basically suggested as the first or closest value to the optima
or “first guess”, where then the best search agent is defined, and other search agents
will update their position towards the best search agent. One of the variables is a
random vector which allows the search to go beyond and search all possible regions.

2. Bubble-net attacking method, also known as exploitation. This stage consists of two
approaches: either shrinking encircling mechanism or spiral updating position, each
having equal probability of occurring at any interval.

3. Search for the prey (exploration), this stage basically begins the search in other
promising regions.

The basic difference between exploitation and exploration is the concept of searching
either locally or globally, as the exploration stage does, which is essentially determined by
the value of the vector A being higher or less than 1. The basic flow chart of WO is shown in
Figure 4, where Xi and X* are the initial population and the best search agent, respectively.

According to the results of this paper, the WO tends to exploit extensively in the early
stages because the first guess should be close to the optimal value, but it does lean into
the early stages to switch abruptly between exploration and exploitation. Another critical
parameter is the death penalty function, which considers the main objective function
that must be resolved and optimized while ignoring infeasible solutions. Because of
the aforementioned literature and brief background on WO, the method of modeling,
identification, and control proposed in this research is expected to be superior to other
techniques discussed above; the only way to determine this is to apply previous techniques
of tuning the models on our developed model and observe the differences. This will involve
using GA and GWO and comparing them to WO in terms of model accuracies and control
system performance, which will eventually lead to valuable contributions in the field of
gas turbine modeling and control.

158



Designs 2023, 7, 85

Figure 4. The flow chart of the basic working mechanism of a whale optimizer.
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2. Modeling and Optimum Parameter Identification via WO

This section focuses on modeling the GT and MATLAB simulations for the approach
of the GT modeling and identifying its unknown parameters. The power plant is fueled by
natural gas and fuel oil which may be regulated via inlet guide vanes, and the data covers
the operation from 120 MW to about 240 MW, which have been reproduced from Open
Access previous publications of the corresponding author [6].

The inputs of the power plant are as follows: Natural gas valve, pilot valve, and
compressor output pressure ratio. They are all represented by their normalized percentages
of opening. The outputs of the power plant are active power measured in megawatts (MW)
and exhaust temperature measured in degree Celsius. The final model structure is shown
in Figure 5

Ga s

Gb s

Gc s

Gd s

Ge s

Gf s

Figure 5. The Mathematical Model of the Gas Turbine, Red: the input signal flows through the system
to the exhausted temperature, Blue: the input signal flows through the system to the output power.

The transfer functions of the system in Figure 5 are adopted to be as follows:

Ga(s) =
a1s + a2

a3s2 + a4s + a5
(1)

Gb(s) =
b1s2 + b2s + b3

b4s2 + b5s + b6
(2)

Gc(s) =
c1s2 + c2s + c3

c4s2 + c5s + c6
(3)

Gd(s) =
d1s + d2

d3s2 + d4s + d5
(4)

Ge(s) =
e1s + e2

e3s2 + e4s + e5
(5)
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Gf (s) =
f1

f2s2 + f3s + f4
(6)

The chosen order of the numerator and denominator for each function is selected
through several trails and comparison before inclusion of the WO optimizer in order to en-
sure realistic dynamical influences of the three inputs to the two outputs. Furthermore, the
nonlinear region of operation has been emulated through look-up tables, which represents
the nonlinear components in the model. Then, the parameters of every transfer function
have been tuned by WO by tightening and relaxation of the bounds of the parameters.

First, data for an actual dual fuel gas turbine power plant has been taken, where it was
resampled into intervals of 30 s, having a total of 2040 samples, which represents operating
time of exactly 17 h. The model parameters were initially guessed by trial and error, then the
implemented model was embedded into the code that represents the cost function. The cost
function is the squared error between measured and simulated results. WO, with carefully
chosen settings, was used to compute the optimum set of parameters. In order to ensure
that the parameters are able to yield close enough results to the actual values of the model,
the error has been calculated several times with changing WO setting parameters and the
lower and upper bounds of every model parameter. It has been done for 10 iterations
through 30 iterations of the whale optimizer. The constraints on the parameters were set
as 0.05. To analyze the difference in the results when the whale optimizer constraints are
relaxed and tightened, the simulation was done when the constraints were tightened to
0.005 and then relaxed to 0.1. The effect of parameters’ relaxation is shown in Table 1
and the optimum set of parameters, based on the best case, are given in Table 1, and the
optimum set of parameters is shown in Table 2. Simulation results for the selected set
of data have been depicted in Figures 6–10. The next stage is dedicated for controller
development. The simulated trajectory has the ability to follow the actual trajectory of
the power plant, however, there is some clear deviation at some points, which proves the
need for a modified version of the power plant. A controller should be embedded in the
design to improve the input and output. The parameters were identified offline, and it took
several hours to obtain the final optimal set of parameters.

Table 1. The effect of WO iterations and relaxation of the bounds of model parameters.

Iterations
Root Mean Square Error

Tightened to 0.005 Relaxed to 0.1

Ten 0.0878 0.0880

Twenty 0.0886 0.0947

Thirty 0.0891 0.0880

Table 2. Optimum set of parameters.

Function Parameters

Ga(s) a1–a5 2.8957 9.9945 0.1080 1.8984 2.6918 -

Gb(s) b1–b6 0.4933 3.0072 0.4927 0.1004 0.2988 0.2991

Gc(s) c1–c6 0.8924 0.7027 0.9986 0.1070 0.3047 0.4919

Gd(s) d1–d5 0.5063 0.6916 0.9079 0.5970 0.2011 -

Ge(s) e1–e5 0.9963 1.1993 0.3048 0.9044 0.1900 -

Gf(s) f 1–f 4 0.8568 0.8017 0.6997 0.0962 - -
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Figure 6. Input NG control valve opening.

Figure 7. Input Pilot control valve opening.

Figure 8. Compression pressure ratio.

162



Designs 2023, 7, 85

Figure 9. Measured and simulated output power responses.

Figure 10. Measured and simulated exhausted temperature responses.

3. Control System Design and Testing via WO

The control system configuration has been assumed to correct the action over the
existing control system [3]. It is well known that the identification that has been applied in
Section 2 is a closed-loop identification, therefore, one must ensure the proposed controller
will not interfere with existing control. From control theory point of view, nothing ensures
that except authentic simulations of the proposed controller and comparison–that is rooted
from experience–with existing performance. The MIMO controller has been assumed to
have two PI controllers, one to regulate the NG and Pilot control valves together and
the other to control the compression ratio through the IGV. The coupling control element
between the two PI controllers has been chosen to be the PD controller. This structure has
been widely accepted for thermal power plant control in general with different control
philosophies and parameter tuning [3,6,19–21]. The proposed control system is shown in
Figure 11. The rate limiters and saturations help avoid undesirable stresses that may result
from extensive changes in the control signals.
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Ga s

Gb s

Gc s

Gd s

Ge s

Gf s

Figure 11. Simulink model with the suggested controller.

The controller has been tuned by WO to minimize the error between set-point and
output from the model. It has been tested first with a fictitious pulse load signal that varies
from 120 MW to 240 MW, whereas the temperature signal has been constant at 560 ◦C. The
two signals have been implemented into the model, with the addition of loop controllers,
along with rate limiters and saturation blocks. The PI/PD controllers have been optimized
to follow the signals introduced to the model, with their appropriate parameters. Two
proportional-integral (PI) controllers were needed along with one proportional-derivative
(PD) controller. Table 3 shows the optimal set of the controller parameters.

Table 3. Controller Parameters.

PI Controller
Parameters for the Fuel

Preparation System

PI Controller Parameters
for the Compressor

Coupling PD
Parameters

KP 3 0.35 2.65

KI 10.1 2 -

KD - - 0.2526

The reason why the signals were designed as such: signal one demonstrates the change
in active power, and this will prove whether the controller can satisfy the load following
capabilities, and whether the exhaust temperature can be controlled in such a manner that
would keep it at a constant value. As can be seen in Figures 12 and 13, after introducing
the controller with their appropriate parameters, the power plant is capable of following
the load demand signal rapidly, even though the signal increased by 120 MW as it would
during sudden load application and rejection, the power plant is able to satisfy this change
in a timely manner.

The power plant is also capable of stabilizing the exhaust temperature. Keep in mind
that it has been able to do so with no considerable changes to the exhaust temperature
and was kept at 560 degrees Celsius. This proves the success and validity of the controller
in a mathematical sense; however, another practical test is required to ensure the energy-
efficient aspect of the controller. One way to ensure this is to apply the data signal of the
load demand as a reference set-point to the controller with a little bit higher temperature
reference signal. As a consequence, the control system decisions for the fuel preparation
system have shown uneven changes in the control actions. Figures 14 and 15 shows higher
pilot valve action requirement while the NG valve action is lower. The improvement
could be decided with full confidence through the total consumed fuel during premix
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mode, which is depicted in Figure 16. The average fuel reduction has been 8.96% fuel
consumption, which is equivalent to about 237.16 MWh average energy savings for the
entire time window of operation.

Figure 12. Active power simulated after implementing the controller (dashed orange) along with the
actual active power signal that should be followed (blue).

Figure 13. Exhaust temperature simulated after implementing the controller (dashed orange) along
with the actual exhaust temperature signal that should be followed (blue).

Overall, there are fewer running costs and less use of raw materials which is necessary
and a non-ending goal for the design of most power plants. Figure 17 shows that high and
constant compression is required for compressor pressure output ratio response with the
controller, where the value was constant during the simulation period which fundamentally
proves that the efficiency of the plant has been improved, but higher input should be
invested through the compressor. Figure 17 shows that more kinetic energy should be
invested to the compressor through higher and constant compression ratio over the existing
or measured case, in which the energy conservation principle can be proved. As can be seen
in Figures 18 and 19, the active power was followed during the whole 17 h, almost perfectly
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taking into consideration that the total input has dropped from the actual value yet the
yield of active power stayed the same. The exhaust temperature shows almost a 4 degrees
Celsius increase over the actual value with no fluctuations, which is also significant to
prove the controller has improved overall.

Figure 14. The Pilot valve dynamics, showing the existing and actual fuel oil (diffusion mode)/natural
gas (premix mode) consumption (blue) and the simulated (improved dynamics (orange)). Notice:
higher fuel consumption from the Pilot valve.

Figure 15. The NG valve dynamics, showing much lower fuel consumption with the simulated
(improved with the controller) (orange) and the existing case (blue).
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Figure 16. Total fuel input to the plant (pilot valve flow + NG flow) showing significant reduction in
fuel or natural gas consumption (dashed orange) if operated totally on NG (i.e., premix mode) over
the existing operation fuel consumption (blue).

Figure 17. Compressor ratios in the improved (ornage) and existing case (blue).

Figure 18. GT output (dashed orange) following the load demand (blue solid).
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Figure 19. Exhaust temperature, the actual exhausted temperature (blue) along with the improved
exhausted temperature response (dashed orange).

The next section concludes the research findings and recommends future points.

4. Conclusions

In this paper, a new simplified model for capturing the essential dynamical perfor-
mance for a heavy-duty GT has been presented. The model embeds linear and nonlinear
components, and the unknown parameters have been optimized using WO with sufficient
relaxation of the bounds of the parameter. The model outputs have been verified from
a load range of 120 MW up to 240 MW with reasonable accuracy. In addition, a MIMO
PI/PD controller has been designed with optimal adjustments of the control parameters by
WO. It has been shown that the controller regulates the essential outputs of the plant with
more efficient operation. Thereby, it has been proven that WO is a robust optimizer for GT
modeling, identification, and control.

There are some future opportunities to investigate, for example, using different meta-
heuristic optimizers for quantified comparison with WO in terms of accuracy and computa-
tion requirements. Different and modern GTs could also be tested with this control strategy,
which are fueled by hydrogen or biogas. An economic feasibility study of the control
practical implementation in real time is also a scientific merit that could be achieved.
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Abstract: This paper aimed to (1) develop a hierarchy for understanding the impacts of active and
non-active transport modes on the environment and (2) analyse the adoption of active transportation
between older and younger people. A narrative review with two parts was adopted to develop the
hierarchy. In the first part, a framework was adopted to map active and non-active transport modes
onto three operational boundaries of greenhouse gas emission to develop the hierarchy. In the second
part, an intergenerational theoretical framework was developed to analyse the adoption of active
transportation between older and younger people. The review suggests that the only active transport
modes with no or negligible carbon footprint are walking, running, and swimming without a product
that adds to atmospheric greenhouse gases. The evidence that younger people perform higher active
transportation behaviour is inconsistent and is, therefore, inconclusive. This review suggests a need
for manufacturers to prioritise the production of active vehicles (e.g., wheelchairs and scooters) that
are biodegradable, recyclable, and small.

Keywords: carbon footprint; active transportation; older adults; generations; health

1. Introduction

Research assessing carbon dioxide equivalent emissions often called a carbon foot-
print [1] has gained momentum in recent years in response to an increase in global green-
house gas emissions from individuals [1,2]. A parallel development is the acceleration of
research on the health-sustainability dimension of transportation, with an emphasis on
avoiding or decreasing per capita carbon footprint through active transportation, defined
as walking or cycling to a place [3]. This definition undermines other forms of active
transportation, resulting in active transportation being operationally defined as moving
to places in ways involving physical activity but not involving the combustion of fossil
fuels. This definition was informed by the above health-sustainability research agenda that
emphasises the role of active transportation in health and environmental protection [1,2].
This agenda ought to progress since one-fifth of greenhouse gas emissions come from
transportation involving the combustion of fossil fuels alone [1,2].

Walking, for example, may involve a negligible emission of greenhouse gases each
time it is performed. In this review, any such travel behaviour is treated as an active
transport mode with a zero-carbon footprint. The term “transport mode” has been used in
the literature [4] to refer to different ways to travel between places (e.g., walking, bicycling,
and driving). In this paper, therefore, we use this phrase to refer to various ways to travel.
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The literature to date suggests that walking may be the ultimate physical activity for
older adults because it requires less physical strength and energy expenditure [5,6]. As
such, it can be sustained over the life course by all age groups, an idea that recalls a recent
debate in gerontology about the role of older adults in environmental activism [7,8]. This
debate has portrayed older adults as victims of ageism championed by younger adults
who are concerned about climate change and the future [9]. Younger generations are
concerned that older adults are responsible for climate change since older adults generally
lead environmental policy interventions that have been unproductive [7,8]. An aspect
of the literature also suggests that older adults have had more time to contribute to the
emission of greenhouse gases and are less interested in pro-environmental behaviours,
such as active transportation [9]. These ageist views imply older adults contribute less to
environmental sustainability through active transportation.

Ageist views about older adults threaten the solidarity needed between older and
younger generations to fight climate change [7–9]. Pro-environment behaviours (e.g.,
walking) are potentially the best ways to reduce carbon footprint and achieve sustainability
goals [10,11], but their positive influence on the environment depends on how many
people practice them. When ageist views are prevalent in climate crises and sustainability
discussions, initiatives become divisive and undermine the significant role older adults
can play in overcoming the climate crisis. This is particularly important, especially in a
world where the population is rapidly ageing [12] and sustainability initiatives include
many older adults.

Given the above concerns, the authors aimed to develop a heuristic for understanding
the carbon footprints of active and non-active transport modes. This heuristic is needed be-
cause, though studies suggest active modes of transportation are the best ways to minimise
per capita emission of greenhouse gases [10,11], there is no framework describing their
respective carbon footprints. The authors further analysed the adoption of active trans-
portation between older and younger people through a theoretical framework delineating
active transportation behaviour across four generations (i.e., children, adolescents, adults,
and older adults).

This review is significant for some reasons. Though studies have reported active and
non-active transport modes with their potential carbon footprints, this review is the first to
put these forms of transportation on a hierarchy, enabling stakeholders to better appraise
the role active transportation plays in campaigns for a safer environment. The hierarchy
may serve as a model for empirically investigating the relative impacts of transport modes
on the environment. It is generally assumed that active modes of transportation protect
the environment, but this review suggests otherwise. With this review, individuals may
consider ways to use active vehicles (e.g., bicycles, scooters, and wheelchairs) without
generating a carbon footprint. The hierarchy can encourage manufacturers to consider
opportunities for designing vehicles to make them more active. Our intergenerational
analysis may correct the assumption that the adoption of active transport modes is not
necessarily higher among younger people. This contribution of the review is a way to better
value the role of older adults in pro-environment campaigns, encourage stakeholders to
include older adults in such campaigns, and ensure that as many older adults as possible
are included in campaigns encouraging active transportation adoption, given that there
may be more older people than younger ones in the world in the coming decades.

2. Search Methodology in Brief

A narrative review was adopted, and the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) guideline was followed to search and review
the literature. The search aimed to identify up-to-date documents reporting active or
non-active transportation concerning greenhouse gas emissions and its personal as well
as psychosocial predictors. Appendix A is the review work plan showing the inclusion
and exclusion criteria, search terms, and SPIDER (Sample, Phenomenon of Interest, Design,
Evaluation, Research type) tool used. Appendix B is the PRISMA flowchart reached using
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the inclusion and exclusion criteria to select suitable documents. The databases searched
were PubMed, ProQuest, PsychInfo, CINAHL, Google Scholar, and Scopus. MeSH (Medical
Subject Headings) terms were identified and developed into a search string using PubMed.
These databases were searched twice as shown in Appendix A.

The steps taken in the review were (1) systematic searches; (2) screening of titles and
abstracts of 5% of the studies twice to pilot the inclusion criteria; (3) screening of full texts by
one of the authors; and (4) checking of data extraction for 20% of studies. Two researchers
independently piloted abstract and title screening on 5% of the records downloaded.
Inconsistencies in the pilot results were discussed and resolved before proceeding to the
next stage. The titles and abstracts of the remaining 95% of the records were screened by
the individual researchers. Subsequently, the full texts of the records selected through
title and abstract screening were assessed for inclusion in the review against the inclusion
criteria. The lists of references of included studies were examined to select relevant articles
that had not been downloaded into the bank of records realised from our screening of titles
and abstracts. Appendix B is the PRISMA flowchart resulting from the review. To ensure
that quality documents were reviewed, we focused on peer-reviewed journals indexed in
Web of Science, Scopus, or PubMed.

Only 26 documents were deemed appropriate for this review (see Appendix B), though
other complementary documents outside the scope of the search were used. Data were
extracted independently by one author and a research assistant with a piloted data extrac-
tion Excel sheet. The author and research assistant discussed in person to resolve minor
disagreements in data extraction. Seven of the studies [13–19] reported active transport
modes, namely, walking, running (i.e., jogging), swimming, bicycling, skating (including
skateboarding and roller skating), skiing, surfing, scooter or wheelchair use (including kick
scooter use), and rowing. Non-active transport modes dependent on fossil fuels include
motorcycling, driving a car, ship travel, train travel, and air travel. A study [1] reported
a framework that could be used to assess the carbon footprint of transport modes. Some
studies [19–29] also assessed the relationship between age, pro-environment behaviour,
and active transportation adoption.

3. A Framework for Assessing Carbon Footprint

This review focused on the carbon footprint of individuals and how this can be reduced
or avoided through active transportation. To meet this aim, a carbon footprint is defined as
the exclusive total amount of carbon dioxide emissions that are directly or indirectly caused
by an activity or accumulated over the lifespan of a product [1]. This definition suggests
that a carbon footprint can be generated directly or indirectly by an individual through
daily behaviours. A direct example is driving a petrol- or diesel-dependent car, which
directly releases greenhouse gases into the atmosphere. Indirect examples are producing
non-biodegradable waste through the consumption of products (e.g., a canned drink) or
felling down trees to provide services or products. Non-biodegradable waste produces
greenhouse gases [30], whereas the felling of trees would increase the concentration of
greenhouse gases in the atmosphere by reducing the proportion of trees absorbing these
gases while releasing oxygen.

The foregoing definition makes Wicker’s framework [1] for assessing carbon footprint
ideal for the current review. It comprises three operational boundaries or scopes that
specify whether some behaviours generate a carbon footprint. These behaviours are within
three scopes. Scope 1 comprises direct emissions resulting from onsite fuel consumption,
including all emissions from combustions relating to the use of vehicles. This includes
behaviours causing emissions from travelling to a destination, with a typical example being
driving a car. Scope 2 encompasses direct emissions from purchased electricity, heating, and
cooling. This category includes heating or cooling a vehicle while travelling and wearing,
for example, an electric jacket to keep warm while walking during the winter. Scope 3
concerns indirect emissions occurring during the lifespan of a product, including emissions
resulting from the production and distribution of a product and management of waste.
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Indirect emissions relate to the production of products requiring a supply chain dependent
on the transportation of goods and individuals.

To use the above framework [1], the authors decided whether individual transport
behaviours can directly or indirectly produce any greenhouse gas per unit of time. Each
transport behaviour was mapped onto all three operational scopes with a “yes” (i.e., scope
applicable) or “no” (i.e., scope not applicable) decision, which allowed us to determine
whether the behaviour generates a carbon footprint directly or indirectly. To achieve reliable
results, two researchers with expertise in transportation research performed independent
mappings, which produced consistent findings. A zero-carbon footprint was achieved if a
transport behaviour, hereby referred to as absolute active transportation, did not result in
a greenhouse gas emission across the three scopes. Any active transport behaviour that
was associated with emission for at least one scope had a carbon footprint and could be
referred to as partial active transportation.

Whether an individual would use or adopt an active transport mode depends on
several factors, such as the social and physical environment, as well as age [27,31]. In view
of these factors, the adoption of active transportation between older and younger people is
analysed through a theoretical framework explaining unique opportunities and barriers
to active transportation across four generations. Children between 0 and 12 years who
cannot make transport decisions for themselves are the first generation, whereas teenagers
and adolescents aged 13–17 years who can make transport decisions but are dependent
on parents are the second generation. Adults aged 18–49 years who can make transport
decisions and may be independent of their parents are the third generation. The minimum
for what is considered old age differs between countries; the United Kingdom (UK), for
instance, sets the minimum old age at 65 years [32], whereas Ghana sets it at 60 years [33].
Globally, the minimum old age is 50 years [32,34]. Although the minimum age of 50 is
not a good indicator of the individual’s health and physiological conditions [34], it is a
globally acceptable baseline. Thus, older people are operationally defined as individuals
aged 50 years or higher and are the fourth generation.

4. Carbon Footprint and a Hierarchy of Active Transport Modes

The hierarchy of active transport modes is the pyramidal heuristic showing the relative
impacts of transport modes on the environment. This framework was developed by
mapping identified transport modes onto the operational scopes, which are recalled and
operationalised as follows:

Scope 1—direct emissions resulting from onsite fuel consumption, including all emis-
sions from combustions relating to the use of vehicles.

With this scope, any transport behaviour not involving the combustion of fossil fuel
and not emitting a greenhouse gas does not generate a carbon footprint. As such, any
transport behaviour that involves the combustion of fossil fuel applies to this scope and is
mapped onto it with “yes” (with red colour).

Scope 2—direct emissions from purchased electricity, heating, and cooling. These
emissions come from the use of air-conditioning systems that may be part of vehicles.

This scope does not require the direct combustion of fossil fuel in transportation
but involves heating or cooling through air conditioning, which results in the emission
of greenhouse gases [35]. Individuals with pro-environment behaviours may decide to
drive an electric car, but they may use heating or cooling systems in the car (e.g., an air-
conditioner) which produce greenhouse gases. Someone walking during the winter may
wear a jacket with an inbuilt or mobile heating system, which may generate a carbon
footprint. Therefore, any transport behaviour that uses a heating or cooling system and
could emit greenhouse gases applies to this scope and is mapped onto it with “yes”.

Scope 3—emissions that occur during the lifespan of a product, including those from
the production and distribution of a product and management of waste from this product.

Any product whose production indirectly increases the concentration of greenhouse
gases in the atmosphere is considered environmentally unfriendly. For instance, the
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production of products dependent on wood requires the felling of trees that absorb some
greenhouse gases, such as carbon dioxide. From this perspective, the use of biodegradable
products (e.g., a bicycle made of wood) indirectly generates a carbon footprint. Secondly,
the use of any product that can become a part of waste in its production or consumption
indirectly generates a carbon footprint. This assumption is premised on research [30]
indicating that waste is a major source of greenhouse gases, such as methane. The quantity
of greenhouse gases emitted partly depends on the size of a product; larger products that
are not biodegradable or cannot be recycled would add more waste to the environment
and may, therefore, generate a higher carbon footprint. Biodegradable waste, compared
to non-biodegradable waste (e.g., plastics), has a shorter lifespan, so its carbon footprint
can be expected to be short-lived. Similarly, recyclable waste would generate a smaller
footprint.

Table 1 shows the results of mapping all transport modes onto the three operational
scopes. Mapping was based on whether the transport behaviour involves the use of a
product that could be harmful to the environment, depends on a utility or energy source
that emits greenhouse gases, and whether the product is small, biodegradable, or recyclable.
It was also assumed that greenhouse gas emissions across the lifespan of fuel-dependent
transport modes (i.e., motorcycle, car, ship, train, and aeroplane) are more than emissions
across the lifespan of active transport modes. Only walking, running, and swimming
with no or negligible greenhouse gas emissions constitute absolute active transportation.
“Walking (PS)” in the table may be associated with a significant emission of greenhouse
gases and may, thus, has a carbon footprint. A study [1] has revealed that individuals may
drive to convenient destinations before performing sporting activities or active transporta-
tion behaviours. Such individuals directly generate a carbon footprint before performing
an active transportation behaviour at the chosen destination. Others might use canned
energy drinks and other products during active transportation (e.g., walking) which may
add up to waste, especially if not properly disposed of. The use of products, especially
non-biodegradable ones, in active transportation can have a significant detrimental impact
on the environment in the long term.

Figure 1 (based on Table 1) depicts the heuristic of walking as the most environment-
friendly active transportation behaviour. The non-active transport modes are at the base
of the framework, which signifies that transportation involving the combustion of fossil
fuels has the highest carbon footprint. Walking is above running on the pyramid for
two reasons. Firstly, research has suggested that walking, compared to running, is more
sustainable across the lifespan because it requires less energy expenditure and is part
of daily routines [5]. This being so, more people can be expected to perform walking
behaviours and impact the environment positively. Secondly, whether people would
sustain walking or running as a behaviour depends on their connectedness to nature [36],
hereby defined as the amount of time spent observing lawns, forests, gardens, wildlife,
rivers, and other natural attributes of the physical environment. People who walk may
be better engaged with nature because they can more closely observe and admire nature.
In running, people hurriedly observe nature, so their nature-driven motivation to keep
fit through running would be low, compared with people who walk. Swimming is set
below running in the framework because it is less relaxing and, if conducted in an indoor
or artificial facility, provides limited nature connectedness. Worth noting is the idea that all
individuals can contribute to environmental sustainability through active transportation,
an idea substantiated by the following theoretical analysis of the adoption of this travel
behaviour across four generations.
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Figure 1. A hierarchy of potential environmental impact of active and non-active transport modes.
Note: Active transport modes shown (i.e., 1–8) do not involve the combustion of fossil fuels; the
hierarchy was developed based on whether the transport behaviour involves the use of a product
or vehicle, depends on a utility or energy source that emits greenhouse gases, and whether the
productive involved is small, biodegradable, or recyclable; the hierarchy also assumes that greenhouse
gas emissions across the lifespan of fuel-dependent transport modes are more than emissions across
the lifespan of active transport modes; size of the vehicle, equipment, or product is assumed to
increase down the pyramid; ** Represent non-active or fossil fuel-dependent modes of transportation;
* Active modes of transportation.

5. Theoretical Framework

The literature [27,29,31] to date suggests that active transportation behaviour is influ-
enced by three categories of factors, namely, demographic (e.g., age, income, and gender),
psychosocial (e.g., neighbourhood trust, safety, and social cohesion), and physical envi-
ronmental factors (e.g., street connectivity and mixed land use). Income, for example,
determines car ownership and whether one will choose driving over walking [28,37].
Neighbourhoods with highly interconnected streets are more likely to encourage walking
and bicycling [29,38], and those with psychosocial factors such as safety offer a better
contextual advantage for active transportation [29,39]. Yet, the extent to which these factors
affect active transportation differs among age groups due to changes in living conditions
experienced by the individual in ageing [39]. The Bioecological Systems Theory (BST)
developed by Unrie Bronfenbrenner [40,41] implies that the onset of these changes starts
in childhood.

The BST is a multi-level framework for understanding the influence of the above
categories of factors on active transportation. The primary part of this system is the
microsystem where young children begin life by developing relationships with parents
and other close relatives. It provides a social climate where family norms and values are
transferred by older ones to children in a gradual way, making it possible for younger ones
to learn and apply family traditions. Children may grow to appreciate and enjoy biking
to school owing to their exposure to a longstanding family tradition of biking to school.
Studies have confirmed that children with active parents who travel to work through active
transportation are more likely to walk or cycle to school [42,43]. Though the BST suggests
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that several other factors (e.g., family income) can influence the active travel of children, it
implies that children begin to develop behaviours and habits through their subjection to
relationships and norms in their immediate family environment. The main disadvantage
at this stage is that children may not grow up with healthy behaviours (e.g., walking) if
their immediate families do not value these behaviours. If family norms favour driving
over walking, children would be influenced to cultivate the habit of using non-active
transportation.

Beyond the microsystem, there are the mesosystem and exosystem that encompass a
system of external relationships (e.g., teachers, and neighbours) intertwined with the child’s
immediate family [41]. These systems provide a wider social and physical environment,
hereby referred to as the community, where knowledge and habits can diffuse between the
family system, neighbours, and service providers, such as the school. From this viewpoint,
active transportation among children may be co-influenced by the family, neighbours, and
service providers. The wider social environment may support active travel through its
qualities of cohesiveness, reciprocity, and safety [39], whereas teachers and social networks
(e.g., friends and classmates) can encourage active travel [39,44] depending on norms
within the community and their immediate families. As mentioned earlier, children and
adolescents who are dependent on their parents are subject to influences from their family
and community, so they would not perform active transportation behaviour if it were not a
value in these social settings.

Before entering the third generation, children who grow into the second generation
may enjoy enhanced autonomy and flexibility in decision-making because their parents
may begin to recognise their improving maturity. In the third generation, therefore, parents
may allow their adolescent children to make some decisions, including transport decisions.
Thus, the second generation is in a stage where there is an onset of opportunities to exercise
free will, monitored by mature members of the micro and mesosystems. If the child was
well embedded in a family tradition of active transportation, for example, they might
exercise free will in ways that translate into active transportation [43,44]. Yet, individuals
in this generation may not have absolute autonomy, possibly because their parents are
ambivalent about their life experiences.

In adulthood, individuals may have started an independent life, but they can maintain
relationships across the three systems through regular communication and commuting
with family members, workmates, and business partners. Autonomy and flexibility in
decision-making may have reached an optimum level, enabling the individual to decide
whether to pursue a lifestyle influenced by the family and other social systems in the first
and second generations. Members of this generation are generally a working class who
exercise control over their earnings and how to spend them through, for example, car
ownership. Adults who grew up in a family or environment where active transportation
was a shared hobby are likely to own a bicycle or similar equipment for active transportation.
Such individuals, depending on how the three systems including the educational system
influenced their pro-environment behaviour [19,27], may own cars but may only use them
to travel long distances. The main disadvantage at this stage is that individuals may have
new commitments (e.g., work) that may deprive them of social support and time for active
transportation behaviour.

Between the first and third generations, the individual can adapt life experiences from
social ties spanning the three systems. For instance, those who had left their family and
community but were positively influenced to practice walking as a habit may continue to
utilise past experiences to maintain walking. The opportunity to draw on the three systems
(implicit in social ties and experiences from the previous community) is recognised by the
Activity Theory of Ageing (ATA) [45,46]. The ATA asserts that ageing people can adapt
their past experiences (e.g., cycling to school) and social networks to maintain physical
activity. This process of life course adaptation occurs in a social context where skills and life
experiences from social networks (e.g., parents or friends) are acquired through learning,
observation, communication, and role modelling.
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On the other hand, the Disengagement Theory of Ageing (DTA) argues that the
ability to adapt past experiences to maintain physical activity and possibly stick to an
acquired active transport behaviour dwindles in the ageing process due to a decline in the
individual’s resources (e.g., social ties and income) and physical functional ability in later
life [46]. The DTA, thus, suggests that resources and physical abilities that may support
active transportation may be insufficient in the fourth generation. As such, habits such as
walking and cycling learned through the initial life stages may be discouraged by a decline
in social networks (e.g., through the death of social ties) and physical functional capacity.
Some researchers [39,46] and the ATA suggest, nevertheless, that individuals who maintain
physical activity over the life course avoid this decline and maintain physical activity into
later life. Individuals may maintain active transportation in the fourth generation if they
started an active lifestyle earlier, ideally in the first generation and maintained it through
the remaining stages. The ATA also insinuates that people can maintain autonomy in the
fourth generation if they adapt past experiences rooted in the three systems of the BST
across the lifespan.

Another factor that may influence active transportation across the four generations
is a change in life goals necessitated by the ageing process [47]. For example, people
in the fourth generation may decide to spend more time with closer social ties such as
grandchildren and in-laws and avoid less important activities. This decision stems from
older adults’ future time perspective [48], which is about awareness of how short their
remaining life is and a need to spend time on only activities and people who matter
to them. This concept of future time perspective originates with the Socioemotional
Selectivity Theory [49], which asserts that older adults may limit their social and physical
environment through social disengagement by focusing on only a few valued relations
and social activities associated with these relations. This behaviour may terminate the
positive influence of demographic, psychosocial, and environmental factors on active
transportation in later life. To explain, an older adult may give up social ties and activities
in the community to spend more time with grandchildren through childcare at home.

Depending on the lifestyle of their social ties, nevertheless, older adults can maintain
engagement with life through active transportation. Older adults who are psychologi-
cally and emotionally attached to their valued active grandchildren, in-laws, or surviving
spouses may continue to perform physical activity (e.g., walking and cycling) necessitated
by social activities. If individuals grew old in a family where active transportation was
a tradition, their future time perspective would rather support the maintenance of active
transportation [43], especially if this behaviour enhances their longevity, which they need
to spend more time with their loved ones. An active family tradition makes it more likely
for people in the fourth generation to maintain the willingness and ability to sustain active
transportation. The above theoretical deductions suggest that all generations face barriers
to active transportation and that even younger adults do not have a perfect chance to adopt
active transportation behaviour.

6. Active Transportation Adoption: Are Older Adults Laggards?

Ageism against older adults in environmental activism is partly premised on the notion
that older adults perform less pro-environment behaviour (i.e., active transportation) [19,23]
and have generated a higher carbon footprint linked to non-active transportation over the
life course [9]. As Table 2 suggests, however, every generation has unique barriers and
opportunities for active transportation; opportunities for performing active transportation
behaviour are uniquely counteracted in each generation, which is why the sustainability
of active transportation over the life course is not necessarily higher in generations under
50 years. As the above theoretical framework suggests, the way opportunities and barriers
in Table 2 play out in practice depends on context, characterised by the family and wider
community from which learning and adaptive behaviour take place. In this section, the
authors emphasise empirical evidence supporting this reasoning by reviewing studies on
the relationship between age, pro-environmental behaviour, and active transportation.
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Table 2. The authors’ visualisation of the core characteristics of the four generations within the
theoretical framework.

Group Description Core Attribute(s) Possible Barriers Possible Opportunities Implications *

Children
(generation 1)

Infants and other
young children
aged 0–12 years
who cannot make
decisions

Members live with
parents or guardians
and are subject to
parents

(1) Little or no
autonomy, and
(2) dependence ****
on parents that may
limit active
transportation

(1) Teachableness, and
(2) opportunities to start
learning from family,
networks (e.g., teachers),
and community **

Children do not make
their own decisions, so
their parents and
immediate social
environment may
prevent them from
choosing active
transportation if they do
not value this travel
behaviour

Adolescents
(generation 2)

Adolescents and
teenagers aged
13–17 years who
are living with
parents or
guardians

Members live with
parents or guardians
and are subject to
parents but with
improved autonomy
vias-a-vis stage 1

(1) Improved but
limited autonomy,
and (2) insufficient
independence from
parents, which can
prevent active
transportation

(1) Youthful vigour or
physical strength and
(2) learning opportunities
through mentoring, formal
education, and positive
norms (e.g., walking
regularly for health)

Adolescents can draw on
their physical strength to
perform active
transportation behaviour
if their family and
community provide
relevant norms and
model behaviours

Adults
(generation 3)

Individuals aged
between 18 and
49 years

Members are likely
working, have
optimum autonomy,
and can make and
act on personal
decisions

(1) May leave family
as well as the
community and
networks one grew
up with, and (2) new
commitments (e.g.,
work) necessitated
by independence
may prevent active
transportation

(1) Independence,
(2) income from
employment, and
(3) optimum autonomy

Adults can make
personal decisions, but
the pursuit of new goals
(e.g., using a car) can
prevent them from
choosing active
transportation, especially
in the absence of support
*** from previous
networks

Older adults
(generation 4)

Individuals aged
50 years or higher

Members may have
retired; functional
ability may decline,
and autonomy may
reduce due to a
disability

May lose supportive
social networks,
income, or
functional abilities
due to ageing

(1) Rich life experience,
(2) a future time perspective
that may support active
behaviours, and (3) close
ties (e.g., grandchildren) to
support engagement with
life

Older adults may lose the
physical functional ability
and resources (e.g.,
previous social networks)
needed to perform active
transportation behaviour

* Implications of the barriers and opportunities for the individual’s active transportation choices; ** The community
represents the multilevel exosystem implicit in the BST that includes institutions (e.g., school and teachers),
neighbourhood social environment, and the physical built environment; *** Support refers to positive experiences
(e.g., family norms, positive influence from school and teachers, and favourable environmental conditions, such as
safety and social support) that encourage or allow the individual to develop and grow with positive behaviours,
such as active transportation; **** Dependence on parents is only positive if the family environment provides
positive norms and values; otherwise, parents who do not value some behaviours (e.g., active transportation) may
prevent their children from choosing it as a travel method.

The empirical literature to date provides mixed evidence regarding the relationship
between age and pro-environmental behaviour. A cross-sectional study in Spain found
pro-environmental behaviour higher among older adults [21], but two other studies in
different countries found this behaviour is higher in younger adults [20]. In China, a cross-
sectional study utilising data from 31 countries produced mixed findings, affirming that
pro-environmental behaviour is not always higher in younger adults [23]. In a systematic
review [20], 31 out of 33 studies reported mixed findings about the association between
age and pro-environment behaviour, further affirming that younger adults do not perform
higher pro-environment behaviour. This review revealed that older adults can perform
higher pro-environment behaviour depending on personal and socio-environmental factors,
which is congruent with the foregoing theoretical framework.

A study in the UK [19] found older adults, compared with younger adults, reported
less active transportation time, but another study in Germany [26] reported older adults
were more likely to perform active transportation behaviours (i.e., walking and cycling),
compared with younger adults. In Taiwan, older adults were found to report more active
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transportation (i.e., cycling) [27] and two other studies [28,29] in Ghana and New Zealand
have found older children are more likely to walk or cycle. Thus, the idea that younger
people, compared with older people, perform higher active transportation behaviour is
also not empirically supported.

Deductively, there is no consistent evidence that active transportation is higher in
younger adults because of contextual differences (e.g., some may not grow up in a family or
community with opportunities to perform positive behaviours), and differences in people’s
ability to learn and maintain active transportation over the life course. Because of this,
ageing would limit or favour active transportation depending on the context. If so, older
adults are not laggards when it comes to the adoption of active transportation, which
means ageism against older adults in active transportation and environmental activism has
no empirical basis.

7. Discussion

This review aimed to (1) develop a hierarchy for understanding the impacts of active
and non-active transport modes on the environment and (2) analyse the adoption of active
transportation between older and younger people.

Our analyses suggest that walking, running, and swimming are the only active trans-
port modes with no or negligible carbon footprints. These three modes of transportation
are on top of the pyramid or hierarchy, which indicates that they are the most environ-
mentally friendly way to travel. Studies [50,51] recognise these modes of transportation
as some of the best ways to travel without adversely impacting the environment, but our
review adds to this recognition by proposing the hierarchy and implying that these three
transportation methods would produce the least carbon footprint. The hierarchy suggests
that active transport modes can generate carbon footprints depending on their size and
how they are designed and used. Given this understanding, researchers are encouraged
to rather promote active transportation with no or negligible emissions of greenhouse
gases and avoid implying that all forms of active transportation behaviour are protective
of the environment. Researchers have generally framed active transportation as a pro-
environment behaviour [37,50,51], but our analyses reveal a need for them to acknowledge
the limitations of active transport modes with a carbon footprint.

The general perception that older adults adopt active transportation less and would,
therefore, contribute less to a safer environment is based on mixed and inconclusive
evidence. As such, there is no basis for the ageist views reported in the literature [7,9]
against older adults in environmental activism. If so, more generalisable empirical evidence
is needed on the relationship between active transportation adoption and age, and any
future studies assessing this relationship ought to consider the relative carbon footprints
of the different modes of active transportation, without which it would be impossible
to accurately determine each generation’s transportation-related carbon footprint and its
impact on the environment. As our review suggests, the adoption of active transportation
is not impossible among older adults, though this segment of the population may have
the least physical functional ability for performing active transportation behaviour [39,46].
Stakeholders are, therefore, encouraged to include older adults in transportation-related
initiatives against climate change. Older adults may contribute unique and complementary
experiences for advancing these initiatives.

7.1. Implications for Practice

According to the theoretical framework, communities comprising the family system,
service providers (e.g., schools and hospitals), built environment, social networks, and
psychosocial factors (e.g., safety and social cohesion) are the embodiment of micro-, meso-,
and exosystem factors that enable people to learn and maintain positive behaviours over
the life course. Some of the specific factors within these systems that support active
transportation across the lifespan are family income, norms favouring healthy behaviours,
walkability, and services, such as formal education [27,29,31]. Stakeholders should create
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inclusive communities and provide services enabling and empowering individuals to
overcome barriers to active transportation across their lifespan. Public health education
can also be implemented to influence families for developing pro-environment traditions
through which their ageing members learn to maintain active transportation behaviour as
a habit.

As the ATA suggests, older adults can maintain active transportation in later life if
the above measures provide contexts where they can adapt their life experiences across
the lifespan. Both the ATA and DTA agree that people become inactive in the ageing
process because of a decline in resources and functional ability, but this decline can be
avoided through lifelong adaptation of positive experiences acquired through learning
in one’s family and community. Learning in this vein can be encouraged through public
health education or promotion in which individuals are conscientised to practice healthy
behaviours, such as walking and cycling [52]. There is, thus, a need for scaling up public
health promotion and education programmes intended to create awareness about the role
of absolute active transportation in the fight against climate change.

As the hierarchy suggests, people’s carbon footprint depends on whether vehicles
or products used in their active transportation are biodegradable, recyclable, or large. If
possible, manufacturers should prioritise products that are biodegradable, recyclable, and
small. They may also consider avoiding the dependence of these products on utilities
or energy sources that emit greenhouse gases. If products worn or used during active
transportation do not emit any greenhouse gas or eventually become part of environmental
waste, most or all active transport modes would generate a zero-carbon footprint. This
recalls a need for individuals to properly dispose of waste during active transportation or
use environment-friendly products during active transportation.

7.2. Limitations and Future Research

This review included 26 documents from two searches, but an analysis of the rela-
tionship between these documents was beyond the scope of our narrative review. Future
systematic reviews discussing this relationship are needed. To meet our review goal, we
focused on documents exclusively reporting a transportation type and a carbon footprint
relating to it. Hence, the number of articles included in this review may be smaller than
the number of studies based on active transportation in general. The active transportation
types on top of the pyramid (e.g., walking) are not necessarily carbon-free as humans may
wear clothes that produce greenhouse gases when walking or running. By referring to
them as methods with a “zero-carbon footprint”, we meant that they produce the least
greenhouse gases and are the most sustainable alternatives for the earth. A more objective
way to develop the hierarchy is to rank the transport modes based on their estimated
carbon footprints. The literature, however, does not provide standard carbon footprints
for transport modes, a shortcoming that future research should remedy. Similarly, this
review does not estimate the carbon footprints of the various transport modes due to
the non-availability of relevant data. Future researchers are encouraged to provide these
estimates, preferably using objectively generated data. Future studies may also assess the
validity of the hierarchy by comparing the carbon footprints of transportation types within
the hierarchy. The authors’ evaluation of product size may not be consistent across contexts
and manufacturer niche markets. For instance, a bicycle for adults may be larger than
a scooter for young children. Decision-makers should consider these inconsistencies in
assessing and using the pyramid.

8. Conclusions

Active transportation can add to atmospheric greenhouse gases and is, therefore, not
always environmentally friendly. Active transport modes that may have a zero-carbon
footprint are walking, running, and swimming without a product. There are mixed and
inconclusive findings regarding the potential effect of age on active transportation and
pro-environment behaviour; hence, ageist stereotypes against older adults in environmental
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activism and active transportation are unwarranted and would weaken the impetus needed
to overcome climate change. Younger and older people can avoid a carbon footprint if
stakeholders can design the built environment and roll out policies that maximise the
diffusion of knowledge and positive active transportation experiences in the family and
community. Policies need to be rolled out to encourage families and communities to
adopt active transportation behaviour as a culture. Public health education programmes
aimed at encouraging individuals to practice active transportation behaviour over the life
course are imperative and should be infused into public health policy. Manufacturers
are encouraged to prioritise the production of active vehicles (e.g., scooters) that are
biodegradable, recyclable, and small.
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ATA Activity Theory of Ageing
BST Bioecological Systems Theory
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MeSH Medical Subject Headings
PRISMA Preferred Reporting Items for Systematic Reviews and Meta-Analyses
SPIDER Sample, Phenomenon of Interest, Design, Evaluation, Research type
UK United Kingdom

Appendix A

Table A1. The review workplan.

Review title Active and Non-Active Transportation and Associated Carbon Footprints

Start and end date 1–15 April 2023, (2 searches were performed; the first one was performed on the 1st of
April and the second one on the 15th of April).

Research question What are the potential carbon footprints of active and non-active transport modes?

Condition being studied Transport modes (i.e., air, land, and sea) and their associated carbon footprints

Search Strategy

Eligibility criteria (based on SPIDER)

Sample All individuals and age groups (to make an intergenerational analysis possible)

Phenomenon of interest Transport modes accompanying information about their carbon footprints or
carbon-dioxide-related emissions

Design Mixed (qualitative and quantitative)

Evaluation The relative amount of greenhouse gases produced by each transportation type

Research type Reviews, primary studies, studies using secondary data, and narratives

Language English
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Table A1. Cont.

Date restrictions No date restriction

Exclusion criteria
Documents published in other languages apart from English, not peer-reviewed, not
reporting a transportation type and its carbon footprint, and not published by journals
indexed by SCOPUS, Web of Science, or PubMed

Inclusion criteria

Published in English

Reported transportation type linked to its carbon footprint or greenhouse gas emission

Peer-reviewed

Published by journals indexed by Scopus, Web of Science, or PubMed

Geographical scope Documents from anywhere in the world

Databases

Essential PubMed, CINAHL, PsychInfo, ProQuest

As relevant to the subject: Google Scholar, SCOPUS

Search terms Transportation, “active transportation”, “carbon footprint”, “greenhouse gas emissions”,
association, health, age

Search results Search 1 = 205; Search 2 = 2

Note: SPIDER—Sample, Phenomenon of Interest, Design, Evaluation, Research type.

Appendix B

Figure A1. The PRISMA flowchart.
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Abstract: The energy transition from hydrocarbon-based energy sources to renewable and carbon-free
energy sources such as wind, solar and hydrogen is facing increasing demands. The decarbonization
of global transportation could come true via applying carbon-free fuel such as ammonia, especially
for internal combustion engines (ICEs). Although ammonia has advantages of high hydrogen content,
high octane number and safety in storage, it is uninflammable with low laminar burning velocity,
thus limiting its direct usage in ICEs. The purpose of this review paper is to provide previous
studies and current research on the current technical advances emerging in assisted combustion of
ammonia. The limitation of ammonia utilization in ICEs, such as large minimum ignition energy,
lower flame speed and more NOx emission with unburned NH3, could be solved by oxygen-enriched
combustion, ammonia–hydrogen mixed combustion and plasma-assisted combustion (PAC). In
dual-fuel or oxygen-enriched NH3 combustion, accelerated flame propagation speeds are driven
by abundant radicals such as H and OH; however, NOx emission should be paid special attention.
Furthermore, dissociating NH3 in situ hydrogen by non-noble metal catalysts or plasma has the
potential to replace dual-fuel systems. PAC is able to change classical ignition and extinction S-curves
to monotonic stretching, which makes low-temperature ignition possible while leading moderate
NOx emissions. In this review, the underlying fundamental mechanism under these technologies are
introduced in detail, providing new insight into overcoming the bottleneck of applying ammonia in
ICEs. Finally, the feasibility of ammonia processing as an ICE power source for transport and usage
highlights it as an appealing choice for the link between carbon-free energy and power demand.

Keywords: ammonia; internal combustion engines; combustion; emissions

1. Introduction

Global transition from traditional fossil to renewable resources has been a concern
for years to mitigate greenhouse gases. To a large extent, renewable fuels are regarded as
promising energy carries particularly adapted for long-distance and high-powered mobility
or long-term energy storage. Hydrogen, a carbonless fuel, has been recognized as the most
promising fuel and clean energy carrier for automotive, marine and power generation [1].
A global hydrogen-based economy will be a sunrise for the energy issue after solving the
bottleneck regarding the transportation and storage of hydrogen with reliable safety and
reasonable cost. Therefore, closer attention has been paid to studying H2-carrier fuel in the
form of different chemical substances.

Ammonia (NH3) is presently receiving a surge of attention as an energy carrier of
high gravimetric hydrogen density (17.8% hydrogen content by mass), and is considered
a carbon-free fuel that can be directly used in both combustion and fuel cell systems.
Ammonia is a colorless gas with a very pungent odor at room temperature and can be
dissolved in water. Ammonia has trigonal pyramidal molecule geometry with three
hydrogen atoms, as well as an unshared pair of electrons attached to a nitrogen atom, and

Energies 2023, 16, 6304. https://doi.org/10.3390/en16176304 https://www.mdpi.com/journal/energies186
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molecule polar covalent bond formation takes place between nitrogen and hydrogen [2].
Due to the strong hydrogen bonds between ammonia molecules, it is easily liquefied.
Liquefaction of ammonia is able to happen at 10 bar at room temperature or −33.4 ◦C at
atmospheric pressure, while hydrogen can only be liquefied under −253 ◦C. Ammonia is
able to be stored in liquid form under suitable pressure conditions, ensuring a comparable
energy density with other fuels, and it has competitive lower heating value (LHV) [3]. In
terms of energy density in storage conditions, liquid ammonia is more than 40% denser
than liquid hydrogen or more than twice that of compressed gas hydrogen.

Ammonia is the second-largest chemical products (after sulfuric acid) in the world (over
200 million tons per annum globally with more than USD $60 billion market value) [4,5].
Approximately 80% of global ammonia is utilized in agriculture as fertilizer, with around
5% for explosives, and the balance for industrial cooler refrigerant and chemical com-
modities. Currently, little ammonia is utilized for energy carriage, but there is definitely
great potential for ammonia to be consumed as a renewable fuel in gas turbines, internal
combustion engines or fuel cells without a carbon footprint in the years to come. The
industrial production of ammonia (NH3) from N2 and H2 is mainly dominated by the
Haber–Bosch (H-B) process in the presence of metal catalyst at high temperature (~700 K)
and 10–25 MPa, responsible for 1.2% of the global anthropogenic CO2 emissions [6]. The
energy consumption of green H-B is within the range of 27.4–31.8 GJ tNH3

−1, and im-
provement in overall energy efficiency up to 65% [7]. Furthermore, ammonia could be
manufactured from renewable energy sources such as biomass, wind or solar. Achieving a
CO2-free, energy-efficient, low-capital Haber–Bosch synthesis loop is under investigation
by electrically driven [8] or electrochemical [9] power sources. In addition, because the
absorption and desorption reactions of ammonia is fully reversible, ammonia is able to
be released from a solid complex such as Mg(NH3)6Cl2 upon heating and compacted into
a dense shape, which makes storage simple and safe [10]. Some of the metal ammine
complexes show promising results for storing hydrogen, for example, Mg(NH3)6Cl2 can
store over 9% hydrogen by weight in its solid form. Therefore, ammonia is considered
a superb fuel due to its carbon-free structure, safe storage and transportation and low
production cost, but with high hydrogen gravimetric density.

Ammonia has regained a great deal of interest from governments and institutes, since
it not only enables the vital delivery of nitrogen needed for crop growth but also serves
as a chemical that is capable of producing cooling, heating, power, and propulsion with
minimum storage cost [11]. When ammonia is labeled as one of the carbon-free alternative
fuels, the interest in deploying ammonia is in fast growth. Herbinet et al. [12] summarized
an interesting comparison between the advantages and disadvantages of ammonia when
used as power solutions. Gas turbines are the system of choice for large-scale ammonia
utilization, while solid oxide fuel cells perform better at small scales (below 10 MW).
Ammonia can also be directly used in both spark ignition engines or compression ignition
engines [12,13]. Predicted by life cycle analysis, it will reduce greenhouse gas emissions by
three times through ammonia-fueled vehicles as an alternative to conventional gasoline [14].
The UK Department for Transport proposed taking action on clean maritime growth by
placing “a group of hydrogen or ammonia powered domestic vessels in operation” [15].
Indeed, ammonia has a higher octane number than gasoline and natural gas (Table 1), thus
allowing a higher compression ratio applied in engine operation. Even though the energy
density of compressed ammonia is comparably less than that of gasoline and diesel, it is still
much higher than that of compressed natural gas or liquid hydrogen. Research on ammonia
for internal combustion engines (ICEs) is in its early stages. Ammonia has extreme low
combustion intensity with difficult flammability, reflected by its narrow flammability limits
and low laminar burning velocity (Table 1).
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2. Method of Ammonia Production

Ammonia production can be classified as brown (or gray) ammonia, blue ammonia and
green ammonia based on the carbon emissions from the manufacturing process [18]. Cur-
rent brown ammonia is massively produced by reforming hydrocarbons such as methane
using proven Haber–Bosch industrial technology [19], which requires a high-temperature,
high-pressure environment as well as addition of N2, as shown in Figure 1. Blue ammonia
is able to be generated using hydrogen from natural gas in conjunction with CCUS (carbon
capture, utilization, and storage), while the most desirable green ammonia can be made
using hydrogen from water electrolysis without CO2 emissions. Overall, the majority
of ammonia (around 86% to 96%) is manufactured through the traditional Haber–Bosch
process, although it is energy-intensive with low conversion efficiency (25% at 30 MPa) and
high carbon emissions [20]. In addition, the remaining commercial ammonia comes from
alternative technologies such as electrochemical or thermochemical processes etc. [19,20]
powered by low pressure and no catalysts with carbon-free emissions [21]. Moreover, the
electrochemical process can be performed over a wide range of temperatures, depending
on the electrolyte applied during the process [19].

Figure 1. Simplified NH3 production progress with CH4 as the main raw material [19].

Plasma-assisted ammonia synthesis is alternative option to produce NH3 from H2 and
N2 via the formation of NH radicals. Many studies have concentrated on the application
of plasma catalysts at ambient temperature. Li et al. [22] found that the reaction rate of
ammonia synthesis was facilitated by the interaction between catalyst and plasma, which
was double the pure catalyst load and 30 times that of plasma only. Andersen et al. [23]
and Sun et al. [24] used the open-source code ZDPlasKin to numerically figure out the
underlying kinetic processes of plasma-assisted ammonia synthesis. They both found
surface interactions such as Eley–Rideal (E-R) and Langmuir–Hinshelwood (L-H) reactions
contributed to the production of ammonia significantly. The dominant reaction mechanisms
of plasma-catalyzed ammonia synthesis are illustrated in Figure 2 and were summarized
by Engelmann et al. [25]. Due to electron collisions, a large number of N2 and H2 molecules
were ionized, excited, adsorbed and dissociated, followed by the adsorption of free radicals
(N, H, NH and NH2) on the surface of the catalyst. After that, these particles in the adsorbed
state either underwent E-R reactions with groups in the gas phase or LH reactions on the
catalyst surface due to atomic diffusion. Eventually, the resulting NH3 was released from
the catalyst surface. Unlike the traditional H-B process, breakage of the NN triple bond
can happen at room temperature and pressure via plasma-assisted ammonia synthesis.
However, the efficiency of plasma-assisted ammonia synthesis alone is not high because
the strength of the NN bond (NN bond = 946 kJ/mol) is much greater than that of the
NH bond (NH bond = 389 kJ/mol) at room temperature. Therefore, the choice of proper
catalysts to improve the selectivity of the reaction products is also a hot topic of research.
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Figure 2. The main reaction process of plasma ammonia synthesis [25].

An efficient catalyst should exhibit not only strong adsorption of reactants but also
low dissociation energy of products, which is contradictory to the catalyst itself. However,
it is possible to modulate the bonding strength of N2 and catalyst by elaborate design of
alloy catalysts based on the surface bonding energy between metal atoms and N atoms. Xie
et al. [26] prepared a high-entropy alloy (HEA) containing five common metallic elements
that became saturated at 600 ◦C (with 100% conversion), and it was much more effective in
catalysis than the noble metal Ru (with 73% conversion).

3. Limitations of Ammonia Fuel in ICEs

3.1. Ignition Energy

The minimum ignition energy (MIE) is typically defined as the minimum energy re-
quired to ignite the combustible gas [27], and a lower MIE indicates that a stable fire nucleus
can be formed more easily in the early stages of combustion. Although ammonia has a high
hydrogen content, pure ammonia combustion is inherently difficult to ignite. An ignition
energy of 2.8 J is still required in spite of mixing with hydrogen fuel under a modified
ignition system, which is two orders of magnitude higher than hydrocarbon fuel and four
orders of magnitude higher than hydrogen [28]. Xin et al. [29] performed experimental
studies on combustion and emission properties of a hydrogen/ammonia-fueled engine
at part-load operating conditions. As illustrated in Figure 3a,b, the addition of ammonia
changed the combustion characteristics by prolonging ignition delay times (duration of
CA0-10) and flame development periods (duration of CA10-90) due to its higher ignition
energy. Meanwhile, the combustion phase was still controllable by modulation of ignition
timing for improved indicated thermal efficiency (ITE) and acceptable NOx emission.

  
(a) (b) 

Figure 3. Combustion durations versus ignition timing at different ammonia levels [29]. (a) duration
of CA0-10 for varied addition of ammonia (b) duration of CA10-90 for varied addition of ammonia.
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3.2. Flame Speed

The primary limitation on the practical usage of ammonia as an engine fuel is the
relatively slow flame speeds. The laminar burning velocity (LBV or Su) is an important
parameter to characterize the premixed combustion process. Investigations on accelerating
NH3 efficient combustion with fuel additives have attracted the interest of many researchers.
Numerical studies on the performance of premixed combustion of NH3/H2/air mixtures
was conducted by Wang et al. [28] using Cantera open-source code. It was shown that the
properties of NH3/H2/air mixture combustion could be comparable to that of hydrocarbon
fuels under engine-relevant conditions; therefore, a high compression ratio is tolerable
because of the excellent knock-resistance ability of the NH3/H2 mixture. In addition, the
increase in Su with H2 addition contributes to facilitated diffusion, intensified reactivity,
and increased flame temperature. At a compression ratio of 10, Su is observably improved
with more H2 added. However, for the stoichiometric combustion of NH3/H2, there still
needs to be a 39% hydrogen doping ratio to reach a comparable Su level as CH4 combustion.

Lhuillier et al. [30] found the same phenomenon when studying ammonia blends
under engine-relevant turbulent conditions: enrichment of hydrogen in ammonia leads
to an earlier, more intense heat release. To figure out the effects of additives such as
H2, CO and CH4 on the Su of ammonia blend combustion, Han et al. [31] proposed
normalized enhancement parameters for quantitative analysis of the enhancement level. It
was concluded that the effects of H2 enhancement were exponential, while non-monotonic
with CO and almost linear with CH4 at mixing ratios greater than 0.2. Very low Su is
constrained with pure CO/air combustion since almost no H or OH radical is accumulated
during combustion, as shown in Figure 4, but when blended with moderate CO in NH3,
a rapid increase in Su is achieved by decomposed H and OH radicals. The trends of Su
almost coincided with the curves of the maximum H molar fraction, which implied the
effect of H radicals on Su was dominant. Similar findings with concentration of H and OH
radicals were also reported in the flame combustion of ammonia/methane/air [32].

Figure 4. Maximum molar fraction of H and OH radicals of stoichiometric NH3/CO/air flame [31].

3.3. NOx and Unburned NH3 Emissions

The use of ammonia fuels is effective in reducing hydrocarbon emissions, but relatively
it also increases the content of NOx and unburned NH3 in exhaust. Representing significant
progress in microscopic combustion kinetic reactions, chemical kinetic mechanisms are
widely used to understand how quickly or slowly chemical reactions occur in nature. Nu-
merous robust and concise chemical kinetic mechanisms have been proposed for ammonia
oxidation under a wide range of conditions after verification of combustion characteristics
and NOx emission. Since ammonia chemistry is less complex than that of hydrocarbons,
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the most recent ammonia oxidation mechanisms in different studies are generally fairly
compatible. However, the differences are largely limited to the choice of rate constants
or branching ratios for specific elementary reaction groups in varied application circum-
stances [33]. It is concluded that NO generation in burning lean ammonia depends heavily
on OH radicals and HNO relative reactions, but under rich-ammonia combustion, rich H
radicals promote formation of NHx radicals [34]. However, as concluded by Li et al. [35],
development of an accurate mechanism to model ammonia-based flame is urgently neces-
sary. Apart from NOx emission, the carbon capture from low-carbon fuel-assisted ammonia
flame is still worth studying.

Wang et al. [28] studied the performance of premixed hydrogen–ammonia combustion
by simulations. The integrated rate of production (ROP) of NO and the species molar frac-
tion with varied hydrogen molar fraction α are displayed in Figure 5. NO was considered
the main source of NOx and two competitive mechanisms of NO production were analyzed:
on the one hand, as more H content involved, the flame temperature and concentrations
of reactive O/H radical were both increased, leading to a growth in NO generation as
well as NH3 conversion; on the other hand, the decrease in the reactant NH3 suppressed
the NO-related reaction rates in turn. Unlike fuel NO, which was formed with NH3, the
hot NO was more likely to be formed with the increasing of flame temperature caused by
O/H radicals. Moreover, NO2 was rapidly generated by conversion from NO in the flame
region, then reconverted back to NO in the post-flame region via NO2 + O→NO + O2,
which finally reduced the total amount of NO2 [36,37]. Jin et al. [38] investigated the effect
of different ammonia-to-energy ratios (AER) on the combustion and emission characteristic
of an ammonia–diesel dual-fuel engine. Compared to pure diesel engines, the NO emission
was decreased instead with increasing AER because of the denitrification of amine, forming
more stable N2 via reduction reaction. However, the incomplete combustion of NH3 was
increased significantly due to the low combustion temperature.

 

Figure 5. Temperature distribution and integrated production rate such as NO varies with α, ϕ = 0.75,
CR = 10 [28].
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As mentioned above, obstacles to the further development of ammonia-fueled engines
are large minimum ignition energy, lower flame speed, and more NOx emission with
unburned NH3. However, some new technologies expanded on the next chapter are
expected to overcome the difficulties.

4. Current Technologies of Ammonia-Fueled Engines

4.1. Oxygen-Enriched Combustion

It has been confirmed that oxygen-enriched combustion has the ability to lower fuel
ignition points, speed up reactions, widen combustion limits and raise flame temperature.
Therefore, some scholars studied the combustion characteristics of ammonia under oxygen-
enriched conditions. For internal combustion engines, the advantages of oxygen-enriched
technology solve the problems of further oxidation of CO and unburned hydrocarbons, but
bring higher NOx emissions [39–44]. In order to overcome the shortcomings caused by
oxygen enrichment, Liang et al. [45] applied an emulsification technique to diesel, which
made the fuel unstable and then disperse throughout the combustion chamber after micro-
explosion during the compression stroke in the engine. As a result, the combination of water
diesel emulsion and oxygen-enriched combustion reduced the combustion temperature in
the cylinder, thus leading to less NOx emission, while the output power of the engine was
lower than the normal level. Karimi et al. [46] investigated the effects of oxygen enrichment
on the combustion and emission characteristics of a hydrogen–diesel dual fuel (HDDF) engine
under low load. Compared with traditional HDDF engines, the oxygen-enriched conditions
improved the characteristics of low combustion temperature and laminar flame speed under
low load, thus reducing ignition delay. However, more NOx was emitted than a diesel-only
engine, but this could be reduced through the EGR technique. Since ammonia engines are not
widespread, most of the research on ammonia has been on basic combustion characteristics.
An experimental and kinetic modeling investigation on the laminar flame propagation of
ammonia was conducted by Mei et al. [47] under oxygen-enrichment conditions. It was
found the laminar burning velocity increased with the increasing oxygen content in both
experimental and numerical studies, which was driven by the enriched concentrations of key
radicals H, OH and NH2. However, the oxygen enrichment also caused more NOx emissions
in turn. Wang [3] investigated the basic characteristics of ammonia fuel in a constant-volume
bomb, and the modeling-predicted laminar burning velocities by Cantera code under oxygen
enrichment are given in Figure 6. The laminar flame velocity in the ammonia-burning system
increased first and then declined as the equivalence ratio changed from 0.6 to 1.5, predicted
by varied mechanisms. The greater the oxygen enrichment, the faster the laminar flow flame
speed. Meanwhile, there was an interesting phenomenon: the equivalent ratio corresponding
to the maximum laminar flame velocity moved towards the lean combustion side with
increasing oxygen enrichment Ω. Similar findings were discovered for NOx emissions. As a
result, when considering oxygen enrichment to assist ammonia combustion, NOx emissions
should be given special attention.

 

Figure 6. Comparison of predicted laminar flame velocity of ammonia with low oxygen-rich concen-
tration [3].
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4.2. Ammonia–Hydrogen Mixed Combustion

To improve the combustion characteristics of ammonia, it is effective to blend hydro-
gen with ammonia fuel because hydrogen laminar combustion is faster while having a
wider combustion limit compared with ammonia. Differently from dual-fuel combustion or
oxygen-enriched combustion, addition of hydrogen derived from partially cracked ammo-
nia typically improves the combustion properties under the conditions of high temperature,
high pressure and suitable catalyst. A basic investigation on ammonia decomposition was
conducted by Ganley et al. [48], who evaluated the activity of metal catalysts: Ru > Ni > Rh
> Co > Ir > Fe > Pt > Cr > Pd > Cu >> Te, Se, Pb. Comptti et al. [49] developed a hydrogen
generation system (HGS) for ammonia–hydrogen-fueled internal combustion engines using
a commercial ruthenium-based catalyst named ACTA 10010. The HGS heated by exhausted
combustion gases performed well in hydrogen production, engine brake thermal efficiency
and net heat release, but poorly for NOx emissions. Similar results can be found in the
work by Ryu et al. [50], and it is emphasized that only a low ammonia flow rate would
improve combustion performance.

Apart from dissociating NH3 in situ from hydrogen, another method of preparing
an NH3/H2 mixture is to inject hydrogen and ammonia into the intake manifold in the
gaseous phase separately [51]. Zhang et al. [52] conducted a numerical investigation on the
effects of hydrogen-rich reformate addition on the combustion and emission characteristics
of an ammonia engine. It was found that the in-cylinder pressure and heat release rate
increased almost linearly with the increasing reformate blending ratio (Rre) in stoichio-
metric cases. This is because more H and OH radicals were generated by the reaction
H2 + O→H + OH and the production would promote the consumption of NH3. The in-
crease in the combustion temperature resulting from greater Rre also reduced the emission
of unburned NH3 and N2O, but too high a reforming ratio would appear undesirable, and
thus they recommended a ratio of 7.5–10% near stoichiometry. Li et al. [53] investigated
the effects of an ammonia–hydrogen mixture on combustion stability in a single-cylinder,
four-value optical SI engine. The results showed that compared with a pure ammonia
engine, the misfire phenomenon could be avoided by 5% hydrogen addition, 7.5% was
the best thermal efficiency, and more than 20% would lead to unstable combustion. This
is because a small amount of hydrogen would increase the combustion temperature in
the cylinder and accelerate the ammonia oxidation, while further increasing the hydrogen
content would cause heat loss, resulting in a decrease in the indicated thermal efficiency.

To understand the effect of cracking ratio on ammonia combustion, Mei et al. [54]
performed both experimental and kinetic numerical investigations on laminar flame propa-
gation of partially cracked NH3/air mixtures. It was reported the laminar flame speed of
the mixture was improved as the cracking ratio increased. The combustion was comparable
to methane combustion with a cracking ratio of 40% at atmospheric pressure. Wang [3]
investigated the variations in laminar flame speeds with different ammonia oxidation mech-
anisms at low hydrogen-doping ratios under ambient temperature and pressure conditions.
It was found that the laminar flame speed increased significantly with increasing hydrogen-
doping ratio α in both simulation and available experiments, since more O/H radicals
produced by hydrogen accelerated the oxidation reaction of ammonia. Nevertheless, more
NO was formed because NH radicals converted directly to NO without HNO oxidation
and the conversion of NO to N2O would be reduced by higher flame temperature.

Lhuiller et al. [55] investigated the behaviors of an ammonia-fueled engine at different
H2 concentrations, equivalence ratios and boosted pressures. It was found that an engine
with high hydrogen concentrations performed well under lean combustion conditions, since
the addition of H2 promoted ignition and combustion stability. Wang et al. [56] studied the
combustion characteristics of a NH3/H2 mixture with high hydrogen doping ratio (30%) in
a medium-speed marine engine. As the equivalence ratio increased, it failed to ignite unless
the initial intake temperature and pressure increased, but this limitation could be overcome
when moderate proportion of hydrogen doping was added, for example, the peak flame
temperature exceeded 2150 K at a 40% hydrogen doping ratio. However, if more hydrogen
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is required to achieve the assisted-ignition effect [57], it brings new challenges to ensure
safe engine operation, since a large amount of additional hydrogen needs to be stored for
fuel supply. In general, dual-fuel compression ignition engine operation with ammonia
is dependent on the cetane number of pilot fuel and its injection strategies. The concerns
of high unburned ammonia and NOx emissions because of the fuel-bound nitrogen are
expected to be mitigated by an aftertreatment system. Thus, ammonia can be positively
seen as a feasible solution as an alternative fuel for ICEs, without significant engine refit.

5. Plasma-Assisted Combustion Technology

5.1. Principle of Plasma-Assisted Combustion

Plasma is the fourth kind of matter distinguished from solid, liquid and gas, consisting
of a large number of charged particles and neutral particles, which are electrically neutral.
It can be classified into thermal equilibrium plasma and nonequilibrium plasma. Thermal
or equilibrium plasmas are characterized by high energy density and equality between the
temperature of heavy particles and electrons, while conversely a nonequilibrium plasma
characteristic is a lower-pressure plasma with low ion and neutral temperatures, as shown
in Figure 7. Nonequilibrium plasma plays a similar role to a catalyst to activate ambient
gas molecules at room temperature and pressure through colliding and dissociating chem-
ical bonding with the help of high-energy electrons [58,59]. Plasma generation methods
commonly used are dielectric barrier discharge (DBD), atmospheric pressure plasma jet
(APPJ) and sliding arc discharge plasma (GAD), while pulsed power is the most commonly
used excitation power source for atmospheric low-temperature plasma [60].

Figure 7. Plasma classification.

The enhancement of plasma-assisted combustion is achieved mainly through three
pathways, as illustrated in Figure 8: thermodynamic effects, kinetic effects and trans-
port [61]. Thermodynamically, the increase in overall gas and electron temperatures is
ascribed to the energy conversion of the plasma discharge and the exotherm of chemical
reactions, thus further accelerating the reactions. Kinetically, a large number of high-energy
electrons and active particles involved in plasma not only facilitate chemical reactions due
to the reduced activation energy but also introduce new branched reactions in the original
system. For transport, plasma discharge will form ionic wind, which can accelerate the
mixing process of reaction gases.
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Figure 8. Principle of plasma-assisted combustion [61].

As mentioned, plasma-assisted combustion involves complicated plasma dynamics
and combustion kinetics, so it is difficult to decouple the plasma effect and thermal effect
from the perspective of conventional experiments due to cross-disciplinary complexity.
Although it has been verified that plasma can play a significant role in enhancing combus-
tion, modulating emissions and fuel reforming, the underlying mechanisms are a worthy
ongoing topic in different application scenarios.

5.2. PAC Ignition Enhancement

It was found plasma-assisted combustion (PAC) can overcome the flame extinction
limit and that PAC ignition enables lower-temperature combustion in contrast to high-
temperature ignition, while it must follow the ignition S-curves in conventional ignition
process, as shown in Figure 9 [61]. For internal combustion engines, plasma generated by
different types of discharge such as microwave [62], radio frequency [63], laser ignition [64]
and nanosecond pulses (NRP) [65,66], has been used to assist ignition and combustion.
Among these, NRP has a significant advantage applied in low-energy ignition. To clar-
ify the cumulative effect of repetitive NRP pulse number on the PAC, Barleon et al. [67]
investigated the ignition of a premixed methane–air mixture by NPR in pin-pin configura-
tion. The conclusion was that there was less total energy required as the pulse frequency
increased. Compared with traditional spark ignition, Cathey et al. [65] found that it caused
shorter ignition delay, higher peak pressure and greater net heat release in a single-cylinder
gasoline engine through NRP. In fact, the expected minimum ignition energy is controlled
by the minimum flame radius [61], which has a strong relationship to the Lewis number
of the mixture, the fuel reactivity (activation energy) and the flame thickness. Therefore,
the reduced ignition delay and lowered ignition energy by PCA were to a great extent due
to the increase in the diversity of the reaction system (reduced Lewis number) and the
decrease in activation energy.

The reduced electric field E/N is the most significant parameter to control the dis-
tribution of energy deposited to the different excitation modes and then generate active
particles. Research to figure out the best reduced electric field to minimize the ignition
time of CH4/Air/He mixture was conducted by Mao et al. [68] using a combination of
nanosecond pulses and DC discharges. In their study, a DC electric field of 5 Td minimized
the time used for ignition, as shown in Figure 10, and it was revealed that the low-DC
electric field promoted the excitation of CH4(v) and O2(v) effectively, as well as O2(a1Δg),
which played a positive role in ignition enhancement through pathway flux analysis.
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Figure 9. Schematic diagram of the plasma-assisted transition from the classical ignition and extinc-
tion S-curve (blue solid line) to the monotonic stretching S-curve (red dashed line) [61].

 

Figure 10. Time evolution of O2(a1Δg) for NSD and mixed discharges with different DC field
strengths at 900 K [68].

Furthermore, the time scale of plasma kinetics is within the order of nanoseconds,
while the combustion kinetics fall in ranges from micro- to milliseconds [61], as illustrated
in Figure 11. Therefore, the PAC process is the coupling of long-life plasma species with
active radicals from fuel pyrolysis via energy transfer and kinetic interaction. From this
point of view, the bridge linking fast plasma kinetics and combustion kinetics is critical
to fully explore the PAC principles. This motivates the development of an efficient nu-
merical model for multi-timescale PAC. Recently, the zero-dimensional plasma kinetic
solver ZDplaskin incorporated with combustion kinetic solver CHEMKIN has been the
most widely used numerical tool for PAC. ZDplaskin integrated with Boltzmann equation
solver (BOLSIG+) is used to predict time evolution of neural radical and active species.
Rate coefficients are formulated based on the incident energy by plasma discharges and
collisional cross sections data of electron-associated reaction in LXCat format. Many studies
have employed the ZDplaskin-CHEMKIN solver to study flame stability, contemplating
the effects of plasma discharges on the flame propagation characteristics and ignition delay
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times [68,69]. However, there remain challenges in developing plasma kinetic mechanisms
accommodating low-temperature and high-pressure conditions. At present, 2-D and 3-D
numerical tools are not available for PAC modeling.

Figure 11. Schematic of timescales for PAC kinetics [61].

The dilution of different types of inert gases also affects electron energy distribution
function in plasma, thus influencing the mixture combustion reactivity. A numerical
investigation on the effects of methane pyrolysis with different diluents (N2/Ar/He)
was conducted by Mao et al. [70] using the zero-dimensional solver ZDPlasKin coupled
with CHEMKIN. The results indicated that the quenching of electronic excited states and
relaxation of the vibrational state contributed greatly to the pyrolysis of CH4, for which
the addition of N2 as diluent performed best. As a result, it is concluded the excited
states of equilibrium gases play a dominant role in physicochemical mechanisms and fuel
oxidation efficiency through collisional quenching reactions. Similar findings were reported
by Snoeckx et al. [71].

The commercial applications of plasma on ICEs are still immature, but many inves-
tigations are being carried out. Hwang et al. [72] developed a new microwave-assisted
plasma ignition system and applied it to a direct injection gasoline engine. The new ig-
nition system has a shorter ignition delay and a more advanced combustion stage than
conventional spark ignition systems. It also broadened the thin combustion limit since it
can form a larger fire nucleus by providing abundant reactive radicals over a larger area.
A laser-induced plasma (LIP) ignition system has been evaluated to assist the ignition of
a diesel–gasoline mixture in a CI engine by José et al. [73]. It was reported that the LIP
ignition system can effectively solve the problem of automatic ignition of mixed fuels under
different operations, and in addition, the variable height ignition technology improved
combustion efficiency and reduced hydrocarbon emissions. L. et al. [74] investigated the
ignition behavior of a methane–air mixture in an optically equipped setup consisting of
a double chamber under repeated pulse discharge (NRPD). It showed that NRPD has a
higher ignition success rate and average flame front propagation compared to standard
inductive ignition. It can achieve lean combustion by adjusting the energy and number of
pulses, but it did not work after inflammation.

6. Plasma-Assisted Ammonia Ignition

As mentioned above, addition of hydrogen derived from partially cracked ammo-
nia typically improves the combustion properties. Direct decomposition of ammonia to
hydrogen is a typical endothermic reaction with an enthalpy change of 91.2 kJ/mol. The
decomposition of ammonia is able to be achieved at high temperature in the presence
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of a classic selective catalyst. Nevertheless, plasma catalysis is a promising approach to
decompose ammonia at low temperature (<450 ◦C), but with a relatively high conversion
rate. The synergistic effect of plasma and catalyst refers to the truth that it affects the
catalytic process more than the sum of plasma and catalyst alone [75]. Although plasma
catalytic ammonia synthesis is well understood, plasma catalytic ammonia decomposition
still needs further study, and there is no commercial application available so far. Research
on plasma catalytic ammonia decomposition has been centered on experiments, most of
which have focused on designing high-efficient catalyst to improve hydrogen conversion.
Wang et al. [76] measured the effect of DBD plasma synergism with Fe-based catalysts
on ammonia decomposition efficiency through optical diagnostics and isotope scanning
techniques. It was revealed the excited-state NH3* and NH* played an important role in
N atoms desorption, thus influencing conversion efficiency as the reaction temperature
reduced by 100–140 ◦C. In their subsequent study [77], it was found the plasma promoted
the chemisorption of NH3*, leading to increased conversion by nearly 40% at 550 ◦C. The
underlying physicochemical mechanisms of plasma catalytic kinetics should be further
explored in depth to facilitate its practical usage in on-site hydrogen generation.

A number of simulation studies were carried out by using the kinetic model under
wide conditions of temperatures ranging from 600 to 1500 K, and the characteristics of
plasma-assisted ammonia combustion were predicted with varying pulsation frequencies
and pulse numbers. Faingold and Lefkowitz [78] employed ZDplaskin-CHEMKIN with
an assembled kinetic model for the oxidation of ammonia/oxygen/helium to perform
pulse repetition frequencies (PRFs) on ignition delay times (IDTs). It was found IDTs
could be reduced by 40–60%, as shown in Figure 12, under a moderate number of pulses.
Higher PRFs promote an expanding radical pool, whereas lower PRFs favor the radical
recombination between pulses.

 

Figure 12. IDTs for different PRFs and number of pulses [78].

A series of experiments on plasma-assisted ammonia combustion were carried out
because of the great advantages of plasma-assisted combustion as mentioned before. Lin
et al. [79] studied the performance of plasma-assisted combustion via a new gliding arc
plasma (GAP) generator combined with a cyclonic burner. The operation map of ammonia
combustion flames with the GAP on or off is displayed in Figure 13, in which the ammonia
combustion limitation was widened under both air and ammonia GAP. However, if the
equivalence ratio exceeded 2.2 under a high air flow rate, the ammonia combustion flame
would become unstable. Furthermore, the physicochemical mechanisms of discharged
air and ammonia worked differently. The particles (OH*, H* and O*) played a dominant
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role in the dehydrogenation reaction of ammonia through kinetic mechanisms for the
former (air medium) while the latter (ammonia medium) improved the combustion limit
by the hydrogen produced from ammonia directly. A similar investigation on ammonia
combustion was conducted by Choe et al. [80] using a nanosecond high-pressure pulse
generator. It was concluded that plasma was able to extend the lean blowoff limits of
ammonia flames and reduce NOx emissions simultaneously, but further research needs to
be focused on the interaction between plasma dynamics and combustion kinetics.

 

Figure 13. An operation map of ammonia combustion flames under the following conditions: (a) air
GAP working on/off and (b) ammonia GAP working on.

Plasma-assisted ammonia combustion has great capacity for shortening ignition delay
timing and extending combustible ranges while reducing NOx emissions. It will definitely
promote the use of ammonia in engines. This has attracted lots of attention from scholars
dedicated to figuring out the underlying physicochemical mechanisms via theoretical
analysis and numerical simulation. Taneja et al. [81] found that PAC achieved the fastest
ignition in a lean fuel mixture because of the accumulation of OH radicals through the
reactivity-inhibiting reactions between plasma pulses, while an inversely proportional
impact on ignition delay times was exhibited on plasma pulse frequency and energy density
deposited. Moreover, the reforming of ammonia to nitrogen resulted in lower production
of NOx with plasma. Another similar investigation also discovered PAC changed the
conventional ignition and extinction characteristics, and the S-shaped curves were replaced
by the monotonic and stretched ignition curves, which made low-temperature ignition
possible [78]. Shahsavar et al. [82] figured out the most effective range of a reduced electric
field on ammonia equivalent ratio combustion: 250–400 Td. This greatly promoted ignition
time by increasing the reduced electric field in the early stage. With a more reduced electric
field, a large fraction of the energy in the plasma system would be utilized in the ionization
reactions of the diluent, thus neutralizing the effective excitations of fuel and oxidizer
species, as shown in Figure 14.
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Figure 14. Effects of reduced electric field on ignition delay times and laminar flame velocities for
plasma-assisted NH3/O2/N2 combustion [82].

Finally, when projecting the adoption of plasma as an encouraging approach to boost
ammonia decomposition and ignition, this review summarizes the latest innovations in
the field of plasma catalysis and PAC, including progress in both numerical models and
experimental studies. Great interest in improving ignition delay timing, increasing flame
speed, and extending flammability limits while reducing NOx emissions will promote fast
application in practical ICEs.

7. Conclusions

The outlook of independence from conventional fossil fuels is decarbonization in
the automotive, marine and power generation sectors. Towards this goal, running with
carbon-free fuel such as ammonia in ICEs is drawing more attention in research activities.
Currently, ammonia can be ignited with diesel or any other high-reactivity fuel in dual-fuel
mode, especially in marine engines and heavy-duty engines. Moreover, the addition of
hydrogen is able to be derived from partially cracked ammonia with suitable catalyst in situ.
However, the optimal hydrogen ratio in ammonia–hydrogen mixed combustion should
not exceed 10%, considering thermal efficiency and combustion stability. A promising
technology of plasma-assisted combustion to overcome the bottleneck of ammonia limits
has attracted positive interest. The fundamental mechanisms of possible technical advances
emerging in assisted combustion of ammonia are reviewed in this study.

(1) The laminar burning velocity of ammonia combustion increased with the increasing
oxygen content, driven by the enriched concentrations of key radicals H, OH and NH2. The
maximum laminar flame velocity corresponds to equivalent ratio combustion, but the max-
imum NOx emissions moved towards lean combustion with increased oxygen enrichment.

(2) Investigations of ammonia-fueled engines have been widely carried out with varied
additions of hydrogen, but modulations of inlet temperature and pressure are still necessary,
especially for lean combustion. If more hydrogen is needed, it must be a new challenge to
ensure operation safety with hydrogen supply.

(3) Plasma-assisted combustion enables lower-temperature combustion and has ability
to overcome the flame extinction limit while reducing NOx emissions, due to the increase
in diversity via active particles in the reaction system and the decrease in activation energy.
The underlying physicochemical mechanisms of plasma-assisted ammonia combustion are
rarely reported. The accumulation of OH radicals through reactivity-inhibiting reactions in
lean fuel combustion could be stimulated through thermodynamic and kinetic effects via
proper plasma generator configuration.
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Abstract: The application of jet fuel in gas turbines and diesel engines adheres to the Army’s single-
fuel forward policy, streamlining supply chains. To ensure precise engine combustion numerical stud-
ies, surrogate fuels and mechanisms should faithfully replicate real fuel properties and combustion
traits. In this work, a new four-component jet fuel surrogate containing 39.05% n-dodecane/21.79%
isocetane/11.49% decalin/27.67% toluene by mole fraction is formulated based on a property op-
timizer. The new-formulated fuel surrogate can satisfactorily emulate the chemical and physical
properties of real jet fuel, including cetane number (CN), threshold sooting index (TSI), molecular
weight (MW), lower heating value (LHV), the ratio of hydrogen and carbon (H/C), liquid density,
viscosity, and surface tension. Furthermore, a reduced and robust kinetic chemical mechanism (con-
taining 124 species and 590 reactions) that could be directly employed in practical engine combustion
simulations has also been developed for the proposed surrogate jet fuel. The mechanism is validated
through comprehensive experimental data, including ignition delay time (IDT) determined in shock
tubes and rapid compression machines (RCMs), species mole fractions measured in premixed flames
and jet stirred reactors (JSRs), and laminar flame speeds. Generally, the property deviations of the
jet fuel surrogate are less than 2% except for MW (10.73%), viscosity (5.88%), and surface tension
(8.71%). The comparison results between the predictions and measurements are in good agreement,
indicating that the current kinetic mechanism is capable of reflecting the oxidation process of real
jet fuel. The current mechanism can accurately capture variations in the ignition delay time in the
negative temperature coefficient (NTC) region as well. In the future, the proposed surrogate jet fuel
could be applied in practical engine computational fluid dynamic (CFD) simulations.

Keywords: fuel property; ignition delay time; species profile; laminar flame speed; reduced chemical
mechanism

1. Introduction

Jet fuel has been widely adopted as a general fuel for aircraft and ground vehicles
in battlefields under the auspices of the U.S. army single-fuel policy [1], which aims to
significantly reduce the costs of fuel supply. Furthermore, jet fuel is expected to reduce
NOx and particle matter emissions in diesel engines, and thus it would be beneficial to
investigate the effects of using jet fuel on the combustion and emission characteristics of
diesel engines. However, due to the limitation of current computational capacity, the real
jet fuel, which comprises hundreds of compounds, was unable to be directly employed in a
practical engine simulation [2,3]. Therefore, surrogate jet fuels, which normally consist of
several well-characterized compounds, were proposed [4–6]. The research on surrogate jet
fuels is expected to achieve sustainability in the aviation fuel industry.
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Previous research studies have been conducted on the development of jet fuel surro-
gate and their chemical mechanisms. In order to reproduce real fuels as well as possible,
surrogates are required to closely emulate the thermo-physical properties and combustion
characteristics of target jet fuels. Violi et al. [7] developed a JP-8 surrogate that contained six
hydrocarbons and could emulate the distillation curve and thermo-physical properties of
the target fuel. A detailed chemical mechanism of the surrogate was also presented in their
work and validated by experimental data. Vasu et al. [8] evaluated the aforementioned
chemical mechanism by comparing the measured and simulated IDT in a shock tube, and
they reported that the mechanism could provide accurate IDT predictions above a tempera-
ture of 1000 K while predicting IDT poorly at low temperatures. Dagaut et al. [9] compared
the kinetic modelling results of four jet fuel surrogates (one- and three-component mix-
tures of n-decane, n-propylbenzene, and n-propylcyclohexane) with JSR experimental
data. The comparison results showed that the three-component surrogate was the most
reliable substitute for the target fuel among all the test fuel surrogates. Gokulakrishnan
et al. [10] developed a detailed kinetic model for the four-component kerosene fuel surro-
gate (n-decane/n-propylcyclohexane/n-propylbenzene/decene), which exhibited good
performance in predicting the measured species concentrations. However, the IDT vali-
dations were not comprehensively conducted by them. Eddings et al. [11] proposed two
six-component jet fuel surrogates named Hex-11 and Hex-12 to emulate a Jet-8 pool fire.
The comparison results indicated that the surrogates could accurately capture the burning
rate, emissive power, flame height, and puffing frequency of the steady-state pool fire.
Dooley et al. [12] formulated a three-component jet fuel surrogate, ‘MURI1′ (n-decane/iso-
octane/toluene), based on chemical group theory. The CN and H/C of the target fuel
were regarded as the target properties of MURI1. Several devices, including a flow reactor
and shock tube, were employed to validate the combustion properties of the proposed
surrogate. They further developed an improved jet fuel surrogate named MURI2 compris-
ing n-dodecane, iso-octane, n-propylbenzen, and 1,3,5-trimethylbenzene [13]. Apart from
CN and H/C, TSI and MW were also selected as the emulating metrics. According to the
ignition characteristic study conducted by Malewicki et al. [14], MURI2 exhibited a satisfac-
tory performance on predicting the species profiles of small molecules including oxygen,
carbon monoxide, carbon dioxide, and C1-C3 hydrocarbons. Kim et al. [15] proposed two
four-component aviation fuel surrogates named UM1 and UM2 based on a model-based
optimizer. The physical and chemical properties of the target fuel were reproduced by the
two surrogates to some extent.

Despite the extensive research efforts directed towards the creation of various jet
fuel surrogates and their accompanying kinetic mechanisms, notable limitations remain
apparent in this scientific domain: (1) A recurring challenge is the inability of these surro-
gates to comprehensively replicate the intricate amalgamation of the physical and chemical
properties characteristic of the target fuel. Achieving a harmonious equilibrium between
these multifaceted attributes remains an elusive goal. (2) Furthermore, the chemical kinetic
mechanisms developed for these surrogates have often exhibited tendencies towards im-
practicality. They tend to be excessively voluminous or overly intricate, thus impeding their
direct application within the confines of practical engine combustion simulations. (3) In
addition, the validation of these proposed surrogate mechanisms has not been exhaustive,
especially when it comes to crucial parameters such as ignition delay time (IDT), species
mole fractions, and flame speeds. The inadequacy of rigorous validation procedures raises
pertinent concerns about the reliability and robustness of these surrogates in real-world
applications. Addressing these limitations represents an imperative for the advancement
of this field.

With the aim of addressing the mentioned issues, a four-component fuel surrogate
incorporating the physical and chemical properties of real jet fuel was developed using a
property optimizer. Eight properties, including CN, TSI, MW, LHV, H/C, liquid density,
viscosity, and surface tension, were selected as the target physical and chemical properties.
A reduced kinetic mechanism, comprising 124 species and 590 reactions, for the surrogate
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was created which can prove advantageous in practical engine combustion simulations.
Massive amounts of experimental data, including IDT, species concentration, and laminar
flame speed, were collected to validate the mechanism from two aspects: the surrogate
mixture and its components.

2. Formulation of Jet Fuel Surrogate

2.1. Target Fuel and Its Properties

The fuel combustion process inside an engine is very complex and always involves
intricate physical and chemical processes. As shown in Figure 1, the fuel jet is injected into
the cylinder via an injector, breaks down to small liquid droplets under the action of air
shear force, and then evaporates and mixes with air to form a combustible fuel–air mixture.
The processes are heavily affected by fuel physical properties such as viscosity, liquid
density, and surface tension [16,17]. After that, the spontaneous ignition and combustion
processes of the mixed fuel/air occur, where the chemical properties of the fuel have a
significant influence on the events. Herein, CN dominates fuel ignitability, and MW plays
a critical role in the diffusive transport process between liquid and the vaporized fuel.
H/C influences the local ratio of fuel/air and adiabatic flame temperature, while LHV
represents the energy generated from the fuel oxidation. Considering the above processes,
eight properties, including CN, TSI, MW, LHV, H/C, liquid density, viscosity, and surface
tension, were chosen as target properties for the surrogate in order to comprehensively
reproduce the chemical and physical characteristics of real fuel in engine.

 
Figure 1. The physical and chemical processes in compression ignition engine.
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In this work, Jet-A POSF-4658 (supplied by Edwards, AFRL-WP, Wright, OH, USA)
was selected as the target real fuel for two reasons: First, it is a representative jet fuel
comprising different jet-A batches, and its components and various properties have been
extensively studied. Second, the experimental data on the IDT, laminar flame speed, and
species concentration profiles of the fuel are available in the literature, so comparisons
can be more readily conducted. However, since the data for LHV and surface tension of
POSF-4658 are not available, the LHV of JP-8 fuel and surface tension of Jet-A were used
instead as references in this study, similar to the previous studies [15,18]. The relevant
properties of POSF-4658 were listed in Table 1.

Table 1. The properties of the target jet fuel [18].

Target Properties Jet-A (POSF-4658)

CN * 47.1
MW 142 kg/kmol
H/C 1.957
LHV 43.23 MJ/kg
TSI 21.4

Liquid density Temperature-dependent (See Figure 2)
Viscosity Temperature-dependent (See Figure 2)

Surface tension Temperature-dependent (See Figure 2)
* Derived cetane number (DCN).

Figure 2. The temperature-dependent properties of the components: (a) density, (b) kinematic
viscosity, and (c) surface tension.
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2.2. Surrogate Fuel Components

Although real jet fuels contain a large number of compounds, according to Ref. [19],
conventional jet fuels normally comprise 60% chain paraffins, 20% cycloalkanes, and 20%
aromatics. Hence, it is reasonable to adopt the well-characterized compounds recognized
in real jet fuels as the main surrogate components. Moreover, the components of jet fuel
mainly belonged to C9–C16 hydrocarbons, which indicates that HC class and molecule
size are also important criteria for surrogate components. The components whose chemical
kinetic mechanisms have been well established are more preferred in our study. Based
on these considerations, four components, including n-dodecane, isocetane, decalin, and
toluene, were finally selected. The properties (CN, TSI, MW, LHV, and H/C) and formulae
of the four components are listed in Table 2. The temperature-dependent properties, density,
viscosity, and surface tension, are plotted in Figure 2. It can be easily seen that a single
component is unable to represent real jet fuel because of the significant property differences
between the single component and real fuel.

Table 2. The properties of the surrogate components.

Hydrocarbon Class
Name

N-Alkane
n-Dodecane

Iso-Alkane
Isocetane

Cycloalkane
Decalin

Aromatic
Toluene

Formula C12H26 C16H34 C10H18 C7H8

CN [20] 82.5 15 46.5 7.4
MW (g/mol) 170.33 226.44 138.25 92.14

LHV [21] (MJ/kg) 44.11 44.85 42.58 40.53
TSI [22] 7.0 22 22 40

H/C 2.17 2.13 1.8 1.1

2.3. Formation of Jet Fuel Surrogate

In this work, we improved the optimization algorithm from our previous study [18] to
obtain the optimum component proportions of a jet fuel surrogate. The calculations for the
target properties are showed in Table 3.

As reported in [20], the CN of the mixture can be calculated using the volume fraction
average of the component CNs. The TSI of a mixture is obtained by calculating the
mole fraction average of the pure component’s TSI [23], while the LHV is estimated
using the mass fraction average of the LHV. H/C and MW were directly determined by
the component formula. The mixture density is also computed by the volume fraction
average of component density. The viscosity is obtained using the Grunberg–Nissan
equation [24,25], whereas surface tension is derived from the parachor correlation [26].
Finally, the equations proposed by Kim et al. [15] were employed as the merit functions:

MeritFunc =∑Numtarget
i=1 Vi (1)

Vi =
∑

Numdata,i
j=1

(Qi,j,cal−Qi,j,exp
Qi,j,exp

)2

Numdata, i
(2)

where i and j represent the numbers of properties and experimental data points, respectively.
Numdata,i refers to the total number of measurements of the ith property, and Numtarget
represents the total number of target properties. Qi,j,cal and Qi,j,exp are the computed and
measured properties, respectively.
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Table 3. The estimation methods [18] of the properties of fuel surrogate.

Properties Estimation Approaches

MW Average of mole fraction: ∑ MWmix = ∑ Xi MWi
Xi is mole fraction of component i,

H/C
H

Cmix
= ∑ Xi

Hi
∑ X i

Ci
Ci is the number of carbon atoms of component i

TSI Average of mole fraction: TSImix = ∑ XiTSIi

LHV Average of mass fraction: LHVmix = ∑ Yi LHVi

CN Average of volume fraction: ∑ CNmix = ∑ ViCNi
Vi is volume fraction of component i

Density Average of volume fraction:
ρ(T)mix = ∑ V(T)iρ(T)i

MW Average of mole fraction: ∑ MWmix = ∑ Xi MWi

H/C
H

Cmix
= ∑ Xi

Hi
∑ X i

Ci
Hi is the number of hydrogen atoms of component i;

Viscosity
Grunberg–Nissan equation [24]:

In(μ(T)mix) = ∑ Xi In(μ(T)i) + 0.5 ∑ ∑ XiXjGij
Gij is the binary interaction parameter

Surface tension

Parachor correlation:
σ(T)mix =

(
PL,mixρ(T)L,mix,molar

)4

PL,mix = 0.5 ∑ ∑ XiXj

(
Pi + Pj

)
σ(T)mix is liquid surface tension, P is parachor,
ρ(T)L,mix,molar is liquid mixture molar density

A flowchart of the whole optimization process is given in Figure 3. It should be
noted that the component will be removed when its mole fraction is less than 0.3% during
the optimization process, the same as in our previous study [18]. Based on the above
calculations, the optimum jet fuel surrogate was achieved, and it comprised 39.05% n-
dodecane, 21.79% isocetane, 11.49% decalin, and 27.67% toluene by mole fraction and was
abbreviated as JFS.

Table 4 shows the comparison results among the JFS surrogate and other jet fuel
surrogates, including UM1, UM2, MURI2, S5 [27], and HEX12 [11]. In general, the property
deviations of the surrogate JFS are less than 2% except for MW (10.73%), viscosity (5.88%),
and surface tension (8.71%). The high deviations of MW and surface tension can be
regarded as acceptable compared to other surrogates. As shown in Table 4, the deviation of
the MW of S5 is 12.11%, and the averaged deviations of surface tension of UM2, Hex12,
and S5 are larger than 15%, which are all larger than the corresponding property deviations
of the surrogate JFS. It is also observed that the CN, MW, H/C and, LHV of the surrogate
UM1 show good agreement with the target fuel; however, the deviations of TSI (−21.52%)
and viscosity (−21.2%) are too large. The surface tension of UM2 deviates from the target
property by 15.8%, even though CN, LHV, and density are well captured by the surrogate
UM2. The LHV, MW, CN, and H/C are well emulated by MURI2; however, the deviation
of viscosity (34.608%) is too large. As for the properties of HEX12 and S5, the majority of
them greatly deviate from the target properties. Overall, the surrogate JFS performs better
than other surrogates at reproducing the chemical and physical properties of real jet fuel;
hence, it is more likely to be adopted for practical engine combustion simulation.
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Figure 3. The flow chart of optimization process for the jet fuel surrogate.

Table 4. The comparison results among JFS and other jet fuel surrogates.

Jet Fuel Surrogate JFS UM1 UM2 MURI2 S5 HEX12

CN 47.1
Val

Dev (%)

46.93 46.8 46.7 48.5 32.1 60.5

−0.35 −0.64 −0.85 2.97 −31.8 28.45

H/C
1.957

Val
Dev (%)

1.94 1.967 1.881 1.950 1.807 1.856

−0.86 0.51 −3.88 −0.36 −7.66 −5.16

MW
142

Val
Dev (%)

157.23 143.5 148.6 138.7 159.2 152.2

10.73 1.06 4.65 2.32 12.11 7.18

LHV
Val

Dev (%)

43.61 43.62 43.36 43.55 43.02 44.6

0.87 0.90 0.30 0.74 −0.49 3.17

TSI
21.4

Val
Dev (%)

21.12 16.79 22.14 20.4 34.61 25.0

−1.29 −21.52 3.45 −4.67 61.72 16.84

Density Average dev (%) 1.84 −3.4 0.6 −5.518 2.392 1.423

Viscosity Average dev (%) 5.88 −21.2 −3.6 −34.608 18.167 5.077

Surface tension Average dev (%) 8.71 9.1 15.8 3.131 19.1 18.774
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3. Kinetic Modelling

3.1. Methodology

In this study, to facilitate the simulation of a practical engine combustion, a so-called
decoupling methodology [5,18] was adopted for developing the JFS chemical mechanisms.
The chemical kinetic mechanism was established through a systematic formation process,
starting from C16 reactions and progressing towards H2/O2/C1 reactions. The subsequent
steps involved incorporating a NOx sub-mechanism and polycyclic aromatic hydrocarbon
(PAH). The reduction and optimization procedures employed in this process are briefly
outlined as follows:

(1) The initial stage of the reduction and optimization process involves conducting a
reaction pathway analysis to identify the key reactions. Subsequently, unimportant
species and reactions are eliminated from the initial kinetic model. Simultaneously,
the rate of production (ROP) and sensitivity analyses are performed to evaluate the
remaining species and reactions. This allows for a clear understanding of the impact
of each reaction on the oxidation process.

(2) Subsequently, the reaction rate constants were optimized to improve the agreement
between the simulated and experimental data of fuel ignition delay time (IDT).

(3) Afterward, the concentrations of species and laminar flame speeds predicted by
the reduced mechanism were compared to the corresponding measurements. This
allowed for references to fine-tune the reaction rate constants further.

(4) Steps 1 to 3 were iteratively repeated until the desired size and accuracy of the
mechanism were attained.

3.2. Toluene Sub-Mechanism

The current chemical kinetic model mainly comprises four sub-mechanisms, including
the toluene sub-mechanism, decalin sub-mechanism, n-dodecane sub-mechanism, and
isocetane sub-mechanism (Figure 4).

Figure 4. The major reaction pathways for the JFS kinetic mechanism.
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