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Preface

The discovery of the electromagnetic field is one of the greatest scientific achievements 
of the 19th century. As one of the most important physical phenomena, the electro-
magnetic field extends into most human activities. It is also a fundamental concept  
in modern science and technology, with impacts on manufacturing, medicine, 
 astronomy, meteorology, and many other fields.

In recent decades, there has been rapid development of many new areas of science 
and technology including information and communications technology, microelec-
tronics, optics, and molecular biology. Electromagnetic field theory has been applied 
in such areas as microwave communication, remote sensing, navigation, photon 
detection and imaging, biomedicine, aerospace technology, weather forecasting, and 
so on. Civilian applications are mainly concentrated in such areas as mobile terminals, 
wireless communications, and radio frequency identification technology, while 
military applications involve national security systems and defense equipment, such 
as radar, navigation, satellites, etc. Wherever communication is required (on land, 
under water, in the sky or in space), advanced electromagnetic theory and technology 
are needed. Electromagnetic theory and engineering face increasing challenges with 
the development of many new fields such as millimeter wave and sub-millimeter wave 
technologies, microwave monolithic integrated circuits, smart antennas, portable 
devices, new artificial electromagnetic materials, computational electromagnetics, 
electromagnetic compatibility, terahertz technology and bio-electromagnetics.

This book reviews recent achievements in the theory and application of electro-
magnetism in highly developed sciences and technologies. Three broad aspects are 
considered: new insights into the electromagnetic field; its application in scientific 
research; and its application in technology. Chapter 1 offers new ideas about the 
electromagnetic field in 3-dimensional space. In electromagnetic interactions, the 
magnetic field of the spin and the electrostatic field of charges are studied separately. 
Gravitation is also considered to emphasize the similarity between it and electromag-
netism. Chapter 2 explores the impacts of the new definitions of electric current and 
magnetic flux on the explanation of electromagnetic and photoelectric phenomena; 
also on the proper understanding of the duality confusion and wireless power 
transfer history. As the electric charge and magnetic flux are recognized as forms of 
energy, the ampere can be removed from the SI system. Chapter 3 considers electric 
fields within lightning clouds in atmospheres of different properties. A new concept, 
electric field at the verge of discharge, is introduced, which might be the result of 
two specific charge configurations. By focusing on observation points close to light-
ning clouds, valuable information can be extracted from the structures that produce 
pronounced sinks/sources with large divergences of the electric field. Chapter 4 
discusses the dielectric constant of materials in microwave electromagnetic fields, 
extending Debye relaxation to explain material behaviors. The chapter also describes 
which form should be taken if there is a non-thermal effect upon chemical reactions 
under microwave radiation. Chapter 5 explains two types of electromagnetic power 



IV

consumption found in a complementary metal oxide semiconductor (CMOS) circuit. 
Since the dynamic power consumption is usually significantly higher than its static 
counterpart, some power-saving techniques are suggested, such as reducing the 
supply voltage, clock frequency, clock power, and dynamic effective capacitance. 
Chapter 6 presents a low-power adiabatic CMOS/FinFETs circuit for low-power 
secure logic application. The performance of the proposed circuits is compared with 
that of other circuit topologies available in the literature in terms of speed, power 
consumption and other metrics. The proposed method is proved to be effective in 
optimizing CMOS/FinFETs. Chapter 7 reviews the effects of various external stimuli, 
including electromagnetic fields, on the characteristics of resistive switching devices. 
Different material systems used to manufacture memristors are discussed in detail. 
2D materials have unique electrical, optical and mechanical properties over a wide 
electromagnetic spectral range, opening up opportunities for the development of 
new and efficient devices working with electromagnetic fields.

We hope that the publication of this book heralds a bright future for electromagnetic 
science and technology. We sincerely thank all the authors for their valuable con-
tributions, and for their commitment to the timely completion and updating of the 
chapters. We would particularly like to thank Sara Debeuc, Author Service Manager 
at IntechOpen, for her excellent organization and her coordination work between the 
authors, without which publication of this book could not have been achieved.

With the publishing of this book, we wish for a bright future for electromagnetic 
science and technology.

Hai-Zhi Song
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Chengdu, China
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Chapter 1

Geometrical Aspects of the
Electromagnetic Field
Kostadin Trenčevski

Abstract

The space–time is based on space as three-dimensional sphere, space rotations also
as three-dimensional sphere and time which is homeomorphic to the Euclidean three-
dimensional space. There are four basic exchanges among them and four induced
exchanges, which lead to the basic interactions in the nature. This geometrical
approach enables to obtain new viewpoint especially on the basic interactions and
their geometrical interpretations. More attention is devoted to the electromagnetic
interactions, where the magnetic field of the spinning bodies is studied separately
from the electromagnetic field of the charged bodies. It is also considered the
gravitational interaction in order to emphasize the similarities between them and the
properties which separate them.

Keywords: Lie groups, electric field, magnetic field, rotation, time

1. Introduction

The space and time were subject of interest from the old civilizations up to the
present time. They were separated many centuries ago. Even in the Newton theory
they are still separated and the time flow was considered as uniform phenomena in the
universe. Remarkable approach in understanding the space and time was done by the
well known scientist and philosopher Roger Boscovich (1711–1787), who was not well
understood at that time. He made distinction between the real space–time and the
space–time according to our observations (Ref. [1]). More than one century before the
Special Relativity, he wrote that there does not exist an absolute space in rest, i.e.
about the relativity among the moving systems.

Basic argument in the Spacial Relativity is the assumption that there does not exist
strong distinction between the space and time, which is obvious from the Lorentz
transformations. In the recent references this idea was generalized between the space
(S), space rotations (SR) and the time (T) [2–6]. For each small body besides its three
spatial coordinates, can be jointed also three degrees of freedom about its rotation in the
space and also three degrees of freedom for the velocity of the considered body. The
basic assumption is that these six degrees of freedom are of the same importance as the
basic three spatial coordinates and so they can be considered as dimensions. The spaces S
and SR are both homeomorphic to S3 and can be considered as the group of quaternions
with module 1, which is locally isomorphic to SO 3, ℝð Þ. Note that if the space SR is not
admitted, we would not be able to turn. The time T is homeomorphic to ℝ3, and if it is
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not admitted, everything would be static. Each two of these three sets may interfere
analogously to the space and time in the Special Relativity.

It is deduced in Refs. [2, 3] that the general form of three-dimensional time of one
point is given by

ntþ v� r
c2

, (1)

where t is the 1-parameter time, n is the unit vector of its velocity, v is its velocity
and r is the radius vector of the considered point. The last term gives possibility for a
new view of the quantum mechanics, where the quantization of the angular momen-
tum is indeed quantization of the three-dimensional time.

The group of Lorentz transformations O↑
þ 1, 3ð Þ is known to be isomorphic to the

complex Lie group SO 3, ℂð Þ. If we consider this complex group as a Lie group of real
6� 6 matrices, then that group is the required Lie group which connects the spaces S
and T. This Lie group of 6� 6 transformations has Lie algebra consisting of matrices
of type

X Y
�Y X

� �
, (2)

where X and Y are antisymmetric 3� 3 matrices. This temporal Lie group is
denoted by Gt. Moreover, in Ref. [4] the Lorentz transformations are converted as
transformations S� T ! S� T via the Lie group Gt.

The Lie group which connects the spaces S and SR has Lie algebra which consists of
matrices of type

X Y
Y X

� �
, (3)

where X and Y are antisymmetric 3� 3 matrices. This Lie group is generated by
the following six matrices of type

1 0 0 0 0 0

0 cosψ 0 0 0 sinψ

0 0 cosψ 0 � sinψ 0

0 0 0 1 0 0

0 0 sinψ 0 cosψ 0

0 � sinψ 0 0 0 cosψ

2
666666664

3
777777775
,

(translation along the x-axis)

cosψ 0 0 0 0 � sinψ

0 1 0 0 0 0

0 0 cosψ sinψ 0 0

0 0 � sinψ cosψ 0 0

0 0 0 0 1 0

sinψ 0 0 0 0 cosψ

2
666666664

3
777777775
,

2
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(translation along the y-axis)

cosψ 0 0 0 sinψ 0

0 cosψ 0 � sinψ 0 0

0 0 1 0 0 0

0 sinψ 0 cosψ 0 0

� sinψ 0 0 0 cosψ 0

0 0 0 0 0 1

2
666666664

3
777777775
, (4)

(translation along the z-axis)

1 0 0 0 0 0

0 cosψ sinψ 0 0 0

0 � sinψ cosψ 0 0 0

0 0 0 1 0 0

0 0 0 0 cosψ sinψ

0 0 0 0 � sinψ cosψ

2
666666664

3
777777775
,

(rotation around the x-axis)

cosψ 0 � sinψ 0 0 0

0 1 0 0 0 0

sinψ 0 cosψ 0 0 0

0 0 0 cosψ 0 � sinψ

0 0 0 0 1 0

0 0 0 sinψ 0 cosψ

2
666666664

3
777777775
,

(rotation around the y-axis)

cosψ sinψ 0 0 0 0

� sinψ cosψ 0 0 0 0

0 0 1 0 0 0

0 0 0 cosψ sinψ 0

0 0 0 � sinψ cosψ 0

0 0 0 0 0 1

2
666666664

3
777777775
, (5)

(rotation around the z-axis),
where ψ is an arbitrary parameter. This is space group which connects the spaces S

and SR and is denoted by Gs. The group is isomorphic to the spin group Spin(4) [7].
Analogously as the speed of light is a coefficient of proportionality between the

length and the time, in case of the spaces S and SR we have the following situation.
The elements of the space S are measured in length while elements of spatial rotations
SR are measured in angles. Consequently there exists a local constant as a coefficient
of proportionality between S and SR. This local constant is called radius of range R. It
depends mainly of the mass of the particles, galaxies and the universe. Now the
connection between SR and T is determined, and the group which connects the spaces

3
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SR and T is the temporal group Gt. The radius of range is of the same importance as
the velocity of light, which is a coefficient of proportionality between the spaces S and
T. While the Lorentz transformations tend to Galilean transformations for small
velocities, if the radius of range is close to infinity, then the group Gs tends to the
affine group of translations and rotations in the Euclidean space.

The three-dimensional time was investigated also by another authors, for example
in Refs. [8–15].

2. Basic four exchanges among the spaces S, SR and T

The spaces S, SR and T are not separated. Analogously as there does not exist a
strong distinction between the space and time in the Special Relativity, there exist
similar exchanges in this case. In [16] are given four basic exchanges and four gener-
alizations of them. Let the elements of the spaces S, SR and T are denoted respectively
by s, r and t. The basic four cases are presented on Figure 1 and they are

1: r ! s, 2: s ! r, 3: r ! t, 4: s ! t: (6)

Here the notation x ! y denotes that if there is a constraint of x∈X, then it
converts into y∈Y. The composite exchanges s ! r ! t and r ! s ! t are also admit-
ted, while the exchange of type x ! y ! x is not admitted because we may not return
back to x, if x was constrained previously. The exchanges t ! s and t ! r are not
admitted, because it is impossible to constraint the time. For example, we can not
conduct the speed of time without constraints of S and SR. Since the exchange s !
r ! s is not possible, the case 3. must be of type s ! r ! t, and since the exchange r !
s ! r is not possible, the case 4. must be of type r ! s ! t.

The second case s ! rð Þ means that if the space displacement is constrained
(completely or partially), then it induces a spatial rotation. It can be interpreted if we
consider a rigid body, which moves with a velocity v. Assume that one point O of the
rigid body is constrained to move. Then the body will start to rotate around the point
O. Each point P of the body intends to rotate with angular velocity wP. This means
that the case s ! r occurs. However, the rigid body will rotate globally with an
averaged angular velocity <w> , and it depends on the distribution of the mass. So at
the point P the angular velocity wP � <w> is constrained. It will cause a change of
the speed of time if wP � <w> 6¼ 0, and this is the third case r ! t.

The first case r ! s means that if the rotation is not permitted, then the particles
will be displaced, which is the induced spin motion. This induced spin velocity, or
shortly spin velocity, was considered in some previous papers, for example in [17]. Let
a solid body moves including some rotations, then each particle intends to rotate
according to its spatial trajectory. But that rotation is often constrained (completely or

Figure 1.
Spaces S, SR and T and the possible exchanges between them.

4
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partially), because we consider a solid body, and the particles of the body do not have
freedom to rotate as they intend to rotate. So, the constrained space rotation induces
the spin velocity. This is the reason for circular motion of the spinning bodies when
they rotate on a horizontal plane or in free fall motion. Moreover, the spin velocity of
the Earth is considered in Ref. [17], and as a consequence the change of the Earth’s
angular velocity with period of 6 months was deduced with accuracy 5%, compared
with the measurements. In the recent Ref. [6] the spin velocity is determined via the
curvature and torsion of the trajectory of the considered particle.

The spin velocity is non-inertial and it will be denoted by capital letter V in order to
distinguish from the classical inertial velocity v. The main property of the inertial
velocities is that temporal axes are inclined, i.e. no-parallel, analogously as the temporal
axes are mutually non-parallel in case of two mutually moving inertial coordinate
systems. It is also important that if a coil moves with spin velocity in magnetic field,
there will not appear an electromotive force, because for electromotive force it is
necessary to have inertial velocity between the magnetic field and the coil. Indeed, the
spin velocity means simply displacement in the space and there does not appear change

of speed of time by the coefficient
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� V2=c2

q
. But, if the spin velocity is constrained

completely or partially, then the constrained part converts into inertial velocity

v ¼ �V=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ V2=c2

q
, which is indeed the fourth case s ! t. This velocity v can be non-

observable, but it is important that the speed of time is changed at that position. Then
the coil in magnetic field will produce electromotive force via the inertial velocity.

We give now another important examples of the case 4.
Let a non-rotating small body initially rests with respect to the Earth on infinite

distance. When the body comes at the surface of the Earth, it is not permitted to go
further. This constraint causes time displacement, such that the time will be slower.
More precisely, if the velocity at the surface is equal to v, then the constraint for the

space displacement will induce slower time for coefficient λ ¼
ffiffiffiffiffiffiffiffiffiffiffi
1� v2

c2

q
and this is the

case 4 (s ! t). Using that v≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2GM=R

p
, the time on the surface of the Earth is slower

for coefficient λ≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2GM

Rc2

q
≈ 1� GM

Rc2 , which is also well known from the General

Relativity up to approximation of c�2.
In this example it was not important that the particle moved under gravitation. So

let us consider now two charged bodies with charges e1 and e2, masses m1 and m2, and
m2 < <m1. Assume that the second body is not rotating and emits waves with fre-
quency ν0 on infinity distance (Figure 2). If the second body is placed close to the first
body on distance r between their centers and assume that the distance r remains a
constant. In case of free fall motion (if e1e2 <0) the velocity of the second body on

distance r would be
ffiffiffiffiffiffiffiffiffiffiffiffi
�e1e2

2πε0rm2

q
. Then according to the case 4, analogously to the

gravitational case now we have slower speed of time and the new frequency is
given by

Figure 2.
The frequency ν changes when the distance r changes.
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ν ¼ ν0 1þ e1e2
4πε0rm2c2

� �
: (7)

This formula is true also in case e1e2 >0.

3. The induced (extended) four exchanges among the spaces S, SR and T

The basic cases 1-4 describe the changes of the positions, rotations and temporal
coordinates of a chosen particle in case of some constraint. The induced four
exchanges, will be denoted by 1*, 2*, 3*, and 4* and they are analogous to the cases 1-4
respectively. In cases 1*-4* we need to describe the fields which appear in case of
constraints and to describe the interactions between the particles. Now the basic role
play the group structures, especially their non-commutativity. As a consequence some
interactions appear in these cases. The non-commutativity leads to some angles. They
are functions of the spatial coordinates, and so instead of differentiation by t we
should apply the operator rot. Half of this quantity is admitted, and half is not
admitted. That half which is not admitted will be converted into acceleration by
multiplication by a constant K. This principle of admitted and unadmitted angular
velocities is general and further in each section it will be used. It is shown and
supported by the following example.

Example 1. Let us consider the vector field v x, y, zð Þ ¼ �yw, xw, 0ð Þ. Since
rotv ¼ 0,0,2wð Þ, obviously half of it is admitted as angular velocityw ¼ 0, 0, wð Þ, and
the other half which in not admitted converts into space displacement, which is
observed as centripetal acceleration ax, ay, az

� � ¼ v� �wð Þ. These two effects do not
occur simultaneously, but they change permanently in a very short interval Δt as a
process of discretization, because these two effects are mutually dependent: in the
first time interval Δt the body rotates around its axis with angular velocity 2w, in the
next interval Δt it falls toward the center with centripetal acceleration v� �2wð Þ, and
it periodically repeats. So, we observe that the average angular velocity is 0, 0, wð Þ,
and the average centripetal acceleration is v� �wð Þ.

In the cases 1* and 2* we should not use the Lorentz transformation and should not
use the operator ∂=∂t. The time exists in these cases, but caused by another external
reasons and it should not be actively used. The motions in these two case are analo-
gous to the induced spin motions.

The cases 3* and 4* lead to the electromagnetic and gravitational interactions. They
are more sophisticated interactions and will be considered in more details in the next
sections. It is convenient to consider the gravitation together with the electromagnetic

Figure 3.
The strong interaction is a consequence of non-commutativity of translations for the vectors d and a, b, cð Þ in
S� SR.
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interaction because we need to emphasize the similarity and also where these two
interactions differ. To the end of this section we give a brief view of the case 1*.

Let us consider two nucleons with masses m1 and m2, momentums of inertia I1 and
I2, radiuses of range R1 and R2, and centers at O1 and O2 (Figure 3). If X is arbitrary

point of the second nucleon, then the composition of the translations for vectors d ¼
O1O2
���!

and O2X
��! ¼ a, b, cð Þ is non-commutative in the Lie group Gs and contains also a

rotation for an angle. The operator 1
2 rot should be applied and yields [16]

1
2
rotφ ¼ � 1

2
sin

d
R1

� sin d
R2

� R1R2

d2
d
d2

: (8)

Assume that the two nucleons have opposite spins, and assume that the
rotation is constrained (or not admitted). Then the space displacement appears as a
force, if we multiply the previous value by the constant μv20, where μ ¼
m1m2= m1 þm2ð Þ is the reduced mass, which appears in binary systems. The velocity
v0 is a local constant, analogously as the radius of range is a local constant. In case of
the nucleons, this constant is close to c, but at this moment we are unable to prove it.
In the next sections about the cases 3* and 4*, where the time has role, the
corresponding constant takes value c. The force of the second nucleon toward the first
nucleon is equal to

f2,1 ¼ � m1m2v20
2 m1 þm2ð Þ sin

d
R1

� sin d
R2

� R1R2

d3
d
d
: (9)

Assume that the space displacement is constrained (or not admitted). Then it
appears rotation of the two nucleons. The admitted value (8) induces that the two
nucleons also have opposite angular momentums and we determine now the magni-
tude of this angular momentum. This can be obtained by multiplication with
I1I2v0= I1 þ I2ð Þ and hence the required angular momentum is equal to

L ¼ � I1I2v0
2 I1 þ I2ð Þ sin

d
R1

� sin d
R2

� R1R2

d3
d
d
: (10)

The force (9) can be applied for two galaxies and then it avoids collisions between
them, because the forces appear to be also repulsive on some distances.

The following special case, where m2=m1 ≈0, I2=I1 ≈0 and R2 ≈∞, is of special
interest. It means that the second body is much smaller and can be considered as a test
particle. The first body can be arbitrary, for example it can be the massive body at the
center of a galaxy, while the test body can be arbitrary star. If the angular velocity is
constrained, the required space displacement is observed by the acceleration

a ¼ � sin
d
R
� v

2
0R
2d2

d
d
, (11)

where the local constant v0 is much smaller compared with that constant in case of
the nucleons. If the space displacement is constrained, then we obtain the angular
velocity

w ¼ � sin
d
R
� v0R
2d2

d
d
: (12)

7

Geometrical Aspects of the Electromagnetic Field
DOI: http://dx.doi.org/10.5772/intechopen.107069



The angular velocity (12) is the reason that the ecliptic plane of planetary orbits is
rotated with respect to the galactic plane. The acceleration (11) has important role for
the motion of the stars in the galaxies such that we do not need to introduce dark
matter and to bind the stars on a distance at most πR, where the acceleration is
attractive [16].

It is interesting that R. Boscovich in his Ref. [1] considered also four basic cases
between the space and time which are related to one point and analogous to them also
four cases which are related for several points. He also comments which combina-
tions, i.e. compositions among these cases are possible and which are not possible.
There is an interesting analogy between his comments and the results in this Chapter
based on the Lie groups and their properties.

4. Magnetic fields of the spinning bodies

First we give the following preliminaries about the magnetic fields. While in case
of gravitation and inertial forces we have motion in the space S� T, the electromag-
netic interaction occurs in the space SR� T where the antisymmetric matrix Fij

consisting of electric and magnetic field behaves as a tensor in 3 + 1 = 4 dimensions or
alternatively in 3 + 3 = 6 dimensions. But however, we observe motion and angular
velocity of the charged particles in the observable S� T space. If E ¼ 0, according to
Ref. [18] or (38), the observed angular velocity is equal to Ω ¼ e

mcH, wherem and e are
the mass and the charge of the electron or the considered charged body. This formula
assumes that the density of mass is proportional to the density of charge at each point.
This is satisfied in case of the electron. But in case of proton and neutron these two
densities are no globally proportional, and so there appear the factors gp ≈ 2:792 and
gn ≈ � 1:913 in front of e

mcH.
Further let us consider again the case r ! t. If the angular velocity of the electron

may take arbitrary value Ω, i.e. it is not constrained, then an electron in magnetic field
would move with a constant velocity vð Þ and should rotate with the angular velocity
Ω ¼ e

mcH. The force e
cv�H as a part of the Lorentz force would disappear. Assuming

that the unadmitted angular velocity is Ω ¼ e
mcH for E ¼ 0, then according to the

acceleration v�w, i.e. “temporal part” of the Coriolis acceleration, we obtain that the
induced displacement is caused by the force

f ¼ m �Ωð Þ � v ¼ m
�e
mc

H� v ¼ e
c
v�H: (13)

So, as a consequence of the case r ! t we obtain the Lorentz force in magnetic
field. Now the general formula for the Lorentz force in case of arbitrary electromag-
netic field is a consequence of the Lorentz covariance of the Lorentz force among the
inertial coordinate systems.

Indeed the magnetic field H manages partially to rotate the charged particles. The
charge e may be defined as a coefficient of proportionality between the unadmitted
angular velocity Ω and H= mcð Þ, which are collinear.

Finally we can resume the following. A charged body in a magnetic field H should
rotate with angular velocity Ω ¼ e

mcH. On the other hand, the Lorentz force is a conse-
quence of the argument that the unadmitted angular velocity of the charged body is the
reason of the existence of the Lorentz force. If we assume that the unadmitted angular
velocity is also Ω ¼ e

mcH, we obtain in (13) a satisfactory result. Hence we come to the
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conclusion that both admitted and unadmitted angular velocity are equal to Ω ¼ e
mcH.

So the total angular velocity (admitted and unadmitted) is equal to

Ωt ¼ 2e
mc

H: (14)

In order to study the magnetic field of the spinning bodies, it is necessary to refer
to the precessions of gyroscopes. In Refs. [18–20] the precessions in case of Gravity
Probe B (GPB) experiment were considered. The total precession (geodetic precession
and frame dragging) of the gyroscope with respect to the chosen coordinate system is
deduced to be

Ωgyr ¼ 2
X
a

v� vað Þ � ∇
Gma

rac2
�
X
a
G Ja � 3n̂a n̂a � Jað Þ½ �=r3ac2, (15)

where a ¼ 1,2,3,⋯ denotes the a-th celestial spherical and homogeneous body
which causes this precession, v denotes the velocity of the observer, va denotes
velocity of the barycentre of the a-th celestial body, Ja is its angular momentum, ma is
its mass, ra is the distance from it to the observer, and n̂a is the unit radial vector to the
gyroscope. In non-integrated form this angular velocity is given by

Ωgyr ¼ 2
X
i

v� uið Þ � ai
c2

, (16)

where ai is the acceleration toward the i-the particle and ui is the velocity of the i-
th particle. The coefficient “2” is analogous to the coefficient “2” in case of Coriolis
force, i.e. half of this value corresponds to the changes in the space and other half
corresponds to the changes in time. According to Ref. [20] it also appears a precession
of the local coordinate system close to the massive bodies, which in non-integrated
form is given by

Ωlcs ¼ 1
2

X
i

v� uið Þ � ai
c2

: (17)

It is analogous to the Thomas precession. The precession (17) leads to apparent
precession of the celestial bodies on the sky. It is necessary to consider this preces-
sion, because otherwise the total precession (geodetic plus frame dragging) would
not be Lorentz covariant. This precession is unknown for the General Relativity.
C.M. Will in his book ([21], p. 95) noticed that the term for the frame dragging
deduced in General Relativity is not Lorentz covariant, but he did not offer any
solution of the problem.

Analogously to (17), in integrated form this precession is given by

Ωlcs ¼ 1
2

X
a

v� vað Þ � ∇
Gma

rac2
� 1
4

X
a
G Ja � 3n̂a n̂a � Jað Þ½ �=r3ac2: (18)

The precessions (15) and (18) have basic theoretical role, but in case of experi-
mental measurements, as GPB experiment, it is measured the relative precession of
the gyroscope (15) with respect to the local coordinate system (18), i.e. it is measured
their subtraction
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Ωrel ¼ 3
2

X
a

v� vað Þ � ∇
Gma

rac2
� 3
4

X
a
G Ja � 3n̂a n̂a � Jað Þ½ �=r3ac2: (19)

So the geodetic precession now remains the same as in case of the General Relativ-
ity, while the precession of the frame dragging is 25% less than the value from the
General Relativity.

The relative precession (19) is confirmed by the GPB experiment according to the
following comments.

geodet. Prec. (mas/yr) frame drag. (mas/yr)

gyroscope 1 �6588:6� 31:7 �41:3� 24:6

gyroscope 2 �6707:0� 64:1 �16:1� 29:7

gyroscope 3 �6610:5� 43:2 �25:0� 12:1

gyroscope 4 �6558:7 � 33:2 �49:3� 11:4

predict. From GR �6606.1 �39.2

predict. From (19) �6606.1 �29.4

The final results from the measurements of the geodetic precession and the frame
dragging are given by the previous table published in [22]. In the last row now for
comparison it is added the prediction according to Eq. (19). There is no doubt about the
formula for the geodetic precession, which is�6606.1 mas/yr. The third gyroscope gives
the most close result to this value. It means that it has the best of the required perfor-
mances, for example it should be homogeneous and spherical body. So it is naturally to
expect that this gyroscope gives the most precise results about the frame dragging. The
measured value for the frame dragging is �25:0� 12:1ð Þ mas=yr and it is closer to the
prediction of �29.3 mas/yr according to Eq. (19), than the prediction from the General
Relativity, which is �39.2 mas/yr. So, the GPB experiment confirms the precession (18),
which will be essential in deducing the magnetic field of the spinning bodies.

Now we are ready to deduce the magnetic field of the spinning bodies. It is
analogous to the deduction of the spin velocities. Let us consider separately local
coordinate systems for all particles of the Earth, or arbitrary spinning celestial body.
We use the previous formulas where the celestial bodies are the atoms of the spinning
body (Earth) as micro celestial bodies. Using that the particles of the a-th celestial
body move with average velocity va of the barycentre of that celestial body, and using
that Ja ≈0 for each such small particle, i.e. its self angular momentum is almost 0,
according to (18) we obtain that each local coordinate system intends to rotate with
average angular velocity 1

2

P
a v� vað Þ � ∇ Gma

rac2
. But globally, all local coordinate sys-

tems rotate with the same angular velocity (18), because the Earth is a solid celestial
body. So for each local coordinate system the non-inertial constrained angular velocity
is � 1

4

P
aG Ja � 3n̂a n̂a � Jað Þ½ �=r3ac2. Half of the corresponding inertial angular velocity,

which is with opposite sign, will be admitted although non-observable, and the other
half of the inertial angular velocity from the spatial part is non-admitted and it induces
magnetic field. Hence the magnetic field of the Earth is a sum of large number of such
small magnetic fields caused by each particle of the Earth. In order to determine the
magnetic field, the angular velocity 1

4

P
aG Ja � 3n̂a n̂a � Jað Þ½ �=r3ac2 should be multiplied

by m= 2eð Þ according to (14). Here m is the mass of each particle of the Earth and e is
the charge which “corresponds” to m.
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The quotient m=e we chose to be the universal constant 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πε0G

p
, such that

Gm2=R2 ¼ e2= 4πε0R2� �
, i.e. the Newton force is equal to the Coulomb force up to the

sign. Hence the magnetic field measured from arbitrary inertial coordinate system is
given by H ¼ cB, where

B ¼ �G
8c2r3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πε0G

p J� 3n̂ n̂ � Jð Þ½ �: (20)

Let the spinning axis is chosen as z-axis and if we put n̂ ¼ cosφ, 0, sinφð Þ, then

B ¼ �J
ffiffiffiffi
G

p

8c2r3
ffiffiffiffiffiffiffiffiffiffi
4πε0

p �3 cosφ sinφ,0,1� 3 sin 2φ
� �

: (21)

If r is a constant, for example r is radius of the Earth, then

B ¼ ∣B∣ ¼ J
ffiffiffiffi
G

p

8c2r3
ffiffiffiffiffiffiffiffiffiffi
4πε0

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3 sin 2φ

q
: (22)

The calculations lead to the following values: 0.295G on the equator (φ ¼ 0) and
0.59G on the poles (φ ¼ π=2), which fits with the measured values.

This magnetic field is the same in arbitrary inertial coordinate system. So, this
magnetic field may not be a part of electromagnetic tensor field. It means that in a
moving coordinate system with arbitrary velocity close to the Earth an electric field E
will not appear, and electromotive force can not be obtained.

The previous conclusion is deduced if the spinning body (Earth) is electro-neutral
body. If there are some free electrons on the Earth and inside, since they are rotating
together with the Earth they will produce a small quantity of magnetic field, and this
magnetic field may be part of tensor of electromagnetic field, because it is caused by
charged particles. The telluric current is not caused by the geomagnetic field, but from
the electrostatic properties of the Earth, atmosphere and solar radiation.

In general case, as we will see in the next section, the electromagnetic field is a
consequence of 3*. Hence the magnetic field of spinning bodies belongs to the case 3*.
It is a specific case because the produced magnetic field can not be a part of the tensor
of the electromagnetic field and consequently there is no magnetic induction.

At the end of this section let us return to the admitted half of the inertial angular
velocity 1

4

P
aG Ja � 3n̂a n̂a � Jað Þ½ �=r3ac2. Although this admitted half is constrained in

case of the Earth, it is not constrained for the gyroscope. So, the coefficient �1 from
(15) becomes now �1þ 1

8 ¼ � 7
8, and hence the coefficient � 3

4 from (19) becomes � 5
8.

The new prediction for the frame dragging is now �39:2� 5
8 ¼ �24:5 mas=yr, which

almost the same with the average measured value �25 mas/yr for the third gyroscope.

5. Electromagnetic fields of the charged bodies

Let us return to the Eq. (7) with the same notations. Then the first charged body
rotates the second charged body. We assume as an Axiom 1 that the angle of rotation
is equal to (Figure 4)

θ
! ¼ e1e2

4πε0r2m2c2
r, (23)
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where r ¼ x, y, zð Þ is the radius vector from the center of the first charged body
toward the second body. This axiom will be used for deriving the Coulomb’s force. So,
this geometrical assumption gives us a more fundamental understanding of the charge
as a physical phenomena.

Let us consider two charged particles with centers at O1 and O2 and let X be a close
point of O2 of the second particle with radius vector xþ a, yþ b, zþ cð Þ, where a, b,
and c are small quantities of length. We can use again the Figure 3, although it was
related for strong interaction. Then it causes displacement of the point X by the vector
θ x, y, zð Þ

r � xþ a, yþ b, zþ cð Þ ¼ θ x, y, zð Þ
r � a, b, cð Þ, and it corresponds to angle

θ x, y, zð Þ
r2 � a, b, cð Þ.
This is a consequence since the matrices of Lorentz boosts in general do not

commute with the matrices of rotation from Section 1. Moreover, we can use Galilean
transformations instead of Lorentz transformations and choose the coordinate system
such that the angle of rotation is 0, 0, θð Þ and obtain

cos θ � sin θ 0 0

sin θ cos θ 0 0

0 0 1 0

0 0 0 1

2
666664

3
777775

1 0 0 a

0 1 0 b

0 0 1 c

0 0 0 1

2
666664

3
777775

cos θ � sin θ 0 0

sin θ cos θ 0 0

0 0 1 0

0 0 0 1

2
666664

3
777775

�1 1 0 0 a

0 1 0 b

0 0 1 c

0 0 0 1

2
666664

3
777775

�1

≈

1 0 0 a0

0 1 0 b0

0 0 1 c0

0 0 0 1

2
666664

3
777775
,

where a0, b0, c0
� � ¼ 0, 0, θð Þ � a, b, cð Þ.

The unadmitted translation leads to the Coulomb’s acceleration/force

a ¼ c2

2
rot θ

x, y, zð Þ
r2

� a, b, cð Þ
� �

¼ θc2
x, y, zð Þ
r2

¼ e1e2
4πε0r3m2

x, y, zð Þ, (24)

f ¼ e1e2
4πε0r3

x, y, zð Þ: (25)

Hence the electric field caused by the first charged body is

E ¼ e1
4πε0r3

x, y, zð Þ: (26)

Since the angle of rotation observed orthogonally to the plane of the angle, remains
unchanged, the charge remains unchanged in all inertial coordinate systems.

Figure 4.
The second charged particle is rotated by the first charged particle (and vice versa).
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The special case when e2=m2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πε0G

p
is of special interest. Then (23) leads to

θ ∗ ¼ e
ffiffiffiffi
G

p
ffiffiffiffiffiffiffiffiffiffi
4πε0

p
rc2

, (27)

and the corresponding acceleration is given by

a ∗ ¼ e
ffiffiffiffi
G

p
ffiffiffiffiffiffiffiffiffiffi
4πε0

p
r3

x, y, zð Þ: (28)

This is extremely small acceleration. If we compare the acceleration of the electron
toward arbitrary charged particle, the acceleration (28) is smaller for coefficient

me

e

ffiffiffiffi
G

p

4πε0ð Þ3=2
¼ 4:8994 � 10�22: (29)

We introduce now Axiom 2, which will be used for deriving the Biot-Savart law.
This axiom states that any elementary particle (not composite) with mass m has
charge e such that

∣e∣ ≥m
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πε0G

p
, (30)

i.e.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πε0G

p
is the minimal possible value for the quotient e=m. This axiom does not

refer to composite particles, and also arbitrary electro-neutral particle should contain
both electro-positive part and electro-negative part. This constraint is analogous to the
constraint ∣v∣ ≤ c. The local coordinate system, considered as local frame, can be
treated as a border case: m ¼ 0, e ¼ 0 and e=m ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πε0G
p

. So, (27) and (28) can be
written as θlcs ¼ e

ffiffiffi
G

pffiffiffiffiffiffiffi
4πε0

p
rc2 and alcs ¼ e

ffiffiffi
G

pffiffiffiffiffiffiffi
4πε0

p
r3 x, y, zð Þ. The Axiom 2 is in accordance

with the previous section, where we used the universal constant 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πε0G

p
for the

quotient m=e.
If the charged particle moves with velocity u, then we have angular velocity

wlcs ¼ u� e
ffiffiffiffi
G

p
ffiffiffiffiffiffiffiffiffiffi
4πε0

p
r3c2

x, y, zð Þ, (31)

which is rather different than (17). Here it is used that the acceleration together
with the components of the angular velocity multiplied by c form a tensor ϕij, which is
analogous to the tensor of the electromagnetic field Fij. Indeed it is an antisymmetric
tensor since it is the Lie algebra of Gt as 4� 4 matrix group with imaginary temporal
coordinate. Analogously to the deduction of the magnetic field of the spinning bodies,
now we should multiply this angular velocity by the universal constant
m=e ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πε0G

p
, and obtain the Biot-Savart law (33). Moreover, since ϕij is a tensor,

�v�w is acceleration, which in electromagnetism means that �vð Þ � H
c is electric

field. So, for a charged body in electric field E and magnetic field H, in local system
where the charged body rests, appears also an electric field v

c �H and we obtain the
Lorentz force

f ¼ e Eþ v
c
�H

� �
: (32)
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This is the case 3*, because the non-compatibilities arising from the space rotations
in the temporal group SR� T (Gt) lead to some changes in the same space SR� T,
which is observed as Coulomb’s force and Lorentz force. The electromagnetic tensor
field Fij in the Lie group SR� T, plays the main role among the inertial coordinate
systems.

At the end of this section we give also a deeper view of the electromagnetic field by
returning to the gyroscopes. Let us consider a charged particle with massm and charge
e and let us find the magnetic field caused by the angular velocity (16). Half of it is
admitted and the other half is non-admitted and it causes the required magnetic field.
It means constraint of both geodetic precession and frame dragging. While the coef-
ficient m=e was universal constant when it was applied to (18), in this case m=e is
determined by the mass and charge of the considered charged particle. The magnetic
field appears, because for the charged particles, it is not admitted to rotate completely.
In order to simplify the calculation, we consider only one body (a ¼ 1) with point
mass m, charge e and hence J ¼ 0. First let us consider the border case e=m ¼ 1ffiffiffiffiffiffiffiffiffiffi

4πε0G
p .

Analogously to the previous section, first we multiply the Eq. (16) by 1
2

1ffiffiffiffiffiffiffiffiffiffi
4πε0G

p and
replace v ¼ 0 because we measure the magnetic field with respect to us. Further in
general case, for arbitrary mass and charge, using the proportionality B � e, the
Eq. (16) should additionally be multiplied by e

m
1ffiffiffiffiffiffiffiffiffiffi

4πε0G
p . It means that in the last two

steps the Eq. (16) is multiplied by 1
2

e
m

1
4πε0G

, and hence it becomes

B ¼ H
c
¼ u� ∇

e
4πε0rc2

, (33)

which is the Biot-Savart law. So the Biot-Savart law is a consequence from con-
straint in angular velocity of the body with electric charge e. If we have electric and
magnetic fields E and H, having in mind the formula (33) and Ω ¼ e

mcH (when E = 0),
its generalization leads to

Ω ¼ e
mc

H� 1
c
v� Eð Þ

� �
: (34)

Note that while the magnetic field of the spinning bodies was obtained from
Eq. (17), the Biot-Savart law was obtained from Eq. (16). Analogously as in case of
GPB experiment where the subtraction Ωgyr � Ωlcs was measured, here the measurable
magnetic induction can be obtained from the subtraction of the magnetic inductions
(20) and (33).

6. Gravitation and general equations of motions

Although the gravitation is well studied phenomena, nowwe explain the mechanism
of the attraction. The gravitation field caused by amassM induces that on distance r from
the center the lengths seem to be larger for the coefficient 1þ γ GM

rc2 , if the terms of order
c�4 and smaller are neglected. Here γ is the known PPN parameter and takes value 1.

Let us consider a body with massM and center at point O, and let us consider also a

test body with negligible mass and center at A and radius vector OA
�! ¼ x, y, zð Þ. Let B

be a close point to A of the test body with radius vector OB
�! ¼ xþ a, yþ b, zþ cð Þ,
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where a, b, and c are small quantities of length (Figure 5). The vector product of
almost unit vectors

x, y, zð Þ
r

and
xþ a, yþ b, zþ cð Þ

r
,

where r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
, leads approximately to the angle

∠AOB ¼ x, y, zð Þ
r

� xþ a, yþ b, zþ cð Þ
r

: (35)

The vector a, b, cð Þ, far from the massive bodies is observed as

a 1þ γ
GM
rc2

� �
, b 1þ γ

GM
rc2

� �
, c 1þ γ

GM
rc2

� �� �

and instead of (35) we have the angle

∠AOB0 ≈
x, y, zð Þ

r
� xþ a 1þ γGM

rc2
� �

, yþ b 1þ γGM
rc2

� �
, zþ c 1þ γGM

rc2
� �� �

r
: (36)

The subtraction between the vectors (35) and (36) is given by

∠BOB0 ¼ γ
GM
rc2

yc� zb, za� xc, xb� yað Þ
r2

:

Half of this angle is admitted and the other half is not admitted. The unadmitted
half induces acceleration given by

g ¼ γ
c2

2
rot∠BOB0 ¼ �γc2

GM
rc2

x, y, zð Þ
r2

,

i.e.

g ¼ �γr
GM
r3

: (37)

Now we are able to explain why the two different deductions of the Biot-Savart
law from the previous section led to identical result. It is sufficient to consider only the
special case when e=m ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πε0G
p

and to prove that the gravitational acceleration a

Figure 5.
Observation of lengths in gravitational field.
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from (16) is identical with the Coulomb acceleration. So, we need to prove that the
gravitational acceleration agrav ¼ c2

2 rot∠BOB
0 from (37) is identical with the Coulomb’s

acceleration ael ¼ c2
2 rot θ x, y, zð Þ

r2 � a, b, cð Þ
� �

from (24), neglecting the terms of

order c�4. Indeed it is easy to verify that ∠BOB0 ¼ θ x, y, zð Þ
r2 � a, b, cð Þ neglecting the

terms of order c�4. This argument makes the Axiom 1 more evident.
Shortly we discuss what happens with the admitted half of the angle ∠BOB0. It

leads to the total precession of the gyroscopes known as geodetic precession and frame
dragging. It is analogous to the magnetic field in case of the electromagnetism. For
example the geodetic precession is given by Ω ¼ � 3

2 v� að Þ=c2. The coefficient 3/2
now is not the same with 1 in case of the magnetitic field, because the coefficient 3/2
includes the PPN parameter γ ¼ 1, while in case of the electromagnetism γ ¼ 0,
because the rotation caused by the charged bodies does not changes the Euclidean
metric g11 ¼ g22 ¼ g33 ¼ 1.

There are two different approaches for the equations of motion: (i) The motion of
the particles is according to the metric of the massive body and (ii) the metric caused
by the massive body should not be used for motion of the particles. The first approach
is widely used in the General Relativity. The second approach is proposed by Logunov
[23]. It is also used in [24] and there for equations of motion is used a spin connection
in the space–time. It is based on the antisymmetric tensor ϕij with respect to the
Lorentz transformations, which can be used now. We mentioned that it is analogous
to the tensor of electromagnetic field, where instead of electric field we have acceler-
ation and instead of magnetic field we have angular velocity multiplied by c. So, this
approach is analogous to the electromagnetism, and this connection can be used also
for rotating systems. Moreover, in [18] the equations of motion are converted into
high-dimensional space–time. Using the gravitational acceleration and the Lorentz
covariance, the precession (16) occurs.

The change of the metric for the time in case of electromagnetism is obvious from
(7), but in case of electromagnetism we do not use the metric for motion of the
charged bodies. On the other hand the experience shows that the metric in gravitation
can be used for equations of motion. It occurs because the force in gravitation is
proportional to the mass, but not with the charge as in electromagnetism.

This is the case 4*, because the non-compatibilities arising from the lengths in the
temporal group S� T, i.e. Gt, lead to some changes in the same space S� T, which is
observed as gravitational force and precessions (geodetic precession and frame drag-
ging). The gravitational force is very close to the inertial forces, and so in the General
Relativity the Equivalence Principle was introduced.

Having in mind the previous comments we present now the equations of motions
and precessions in case of gravitation, and on the other hand they can be used for
motions and precessions of the charged particles in electromagnetic field. It refers to
test bodies with negligible mass. The following equations of motion are done with
respect to the three-dimensional time and they are in agreement of the gravitational
experiments known from the General Relativity. The general 3� 3 complex matrix
equation for motion and precession of test particles is given by

d exp iAþ Cð Þ � exp �iA� Cð Þð Þ
ds

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p Sþ v
c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p � S, (38)

whereA is antisymmetric 3� 3matrixwhich corresponds tomotionwith velocity, i.e.
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eiA ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2

c2

r
1 0 0

0 1 0

0 0 1

2
664

3
775� 1

1þ γð Þ c2 � v2ð Þ

v2x vxvy vxvz

vxvy v2y vyvz

vxvz vyvz v2z

2
664

3
775�

� i

c

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2

c2

r
0 vz �vy

�vz 0 vx

vy �vx 0

2
664

3
775,

C is antisymmetric 3� 3 matrix which corresponds to space rotation, i.e.
Ω ¼ dC=dt, ds ¼ cdt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p
, and v is 3-vector of velocity. The matrix S is defined

by S ¼ QTϕQ, where the tensor ϕ as a complex 3� 3 matrix is given by

ϕ ¼

0
wz

c
� i

az
c2

�wy

c
þ i

ay
c2

�wz

c
þ i

az
c2

0
wx

c
� i

ax
c2

wy

c
� i

ay
c2

�wx

c
þ i

ax
c2

0

2
66666664

3
77777775
: (39)

The matrix Q depends on the relative velocity of the particle with respect to the
source of the field, and becomes I if the relative velocity is 0. It is determined in [18].
The matrix v� S, for each antisymmetric matrix S is defined by
f�1 v� s23, s31, s12ð Þð Þ, where f Lð Þ ¼ L23, L31, L12ð Þ for each antisymmetric matrix L.

The PPN parameter γ has the same role in case of equations of motion (35) as the
matrices Q and QT . Indeed if γ ¼ 1, then the matrices Q and QT should be included
(in case of gravitation) and if γ ¼ 0 (in case of electromagnetism), then Q and QT

should be omitted. This is noticed in [24], where instead of 3� 3 matrices Q is
considered its equivalent 4� 4 matrix P. In case of electromagnetism the matrix S
should be the following

S ¼ � e
mc2

0 Ez þ iHz �Ey � iHy

�Ez � iHz 0 Ex þ iHx

Ey þ iHy �Ex � iHx 0

2
64

3
75: (40)

Then the Lorentz force (32) and the angular velocity of the charged body (34) can
be obtained.

7. Conclusions

This research gives a global view of the interactions in the nature, especially the
electromagnetic. It is based of the non-commutativity of the structural Lie groups Gt
and Gs. The duality is one of the main principle of this model. If the non-inertial
velocity (or angular velocity) is constrained, then it transforms into inertial velocity
(angular velocity), which belongs to the temporal part of the space–time. Also the
admitted and non-admitted quantities are equal. Indeed, both these quantities are
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mutually dependent. It makes the model more abstract, but it leads to satisfactory
results and gives more fundamental view of the interactions. It also gives new view of
the charges, such that a charged particle rotates the other charged particles for a small
angle θ. The magnetic field of the spinning bodies is separated from the electromag-
netic field of the charged particles. It also explains why the charge remains the same
among the inertial systems. This view helps us more clearly to see the similarity
between the electromagnetism and gravitation and also to see where they differ. In
some future research should be considered the electromagnetic waves from this
geometrical viewpoint.
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Chapter 2

Proper Understanding of the
Natures of Electric Charges
and Magnetic Flux
Salama AbdelHady

Abstract

According to an analogy between the laws that characterize the flow of heat,
electric charges, and magnetic flux, and to results of Faraday’s experiments, the
electric charge and the magnetic flux were defined and visualized in previous research
as energy flux in the form of electromagnetic waves (EM) that have electric or
magnetic potentials and that all potentials can be measured by the Volt. The proofs of
such statements will be enlightened in this chapter. Recognizing the nature of electric
charges as energy; the electric current, defined traditionally as the rate of flow of
electric charges would have the unit of power, i.e., Watt. As the ammeter does not
measure the power but measures, according to its definition, the quotient of the
electric power divided by the electric potential, then its unit should be “Watt/Volt.”
So, the ammeter does not measure an electric current if it is defined as the rate of flow
of electric charges. However, the unit “Watt/Volt” of the ammeter’s readings is dis-
tinguished as a unit of a property of the electric field that defines the capacity of the
electric field to allow flow of a definite rate of electric energy by force of a unit of the
electric potential, i.e., by 1 Volt. It will be shown in the presented study that this
capacity measures also the rate of growth of one of the physical properties of the
electric field which is called “entropy.” Hence, the ammeter measures acceptability of
the electric field to the flow of electric power and measures the rate of generation of
entropy, or destruction of exergy of the measured electric field. By analogy between
the electric and magnetic energies, it will be proved that the magnetic fluxmeter
measures also the quotient of the magnetic power divided by the magnetic potential
and its unit “Watt/Volt” represents the rate of entropy generation in the magnetic
field. So, recognizing the electric charge and magnetic flux as forms of energy, the SI
system of units can be modified by deleting the Ampere as unneeded base unit. Such
modification removes, as will be shown, redundancies in the traditional SI system of
units and homogenize the units of thermal, electric, and magnetic fields. This chapter
will present a study of the impacts of the new definitions of electric current and
magnetic flux on proper explanation of phenomena in the field of electromagnetic and
photoelectric effects, on proper understanding of the duality confusion and on the
wireless power transfer that has a long history. At the end of this chapter, it will be
shown how such proper understanding of fluxes leads to proper understanding of the
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nerve impulses and of the techniques of stimulating the neural systems for diagnosis
of diseases of the neural systems.

Keywords: electric charges, magnetic flux, electromagnetic waves, entropy,
thermoelectric effects, fields, quantum mechanics

1. Introduction

While we are reaping the fruits of our progress in electrical and magnetic
engineering in this era, we cannot find clear definitions and units of basic entities in
these sciences as the electric charges and magnetic flux. The electric current is defined
in literature as a stream of charged particles, such as electrons or ions, moving through
an electrical conductor or space [1]. This definition denies the fact that the measured
speed of electrons in good conductors does not exceed 1 cm/second while the velocity
of flow of electric current in conductors or space approaches the speed of light in
addition to the impossibility of flow of electrons or any charged particles through
space. Similarly, magnetic flux is defined in literature as a static region around a
magnet in which the magnetic force exists [1]. This definition also ignores the mean-
ing of the word “flux” as a part of such identity which indicates a dynamic flow of a
flowable entity and not a static region of its effect.

In this study, it will be discussed analogy of laws that characterize the flow of heat,
electric charges, and magnetic flux in addition to results of Faraday’s experiments to
show the common nature of these entities as energy in transfer by the force of their
corresponding potentials [2]. The analogy of the laws governing the flow of heat and
of electric charges is normally applied in simulating the thermal networks by electrical
networks where the potential in both fields is measured by the same unit, Volt, and
their flow is also measured by the same unit, Joule [3]. The success of Faraday in
converting a ray of light into a beam of electric current when passing through an
electric field and converting another ray of light into magnetic flux when passing
through a magnetic field represents a proof of the common nature of all energy fluxes
as EM waves driven by their corresponding potentials [4]. Faraday also discovered the
phenomena of electromagnetic induction where the magnetic flux linked with a closed
coil induces flow of electric charges into another coil [4]. The results of Faraday’s
experiments prove the similarity of natures of the electric and magnetic fluxes as
convertible energies where each flux may replace the other quantitively and qualita-
tively. According to previously explained analogy and analysis, the electric charges
and the magnetic flux can be considered as EM waves which moves independently by
the force of their electric or magnetic potentials as the thermal radiation which moves
independently as EM waves by the force of its own thermal potential [5].

The ammeter is traditionally defined in literature as a device whose reading is
multiplied by the potential difference across a conductor to find the power passing
through such conductor according to the following equation:

Electric Power ð _WÞ ¼ Ammeter0s reading x Potential difference Voltð Þ (1)

Accordingly, the unit of the ammeter’s reading is Watt/Volt. Recognizing the
electric charge as energy, according to the previous analysis, then the unit of its rate of
flow should be Joule/sec or Watt. If the ammeter measures the electric current,
traditionally defined as the rate of flow of charges, its unit should be the Watt. Such
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unit determines the power passing through the conductor according to the following
equation:

Electric power _W
� � ¼ Rate of flow of energy or elect:charges _W

� �
(2)

Comparing Eqs. (1) and (2), we get to the conclusion that the ammeter’s reading
does not determine the traditionally defined electric current but another entity.
Investigating the entity measured by the ammeter which has the unit Watt/Volt, it is
found as a property of the electric fields (or conductors) which defines the capacity of
such electric field to pass a definite rate of flow of electric energy or charges by the
force of a unit potential, i.e., by 1 Volt [6]. However. this capacity is also known as
function of one of the fundamental physical properties of fields which is called
“Entropy” [7]. As a concluded postulate, the ammeter measures a property of the field
which determines its capacity to allow the flow of a definite rate of electric charges by
one unit of electric potential. According to the definition of entropy, this capacity also
measures the ability of the field to destruct its exergy or to generate entropy by the
measured rate [8]. So, it is possible to state that if the ammeter’s reading is _S Watt/
Volt, then the tested electric field has the capacity to pass _S Watt by the potential
difference of 1 Volt and it means also that this electric field allows the growth of its
entropy or destruct its exergy by the rate of _S W/Volt. The following equality may
express better understanding of the entropy as fundamental property of the electric
fields:

The ammeter’s reading S_ � the field has the capacity to allow the flow of S_ Watt=

by the force of potential difference of 1 Volt

(3)

Relying on the new definitions of the electric and magnetic fluxes as EM waves and
recognizing the ammeter’s reading as the rate of growth of entropy of the tested field;
it was followed an exclusive entropy approach to represent all energy fluxes analyti-
cally and graphically by a modified form of the Maxwell’s wave equation that replace
the time in these equations by entropy [9]. The approach depends on a fact that the
entropy is mainly an arrow of time [10]. Such replacement casted the Maxwell’s
equation into an energy frame of reference where the planes of the three coordinates
of the modified eq. E (Electric Potential), H (Magnetic Potential), and S (Entropy)
represent fundamental energy parameters [11]. Such representation is necessary to
follow the interpretation of the devices that record the characteristics of electric
charges and magnetic fluxes as E.M. waves in a frame of energy and entropy
coordinates [12].

Analyzing the stopping potential phenomena of photocells in experiments that
determine the Planck’s constant, it was possible to measure the potential of the electric
charges emitted by incident radiation [13, 14]. Such electrical potential is discovered
when light of high frequency, determined by the temperature of the source of radia-
tion according to Wien’s law, falls on a metal plate or the cathode of a photocell,
Figure 1. Electric charges were ejected from the surface of the metal plate which have
definite electric potential [15]. The flow of electric charges from the cathode to the
anode is found to stop when the potential of the ejected charges is resisted by an equal
potential of the anode. Accordingly, the potential of the ejected charges depends on
the thermal potential of the incident radiation as shown in Figure 2 [16]. So, the
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electric charges should have a potential whose polarity determines the sign of the
charge, positive or negative, and its magnitude determines the strength of the source
of radiation, i.e., the thermal potential or the temperature of the source of radiation.

The found slope for Sodium plate, as found in the current measurement in
Figure 1, is found to be identical to the measured slope for potassium plate as mea-
sured by other authors [13, 15]. However, the wavelength in the abscissa of the cited
references is replaced in Figure 2 by the temperature of the source of radiation
according to Wien’s law of radiation in order to show the correspondence between the
thermal and electric potentials [16].

The linear dependence of the electric potential of the ejected charge as a function
of the thermal potential of the incident EM waves, as shown in Figure 2, can be
considered as a base for calibrating the scale of electric potentials as function of the
naturally defined thermodynamic scale of temperature. Such thermodynamic scale
depends on physical laws which should not be violated [17]. However, the scale of the
electrical potential has only one natural point that set its absolute zero to be defined by
the earth’s potential.

By analogy between electric charges and magnetic flux, it was possible to use the
magnetocaloric effect (MCE) as defined in literature as a reversible temperature

Figure 1.
The photocell experiment is designed to measure the stopping potential on the anode (collector) that stops the flow
of electric current from the cathode by applying a negative potential on the anode.

Figure 2.
Dependence of the stopping voltage in a photoelectric cell on the temperature of the source of light.
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change of a magnetic material upon the application or removal of a magnetic field
[18]. Such definition serves to find another scale for the magnetic potential in terms of
the thermodynamic scale of temperature [19]. Recognizing the magnetic flux as a
form of energy, the application of magnetic field on a magnetic material act as
pumping or transferring magnetic flux into the material that leads to increasing its
stored internal energy, and hence to increasing its magnetic potential. According to
the principles of thermodynamics, the state of the magnetic material during a
magnetocalorific process can be determined by its thermal and magnetic potentials,
i.e., its temperature T and its magnetic strength H. So, the internal energy, as a
function of the state, can be expressed as follows [9]:

U ¼ U T, Hð Þ (4)

Accordingly, the differential of the internal energy U can be expressed as follows:

dU ¼ ∂U
∂T

� �

H
dT þ ∂U

∂H

� �

T
dH (5)

Eq. (5) is applied in processing magnetic materials through magnetocalorific cycles
which uses mutual inductions between the thermal potential (ΔT) and the magnetic
potential (Δ H) for cooling of materials [19]. When applying a magnetic field (+Δ H)
during a magnetizing step in the cycle, the thermal potential will increase, allowing
the magnetic material to be cooled by surroundings at normal temperature. Then the
removal of the applied field as demagnetizing step of the cycle will tend to a
subcooling effect (�ΔT) which can be used for cooling of any medium. The cooling
step ends the magnetocalorific cycle where the magnetic material will return to its
initial state. So, the net change of internal energy of the magnetic material, as a
function of state, will be zero, i.e.,

dU ¼ 0 (6)

Substituting in Eq. (5), we get:

∂U
∂T

� �

H
dT ¼ � ∂U

∂H

� �

T
dH (7)

Defining the thermal and magnetic capacities Cthermal and Cmag of the magnetic
material by the following equations:

CThermal ¼ ∂U
∂T

� �

H
(8)

and,

Cmag ¼ ∂U
∂H

� �

T
(9)

Substituting in Eqs. (8) and (9); the following relation between dH and dT will be:

dH ¼ �CThermal

Cmag
dT (10)
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The experimental verification of Eq. (10) is seen in Figure 3 which shows the
influence applying magnetic field of specific intensity “H” on the rise of temperature
of magnetic materials, “T” known as the magnetocaloric effect [20]. Such measure-
ment results can be considered also as a method of calibrating the magnetic potential,
according to the thermodynamic temperature scale as reference potential, which is
defined by the magnetocaloric effect, Eq. (10) [21]. Accordingly, all kinds of energy in
transfer, as thermal or electric or magnetic energies may have the absolute tempera-
ture scale as a reference or a unique scale of measurement for their potentials, or the
electric and magnetic potentials.

This chapter will also show the impacts of the introduced understanding, as proper
understanding, of the natures of the electric charges and magnetic flux on creating a
modified SI system of units that removes redundancies in the traditional SI system.
However, proper understanding of electric charges and magnetic flux will lead, as will
be shown, to a proper understanding of the thermoelectric and the photelectric
effects. Similarly, the new understanding will help in adopting the wireless power
transmission starting from Nikola Tesla tower to the long-distance wireless power
transfer by beamed microwaves and the magnetic resonance. Such proper under-
standing may also save the neurologists from their blunder in understanding the
proper interpretation of nerve impulses as electric charges moving independently by
the force of their associated potentials. The reprint of their stimulating devices assures
the neural networks perform normally as electric networks whose nerve impulses
move as electrified wave packets of energy determined by the integral:

Ð λ
0E dS, where

λ is the wavelength of the nerve impulse as an EM wave and E is its electric potential.

2. Faraday’s experiments as an approach for a common understanding of
the energy fluxes

Faraday held many experiments whose results made him convinced that he had
succeeded in magnetizing and electrifying a ray of light and in illuminating a magnetic
line of force [4]. He postulated that such identities are so directly related and mutually
dependent that they are convertible, possess equivalents of power in their actions, and
have a common origin. Faraday wrote this postulate as the introduction to the nine-
teenth series of his “Experimental Researches in Electricity” [4]. The influence of the
magnetic field on the beam of light that Faraday observed is now known as Faraday’s
rotation because his experiment illustrated the rotation of a ray of light by the action
of magnetic field, whatever the magnet’s configurations are, as seen in Figure 3. This
was the first definitive evidence that light and electromagnetism are related [4].

Figure 3.
Rotation of a light ray by a magnetic field [4].
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According to his successful experiment of electromagnetic induction, Figure 4
[22], Faraday succeeded in 1831 to lay the groundwork to James Clerk Maxwell to
formulate his own electromagnetic theory of light, predicting that both light and radio
waves are electric and magnetic phenomena and led to important inventions such as
electric motors, transformers, inductors, and generators [23, 24].

In his theory of EM waves, Maxwell predicted that EM disturbances traveling
through empty space have electric and magnetic fields at right angles to each other and
that both fields are perpendicular to the direction of the wave as a time coordinate [25].
He also concluded that the waves move at a uniform speed equal to the speed of light
and that light is a form of the EM waves. So, EM waves are described as simultaneous
oscillating motions of electric and magnetic perpendicular waves, Figure 5 [26].

Maxwell described the electric and magnetic fields arising from the propagation of
the EM waves by the following equations as a standard wave form [1]:

∇2 � 1
c2

∂
2

t2

� �
E ¼ 0 (11)

∇2 � 1
c2

∂
2

t2

� �
H ¼ 0 (12)

Figure 4.
Faraday’s induction coil where the flow of electric current in the primary coil induces magnetic flux in the iron
core, and the core’s magnetic flux induces electric current in the secondary coil [22].

Figure 5.
Maxwell’s description of EM waves as simultaneous oscillating motions of electric and magnetic perpendicular
waves [1].
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3. Entropy approach for proper understanding of the fluxes

Literature that dealt with thermodynamic systems are concerned mainly by trans-
fer of mechanical and thermal energies [27]. Similarly, literature which dealt with
flow of electric or magnetic energies were concerned mainly by solids which have
mainly electric or magnetic interactions [28]. Both analyses are ineffective when
dealing with a general thermodynamic system that may involve fluid flow while it is
subjected to transfer of heat, electric, magnetic, and mechanical energies. However,
literature that dealt with the transfer of electric and magnetic energies gave a narrow
space to association of the energy transfer by flow of entropy as an effecting energy
property in any physical system [29]. Such truncations paralyze explanation of
different electromagnetic phenomena where the entropy is the key to the general
analysis of any energy interaction, transformation, and conservation [2].

The flows of energy in physical systems, in general, are driven by forces in conju-
gate pairs [30]. So, the heat flow is driven by differences in temperature between the
system and the surrounding, volume flow is driven by differences in pressure, electric
charge flow by differences in electrical potential, magnetic flux by difference in
magnetic potential, and mass flow by differences in concentration. According to
literature, the flow of heat is associated mainly by production of entropy and the total
rate of entropy production,

P
Si, is not limited by equilibrium theory. According to

analogy between heat, as thermal energy, and electric and magnetic energies, electric
and magnetic energies should be also associated by entropy production according to
the equation [30]:

_Stot ¼
X

piJi (13)

Where Ji represents an energy flux associated by a driving force, or potential pi.
However, such entropy production is equal to the destruction of the exergy of the
systems or fields [30]. Accordingly. it was introduced a fundamental equation for a
system embracing thermal, electrical, and magnetic energy interactions as follows [2]:

dU ¼ T dSþ E dSþH dS� P dV (14)

Eq. (14) expresses the flows of electric and magnetic energies as a potential force
times a differential of the corresponding increase entropy of the system whose inte-
grals can be expressed in property diagrams between the entropy and the electric or
magnetic potentials of the system [2]. The differentials of entropy are exact differen-
tial as the entropy is a property of the system. Hence, Eq. (14) can be considered as a
fundamental equation as it involves only properties of the system [2].

Maxwell had succeeded in describing the flow of thermal radiation by the standard
wave form represented by Eqs. (11) and (12). For a visualizing the natures of the
electric charges and magnetic flux, it is introduced an entropy approach that casts the
Maxwell’s wave equations into an energy frame of reference through replacing time
by entropy as a unique function of time as follows:

∇2 � 1
c2

∂
2

s2

� �
E ¼ 0 (15)

∇2 � 1
c2

∂
2

s2

� �
H ¼ 0 (16)
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Such modification of the Maxwell’s equations enables the representation of all
energy fluxes in planes formed by the three energy related coordinates found in the
modified Maxwell’s equation: E (Electric Potential), H (Magnetic Potential), and S
(Entropy).

Figure 6 shows the graphical representation of the modified wave equations. In
this figure, the imparted electric energy per wave of length λs is represented by the
swept blue area of the EM wave in the E-S plane and the magnetic energy per wave of
length λs is represented by the red swept area of the EM wave in the H-S plane. The
sum of the two areas represents the imparted energy by one EM wave of wavelength
λs. This energy is denoted by the symbol “Ћ” and has the unit Joule/cycle and can be
calculated by the following equation [31].

Ћ ¼
ðλs
0
E dSelectj j þ

ðλs
0
H dSmag
�� �� (17)

λs is the wavelength in the entropy coordinate, as an arrow of time, which is deter-
mined by the measured rate of entropy flow according to the following equation: [2]?

_S ¼ λs x ν (18)

ν represents the frequency of the EM wave. Denoting the amplitudes of the energy
waves in the electric and magnetic planes as E0 and H0, and considering a form of
sinusoidal wave for both energies, the imparted energy per wave according to Eq. (18)
can be found as follows:

Ћ ¼
ðλs
0
E0 sin s dSelect
�� ��þ

ðλs
0
H0 sin sdSmag
�� �� (19)

Mathematically, such integrals is estimated as follows [31]:

Ћ ¼ 1:414 λs E0 þH0� � Joule
cycle

¼ 1:414
_S
ν

E0 þH0� �� � Joule
cycle

(20)

Figure 6.
Flow of electromagnetic waves in an energy frame of reference that show the electric energy flow in an electric field-
entropy plane and the magnetic energy flow into a magnetic field – Entropy plane [2].
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Hence, the power of this wave is calculated as follows:

_W ¼ Ћ:ν ¼ 1:414: _S: E0 þH0� �
Watt (21)

According to Eq. (21), the EM waves flow in wave packets at a rate of energy flow:
Ћ x νWatt. Eq. (20) shows the energy packet per waveЋ is proportional to the sum of
the wave’s amplitudes of the electric and magnetic components of the EM wave and to
the capacity of the medium that allows the flow of the power E0 þH0� �

: _SWatt by the
force of 1 Volt.

According to Eq. (21), the energy of the EM wave packets does not depend on the
frequency of the EM waves but on properties of the medium and amplitudes of the
wave. Such proved conclusion violates Planck’s postulate that the energy of the wave
packets, or photons, is proportional to the frequency of the EM wave and the claim
that these packets behave as particles which can eject electrons to produce electricity
[31]. Such statement was postulated by Einstein and was violated by S. AbdelHady as
the momentum of the claimed energy particle is negligible if compared to the
momentum of an electron [32]. However, the term “h ν” should not identify a quan-
tity of energy as it contains the frequency “ν” that has the dimension 1=T which defines
a rate of flow. However, according to the results of Planck’s experiment in Figure 2,
the rate of flow of energy is found to be the most effective parameter in the thermo-
electric and photoelectric effects and it is not the quantity of energy [33]. The
Einstein’s postulate of dual natures of the wrongly defined electric current as electrons
and his explanation of the ability of the EM waves to eject electrons paved a way to the
quantum mechanics and the uncertainty principles of Heisenberg [34]. However, S.
AbdelHady found an entropy approach that depends on Boltzmann’s principle is more
realistic than the quantum approach that depends on Schrodinger’s equations of
imaginary terms and leads to virtual, or unreal, solutions [35, 36]. Additionally,
Shannon found, through another entropy approach, a more adequate uncertainty
measures than the Heisenberg’s uncertainty measures of the indefinite quantum dis-
tributions [37].

The followed entropy approach in the presented study realizes the role of entropy
as a main property of thermal, electric, and magnetic fields that characterize the flow
of such energies though the corresponding fields. Casting Maxwell’s wave equations
into the E-H-S frame made it possible to represent the positive or negative charges as
energy of positive or negative electrical potentials. Figure 7 represents a positive
electric charge of positive potential where the “E” coordinate of the entropy axis is not
at zero potential, but it has a positive value “+Δ E” which determine the charge’s
polarity. The mathematical formulation of such wave is written as a solution of the
modified Maxwell’s equation that considers the wave starts by initial positive potential
Δ E at τ = 0, that corresponds to the zero time and the zero entropy, i.e., at s = 0, as the
entropy is a direct function of time [39].

Assuming the following initial condition:

Eτ¼0�s ¼ Δ E (22)

So, the solution of the modified Maxwell’s wave equations will be as follows [38]:

E r, sð Þ ¼ g1 ω s–k rð Þ þ Δ E (23)

H r, sð Þ ¼ g2 ω s–k rð Þ (24)
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Similarly, the negative electric charge can be represented by EM wave whose
electric wave has a negative potential - Δ E. Additionally, the magnetic flux can be also
represented by EM wave whose magnetic wave has positive or negative potentials +/�
Δ H and represented analytically by the following equation [40].

Figure 8 shows a stimulator record of a stimulus charge used in neural diagnosis
recorded as a wave oscillating about an axis of positive potential ordinate, i.e., it is a
positive charge. The abscissa records the growth of the entropy of the field, or in
tissues of the body, during the flow of the charge in n. joule/volt, and the ordinate
records the variation of the potential of the injected charge during the process in Volts.
According to the data on the record, it is possible to read the recorded growth of
entropy during one wave = Δ S = 3 nano-Joule/volt and the recorded time duration of
the pulse = 0.2 milli Second.

However, the rate of growth of entropy inside the body tissues during stimulation
process represents a property of such tissues that may help in the diagnosis or therapy
processes.

_S ¼ ΔS
Δτ

¼ 3 x 10�9

0:2 x 10�3 ¼ 15: 10�6 Watt=Volt: (25)

Figure 7.
Graphical representation of a positive electric charge distinguished by the oscillation around an entropy axis whose
E coordinate “electric field” has a positive value + Δ E [38].

Figure 8.
A plot of the stimulating signals from a stimulation device as an E-s record of the signal. [hospital plot].
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Such capacity of the neural tissues to pass high power by the force of 1 Volt proves
that the neural axons are very conductive and prove the ability of the neural cells to
pass electric current. Additionally, it is a proof that the electric current is not flow of
electrons, otherwise, it will not pass through the neural cells. This result also proves
the nature of electric current as EM waves that have electric potential as represented
by the stimulator record in Figure 8.

Reading the data of the involved electrical potential of the resource of electric
power during the stimulation process was found = 5 Volt. Hence, the rate of flow of
electric charges into the tissues during the charge pulse is calculated as follows:

E: _S ¼ 5� 15: 10�6 ¼ 75 μWatt: (26)

The similarity of the stimulator records in Figure 8, as an actual record of the
stimulating charge in neural system, and the theoretical solution of the modified
Maxwell’s equation in Figure 7 represents the evidence of the truth of the introduced
entropy approach for representing the electric charges in the E-s plane. Other faces of
truth of the new definition of electric charges as EM waves is found in: a). similarity of
the shape of the EM wave as a sinusoidal wave and the plotted shape of the wave also
as a sinusoidal wave; b). the unit of measurement of the rate of growth of entropy as
found by the ammeter’s readings in joule/volt and as found on the abscissa of the
measurement record in n. Joule/sec; and c). the measured electric potential of the
charge as identified by Maxwell’ s equation in Volts and, as plotted on the ordinate of
the machine record in Volts too. So, the ammeter does not measure a rate of flow of
electrons that should be expressed by a mass flow rate or by units of power, but it is an
energy related parameter that is represented in an energy frame tied by the rate of
entropy growth.

4. Impact of the proper understanding of fluxes on proper modifications
of the SI system of units

As a matter of fact, declared by many authors, it is impossible to accept the found
redundancies in the SI system of units [41]. According to the proper understanding
of the electric charge as energy measured by the Joule, its rate of flow should have
the unit “Watt.” Additionally, the ammeter’s reading as previously discussed has the
unit Watt/Volt. Hence, there is no need to the “Ampere” which does not define the
ammeter’s reading, it is a unit of unidentified entity, and is wrongly defined as the
rate of flow of electric charges. So, modifying the SI system by deleting the Ampere
as a meaningless basic unit represents, as will be shown, a successful modification
step. So, the seven basic unit of traditional SI system of units will be reduced to six
units only. As another important result of recognizing the natures of electric charge
and magnetic flux as forms of energy, it is the previously found dependence of the
scales of their potentials on the thermodynamic temperature scale which is deter-
mined by fundamental laws of thermodynamics [42]. However, the “Volt” is also
selected as a basic unit for all potentials where the Volt is already used in measuring
the electric and thermal (by using thermocouples) potentials. The induction trans-
former can be also used to define the mutual dependence between the electric and
magnetic potentials and the result of the experiments of determination the Planck’s
constant, Figure 2, can be used to define the dependence of the electrical potential
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scale on the thermodynamic temperature scale [43, 44]. However, the earth repre-
sents the “Zero” reference point of the scale of electric potential due to its high
capacity. Finally, the base units of the modified SI system will be stated as follows:

Basic Units Dimension Unit

Length L m.

Time T sec.

Mass M kg

Amount of Substance N Mole

Energy Potential P Volt

Luminous intensity J cd

Accordingly, the derived units in the modified SI system would have the following
dimensions and units:

Dérivéd Unit Dimension Unit

Velocity L T�1 m/sec

Accélération L T�2 m/sec�2

Force M L T�2 Newton

Pressure M L�1 T�2 Pascal

Energy (All Fluxes) M L2 T�2 Joule

Power (All Fluxes) M L2 T�3 Watt

Resistance (All Fields) M�1L�2T3V Ω

Conductivity (All fields) M L T�3 V�1 Watt/V. m

The units in the scope of the thermal, electric, and magnetic energies are as
follows: The thermal potential T, and the electrical potential E, and the magnetic
potential or the magnetic field intensity H have the same dimension “P” and all are
measured by the same unit “Volt.”

The heat Qthermal, The electric charge Qelectricpal, and Magnetic flux B have the
dimensions “M L2 T�2” and measured by the same unit “Joule.”

All powers as the rate of flow of energy have the dimensions “M L2 T�3 and are
measured by the same unit “Watt.”

All resistances (or Reluctances) have the same dimensions as “V M�1 L�2 T3 and
the same unit “Ω.”

Many conflicts are found in the traditional literature when searching the SI units and
dimensions of resistance, potentials, and permeability of different energy fields [1].
However, the presented modified system realizes the homogeneity of the units of the
analogical parameters of different fields, i.e., the analogous parameters in the energy field
have the same units and dimensions. Such result confirms the convertibility and unity of
the origin of the three known forms of energy as Faraday described and expected [4].

As a comment on the versality of the modifications, S. Abdelhady discovered by
using such homogenous system of units a dimensional error in Ampere’s law [45].
Comparing the dimensions of the R.H.S. and L.H.S. of Ampere’s law that estimates the
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electromotive force “E” resulting from the time-rate of change of magnetic flux
“((dB)/(d t))“crossing a specific area “A” which reads:

A:
d B
d t

¼ �E (27)

Such equation is dimensionally incorrect as the dimensions of both sides of the
equation are unequal. To correct the dimensions of this equation such that the dimen-
sions of both sides of this equation would be similar, the L.H.S. of the equation should
be multiplied by the Reluctance of the magnetic field or the magnetic resistance of air
as follows:

Am2:Rmag
Volt
Joule

d B joule
m2

d t sec
¼ �E Volt (28)

In this way, the Ampere’s equation is dimensionally correct where its error is
corrected by adopting the modifications introduced by the proper definitions of
electric current and magnetic flux as forms of energy of analogical potentials.

Additionally, it is possible to use the new definition of the electric charge as energy
to find a relation between the “Volt” as a selectable unit of measuring the electric
potential and the “Newton” as a determined unit of measuring the force according to
Newton’s law of motion. According to literature, the following equation determines
the force applied on a suspended electric in an electric field as follows [1]:

F ¼ Q:E (29)

Recognizing the nature of the electric charge as energy of electric potential, it is
possible to determine the force between two charges A and B according to considering
the electrical force like the gravity force that is inversely proportional to the distance
between the charges while keeping the dimensional homogeneity as follows:

F ¼ 1
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
QaEað Þ QbEbð Þd e

r2

r
Newton (30)

If the two charges have the same energy and potential, the force between them
will be:

F ¼ 1
ke

Q E
r

(31)

Substituting the units of the involved parameters in Eq. (31) by units of the
modified SI system of units, the dimensions of the constant of ke is found to be the
“Volt.” So, its value may be selected to fit the correct relation between the fixed scale
of force and a selected scale of the electric potential. However, the force determined
by Eq. (31) may be repulsive or attractive force according to the sign of both charges.

According to the similarity of the electric and magnetic fields, it is possible to also
expect a similar equation that determines the force of attraction, or repulsion,
between two identical magnetic identities each of magnetic flux “B” and magnetic
potential of “H” to be:

F ¼ 1
km

B:H
r

Newton (32)
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Substituting the units of the involved parameters in Eq. (30) by units of the
modified SI system of units, the dimensions of the constant of km is found to be the
“Volt.” So, its value may be selected to fit the correct relation between the fixed scale
of force and a selected scale of the magnetic potential.

5. Impact of the proper definitions of the fluxes on proper understanding
of thermoelectric and photoelectric effects

Recognizing the electric charge as energy of electrical potential, it is possible to
find plausible explanations of newly discovered phenomena in the fields of thermo-
electric and photoelectric effects [46–48]. It will be summarized in this section such
plausible explanations.

Considering the thermocouple in Figure 9, it is constructed of two different metals
“A” and “B.” If its junctions are placed into two heat reservoirs “1” and “2” where the
difference in temperature between them is “Δ T,” defined as ΔT ¼ T2 � T1, 1, then
an open circuit voltage, “Δ E” will be obtained between the two junctions [28]. The
measured output electric potential is found proportional to the temperature difference
between the junctions of the two conductors A and B according to the following
Seebeck equation [1]:

ΔE ¼ ∝ABΔT (33)

where “∝AB” is the relative Seebeck coefficient, between the conductors A and B,
expressed in μ V/K. This coefficient depends mainly on the choice of the two materials
used in the thermocouple and the temperature of the junction at the higher tempera-
ture “Tmax”. The magnitude of the relative Seebeck coefficient of the junction between
the two materials or metals A and B can be evaluated as the difference between the
Seebeck coefficient of the two metals as follows [1].

∝AB ¼ ∝B � ∝A (34)

The direct relation between the produced electric potential and the difference of
the thermal potentials between the two junctions plays the main role in the use of
thermocouples in temperature measurements and in thermoelectric generators.

Figure 9.
A thermocouple of two different materials “A” and “B.” that has a reference junction and a measuring junction [1].
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However, there is a relation between the Seebeck coefficient “α” and the energy
bandgaps of materials “Eg” which was found by Goldsmid and Sharp as follows [49]:

Eg ¼ 2 e αmaxj jTmax (35)

Where e is the electron’s charge = 1.602.10�19 Joule. Eq. (35) signifies a relation
between the Seebeck coefficient and the energy- bandgaps of materials of the junction
that characterize the transitional effect from thermal potential “ΔT” to electric poten-
tial “ΔV.” The tables of Seebeck coefficients of materials and the tables of its energy
bandgaps indicate a direct relation between these two physical properties [15].

Recognizing the flow of electric charges as a flow of EM waves of electric potential,
it is possible to interpret the transition of the thermal potential of the flowing heat
“ΔT” across the thermocouple junction into electric electrical potential “ΔE” to be
done by the Seebeck effect which is expressed by Eq. (33). Such transition can be
explained as exchanging the thermal potential of the input heat “ΔT” by electric
potential “ΔV”. Such transition occurs when the input radiation crosses the junction
between the materials “A” and “B” of different bandgaps into electrical potential by
the force of a thermopower resulting from the difference of temperatures and the
difference of bandgaps of the two materials of the junction [50].

However, the emf produced in the operations of thermocouples, as a tool to measure
the temperature, is usually very low. To increase the voltage difference, it is used
thermopiles where several junction-pairs are connected in series as shown in Figure 10.

As the thermocouple junction pairs are placed in series between a source of heat at
high temperature “Th” and a heat sink at low temperature Tl,as shown in Figure 11,
then the output voltage can be estimated as tsum of the gained electric potentials during
the flow of the electromagnetic waves of thermal potentials in a unique direction across
the successive junctions. So, their thermal potentials, (Th – Tl), will be converted by the
Seebeck effect into electric potentials which will be accumulated in as the sum of the
unit potential [51]. So, it is possible to estimate the total gain of electric potentials as the
sum of these individual gains at successive junctions as follows:

ΔV ¼ ∝AB Th � Tlð Þ þ ∝BA Tl � Thð Þ þ ∝AB Th � Tlð Þ þ ∝BA Tl � Thð Þ þ ∝AB Th � Tlð Þ þ … :

(36)

Figure 10.
A thermopile made of thermocouple junction-pairs of two metals connected electrically in series to increase
generated EMF [51].
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Substituting the Seebeck according to Eq. (34) as:

∝AB ¼ ∝B � ∝A,∝BA ¼ ∝A � ∝B ¼ �∝BA, Th � Tlð Þ ¼ � Tl � Thð Þ (37)

So, the total accumulated electrical potential will be:

ΔV ¼
X

∝AB Th � Tlð Þ½ � ¼ n ∝AB Th � Tlð Þ (38)

Eq. (38) indicates that the electric potential of a thermopile is duplicated by the
number of the used junctions. Such equation is applied in measurement of tempera-
ture and in thermoelectric generators for predicting the amplified electric potential.
Without recognizing the electric charge a EM wave of electric potential, we cannot
find a plausible explanation of accumulation of the electric potentials of such energy
when crossing successive junctions and measuring its potential according to Eq. (38).

A classical TEG is shown in Figure 11. According to recognizing the electric
current as a flow of EMwaves that have electric potential, it is possible to conclude the
operation of the shown TEG module would follow the same principles of operation of
the thermopile in Figure 10. As the junction pairs in this module are connected in
series; then the output potential of the electric current will be similarly estimated as
the sum of the gained electric potentials across the successive junctions by the
Seebeck effect. So, if the flow of electric current is defined as flow of electromagnetic
waves of accumulating potentials, it is possible to estimate the total gain in the electric
potential as the sum of these individual gains at successive junctions as found by
Eq. (38).

The Solar cells or photovoltaic “PV” cells are known as tools to convert solar
energy into electricity by the PV effect. Such PV effect was traditionally defined in
literature of physics as bouncing electrons by the incident photons of light across the
cell’s junction [1]. Such definition was found to violate the principle of conservation of
momentum where the momentum of any incident photon is negligible when com-
pared to the momentum of any orbiting electron in an atom [53]. Additionally, such
explanation does not offer plausible explanations in case of multi-junction thin films
or organic solar cells as such electrons cannot jump freely from one junction to hit
electrons in another junction and the fact that electrons cannot flow through organic
tissues in case of organic PV cells [54]. However, the gained potential in the PV cells

Figure 11.
A schematic diagram of a thermoelectric generator where the p-type and n-type legs have been bonded together as
seen by upper and lower conducting plates to accumulate the gained electrical potentials of the output electric
current [15, 52].
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depends on the difference of the energy bandgaps of the junction’s materials, i.e., the
difference between bandgaps of semiconductors of free electrons and semiconductors
of holes [3]. As Eq. (33) states a direct relation between the energy bandgap and the
Seebeck coefficient of materials, it was possible to also postulate the conversion of the
incident radiation of thermal potential into EM waves by Solar cells into electric
current or EM waves of electrical potential by the Seebeck effect after crossing the p-n
junction between two dissimilar materials of different Seebeck coefficients [55]. Truth
of this postulate can be proved by investigating the measurement of the open voltage
potential of output current from a single crystal silicon solar PV cell under variable
intensity of incident solar radiation, shown in Figure 12.

According to the shown dependence in Figure 12, the open voltage potential is
affected only by the temperature of the source of radiation, the sun, while the inten-
sity of solar adiation influences the current density [43].

According to the seen results, the open voltage potential, Voc = 0.7 Volt is found to
be affected only by the temperature of the source of radiation, Tsun = 6100 K. Such
potential is found as a Seebeck effect according to Eq. (31) by substituting the value of
the relative Seebeck coefficient between the materials of the p-n junctions, ∝pn

according to table of the Seebeck coefficients and substituting the incident thermal
radiation has the thermal potential = 6100 K.

So, Tsun � Tenvð Þ ¼ 6100–300 ¼ 5800 K: (39)

Hence; ΔV ¼ ∝pn ¼ 6100–300 ¼ 5800 K:

Hence; Δ ¼ ∝pn:6100 ≈ 0:7 Volt (40)

Such results indicate the truth of defining the photovoltaic effect as a Seebeck
effect and the nature of electric charges as flow of EM waves of definite electrical
potential. However, Planck postulated that the energy of light moves in packets whose
magnitude is proportional to the frequency where the constant of proportionality the
Planck’s constant “h” [56]. As previously explained, the effective parameter in the
thermoelectric and EM wave’s interactions is the power of the flow which depends on
the frequency not on the quantity of energy [57]. As previously discussed, recognizing

Figure 12.
Typical I-V characteristics of an illuminated single crystal silicon solar cell at different values of solar radiation
100 mW/cm2 (I), 60 mW/cm2 (II) and 40 mW/cm2 (III) respectively.
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the definition of the electric charges as EM waves ends the duality confusion and the
quantum imagination [58].

Considering I-V performance of triple junction solar cell that consists of successive
layers of GaInP, GaAs and GaInNAs and the performance of four junctions – solar cell
consisting of successive layers of GaInP, GanAs and GaInNAs and Ge stacked on top
of each other [59]. It was possible to prove the validity of such PV phenomena as a
Seebeck effect according to applicability of Eq. (38) for calculating the accumulated
potentials of the output electric power [60]. The measured potential of the output
current from multi-junction solar cell is found to be the sum of the converted thermal
potentials into electric potential at the successive junctions [61]. The estimated effi-
ciency of such multijunction cells according to Eq. (38) fits the measurement results
that exceeds the found limit by Shockley and Queasier which was wrongly determined
by considering the flow of electric charges is a flow of electrons [62].

6. Impacts of proper understanding of energy fluxes on plausible
explanation of wireless power transmission

Recognizing the natures of electric and magnetic flux as EM waves that have electric
or magnetic potentials, the electromagnetic power transmission looks like a viable natural
process for the transfer of power through space. In a wireless power transmission system,
a transmitter device, driven by electric power from a power source, generates a time-
varying electromagnetic field, which transmits power as EM waves of electric or mag-
netic potential across space to a receiver device. The receiver device receives EM waves
that have a high electric potential from the field and supplies it to an electrical load [63].
The technology of wireless power transmission is also a key to increasing the mobility,
convenience, and safety of electric and electronic devices for all users.

Wireless power techniques that depend on such EM nature of all energies fall into
two categories, near field and far-field. In near field or non-radiative techniques power
is transferred as EM waves, as have been defined, over short distances through mag-
netic fields that uses mainly inductive coupling between coils of wire [8]. In far field or
radiative techniques, also called power beaming, power is transferred either as ener-
gized EMwaves in the form of microwaves done by magnetron, or as Excited EM in the
form of Laser beams as done by laser systems [64]. These techniques can transport
energy longer distances but must be aimed at the receiver. Proposed applications for
this type are solar power satellites, and wireless powered drone aircraft [65].

However, the magnetron is a cross-field device which uses an electric field in
conjunction with a magnetic field whose field-energy lines are at right angles to each
other [66]. Accordingly, the magnetron pumps electrical and magnetic potentials into
the EM waves passing through it which increases their amplitudes EO and HO to
produce high energy wave packets. As the power of the flowing microwaves or micro-
EM waves equals the product of such high energy per wave times the high frequency
of the microwaves, the result will be extremely high-power wave packets, or photons,
according to Eq. (38) which reads:

_W ¼ Ћ:ν ¼ 1:423: _S: E0 þH0� �
Watt (41)

Such beam of high-power packets is used also in the microwave ovens to heat food
where the energized EM waves are sent through the cavity of the oven to fill its
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volume with extremely energized wave backets flowing at extremely high frequency.
Figure 13 shows the glowing packets of energy inside the microwave oven interpreted
as electric or magnetic charges. Such high energized backet with extremely high
potentials at high rate of flow cooks the food in extremely short time if compared to
normal electric heating by Joule’ s effect.

7. Impacts of proper understanding of energy fluxes on true
understanding of nerve impulses

Neurologists find during their practice the nature of nerve impulses as electric
signals identified by flow of charges at high speed and a measured electric potential
and they measure the ability of the neural tissue to allow flow of electric current [67].
However, the traditional definition of electric current as a flow of electrons forced
them to abandon such directly identified nature of the nerve impulse as electric
signals due to believing the impossibility of electron to flow through organic nerves
[68]. As a result of such confusion, the nerve impulse is traditionally defined in their
literature as an ionic current that is moving along the length of the neurotransmitters
by the force of an unknown “action potential” and they imagine a separate motion of
such action potential. Such confusion can be ended by a proper understanding of the
nature of the observed electric signals as a flow of electric charges properly defined as
EM waves which have a definite electric potential [69]. Such innovation was discussed
in a previous article by S. AbdelHady where the action potential is defined as the
electric potential of the electric signal emerged from the brain as seen in Figure 14
[69]. Such electric signals of assigned electric potential are created in the brain which
accounts for 25% of the body’s total glucose utilization and 20% of oxygen consump-
tion [70]. It is a metabolically “demanding” organ with intense heat production [71]. It
was discussed in a previous study the conversion of the heat produced electric to
signal of action potential in the neural cells of the brain by the thermopower of such
heat [50]. Such power is activated by the temperature difference across the cell

Figure 13.
Electric field distribution (V/m) of a microwave oven. The applied input power P = 500 W and time 60 sec. [66].
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membranes ΔT which is converted into electric potential when crossing sodium-
potassium junctions at the sides of the membranes by Seebeck Effect [55]. Hence, the
neural cell performs the function of thermoelectric generator to convert part of the
heat produced by the metabolic operation of the neural cells into electric signals by
converting its thermal potential ΔT, measured across the membranes of the neural
cells, into electric potential ΔV [69]. However, the potential of the nerve impulse is
magnified when crossing legs of the cell membrane formed of successive sodium -
potassium junctions or legs by accumulating the gained electric potential [69].

As a conclusion, the proper understanding of the electric charges as EM waves of
electric potential may end the confusion of the neurologists regarding creation and
motion of unknown action potential. As has been previously analyzed, Figure 8 shows
the stimulating signal in electric field E - Entropy (s) plane where the entropy flow
rate “ _S”measures the capacity of the neural tissues to allow the flow a definite electric
power per unit potential.

At the right corner of the card in Figure 14, it is seen the evoked signals as responses
to the stimulating signals in Figure 8. It is shown as a nerve impulse sent in the form of
an electric signal or charge like the shape of the stimulus charge in Figure 8. It is also an
EM wave whose abscissa is the measured growth of entropy, measured by an ammeter
in nano Joule/volt, and whose ordinate is the potential of the charge in milli Volts. The
fast response of the stimulating signal by an evoked signal shows the speed of flow of
both signals as EM waves and the impossibility to be a flow of electrons that should not
flow through organic tissues. The power delivered by the flow by such nerve impulse
can be calculated also by the same procedure followed to calculate the energy and power
of the stimulus charge. It is a fundamental comment to neurologists to understand how
the plot of the stimulating charge depends on the specification of the source of impulse
and the properties of the tissues of the neural cell defined by the entropy, which is
ignored by the neurologists, that has a great value in specifying the health of the
neurons. Such data may also help in diagnosis of the defects in the neural system.

Figure 14.
A plot of the stimulating signals and evoked signals from a stimulation device as a record for the nerve impulses
from the arm and leg of a patient [A hospital print].
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8. Conclusions

a. The heat, the electric charge, and the magnetic flux are forms of energy that
have a common origin whose SI unit is the “Joule.”

b. The electric charges are EM waves which are derived by their electric potential,
and the magnetic flux is EM waves which is derived by its magnetic potential as
the thermal radiation which is derived by the force of its thermal potential. All
potentials have a common reference scale, the thermodynamic temperature
scale, and one common unit, the “Volt.” There are clear dependence of the
electric and magnetic potential scales on the thermodynamic temperature scale.

c. The ammeter’s reading has the SI unit “Watt/Volt” that measures the capacity of
the electric field to pass a definite rate of flow of electric energy, i.e., electric
power, by the force of a unit electric potential power. This capacity measures
also the rate of growth of the entropy of such electric field per unit electric
potential.

d. The Ampere is a meaningless unit of a wrongly defined identity that should be
dropped from the base units of the SI system of units as a necessary
modification of the system to remove its confusing redundancies. The Kelvin
will be the base unit for all potentials but its unit its will be the “Volt.”

e. The magnetic induction is a process of exchange the electric potential of the input
electric charges by magnetic potential and the opposite exchange can be done.

f. The thermoelectric and photoelectric effects convert the thermal potential of
the incident electromagnetic radiation into electric potential when crossing
junctions of dissimilar materials due to differences in their energy bandgaps by
the Seebeck effect.

g. Casting the Maxwell’s wave equation into an energy frame of reference that
replaces the time by entropy as an arrow of time visualize the electric charges
and magnetic flux as EM waves that have electric or Magnetic potentials.

h. The energy flow as EM waves is quantized into wave-packets or energy quanta
each of energy: 1.423 λ_s (E^0 + H^0) Joule/cycle where λ_s is the wavelength
along the entropy ordinate in the energy frame of the modified Maxwell’s
equation. Such quanta are independent on the frequency of the wave. This
statement violates Planck’s statement which wrongly assumes such quanta is
proportional to the frequency as any multiple of frequency defines rates of flow
and does not define a quantity of energy.

i. Einstein’s assumption that the claimed quanta of Planck may be particulated and
hits the electron out of its orbit is a false statement according to the negligible
momentum of the energy-quanta if compared to the momentum of a moving
electron. This assumption fails to explain emission of electrons from organic PV
cells or in multijunction cells and how the PV efficiency exceeds the limit
determined by who followed Einstein’s assumptions. As a more plausible
explanation, the thermal potential of the incident thermal radiation is converted
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when crossing junctions of dissimilar materials of different bandgaps into
electric potential according to Seebeck equation (Δ V = ∝_AB Δ T).

j. Neurologists saw and defined the nerve impulses as electric signals, but they
wrongly interpreted such signals as a moving imaginary-action potential. They
believed a definition of the electric signal should involve flow of electrons and
denying their observation of the possibility of flow of electric current through a
patch of cell membranes. Their solution is to believe the electric charges are not
electrons as the electrons are particles, but they are EM waves that have electric
potential which they call Action Potential.” So, the nerve impulses are electric
signals, as they define, and such electric signals are electric charges which have
“Action Potential.” [This approach will answer, as mentioned in previous
research, all their inquiries concerning the generation of the nerve impulse as
electric signal of action potential, correct interpretation of the stimulating signal
and evoked signals, and the entropy as a property that determines the health of
elements of the neural systems.
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Chapter 3

The Electric Fields of Lightning
Clouds in Atmospheres of Different
Properties
Rafael Zamorano Ulloa

Abstract

In this work, we concentrate on the electric fields produced by any distribution or
structure of electric charges in clouds, these quantities are, for the most part, unknowns,
and still we extract valuable information from their vectorial properties and working
within close distances, especially on the structures that produce pronounced sinks/sources

with large divergences of E
!
and focusing on observation points close to them. We intro-

duce the concept of “at the verge of discharge electric field,” Ę! produced by two specific

charge configurations. We detail the role the dielectric character of the cloud plays in

allowing/not allowing discharge. We profile the conditions to be met by Ę! to appear and

to be sustained for at least a few milliseconds. One objective of this work is to calculate
some relevant quantities for a typical thundercloud modeled just at the verge of
discharging. A simple electrified cloud model containing many of the features widely
reported in the literature is constructed and described with some detail. The charge
structures possible are delineated and the electric fields produced described. A few basic
calculations are carried out for a thought experiment, moving charges around, we
calculate some velocities and accelerations and analyze what we learn from it.

Keywords: lightning, electrified clouds, charging of clouds, at the verge of lightning
electric field, charge structure, sprites, gigantic jets, blue jets

1. Introduction

Clouds as cotton fields taking a diversity of colors, or ragged white milk-like
spreads, or tall, very tall cloud compounds attract the sight and inspiration of people
everywhere and produce awe in some of us, as shown in Figure 1A. But then, electri-
fied clouds and then their lightnings, thunders, and copious precipitations have scared
and fascinated humans since immemorial times [1, 2]. Beyond the gods associated
with them in different cultures [3, 4], these thunderclouds sustain a great amount of
energy, in the form of hydrodynamic energy and electromagnetic energy. They also
carry great amounts of water [5, 6], and they also carry and concentrate on the electric
charge, moving it and distributing it in different arrangements until they can carry no

49



more, as show in Figure 1B. The charging and charging processes cannot go
forever, since the electric energy, proportional to the total charge accumulated
[7–9] would tend to infinity, then at some point the cloud system becomes
electromagnetically unstable, I even say quite unstable. Lightning is fundamentally
a process of electrical discharge of an electrified cloud, a thundercloud, but it is
not the only one, gigantic jets launched into the sky is another one. Lightning can be
very rapid and violent and quite sonorous and luminous [10–12]. It is now well
established [10–15] that these cloud electric discharges go down to ground, or
mountains, or tall buildings, metallic structures, trees, animals, and people [10–15],
and they also go up the sky and can terminate just above the cloud in the sky
[16–18] or go higher and reach the ionosphere (around 90 km above see level) and
beyond [18–20]. These energetic (thousands of joules) discharges frequently are
accompained or followed or preceded by light, UV rays, gamma rays, bremsstrahlung
[21–24], and/or X-rays. Figure 1 illustrates some cloud formations and some of these
processes.

Lightnings are also preceded by torrents of classically accelerated electrons,
protons, small ions, even relativistically moving electrons, gamma rays, and UV-vis
[20–24]. These discharges happen frequently from cloud to ground, from cloud to
cloud, and from a region, A, to a region, B, within the same electrified cloud. It has
been estimated that about 9,000,000 lightning discharges happen worldwide every
day [25]. These everyday cloud electromagnetic phenomena bring with them, even
more electromagnetic phenomena, including light at different wavelengths, gamma
ray and X-ray radiation, elementary particles as electrons, neutrons, and positrons,
radiofrequency signals and sound [26, 27], sprites, elves, and glows. All this happens
inside the clouds, around the clouds, and kilometers away from the clouds, as shown
in Figure 1. In order to understand the physics of all this, it is necessary to get to know
more in detail what a cloud is, its basic charged and neutral components, its turbulent
internal motions, and the different charging mechanisms and discharging mecha-

nisms. It is necessary to know the different charge structures and the electric fields, E
!
,

with their divergences, Div�E! = ρTOT, produced by these tremendous moving electri-
fied cloud bodies. Some great amount of electric charge, positive and negative,
remains quasistatic for short periods of time (of the order of milliseconds), located in
specific regions at different altitudes [25–27] as represented in Figures 1C and 2.
Other charged elements are much more mobile and eventually can confirm electric

Figure 1.
Diverse cloud formations and colors and sizes and lightnings: (A) clouds as cotton fields taking a diversity of colors,
or ragged white milk-like spreads, or tall, very tall cloud compounds; (B) very extensive cloud formations lightning
above cities and the sea; and (C) an assortment of different phenomena directly produced by discharging electrified
clouds.
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currents within conductive patches that form and disappear in micro- or milliseconds
[28] as shown in Figures 1B, C and 2.

At the level of individual charged particles, it is necessary to know the pathways,
velocities, accelerations, and directions these charges follow during the discharges.
We, now, know that all types of charges, prominently electrons, can be involved in
the cloud discharges [29–32]. Charges in clouds include, but are not limited to, elec-
trons, e�, protons, pþ, water droplets, w�, small and large ice cristals, ic�, graupel
(ice covered by water), g�, hail, h�, all kinds of typical atmospheric cations, ciþ, and
anions, ai�, and polarized atoms and molecules, and continuous and permanent
elements of cosmic rays [29–32]. Several of the above-mentioned characteristics are
illustrated in Figure 2. Part of the fundamental electromagnetic problem that an
electrified cloud poses (one that can become a thunder cloud) is to know, to deter-
mine its charge structure, how it is distributed in cloud space and time, and the
electric field(s) it produces. As Griffiths puts it [33] (more in general, not particular-
ized to clouds): The fundamental problem a theory of electromagnetism hopes to
solve is this: I hold a bunch of charges here, ρ1 or Qsource, (and may be shaken
around)—what happens to some other charge, q, over there? The classical solution
takes the form of a field theory. We say that the space around an electric charge is
permeated by electric and magnetic fields (the electromagnetic “odor,” as it were of
the charge). The second charge in the presence of these fields experiences a force
(Coulomb force); the fields then transmit the influence from one charge to the other
—they mediate the interaction. Refer to the charges in Figure 2. And we add: The

Figure 2.
Electrified clouds and some of their constituents: (A) a tall, moving, multicolor, electrified cloud bathed by cosmic
radiation (blue tortous rays) and solar rays (yellow ray) with charge distributions located at different altitudes.
Water droplets, ice, graupel, cations, and anions are some of the hydrometeors in it; and (B) a conglomerate of
charged clouds with intra- ( ) and intercloud ( ) discharging and some other cloud components shown:

Water droplet ( ), graupel ( ), ice ( ), hail ( ), molecular ion ( ), snow ( ), and pollutant particle

( ). The density of charge within each cloud is symbolically represented as ρi( r
!´

i ) with i ¼ a, b, c, d, … , and
conducting patches are shown as ( ).
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knowledge of such a bunch of charges, ρ1 r!
´
, t

� �
or Qsource “here” and the fields and

forces they produce “there” allow us to determine the trajectories, velocities, and
energies, that the other charge(s) q ( r!, t) will acquire. From this, we can calculate
currents, velocities, accelerations, and radiation fields produced but only when the
dielectric and conduction properties of the medium allow [7–9, 33]. We want to apply
this to electrified clouds. In this chapter, we want to pose this fundamental problem
for electrified clouds and contribute with some basic calculations toward its solution.
In particular, we want to be as explicit as possible with the source charges (distribu-

tions), their accumulation “here,” the electric forces, F
!
, and electric fields, E

!
, they

produce, and how these forces and electric fields affect (many) other charges, q, “over
there” and their discharge and accompanying glows. A cloud that has accumulated a
great amount of charge can discharge it toward other clouds, ground, mountains,
metallic objects, and ionosphere. When the source charges in electrified clouds are just
too much to be held, they discharge toward other charged conducting objects. This
can be accompanied by light and sound, and then we have lightning. Lightning
continues to be a mystery to science [1, 2, 20, 25]. It is not clear at all how it is
initiated, nor how are reached the values of electric field required for lightning to
initiate and the many effects lightning produce above and below the cloud. The
charging processes, the discharging processes, and the electric fields involved are at
the center of the unsolved questions [10–12, 25]. We should stress that for more than a
century now, a great number of researchers have worked on these, and their insights,
measurements, contributions, and acquired knowledge are vast [3–32]. We, certainly,
drink from this vast reservoir of knowledge. Yet, it is recognized that these funda-
mental problems continue to be open, and they figure at the top of a list of 10 basic
unanswered questions [25] in the physics of electrified clouds research.

Here, we construct a simple electrified cloud model containing many of the fea-
tures widely reported in the literature, and we describe it in some detail. Our descrip-
tion is as complete and detailed as possible, then we perform a few basic calculations
on it and perform a thought experiment, moving charges around inside this model
cloud, and we calculate some quantities and analyze what we learn from it. But first
we want to mention, in some detail, that electric charges are really very common in
this world and how charges are produced in different materials and, of course, in
clouds that become heavily electrified.

2. Charges are everywhere in the world and the universe

Electric charge is a fundamental feature of a great number of material structures,
small, large, mesoscopic, microscopic, of this world, and indeed of the universe [34–
38]. Some examples are water droplets, little and large ice crystals, cell membranes, cut
fingernails, ashes from volcanoes, pollutant particles, the earth, the ionosphere, clouds,
balloons, atoms, electrons, protons, amber, fur, glass, straw, and small pieces of wood.
Charged, electrified, and objects have been known for millenia. The Greeks were the
first to describe some of them, like amber and fur, and they also discovered how to
electrically charge them, by simple friction! By simply friction one against the other,
they produced the effect of electrostatics. They also discovered that there are two types
of “electricity” that later were named “positive” and “negative” and that positive-
positive, +q $ +q, (negative-negative, �q $ �q) charged bodies repeal and that
positive-negative, +q⇋ �q, and negative-positive, �q ⇋ +q bodies attract [34–37].
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Natural, strongly electrical phenomena, out of man’s direct manipulation, as clouds and
thunderclouds and lightning were also known from antiquity. In several cultures, there
was the god of thunder [39, 40]. It was also known that electrified bodies can be
discharged and that charge can “move” and migrate can be transfered from one place
to another, constituting the electric current, I = Δq/Δt. Latter on, glass, water flowing,
pieces of cloths, rubber, rugs, metal knobs, comb(s), metal cages of washing machines
and of refrigerators, sea water, wet floor, our hands, our body, pollutant particles, etc.
[41, 42] were, then, by experimenting, included in that list of chargeable systems.
When a lot of charge is accumulated by any of these ways, irrespective of the particular
mechanism, we take the total charge, Q =

Pn
i qi when charge is an accumulation of

discrete elements and Q =
Ð
qdQ when modeled as a continuous distribution of charge.

It is also very convenient to use its volumetric density, ρ = Q/V = (1/V)
Pn
i
qi or ρ =

(1/V)
Ð
qdQ and their surface density, σ = Q/S = (1/S)

Pn
i qi or σ = (1/S)

Ð
qdQ and their

linear density, λ = Q/ℓ= (1/ℓ)
Pn

i qi or λ = (1/ℓ)
Ð
qdQ .

With the execution of specific experiments and development of technology, more
charged objects were known like the popular electrostatic bottles, as shown in Figure 3
[43, 44]. It is very impressive how they can be charged and how they can be discharged
in just a small fraction of a second, electric current, I, traveling through the air and
producing a spark, light, and sound, and then it came the “famous” Benjamin Franklin’s
kite, as shown in Figure 3E, [44, 45], and then the whole of the early history of the
research on charged clouds and their ways of discharging [46–48] mainly into ground
or to a tree, or to a church bell (metallic), or on another nearby cloud. During discharge,
electric current will travel from the cloud to ground and from ground to cloud, or from
cloud to cloud producing, not always, light and sound. Several other thundercloud and
lightning events were observed, reported, and “described”many years ago, and some of
them are bolts, sprites, glows, blue jets, and gigantic jets [1, 2, 10–16]. In more recent
times, novel discharge mechanisms and electromagnetic emissions have been observed
and measured from ground, planes, aerostatic globes, and satellites [10–16]. From the
more physical sciences view, the very same Coulomb Balance of 1785 (modified from
the Cavendish balance used to measure, quantitate, the force between charged bodies)

allowed Charles Coulomb to find F
!
= Kq1q2r̂ /r

2. This universal law indicates that the
force between two charged bodies is inversely proportional to the square of their

Figure 3.
Charging and discharging processes in a variety of systems presented from present-day machines to the oldest ones:
(A) a laboratory-controlled discharge device, 1990s; (B) a Van de Graaff electrostatic generator, 1910; (C)
Volta’s battery presentation to Napoleon, 1810; (D) a basic electroscope, 1777; (E) a painting showing Benjamin
Franklin’s kite experiment,� 175; and (F) Amber friction with fur, a pictorial representation of Tales de Mileto
discovery� 600 BC and a plastic comb attracting small pieces of paper, (generalizes the amber-fur electrostatics).
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distance and to the product of their charges and is directed along the line that joints
them. It also includes the experimental fact that charges of the same sign repeal and
charges of opposite sign attract. To do the experiments, Coulomb had to charge, elec-
trify, the different bodies he used, operation that he did, mainly, by friction. The
electroscope was invented, and it made possible some more quantifications [49]. Sev-
eral of these developments are pictured in Figure 3.

Later, the Van de Graaff electrostatic machine [50] was invented to specifically
charge conducting bodies like spherical shells, and so on. More developments in the
knowledge of electrical charge, its motion, and some applications constitute the
invention of the battery [51] and its whole development. Faraday introduced the

concept of electric field that is defined as E
!
= lim(q- > 0) F

!
/q, taking the Coulomb

force just mentioned, and we have E
!
= lim(q- > 0) [KQr̂/r2�. Conductors and non-

conductors were then defined [7–9, 52], and microscopic mobile units of charge,
electrons, were suspected to form a part of the intimate nature of matter [53]. Now,
we know that the atom is full of charge specifically distributed, the nucleus is positive
charged, +q, and the “revolving” electrons are negatively charged, �q. An atom is
electrically neutral, but charged species, ions, are very common, and some examples
are O�

2 , H
þ, Kþ, Cl�, and so on. The whole material universe is constructed from

electrons, protons, nuclei with protons and neutrons inside, atoms, then molecules,
the chemical bond, minerals, rocks, hydrogen species, oxygen species, organic, mole-
cules, polymers, and so on, and they are in all places, corners of the universe in the
form of gasses, mesoscopic and galactic plasmas, rocky planets, moons, and atmo-
spheres. Physical processes as friction, collisions, scatterings, breakage, fractionation,
and intense electric fields are universal phenomena and separate charges from their
parent matter; hence, free charge can appear potentially in every corner of the uni-
verse, generating diverging and/or rotational electric fields. Stellar rocky bodies with
some kind of atmosphere can concentrate on the electric charge in somewhat stable
arrangements, and free electrons generated by cosmic radiation can be accelerated in
those atmospheres. Coming back to earth, we see below that such acceleration of
electrons already takes place in electrified earth-bound clouds.

3. Charges can be produced in many different ways

To understand better the charging processes in clouds, we mention, first, how
charges can be produced in many different ways: the most common ones are by
friction, fractionation, breakage (breaking apart polymers and small pieces of paper),
and others include thermoionization, just heating of a conducting cable with the pas-
sage of current, heating a gas, air, application of an intense electric field, UV-vis
excitation/photoionization (this is one of the reasons we have life in this planet in the
first place), photoionization in the atmosphere [54], electrolysis [55], battery and fuel
cell mechanisms [56], xerox copying, ionizing radiation (NO, H, O2, H2O, organic
molecules, and nucleic basis are very sensitive to ionizing radiation), cosmic radiation,
collisions, and near collisions of many kinds: electron-atom, electron-molecule, atom-
atom, atom-molecule, elementary particle-atom/molecule, scattering of gamma and/or
X-rays, and UV rays scattered by atoms or molecules [53], and so forth.

In neutral gasses charging mechanisms, charge separation include elevated tem-
peratures promoting more atom/molecule frenetic motion, more and more energetic
collisions of atoms/molecules, molecular friction (then the asymmetric breaking of
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them), very strong turbulent fluxes (turbulent winds in diverse directions) promot-
ing, again, energetic collisions where linear and angular momentum, energy, and
charge are exchanged or transferred, and exposure to energetic gamma rays, X-rays,
and/or cosmic radiation, application of a high-voltage difference, ΔV, or equivalently

a strong electric field, E
!
= �∇V(very strong, of the order of hundreds of thousand

Volts/mt), could be enough to break molecules and to break polarized molecules, or at
least rip them from one electron, leaving behind a cationic, heavy, species. Discharged
gasses of detectors and lamps are good examples of these systems [57, 58]. If the gas is
basically dielectric, a moderate to high electric field will only polarize the molecules of

the system producing a total macroscopic polarization vector P
!
that points in opposite

direction from E
!
. More charging mechanisms are man-made accelerators, or nuclear

plants with heavy radiation, and cosmic rays, and naturally radioactive elements
present in the medium can produce very energetic electrons or positrons or neutros
from any of these bombardment machines. These accelerated species, mainly, but not
exclusively, electrons, will collide with and/or scatter from bigger molecules of the
medium and produce more ionized species and more fast-moving electrons, and they
have the possibility of producing avalanches of electrons and charged species [59, 60].
When the gas is mostly isolated and calm, the less the above charge-producing pro-
cesses take place and the gas is mostly neutral.

In plasmas-charging mechanisms, charge separation include the same ones present
in a gaseous system, but now there is an important manner conductivity, σ. This
conductivity is due to permanently present, replenishing, anions (�, include electrons,
O�

2 , other oxygen and hydrogen species) and cations (+, include positively charged
species, molecules, small ice crystals, positrons, protons, etc.). They do not need to be
permanent species, and they could be transient with an active production mechanism,
for example, cosmic radiation as in the ionosphere. This conduction property provides
the plasma with very particular electromagnetic properties that nonconducting gases do
not have. In fact, the Maxwell equations valid for a plasma are as follows:

Div:E
! ¼ ρtot=ϵo (1)

Rot� E
! ¼ � ∂B

!

∂t
(2)

Div:B
! ¼ 0 (3)

Rot�H
! ¼ μo J

!
f þ ∂P

!

∂t
þ Rot�M

! þ ϵ∂E
!

∂t

 !
(4)

where ϵo is the free space electrical permitivity, ϵ is themedium permitivity that could
easily be larger than ϵo by a factor of 10, 20, or evenmore depending on the content of
polarizable molecules in the medium. And the conductivity is given by σ [35, 58].

4. In electrified clouds, charging mechanisms are complex

A cloud is a very complex hydrodynamic and electrodynamic system, and it is
heterogeneously conformed. A wealth of phenomena actually occurs inside and on the
surroundings of a simple or complex cloud. Just to mention some: they may aggregate
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looking as calmly cotton fields, but then again they can become thunderous and
vertiginously electric active releasing thousands of joules of energy in their lightnings,
they can show an halo-glow above them, they can produce stripes and Saint Elmo’s
fire, their internal energy can accelerate electrons to relativistic velocities and run-
away electrons, and then cascades of even more electrons in relativistic regimes, they
can produce electromagnetic radiation fields, like bremsstrahlung, and so forth.

A cloud contains water, water vapor, a great amount of water microdroplets,
little ice crystals, graupels, hail that normally are not present in neutral gases nor
plasmas, atmospheric air with its regular composition, anionic species, free electrons,
free protons, and the charged constituents of cosmic rays that traverse it. These
elements carry a lot of the charge. Yet, for the most part, a cloud is nonconducting and
its dielectric components make up the great proportion (> 93%) of its composition.
We consider that our cloud under consideration contains a great number of minuscule
pollutant particles. Pollutants in clouds are important because they contribute to
attachment of free charge particles and to its dielectric character [6, 7].

A cloud is always moving and is in vertiginous motion in all directions, and many
ice crystals, anions, cations, graupels, and water droplets are in the upward, down-
ward, and turbulent air currents. Sometimes, it contains strong air currents forming
divergences, curls and, of course, turbulence, and very importantly, also, vertical
upward and downward hydrodynamic currents, and they can be, frequently, kilome-
ters tall, as is the case of cumulonimbus. These constituents move, friction, collide
energetically, and a multitude of charge separation and charge transfer processes take
place and have been identified, quantified, and reported for decades now [10–32]. A
cloud is always immersed on the solar ultraviolet bath, the cosmic rays, natural
radioactive decay earth’s products and the natural electric field present in the
atmosphere at all altitudes.

5. Charging mechanisms: charge separation in electrified clouds

Clouds, being mainly nonconductive, can become electrified, and they sustain
frequently very large quantities of electric charge, both positive, ρþ, and negative, ρ�.
They become electrified-charged by motion, collisions, fracture and friction of ice
little crystals, water droplets, graupel snow, air molecules, and so on with tiny ice
crystals (they end up with charge in their surface). Another electrification mechanism
is by experiencing atmospheric electric fields, just polarizing atoms and molecules,
and even breaking down some of these polarized molecules/atoms. Radioactive prod-
ucts can produce charged species, X-rays, and gamma rays and can dislodge electrons
from their atoms/molecules. Then, we have free electrons on the one hand and cations
on the other hand. Ultraviolet-visible (UV-vis) radiation from the sun and cosmic
gamma rays can contribute, daily, continuously, to the production of free charge in
clouds.

Very recently [61], it has been found that water microdroplets show large electric
fields just outside their surface and uncompensated charge resides on their surface [62],
no collisions, nor radiation needed. It is a natural phenomenon that charge concentrates,
uncompensated, on the surface of these water microdroplets. It is also known that small
ice particles carry charge (or equivalently, radical species) on their surfaces [10–12]. The
exact production processes of this charge on these water particles continue to be investi-
gated at the present time. Pollutant molecules also show the ability to catch, trap, on their
surfaces free charge, anions and/or cations, as alreadymentioned.
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Now, in clouds, there might appear, for short periods of time, zones showing some
conductivity, σ, and this means charge mobility at least for short intervals of time
appear concentrated stochastically here and there [63].

In summary, the charged elements in an electrified, nonconductive, cloud include
graupel, large and small, water droplets, ice crystals, some in needle-like form, cloud
drops, and ionic species normally present in the atmosphere, charged pollutant species,
free electrons, free protons, and the charged constituents of cosmic rays and the charged
products they produce within the domain of a cloud. And these charges are produced by
several mechanisms that include, but are not limited to, noninductive processes such as
collisions, breakage, fragmentation, and inductive processes such as polarization of
molecules, redistribution of charge on the surface of water microdroplets, electric fields
attracting and concentrating heavy charged-particles, and so on.

Hence, electrified clouds display definite regions that concentrate electric charge,
positive in some regions, ρþ, and negative in others, ρ�. Then, most clouds posses a
rather complicated charge structure, electric field lines emanate from ρþ regions
(sources) and sink into ρ� regions (sinks). Hence, the charge structure, the electric

fields, E
!
, they produce with complex electric field line maps, and their dielectric

character along with their conductivity (spots-like) property provide an electrified

Figure 4.
Essential electromagnetic features of a moving electrified cloud include quantitative features: (A) vector positions of
its charge distributions; (B) distances between the “centers” of charged regions; (C) specific regions of accumulation
of charge; and (D) position of observation measurement points, p close to the cloud and Q far away from the cloud.
It shows some of its basic elements such as water microdroplets, small pieces of ice, dipolar molecules, and small
conducting inclusions. The electromagnetic heterogeneity of the cloud and the accumulation of charge, ρþ, ρ� are
enhanced. The location of an observation point (or measurement location) is r!p(green). The location of ρþ1 is given

by the vector position r!
´
1, the location of ρþ2 is given by the vector position r!

´
2, and the location of ρ�3 is given by the

vector position r!
´
3, and the prime on r! always indicates that we are dealing with the position of source charge,

which in turn is the source of the electric field and the electric potential this cloud carries. Any conceivable charge
structure in a cloud is denoted in this work by {ρþ, ρ�}TOT, and it is an unknown of the system.
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cloud with very particular electromagnetic properties that nonconducting gases do not
have. Below, we go into some detail into these electromagnetic properties.

These charges can form long and wide charge distributions, some quasi-planar,

others more volumetric, which locations are labeled as r!
´
, and these charges tend to

accumulate in more or less well-defined regions inside the cloud; see Figure 4 for
details of a typical electrified cloud structure.

6. Distribution of free electric charge in clouds

The distribution of free electric charge in clouds is positive in one or more regions
and negative in other regions. Figure 4 shows such charge and spatial configuration
and vector distances. Our cloud, any cloud that can sustain free charge in it, in any
possible charge structure configuration, can have distributions of charge, let say:

ρ r!
� �

¼

ρþ1 r!
´
1

� �
, r!

´
1ꞓ source charge Region 1

ρþ2 r!
´
2

� �
, r!

´
2ꞓ source charge Region 2

ρ�3 r!
´
3

� �
, r!

´
3ꞓ source charge Region 3

8>>>><
>>>>:

(5)

similarly for ρ�4 ( r
!´
4), ρ

�
5 ( r

!´
5), and so on. The electric fields produced, per unit

volumen of charge, are E
!
i = Kρi ( r

!)r̂/r2, where k = 1/4πϵ0 and i = 1, 2, 3, 4, 5, … . If the

distribution is discrete, ρ� r!
´

� �
= (1/V)

PN
i qi, or the corresponding integral if the

density of charge is modeled continuosly. We locate the charges in the cloud and
indicate a reference system as shown in Figure 4. Then, the electric field per unit
volume of charge is at the observation point:

r!2,

E
!þ

r!p, t
� �

¼ k ρþ1 r!
´
1

� �
=R1p

2
� �

r̂12 for ρ1
þ r!1

´
� �

E
!�

r!p, t
� �

¼ k ρ2
� r!2

´
� �

=R2p
2

� �
r̂2p for ρ�2 r!

´
� �

E
!þ

r!p, t
� �

¼ k ρþ3 r!
´
3

� �
=R3p

2
� �

r̂3p, for ρ3
þ r!3

´
� �

8>>>>><
>>>>>:

(6)

|R
!
ip| = Rip = r!p � r!i, and r!1= r!

´
is the source/sink region where ρ�free is located and

r!p are positions of the observer (where the field has been evaluated). The total field at
the observation point “p” is the sum of the fields in (6).

Partial information on ρ ( r!
´
) would produce only partial information on E

!
, its

divergence, and its electric energy, W ∝ E
!���
���
2
, and an electromagnetic analysis is

incomplete. The measurements of electric fields have given valuable information on
the average values and their quite large variations-fluctuations. Conventional break-
down field values (3000 kv/m) are known as the breakeven field (202 kv/m) and the
runaway field (280 kv/m) values [10, 12, 25].

We must note that ρ( r!
´
) in this work always represent an already electrified, or

charged region in a cloud irrespective of its extent, its particular mathematical form,
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being it a discrete conglomerate of charge, or a “modeled” continuous distribution of
charge, ρþ indicates a distribution, or extension, or structure of positive charge from
which divergent electric field lines emanate, and ρ� indicates a distribution of nega-
tive charge in which the electric field lines converge, sink. Any conceivable charge
structure in a cloud is denoted in this work by {ρþ, ρ�}TOT, and it is an unknown of the

cloud system. It is extremely hard to determine ρ ( r!
´
). Observations for decades have

given only partial knowledge of it. Nowadays, a fuller, more detailed determination of

ρ ( r!
´
, t) and of the electric field, E

!ð r!p, t), it produces at the observation position r!p

continue to be at the top of the electrified cloud-lightning research. Another impor-
tant electromagnetic property of clouds to be considered is its dielectric character, and
we go into it, next.

Clouds contain dielectrics. Some of the molecules and atoms that compose a cloud
are dielectric (some very strong dielectric and some weak dielectric), some other
components are already electrified, and others can be electrified by noninductive
mechanisms. Let us look at these dielectric molecules (which produce bound charges)
with a bit more detail. Let us think just on water molecules, water microdroplets,

pollutant particles, and little aggregates of H2O). ρ( r
!´

) will apply an electric field

E
!

r!d, t
� �

to these molecules at their position, r!d, at time t and produce a separation of

the centers of positive charge from the center of negative charge, producing an

atomic/molecular dipole moment given by p! = qℓ
!
. For thousands and thousands of

these dielectric molecules lumped, packed, together and experiencing the same elec-

tric field E
!
, a macroscopic, total, electric moment is formed P

!
=
Pn

i p
!
i,with n≥ 104 or

much more greater, reaching nano-, micro-, millimetric, and/or larger dimensions.

Then, a macroscopic density of electric moment is constructed, P
!
= P

!
/vol [7–9].

When P
!
is not distributed uniformly in the volume of the aggregate cloud, which is a

likely scenario, then P
!
becomes divergent and Div�P! 6¼ 0; hence, a volumetric bound

charge, ρb = Div�P!, appears. In addition, a surface-bound charge, P
! � n̂|surface= σb,

appear on all the boundaries of the dielectric parts of the molecule, or aggregate, and
this can happen also to water microdroplets [62]. ρb and σb can only be determined,

theoretically, when the polarization vector P
!
is known. Experimentally, the measure-

ment of the electric field is just outside the dielectric molecule, and aggregate or

microwater droplet will allow us to determine P
!
and the volumetric and surface

distributions of the bound charges. This knowledge will help us to understand their
electric behavior in front of other charges [7, 8] and/or immersed in electric fields.

In real systems such as clouds, thunderclouds, plasmas, dielectrics in clouds, or for
electronics, to know the distribution of free charge is challenging by itself, to know the
distribution of bound charges is even more challenging, then we would need to

calculate or evaluate both, the electric field vector, E
!
, and the macroscopic polariza-

tion vector P
!
. However, using the first Maxwell equation in the form, Div�E! = ρfree/ϵ,

we need to know in advance only ρf (and not ρb, this is a relief), the total electric

permitivity, ϵ = ϵoϵr = ϵo 1þ χEð ) of the medium, then the vector field D
!
= ϵE

!
is

evaluated and from it, E
!
= D

!
/ ϵ. The algebraic process is simple, and it applies equally

well to a molecule, an aggregate of dielectrics, a cloud region, or a complete cloud.
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When the dielectric medium is sufficiently diluted and it extends for some microme-
ters or for kilometers, then ϵ could approach ϵ0, and we can consider to be working
with a standard clear air (in the lab, or outdoors with unpolluted air, etc.) or as when
we have free charges in vacuum. Otherwise, some consideration should be paid to the

polarizability of the medium since P
!
=ϵoχEE

!
. For linear and homogeneous dielectric

materials, the three vectors go along the same directions, but when the dielectrics are

not linear, P
!
and E

!
are no longer colinear and the response becomes more elaborate

[7–9]. The existence of the vector P
!
brings about an electric field produced by p! = qℓ

!
,

that is, E
!
p that opposes in direction to the original E

!
(produced by free charges, ρf );

hence, the total electric field in the midst of the dielectric portions of the system is

reduced from E
!
i to, E

!
TOT= E

!
i–E

!
p and breakdown of the dielectric constant would be

more difficult to achieve, and the transport of some free charge and free currents, J
!
f =

1
A

dq
dt n̂, through the dielectric regions would be more difficult to establish and of less

magnitude. Hence, let us suppose we have a cloud region with free charge density ρþ

facing another free charge density ρ� with dielectric molecules, aggregates between
them, but not totally filling the space in between; hence, there will be small regions,
filaments, and islands, of nondielectric matter. The zones more clearly dielectrically
occupying most of the cloud volume (let us say <90%), even covering space in
between the charged regions, would leave only small regions, islands, and filamentary

spaces with p! ! 0 approaching the free space condition in which E
!
p ! 0, and the

value of electric field is E
!
i not reduced by E

!
p. So, these nondielectric spaces would be

more favorable for electric currents, J
!
f , to form and flow. It is, already, very well

known that dielectric matter is not a favorable medium to sustain electric currents [7–
9]. If polarizable molecules in the cloud are moving, as they are, the possible trajecto-
ries of electric currents also change.

So, in a cloud the total charge is, ρtot, and it is composed of free charge produced by

ionization, application of an electric field “E
!
i”, vertiginous vertical upward/down-

ward hydrodynamic currents, friction, collisions, cosmic rays, solar radiation, etc.,

and bound charge produced by polarization, P
!
=ϵoχEE

!
, of molecules in the medium,

provoked by the applied E
!
i field.

So, for the above, we want to consider free charge only: if we want to consider the
structure, distribution, of free charge only, that is {ρþ, ρ�}free� ρf , this quantity is

more amenable to work with Maxwell equations. For example, Gauss Law ∇ � E! = ρf /ϵ
can be put in terms of ρf , and then we will be dealing with sources or sinks of electric
field lines, but only of free charge. And if not known, it can be modeled and/or
inferred (partially) from measurements.

If, in addition, the cloud contains no magnetizable elements, then the magnetiza-

tion vector, M
!
, is zero, and if the Maxwell displacement current is very small com-

pared to the free currents in our turbulent thundercloud, then we neglect the term ϵ∂E
!

∂t
in (4) and we are left with the reduced Maxwell equations, (7)–(10) for this kind of
electrified cloud with dielectric material in it and some free charge able to move, and
considering that a cloud is a very heterogeneous structure changing very rapidly in
time:
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Div � E! ¼ ρf=ϵ (7)

Rot� E
! ¼ � ∂B

!

∂t
(8)

Div � B! ¼ 0 (9)

Rot� B
! ¼ J

!
f þ ∂P

!

∂t

 !
(10)

The constitutive equations are P
!
= (ϵ� ϵo)E

!
, D
!
= ϵE

!
, and J

!
= σE

!
, and conductivity

in the regions that sustain plasma like matter could be modeled as before [33]:

σ ¼ e2 Nþtþ=mþ þ N�t�=m�ð Þ (11)

where all quantities, for our very dynamic cloud, are very strong functions of space
and time. The particular values of the parameters and charge distributions and electric
fields at time t1 in a locale A are not necessarily the same at the same locale at time t2 >
t1, with t2 � t1 ≪ 1 millisecond, and this leaves the theoretical treatment with Maxwell
equations as “snapshots” of the resulting fields, currents, etc., as quasistatic frames as
time evolves.

7. Clouds interacting with more clouds and its environment

A cloud with a typical charge structure, electric field configuration, with its
dielectric and conducting character and in the presence of other charged clouds and
electromagnetic environment was schematically shown in Figure 2. The distribution
of free charge with positive charge on the upper part of the cloud ρþ1 is the source of
divergent electric field lines. Negative, extended, distribution of charge in the middle
section of the cloud, ρ�2 , is a large, convergent sink of electric field lines, and another
smaller distribution of positive charge in the lower part of the cloud and somewhat
toward one side, ρþ3 , left, or right, were located in a reference frame, and the electric
fields they produced were given also in Figure 4. Metallic towers, an airplane flying
nearby, a mountain, trees, ground, and lakes are also considered. The central cloud
could be very tall and active with wind divergences and curls, upward convection
currents, then downward and turbulence, and cumulonimbus clouds are just one
example.

This cloud has also other neighboring clouds, having at least another electrified
cloud, ρ�near nearby that can be electrified (carrying even more charge and producing
more electric fields that move some other free charge) and energetic exchange of their
charge can occur, sometimes accompanied with lightnings. Below the continental
clouds, there is always ground, which is for the most part charged positively. Above
the cloud there is another charged volumetric region and with conductivity, the
ionosphere, σ, just as mentioned before.

More about clouds interacting with clouds: A cloud is not only a reservoir of great
amounts of water, ice, water vapor, atmospheric gases, and electrical charge-
producing electric fields. It is a tremendously dynamic structure that contains megas
and megas of Joules of hydrodynamic energy and gigas and gigas of Joules of
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electromagnetic energy. The energy, W, of a configuration of charges in an electrified
cloud with n charges located at, mutual, distances rij ≈ rjk in a quasistatic ensemble is
W = k

P
i< jqiqj=rij = qNVN�1 with its electric potencial VN�1 = K q1=r1N þ q2=r2N

�
+

q3
r3N

þ q4
r4N

þ … qN�1=r N�1ð ÞNÞ:N could reach trillions and trillions of charged particles.
Such energy is released and channeled in accord with the electromagnetic environ-
ment, EME. EME is composed of ground, mountains, trees, other electrified clouds,
dielectric media, sea surface, ionosphere, temperatures, pressures, pollutants (varying
with height), planes flying near or inside clouds, and metallic structures (be them tall,
small, tubular, flat, and so forth). For an electromagnetic study of an electrified cloud,
it is indispensable to know some physical parameters of its EME. For example, just to
mention a couple of examples, the ground is a huge reservoir of positive and negative
charge probably, mainly, due to the great amount of minerals, nutrients, dirt, and
water in it. The ionosphere is a fully conducting medium with a lot of free charge
(mainly electrons) in it. An adequate electromagnetic treatment of an electrified cloud
should include its EME. The standard atmosphere has also plenty of electric charge
and not only in the ionosphere that is up high several kilometers (around 90 km)
above ground, and this air region is continuously exposed to cosmic radiation, the
sun’s ultraviolet radiation, and the electric fields of electrified clouds. Hence, mole-
cules and atoms get energetically excited, “broken down”, and ionized, captions and
anions are formed, and free charged particles, mainly electrons and protons, are
produced and constitute the charge in that gaseous medium.

8. Two cloud charge structure models that can produce high electric fields
in their vicinity just momentarily and locally

In this section, we construct two simple cloud charge structure models that can
produce high electric fields in their vicinity just momentarily and locally, schemati-
cally presented in Figures 5 and 6. Within these, a discharge process is being cooked
(build) up. Many charge densities-structures in clouds ρþ1 , ρ

�
2 , ρ

þþ
3 , ρ�4 , ρ

��
5 , etc., are

possible. Moreover, clouds are, by no means static structures, they move, change form
in their insides and outsides, in question of microseconds, by internal currents (up and
down hot-cold streams) and because of the wind. This makes the clouds and their
charge densities in very dynamic structures.

Within this dynamics, let us suppose that the charge densities move such that
“pointed” distributions of charge, �ρþ, �ρ� appear (and dissappear) in a region a of a

cloud, then hot spots of large electric fields, �E
!
, and large divergences, DIV� �E!, emerge

for just a fraction of a second. Also, in another close by cloud or another region b in
the same cloud, other charge distributions, ρ

¼ þ, and ρ
¼ �, can get closer, kind of

capacitor type of structure, due, again, to strong winds and rotationals and upliftings

(down-liftings), creating, again, a zone with very high electric field, E
¼!
. Both scenarios

are shown in Figures 5 and 6, respectively. Other charge structures are possible that
elicit, locally and momentarily, high electric fields. The creation of strong electric
fields within electrified clouds is a pre-requisite for discharging and formation of
leaders, streamers, and lightning, the appearance of nonrelativistic and relativistic
moving electrons, hence, the rapid increase of conductivity, emission of gamma and
X-rays, and so on. We see in more detail these two possibilities now.
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We envision here, case A) the emergence of electric field hot spots as a result of, by
chance, the formation of pointy charge “processes”, �ρþ, and �ρ�, coming out from

some charged regions, as shown in Figure 5. This makes �E
!

larger close to them and

DIV� �E! also larger; hence, more field lines get out of the positive “pointy” charge
density and close to it more field lines cross a unit area.

More field lines enter into �ρ�, sink, and close to them more field lines converge,
attracting more positive mobile charges. This, in turn, increases the potential differ-
ence between these regions and regions of less ρ�. The electric force that a single
charge q of mass m can experience in those electric field hot spot regions gets,

consequently, larger, and if F
!
= q �E

!
, its acceleration is a! = q �E

!
/m. If we disregard

collisions for the moment and consider an enlarged-effective mean free path, ℓ, for
these moving charges, then there are not, by definition, important damping processes
that stop this increasingly accelerated motion. We take an enlarged effective mean
free path as a composed trajectory in which collisions and gazing scatterings do not,
appreciably, affect greatly the acceleration, nor the kinetic energy of the particle and

the continuous work of the electric field, W = qE
!�dℓ!, keeps moving the charge.

In scenario B, ρ
¼ þ gets much closer to ρ

¼ � as pictured in Figure 6. A kind of
capacitor is formed for which the ρ

¼ þ distribution gets much closer to ρ
¼ � due to wind

Figure 5.
Pointy charge structures, �ρþ, and �ρ� developed in a moving cloud. Some important redistribution of free and
bound charge starts to take place. Free charge, e�, pþ, anions, and/or cations already in the body of the cloud will

get strongly attracted to these force field lines and will move accordingly, as F
!
= qE

!
= ma!, and then they will

accelerate as, a! = qE
!
/m. they continue to accelerate as long as collisions do not stop them. This regime is called

enlarged-effective mean free path, ℓ.
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forces that push one to the other. Short duration fluctuations of R ρþ, ρ�ð ) in Figure 6

increases E
!
between them as [1/R(ρþ, ρ�)]2, the electric field in between is the sum of

the field produced by ρ
¼ þ and the field produced by ρ

¼ �, it becomes very high and
then again, it attracts free charge that happens to be in that space, or close by at that

moment, t*. The Coulomb force they feel is, again, F
!
= qE

¼!
, and its acceleration is a! =

qE
¼!
/m. They accelerate with no damping inside the elongated effective mean free

path, ℓ. This increasingly accelerated motion can continue without being slowed

down in this regime. We propose that the electric work made by theE
¼!

field,

W = qE
¼!
�dℓ! is large enough to keep some, but not all, electrons accelerated, these

electrons will become runaway electrons in the next stage, few microseconds ahead.

Figure 6.

A momentarily intensified electric field. A scenario in which a kind of capacitor is formed for which the ρ̿
þ

distribution gets much more closer to ρ̿
�
due to wind forces. E

!
increases between them as [1/r]2, the electric field in

between is the sum of the field produced by ρ̿
þ
and the field produced by ρ̿

�
, and charged species are attracted to

this E

!̿
field and then accelerated.

64

Electromagnetic Field in Advancing Science and Technology



But, it just so happens that this motion can also be maintained and even increased
by positive feedback in which the loss, by collisions, of moving energy is compensated
by gain of energy in other elastic collisions in which more massive particles transfer
linear momentum and energy to these lighter charged particles. Both scenarios can
contribute greatly the cosmic rays, and apparently, more specifically their secondary
products at lower altitudes, well below the lower layer of the ionosphere, well into the
stratosphere.

If this intense electric field window, in both scenarios, last for some microseconds,
a lot of charged particles can be moved on along these force field lines and can reach
distances of a fraction of a kilometer or more. Then, we can talk about electric current
flowing down to lower electric potential or of positive charge traveling, current, J+,
toward the negative pole or “electrode,” and/or of electrons traveling toward the
positive pole or “electrode,” conforming a negative current, J-. Of course, both kinds
of currents can happen simultaneously, or sequentially. The end point could simply be
the air, or the ground, or a metallic structure, a tree, even the ionosphere. We see that
the liberation of electric energy W is quite large, since part of the charge structure is
being disassembled, let’s say, just as an order of magnitude illustration, 1012 charges
(electron equivalents) are being “send” (ideally) to infinity (toward electric potential
zero), then W will be 1012 times the work done to remove one single charge from the
cloud charge structure to infinity [7–9]. Let us suppose this unit work is about 0.23
nano Joule, then in order to dismantle 1012particles from the ensemble, the energy
spend would be (0.23�10�9)�1012Joule = 2.3x103 Joule = 2.3 thousand Joules, that is
quite a bit of energy. Where all this energy goes to?

The intense field values reached, in both scenarios, just before the beginning of
these J+ and J- currents, and the expenditure of the above-mentioned electric energy

W are defined as the “at the verge of discharge electric fields,” and we label them as Ę
!
.

Then, we are here with the maximum source and sink of electric field lines in both

cases. We want to concentrate more on scenario B. Notice that here Ę
!

= E
!þ

+ E
!�

in the

in-between zone. Since dielectrics reduce the total electric field in spaces where P
! 6¼ 0,

as: E
!
TOT= Ę

! � E
!
p, then within the dielectric matter E

!
is not increasing toward Ę

!
in

there. However, if the dielectric matter in the cloud is inhomogeneously distributed

and P
!
varies greatly in the interior of the cloud, v. gr., covering the space with big and

small dielectric patches, then some regions in between patches are almost P
!
-free

slender-tortuous elongated regions in which ϵ ! ϵ0 and the electric field, still, is Ę
!

=

E
!þ

+ E
!�

with no E
!
p reduction. These two scenarios pinpoint very specific local-cloud

“spaces” that fulfill particular conditions in which E
!
can reach the “on the verge of

discharge field,” Ę
!
. Two more fundamental ingredients for discharge to occur are as

follows: (A) the presence of a lot of free light charged particles, mainly electrons,
protons, and small ions, to be transported, and (B) an increased conductivity in these
locations at time t*, both go hand on hand.

Once we are right at the verge of discharge, in these locations, with an increased
conductivity, and a corresponding resistivity able to produce a lot of heat from Joule

effect, what happens next?? well, if in the following fewmicroseconds charge ρþb r!
´
b

� �
,
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and ρ�d r!
´
d

� �
drops and/or gets redistributed again, or gets separated, larger R values,

and then E
!
diminishes quickly and potential discharge is inhibited, as when a huge

sneeze gets frustrated! and the cloud continues in the charged state. Otherwise, the
discharge process, really, takes off. The above makes us think of the many inhibited
discharges that are hold-on in the last microseconds, because one of the above condi-
tion ceased to exist.

9. Then the discharge “Proceeds”

Discharge occurs triggered by not-so-well-understood mechanisms, but some
likely mechanisms are as follows: (A) simply large amplitude variations of electric
fields; (B) cosmic ray energetic events triggering the production of bare, accelerated
electrons; (C) energetic ionizations by atomic/molecular collisions; (D) breakdown of
the dielectric constant of cloud-air at some locations nearby, or between ρþ and ρ�

cloud charged regions; and (E) increase of E
!
intensity due to a sudden increase, surge,

of charge in ρþ and ρ�regions, since E
!���
���∝ρ� . But, it is also posible to increase E

!
by

diminishing the distances, | r!| = r = r!2 � r!1, among the charged regions. We go into
more detail here. (F) E increase due to charge distance decrease. Movement of ρþ (ρ�)
toward ρ� (ρþ�) as in scenario B above due to a strong air dynamics fluctuation,
turbulence, rotations, convection, so that, short duration fluctuations of R ρþ, ρ�ð )

increases E
!
in-between as 1/[R(ρþ, ρ�)]2, so, if R goes from R0 to (1/4)R0 then E goes

from E0 to 16E0 and if E0 = 120 kvolts/m, then the increased field would be now Ę =

1920 kvolts/m, and this momentary field is quite enough to produce the breaking of
some polarizable molecules. Some ions, cations, and free-unbound electrons are pro-
duced and will immediately get accelerated toward/away from the closest charged
region ρ� of opposite sign. Even in the case of just reducing the distance by half, if R
goes from R0 to (1/2)R0, then E goes from E0 to 4E0 and if E0 = 120 kvolts/m, then the
increased field would be now Ę = 480 kvolts/m. This field is larger than the 320 kvolts/

m of the reported breakdown field [25]. One of the objectives of this work has been to
construct plausible scenarios, electromagnetic conditions, on which large intensity

electric fields Ę
!
, with durations of at least some micro-, or milliseconds, can develop

in the in-between and/or around the charged cloud regions, be them on the upper/
center/lower part of the cloud, or toward the sideways, as shown in Figures 5 and 6.

In Figure 7A, we have imagined five charged particles at five different locations in
this electrified environment (well within the cloud), a free electron, a positron, a
positive ion, a proton, and a polarized molecule, experiencing the presence of the

electric field E
!
, and the vector distances should properly be measured from the

coordinate system arbitrarily situated at ℴ. All of these charges experience Coulomb
force at their location. It should be pointed out that not always it is trivial (or easy) to

calculate such a field E
!
. In fact, it continues to be an open problem in thundercloud

systems.
Now, we will do a “Thought” experiment: If the relative distance of the field

sources and the charged particles is changed, several of the forces experienced vary
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even drastically, the force field lines get distorted (they follow different paths now),
and the electric energies will change correspondingly. The electric potential lines are

also modified, but it is always obeying E
!�dℓ!pot = 0, as shown in Figure 7B. Above

shows distances modified, and electric field and electric potentials have changed with
respect to panel A. Divergences and rotationals in panel A have changed, and now
stronger divergences appear and other rotationals appear in panel B. For example, see

the regions marked Bþ and B� with corresponding electric fields E
!þ

and E
!�

and
electric potentials Vþand V�. These spatial changes bring about several electromag-
netic consequences, some are as follows:

Region Bþ/B� with more/less force field lines concentrate on more/less electric
energy (measured in Jules) per unit volume since W/vol = (ϵ=2) E

2 and since EBþ >>
EB� then WBþ >> WB�. In fact, since E α (1/r2), then W α (1/r4), and the electric
energy is a very strong function of the distance between charged bodies. If distance R
changes just by half, R! R/2, then energy density will increase 16 times in region Bþ.

A.Consider two identical charges ~q and q (two electrons, two positrons, two
protons, two anions, and two cations) of equal mass, ~m. We put ~q in region Bþat
a point p at half the distance ~R from the sources, and the identical charge q is

Figure 7.
We have imagined five electrical objects located at seven different positions in this electrified environment. They all

experience the presence of the electric field E
!
; hence, a coulomb force depends on their location P1, P2, … , P5, well

inside the cloud: (A) original charge configuration with typical distributions of charge and distances; (B) the charge
distributions have been moved to get some closer and others farther away, the electric field and coulomb forces change

accordingly. A zone of higher E
!þ

field is denoted Bþ and another region with weakened E
!�

field is denoted B�.
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placed in region B�, at a similar distance from its sources. ~q experiences a much

stronger Coulomb force, F
!þ

= ~qE
!þ

than the identical charge q placed in region

B�, where F
!�

= qE
!�

. The histories of subsequent motion of ~q and of qwill be very
different. q could eventually recombine, and ~q could become relativistic and
could produce an avalanche of more charged particles.

B. If allowed to move, both charges will follow the corresponding field line
directions, and if allowed to move for a time interval Δt without collisions or

damping, then they will be accelerated by F
!þ

= ~ma!
þ
= ~qE

!þ
in region Bþ, and by

F
!�

¼ ~ma!
�
in B�region. Then if Eþ = ηE� with, for example, η = 2, 10, 100, 1000

and so on (we are modeling, arbitrarily, intense electric fields, Eþ, here twice, five
times, one order of magnitude, two orders of magnitude, three orders of magnitude
larger than the weaker field, E�), thenmaþ= ~qEþ = ~qηE�= η(~qE�) = ηma�; hence
aþ = ηa�, so the same charged particle placed in region Bþ in a stronger electric
field will accelerate η times more than if put in region B� with the weaker electric

field E�, Eþ/E� = η = aþ/a�. Moreover, |F
!þ

∣/∣F
!�

|=η . This helps to understand the
existence of slow-moving charges and fast-moving charges in the same electrified
cloud. This applies equally well to light and heavy charged particles.

C.When known the intensity of the electric fields E�, then a� = (~q= ~m)E� can also
be determined if the mass of the particle is known.

D.If we consider the enlarged-effective mean free path, ℓ, (as defined above) with
no loss of energy, no friction, as if flying in free space, and if ℓ is about one
meter, tens, or hundreds of meters, then charges will reach classical velocities of
v2 = v20 + 2aℓ, or v = v0 + at. As a manner of numerical example, let us suppose an
electron starts this accelerated motion inside an electric field E of just 1 kvolts/m
with an initial velocity, v0 = 1000 m/sec or less, and ℓ =(0.1 Km)L, where L can
be less or greater than 1 is a convenient adjusting distance parameter of the mean
free path, then the acceleration a = qE/m is going to be (1.6 � 10�19 Coulomb) (1
kvolts/m)/(9.11 � 10�31Kg), then a = 1.756 � 1014[m/ sec 2].

Then v2 = (1000 m/sec)2 + 2x1.756 � 1014[m/ sec 2]. (100 L) [m], taking square
root we obtain, v≈ 1.87

ffiffiffi
L

p � 108 m/sec, and this velocity is a fraction of the
velocity of light, (1.87

ffiffiffi
L

p � 108)/(3x 108 m/sec) = 0.624
ffiffiffi
L

p
, impresive! It should

be noted that in this calculation the adjusting distance parameter L is just equal to

1, and the initial velocity with which the electron enters the region of E
!
is a very

small contribution and can be safely neglected. This classical calculation of
acceleration and velocity is not correct for relativistic velocities but helps to give
an idea of the tremendous accelerations and velocities that electrons can reach
under these circumstances.

E. The above means also that a great number of electrons (≥ 1010) with small,
medium, and high velocities just drifting (going by in any direction) in the

vicinity of E
!
is going to be accelerated to reach velocities at around 0.624 c, and

many slow-moving electrons just drifting by easily fullfil this initial condition.
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Since v = vi + at, then the time to reach the final velocity (in this elongated
effective mean free path length) is t = (v � vi)/ a = 1.87

ffiffiffi
L

p � 108 � 1000) (m/
sec)/(1.756 � 1014Þ [m/sec2]ffi 1.065

ffiffiffi
L

p
μsec, a very short time!. We can envision

many electrons drifting by in the region of E
!
of just 1000 volts/m and get this

acceleration and reach a velocity 0.6234c in just a little more than a microsecond.
Here, L continues to be equal to 1.

F. The gain in kinetic energy in this accelerated motion along ℓ is K–K0 = ½mV2 �
½mV0

2 ffi ½mV2 since V0
2 << V 2, then Δk ffi ½ m V 2 = 16Lx10�15Joule =

99.84 L Mev. Let us suppose the mean free path is not as large as 0.5 Km, because
of small energy collisions, scatterings, frictions and so on, and let us model a
more realistic mean free path of a fifth of the more idealized one, then L = (1/5);
hence, the velocity reduction would be V ≈ 1.87

ffiffiffiffiffiffiffi
1=5

p � 108 m/sec = 0.28c, and
its kinetic energy go down from 99.84 Mev to 19.97 Mev. So in a more frictional
environment which reduces ℓ from 100 meters to just 20 meters, the velocity of
the electron goes down to a weak relativistic regime with about 20 Mev of kinetic
energy. If collisions and energy losses become even more important and the L
value becomes L = 1/20, so ℓ = 100 m/20 = 5 m, then we have V ≈ = 1.87

ffiffiffi
L

p �
108 m/sec = 0.0935 108 m/sec and the corresponding kinetic energy is now
99.84Mev/20 = 4.99 Mev. Velocity is now not relativistic, yet it carries an
important energy with it.

G.Again, the initial velocity can be, and has been, safely neglected. The acceleration
would be exactly the same, and the time to travel ℓ would be the same
microseconds since it does not depend on ℓ either. So, the quotient of kinetic
energy gains for the case with L = 1 with respect to L = 1/5, or 1/20 is ½m V 2 /
½m V 2L = 1/L = 5, or 20, and the shorter mean free path ℓ modeling collisions,
friction, etc., impacts directly in the velocity not reaching relativistic regimes
and reaching lower kinetic energies by a factor (1/L).

H.The heavier the charged particle, the less accelerated it becomes since aα 1=m, and
the larger the charge, the bigger the acceleration. Electrons accelerate and reach
even relativistic velocities in time intervals of a few microseconds in fields of
about 1000 V/m in diluted (almost free) space, no collisions, no frictions, and no
damping. Very importantly, if the particles possess already a significant initial
velocity, let’s say V0 = 0.1c, then again V2

f >> V2
i and our calculation still holds.

I. For nonrelativistic motions let us take Vf = 10�2(3 � 108 m
sec Þ = 0.01c, and Vi =

0.001c, then [Vf
2 � Vi

2]1/2 = [(9x 1010)]1/2(99)1/2 m
sec . Hence a = (V2

f � V2
i )/2S ≈

(3/L) � 103 km
sec 2, again the acceleration is mainly determined by the final velocity

reached and not by its initial velocity, and this permits all kinds of wandering and
drifting particles entering the zone of acceleration to reach at the end of this
interval similar accelerations in similar intervals of time. This works as a velocity-
acceleration funnel that also directs the “charged beam” into a particular, well-

defined direction, the direction of E
!
. If the beam does not encounter many

“obstacles” (collisions and scatterings), then we have an electrical current
traveling some tens or hundreds of meters down that trajectory.
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J. Also, dP
!þ
=dt = F

!þ
= qE

!þ
, and dP

!�
=dt = F

!�
= qE

!�
, and (dPþ=dt)/(dP�=dt) = Eþ/E� = η =

2, 10, 100, 1000. Hence, the charge q moving in region Bþ increases its linear
momentum per unit time much more than the charge moving in region B�.
Under collisions and scatterings, the charges moving in Bþ region can transfer
much more linear momentum and energy to other charges and “spread” motion
and energy to other charged particles, moving classically or relativistically.

K.All these points from (A) to (K) indicate in one way or another the powerful
effect that a larger electric field and its direction has on N charges moving in it as
compared with the same charges moving in weaker electric fields.

L. From (A) to (K), seems to us, that are conditions for a lightning starting in the
cloud and directed to any number of possible endings and directions.

More dynamics and electromagnetic features can come out from the above basic
calculations that can be analyzed and contrasted to field measurements.

10. Conclusions

Different transient charge distributions have been considered and their electric
fields discussed, and these quantities are, for the most part unknowns, still we
extracted valuable information from their vectorial properties, working within close
distances, on the structures that produce pronounced sinks/sources with large diver-

gences of E
!
and focusing on observation points close to them. We introduced the

concept of “at the verge of discharge electric field, Ę
!
produced by two specific charge

configurations”. The role the dielectric character of the cloud plays in allowing/not

allowing discharge was analyzed. We profiled the conditions to be met by Ę
!
to appear

and to be sustained for at least a few milliseconds. A simple, typical, electrified cloud
model was constructed and described in detail. Then a few basic calculations are
carried out for a thought experiment, moving charges around inside this model cloud,
and we calculated velocities, accelerations, and kinetic energies for long- and short-
elongated effective mean free paths, fast and slow electrons resulted in this dynamics.
The acceleration of charges works irrespective of initial velocities, what is important is
a light mass and an intense electric field. We analyzed what we learn from it.
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Chapter 4

Electromagnetic Relations between
Materials and Fields for Microwave
Chemistry
Jun-ichi Sugiyama, Hayato Sugiyama, Chika Sato
and Maki Morizumi

Abstract

We consider the application of microwave energy to a material. The effects of the
electromagnetic field on the material and of the material on the electromagnetic field
will be described, focusing on the dielectric relaxation phenomenon of the liquid. The
dielectric permittivity of mixtures is discussed by extending Debye relaxation to
explain how the material behaves with respect to an electric field. We will also
consider the energy that the electric field imparts to the material, both thermally
and nonthermally. We will develop this relation and describe what form it should
take if there is a nonthermal effect in the chemical reaction field under microwave
irradiation.

Keywords: microwave chemistry, complex permittivity, Debye relaxation,
nonthermal effect, Arrhenius equation

1. Introduction

There has been much debate about whether microwave irradiation acts as heat
in chemical synthesis or whether it has a nonthermal effect [1–6]. This problem has
been discussed in many cases based on changes in the reaction rate and in the
selectivity of the difference between the results with and without the application
of microwaves. What is particularly important here is whether the temperatures of
the two conditions to be compared are exactly the same. In microwave irradiation, it
is difficult to use a general thermometer such as a metal thermocouple or an alcohol
thermometer. This is because the distribution of the electromagnetic field changes
significantly due to the insertion of a metal material (thermocouple or mercury
thermometer), or because the indicator material (alcohol) itself is heated. As an
alternative, an indirect method such as measuring the temperature from radiation
on the surface of the vessel is used. In the comparison between microwave irradia-
tion and non-irradiation, if the measurement does not correctly indicate the internal
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temperature, the difference may be due to the microwave irradiation condition
being higher than the non-irradiation condition.

The heat source in microwave irradiation is the loss of electromagnetic wave
energy, i.e., loss of the electric or the magnetic fields due to undulation of the mole-
cule itself. Therefore, the movement behavior varies depending on the molecular
species of the irradiated material. A different momentum obtained for each molecule
means that it is not in a thermal equilibrium state, meaning that it does not match the
definition of temperature, which requires an isotropic equilibrium motion.

The aforementioned is an inductive argument that discusses differences due to
microwave irradiation, such as changes in reaction rates and in selectivity. A lot of
data are reported every year, but the interpretations are diverse, and there are cases
where it is “both hard to explain and hard to ignore” [1].

On the other hand, in this review, the original physical meaning is examined
based on the dielectric relaxation phenomenon and how the material behaves under
microwave irradiation. Based on this, we will discuss deductions about what action
should be generated if there is an effect other than heat based on principles, rather
than data.

2. Material properties (relaxation properties)

2.1 Permittivity and refractive index

When an object is heated by irradiation with microwaves, the microwave energy is
attenuated inside the object [7]. The Beer–Lambert law in optics can also be applied in
the microwave region. The refractive index, n, and the attenuation factor, k, can be
combined as a complex refractive index n*, as shown by Eq. (1):

n ∗ ¼ n� jk, (1)

where j is the square root of �1. When the wave has a cosine signal s(t, x) as a
function of time t and position x, the n and k correspond to the propagation and
attenuation velocities in the phasor formula (Eq. (2)) as shown in Figure 1:

Figure 1.
Undulation and complex refractive index at t = 0.
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s x, tð Þ ¼ A cos n ∗ xþ ωtð Þ ¼ Re Ae�j n�jkð Þxe�jωt
� �

: (2)

Physical properties in the microwave region are indicated by the complex permit-
tivity ε* [F/m] and complex permeability μ* [H/m]. The meanings of these terms can
be explained by definition of the values of basic physical constants. The speed of light
propagation through the vacuum (c = 2.99792458 � 108 m/s) is defined value. After
May 20, 2019, the magnetic constant μ0 changed from the defined value (4π � 10�7

H/m) to the experimentally determined value (1.25663706212 (19) � 10�6 H/m) [8].
The electric constant ε0 is derived from these constants (Eq. (3)):

ε0 ¼ 1
μ0c2

: (3)

When Eq. (3) is transformed to Eq. (4), c represents the reciprocal of the square
root of ε0 and μ0:

c ¼ 1ffiffiffiffiffiffiffiffiffiffi
ε0μ0

p : (4)

To be precise, vacuum is not a material, but electromagnetic waves propagate
through it. Since the same relationship applies to materials, they can be treated equally
well in terms of mathematical expressions. The velocity v [m/s] of the electromagnetic
wave propagating through a material is the reciprocal of square root of the product of
the material’s permittivity ε [F/m] and permeability μ [H/m] (Eq. (5)):

v ¼ 1ffiffiffiffiffi
εμ

p : (5)

Therefore, the refractive index n is obtained by Eq. (6):

n ¼ c
v
¼

ffiffiffiffiffi
εμ

p
ffiffiffiffiffiffiffiffiffiffi
ε0μ0

p ¼ ffiffiffiffiffiffiffiffi
εrμr

p
where ε ¼ ε0εr, μ ¼ μ0μr: (6)

Here, the relative permittivity εr [nd] and the relative permeability μr [nd] are
coefficients based on ε0 and μ0, and n is dimensionless. In the following, the dimen-
sionless value is expressed as [nd].

When attenuation of electromagnetic waves occurs in a material, the complex
relative permittivity εr* [nd] and the complex relative permeability μr* [nd] are used.
Therefore, the relationship with n* is as follows (Eq. (7)):

n ∗ ¼ ffiffiffiffiffiffiffiffiffiffiffi
ε ∗r μ

∗
r

p
where ε ∗r ¼ ε0r � jε00r , μ ∗

r ¼ μ0r � jμ00r : (7)

The superscripts ‘and “indicate a real part and an imaginary part, respectively.
Discussions dealing only with dielectrics generally introduce important assump-

tions here. Since dielectrics often do not exhibit magnetism, the permeability is
considered to be the same as that of vacuum, and μr * is set to 1�j0. Devices that
measure permittivity (actually complex relative permittivity) often base their
calculations on this assumption, so one should be careful when measuring materials
with magnetism or high conductivity. Under this assumption, Eq. (7) is approximated
by Eqs. (8) and (9):

79

Electromagnetic Relations between Materials and Fields for Microwave Chemistry
DOI: http://dx.doi.org/10.5772/intechopen.106257



n ∗ ¼ ffiffiffiffiffiffi
ε ∗r

p
, (8)

n� jkð Þ2 ¼ ε0r � jε00r : (9)

Here, Eq. (1) is reviewed again. Since n is the ratio of the propagation velocity in
the material to that in the vacuum, it can be regarded as the ratio of the wavelength λ0
[m] in the vacuum to the wavelength λ [m] in the material (Eq. (10)):

n ¼ c
v
¼ λ0

λ
: (10)

On the other hand, since attenuation does not occur in a vacuum, it is difficult to
understand k as a ratio. Therefore, a distance δ [m] at which an electric field intensity
E [V/m] becomes 1/e = 36.8% is used. Here, e is the Napier number and ω [rad / s] is
the angular frequency. δ is called the skin depth and has dimensions of length. As δ
decreases, the amount of attenuation increases, indicating a large k (Eq. (11)):

k ¼ c
ωδ

¼ λ0
2πδ

: (11)

Furthermore, when Eq. (9) is transformed, Eqs. (12) and (13) are obtained:

n ¼ 1
2
ε0r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ε00r =ε0r

� �2q
þ 1

� �� �1=2
, (12)

k ¼ 1
2
ε0r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ε00r =ε0r

� �2q
� 1

� �� �1=2
: (13)

From these equations, n and k are obtained from the εr* of the material. When n is
large, the microwave that has progressed is greatly refracted. In particular, a cylindri-
cal vessel collects power at the center as in the case of a lens, and heating may proceed
locally. Figure 2 shows an example simulating the electromagnetic field distribution

Figure 2.
Simulation of the electromagnetic field of water in a cylindrical vessel in an oven-type furnace. A: Oven shape.
B: PLD of 25°C water. C: PLD of 100°C water.
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of water in a cylindrical container. When the water temperature is uniform, the power
loss density (PLD) is concentrated in the center [9].

2.2 Penetration depth and skin depth

When the same material is irradiated with electromagnetic waves having the same
frequency, the applied power intensity P [W/m3] is proportional to the square of the
electric field intensity E [V/m]. When the attenuation is large, the microwave may not
reach the deep part of the vessel. Although the skin depth, δ, has been described
earlier, there is a penetration depth L [m] as a similar index [7]. The distance at which
the power intensity P becomes 1/e due to the loss during propagation is expressed as
L1/e [m]. In this case, penetration depth L1/e is half of the skin depth, δ. Microwaves
are not absent beyond this depth.

There are two methods for describing L1/e, as shown in Eqs. (14) and (15):

L1=e
¼ λ0

4π
2

ε0r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ε00r =ε0r

� �2q
� 1

� �

2
664

3
775

1=2

, (14)

L1=e
¼ λ0

2π
ffiffiffiffi
ε0r

p
tan δ

: (15)

The δ in Eq. (15) is not a skin depth, but a value indicating dielectric loss in a
narrow definition as tan δ (Eq. (16)):

tan δ ¼ ε00r
ε0r
: (16)

Eq. (15) can be obtained from a modification in which the second and subsequent
terms are ignored in the Maclaurin expansion when tan2 δ! 0 in Eq. (14). Therefore,
when using Eq. (15), it is assumed that tan δ ! 0. On the other hand, during micro-
wave heating, the material of tan δ ! 0 does not heat, as will be described later.
Therefore, if the target is not tan δ! 0, it is necessary to pay attention to whether the
value based on the latter formula deviates from the premise.

2.3 Plotting on bode and Nyquist diagrams

The correlation with the horizontal axis representing frequency and the vertical
axis representing complex permittivity is called a Bode diagram. The Bode diagram of
the water is shown in Figure 3, indicating that the dielectric constants εr0 and εr″ are
functions of the (angular) frequency [10]. This is represented by the Eq. (17):

ε ¼ ε0ε
∗
r ωð Þ ¼ ε0 ε0r ωð Þ � jε00r ωð Þ� �

: (17)

When the complex permittivity at each frequency is plotted on a Nyquist diagram
with a real part on the horizontal axis and an imaginary part on the vertical axis, they
draw a semicircular locus as shown in Figure 3. Such behavior is called Debye relax-
ation. Debye relaxation is a behavior commonly found in nonionic liquid materials.

81

Electromagnetic Relations between Materials and Fields for Microwave Chemistry
DOI: http://dx.doi.org/10.5772/intechopen.106257



Examples that cannot be applied include cases where the relaxation frequency is not
single, and those where a conductive material is included (described at 2.10 and 2.11).

2.4 Relationship between the Debye relaxation formula and the bode/Nyquist
diagram

In the previous section, we described how many liquids show a characteristically
semicircular geometric locus due to Debye relaxation. We will return to the basics to
explain why and what information can be gleaned below. The characteristic behavior
in the microwave band is called dielectric relaxation. The deformation of electron
clouds and molecular structures is a response in the UV and IR bands and is faster than
in the microwave band. These contributions are prompt responses to undulated fields.

On the other hand, molecular orientation is a phenomenon based on rotation of an
electric dipole. A large moment like a molecule causes a time delay in orientation with
respect to field changes. The time delay referred to here is a phase delay and does not
vibrate at a different period from that of the applied external field. Since the molecule
cannot rotate if the external field vibration is too fast, but it can follow a too-slow
external field vibration without time delay, the behavior is distributed around a
specific vibration frequency [11–14]. The prompt response is only a propagation delay
and does not contribute to the loss. This is expressed as εr (∞) only in the real part. At
the current time t, the application of an external electric field E(t) generates an
electric flux density D(t) in the material.

The part of the electric flux density in the material Dp(t) (p: prompt) pertaining to
prompt response is expressed by Eq. (18):

Dp tð Þ ¼ ε0εr ∞ð ÞE tð Þ: (18)

On the other hand, the contribution of the delayed response includes not only the
electric field E (t) at the current time t but also the influence of the electric field E (u)
at the previous time u. Therefore, the electric flux density Dd (t) (d: delayed) of the
dielectric following the delay is expressed by Eq. (19), integrated from start time 0 to
the current time t:

Dd tð Þ ¼
ðt
0
E uð Þf t� uð Þdu: (19)

Figure 3.
Nyquist diagram and bode diagram of water (200 MHz–14 GHz).
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In Eq. (19), f (t-u) represents a response function in terms of the previous time u
and the current time t. From Eqs. (18) and (19), the electric flux density D (t) of the
dielectric at the current time t is expressed by Eq. (20):

D tð Þ ¼ ε0εr ∞ð ÞE tð Þ þ
ðt
0
E uð Þf t� uð Þdu: (20)

D(t) in Eq. (20) can also be expressed as the product of the applied electric field
E(t) and the dielectric constant ε*(ω) of the material. Therefore, Eq. (21) can be
obtained:

D tð Þ ¼ ε0ε
∗
r ωð ÞE tð Þ: (21)

Substituting Eq. (21) into Eq. (20) and rewriting the response function to f (x)
yields Eq. (22):

ε0 ε ∗r ωð Þ � εr ∞ð Þ� � ¼
ð∞
0
e�jωxf xð Þdx: (22)

Next, an appropriate expression is set for a response function. In Debye-type
relaxation, Eq. (23) is used as a response function to Eq. (7):

f xð Þ ¼ ε0 εr 0ð Þ � εr ∞ð Þf g e
�x=τ

τ
: (23)

Here, τ [s/rad] is the relaxation time, which is the reciprocal of the angular
frequency ω0 [rad/s] at which the vibration phase is delayed by π/2 (90 degrees).
A very slowly undulating field is effectively the same as a static field. Therefore, the
complex relative dielectric constant is also only the real part, and this is represented
by εr(0). As shown in the Nyquist diagram of Figure 3, εr0(ω), which is the real
part of εr*(ω), is between εr(0) and εr(∞). Therefore, f (x) can be interpreted as
having a proportional coefficient of εr(0)-εr(∞), which is the difference between the
real parts.

When Eq. (23) is substituted into Eq. (22) and transformed, εr*(ω) is expressed by
Eqs. (24)–(26). These are Debye’s dispersion equations:

ε ∗r ωð Þ ¼ εr ∞ð Þ þ εr 0ð Þ � εr ∞ð Þ
1þ jωτ

; (24)

ε0r ωð Þ ¼ Re ε ∗r ωð Þ ¼ εr ∞ð Þ þ εr 0ð Þ � εr ∞ð Þ
1þ ω2τ2

; (25)

ε00r ωð Þ ¼ Imε ∗r ωð Þ ¼ εr 0ð Þ � εr ∞ð Þf gωτ
1þ ω2τ2

: (26)

Eliminating ωτ from Eqs. (25) and (26) leads to the relationship of Eq. (27).
Therefore, when εr

0(ω) is on the horizontal axis and εr″(ω) is on the vertical axis, a
semicircle is drawn as shown in Figure 3:

ε0r ωð Þ � εr 0ð Þ þ εr ∞ð Þ
2

� �2

þ ε00r ωð Þ2 ¼ εr 0ð Þ � εr ∞ð Þ
2

� �2

: (27)
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From the aforementioned, if the measured values are plotted on a semicircle, it
indicates that the material has a response that can be explained by Debye relaxation
theory and is not in a special state.

2.5 Three angles on the semicircle: φ, θ, and δ

The dielectric loss is also written as tan δ. This is caused by the phase delay angle δ
of the voltage and current when an alternating electric field is applied to the dielectric;
it is defined by Eq. (16). The complex dielectric constant is calculated by measuring
the loss and the propagation delay. The physical meaning of this value is a tangent,
where δ is the angle between the horizontal axis and the line segment from the origin
to the circumference (Figure 4).

Substituting Eqs. (25) and (26) into Eq. (16) shows that tan δ is a function of ω:

tan δ ¼ εr 0ð Þ � εr ∞ð Þf gωτ
εr 0ð Þ þ εr ∞ð Þω2τ2

: (28)

If the central angle φ is determined at an arbitrary point on the semicircle when
εr(0) is φ = 0°, εr(∞) shows φ = 180° [15]. Therefore, φ indicates a phase delay of
molecular motion in the delayed response. The tan φ at an arbitrary frequency is
obtained geometrically by the following equation:

tanφ ¼ ε00r ωð Þ
ε0r ωð Þ � εr 0ð Þþεr ∞ð Þ

2

: (29)

Substituting Eqs. (25) and (26) into Eq. (29) eliminates εr(0) and εr(∞), as shown
in Eq. (30). Therefore, the influence of φ upon temperature change means that it is

Figure 4.
Three angles on a semicircle.
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based only on the change of the dielectric relaxation time τ when the frequency is
constant:

tanφ ¼ 2ωτ
1� ω2τ2

¼ � 1
sinh ln ωτð Þð Þ ¼ �csch ln ωτð Þð Þ: (30)

As shown in Figure 4, if θ is defined as an angle formed by a straight line
extending from the left intersection of the semicircle and the horizontal axis toward
the measurement point and the horizontal axis, then θ is a circumferential angle of φ.
Here, tan θ is expressed by Eq. (31):

tan θ ¼ ε00r ωð Þ
ε0r ωð Þ � ε0r ∞ð Þ : (31)

Substituting Eqs. (25) and (26) into Eq. (31) yields Eq. (32):

tan θ ¼ ωτ; (32)

transforming it yields Eq. (33) for relaxation time τ [s/rad]:

τ ¼ 1
ω

tan θ ¼ 1
ω

ε00r ωð Þ
ε0r ωð Þ � εr ∞ð Þ : (33)

When calculating τ, in a region far from θ = 45°(φ = 90°), even if ω changes
logarithmically, φ does not change significantly, and the calculation of τ has a large
error. On the other hand, in the vicinity of φ = 90°, εr*(ω) changes sharply with
respect to ω. Therefore, when calculating τ using Eq. (31), it is preferable to perform
evaluation with a measurement point in the vicinity of 2θ = φ = 90°.

From Eq. (32), εr″ (ω) is maximum at ω = 1/τ. In actual measurements, the
function to be swept is often denoted by f[Hz] instead of ω[rad/s]. It should be noted
that in many references, τ is sometimes written in terms of the reciprocal of the
relaxation frequency fc which is defined in Eq. (58). In this case, the unit of the
derived τ is [s], which is 2π times τ[s/rad]. In Table 1, the unit of τ is written in [s]
instead of [s/rad].

Entry fc [GHz] τ [ps] εr(0) εr(∞) εr*_(2.45 GHz) εr*_(5.8 GHz)

Calcd. Found Calcd. Found

1 H2O 16.8 59.4 79.8 4.8 78.2�j10.7 78.9�j10.8 71.8�j23.1 72.0�j23.3

2 ProC 3.5 287 66.2 7.4 46.7�j27.6 46.5�j27.8 23.0�j26.0 22.9�j26.2

3 DMSO 7.7 130 47.6 7.9 44.0�j11.5 44.2�j11.1 33.2�j19.1 33.6�j19.0

4 DMAc 8.6 116 40.5 6.2 37.9�j9.0 37.8�j9.2 29.8�j15.9 29.7�j16.1

5 MeNO2 32.3 31.0 37.1 11.0 37.0�j2.0 37.4�j2.3 36.3�j4.5 36.4�j5.1

6 DMF 13.9 72.0 37.6 8.2 36.7�j5.0 36.9�j5.2 33.2�j10.5 33.0�j10.8

7 MeCN 39.2 25.5 35.6 12.2 35.5�j1.5 35.4�j1.8 35.1�j3.4 35.0�j4.4

8 Me-Im 5.0 198 38.0 5.5 31.8�j12.8 31.8�j12.6 19.5�j16.1 19.7�j16.2

9 NMP 6.8 148 33.4 6.0 30.2�j8.8 30.2�j8.7 21.8�j13.5 22.0�j13.7

10 PhNO2 3.5 285 35.0 4.5 25.0�j14.3 24.6�j14.3 12.7�j13.5 12.2�j13.4

85

Electromagnetic Relations between Materials and Fields for Microwave Chemistry
DOI: http://dx.doi.org/10.5772/intechopen.106257



2.6 Loss calculation formula

The propagation of the electromagnetic wave energy of the microwave is
propagation of electromagnetic field vibration. Specifically, this vibration is caused by

Entry fc [GHz] τ [ps] εr(0) εr(∞) εr*_(2.45 GHz) εr*_(5.8 GHz)

Calcd. Found Calcd. Found

11 MeOH 3.0 338 33.7 6.1 22.5�j13.6 22.2�j13.2 11.8�j11.2 11.6�j11.1

12 PhCN 4.5 223 26.0 4.4 21.1�j9.1 21.4�j8.7 12.5�j10.5 12.7�j10.6

13 Me2CO 44.4 22.5 21.2 5.8 21.2�j0.8 21.0�j1.0 21.0�j2.0 21.1�j2.4

14 MEK 24.2 41.3 18.7 9.0 18.6�j1.0 18.6�j1.1 18.1�j2.2 18.0�j2.4

15 PhCHO 5.2 191 18.9 4.0 16.2�j5.7 16.2�j5.7 10.7�j7.4 10.8�j7.5

16 DCE 15.4 65.1 10.4 5.2 10.2�j0.8 10.2�j0.9 9.7�j1.7 9.7�j1.9

17 CH2Cl2 — — 9.3 8.5 — 9.3�j0.1 — 9.1�j0.5

18 EtOH 0.9 1100 25.8 4.6 7.2�j7.0 7.5�j7.0 5.1�j3.3 5.3�j3.4

19 MeI 17.9 55.9 7.3 5.7 7.3�j0.2 7.2�j0.2 7.2�j0.5 7.1�j0.6

20 AcOEt 13.0 76.6 6.3 4.6 6.2�j0.3 6.2�j0.3 6.0�j0.6 6.0�j0.7

21 PhCl 10.4 96.3 5.8 3.2 5.7�j0.6 5.7�j0.6 5.2�j1.1 5.2�j1.1

22 PhF 13.8 72.6 5.8 4.0 5.7�j0.3 5.7�j0.3 5.5�j0.6 5.5�j0.6

23 PhBr 7.5 134 5.8 3.1 5.6�j0.8 5.5�j0.7 4.8�j1.3 4.9�j1.3

24 CHCl3 11.1 89.9 5.1 3.9 5.0�j0.2 5.1�j0.0 4.8�j0.5 4.9�j0.4

25 PhI 5.2 192 5.0 3.0 4.7�j0.8 4.7�j0.7 3.9�j1.0 3.9�j1.0

26 Et2O — — 4.5 4.1 — 4.5�j0.1 — 4.4�j0.2

27 2-PrOH 0.4 2730 20.1 3.4 3.8�j2.4 4.1�j2.7 3.5�j1.0 3.6�j1.3

28 CPME 27.8 36.0 4.0 2.3 4.0�j0.1 3.9�j0.3 3.9�j0.3 3.9�j0.4

29 1-BuOH 0.3 3170 16.3 3.4 3.6�j1.6 3.9�j2.0 3.4�j0.7 3.5�j1.1

30 2-BuOH 0.3 3540 15.4 3.2 3.3�j1.4 3.6�j1.6 3.2�j0.6 3.3�j0.9

31 i-BuOH 0.2 4070 16.1 3.1 3.3�j1.3 3.5�j1.6 3.2�j0.5 3.2�j0.9

32 t-BuOH 0.3 2910 11.6 2.9 3.1�j1.2 3.3�j1.5 2.9�j0.5 3.0�j0.8

33 PhMe — — 2.5 2.4 — 2.5�j0.1 — 2.4�j0.1

34 PhH — — 2.4 2.3 — 2.4�j0.1 — 2.4�j0.0

35 c-Hex — — 2.2 2.1 — 2.1�j0.1 — 2.1�j0.0

36 n-Hex — — 2.0 1.4 — 2.0�j0.0 — 2.0�j0.0

Entry 1: distilled water; 2: propylene carbonate; 3: dimethyl sulfoxide; 4: N,N-dimethylacetamide; 5: nitromethane; 6:
N,N-dimethylformamide; 7: acetonitrile; 8: N-methylimidazole; 9: N- methyl-2-pyrrolidone; 10: nitrobenzene; 11:
methanol; 12: benzonitrile; 13: acetone; 14: methyl ethyl ketone; 15: benzaldehyde; 16: 1,2-dichloroethane; 17:
dichloromethane; 18: ethanol; 19: methyl iodide; 20: ethyl acetate; 21: chlorobenzene; 22: fluorobenzene; 23:
bromobenzene; 24: chloroform; 25: iodobenzene; 26: diethyl ether; 27: 2-propanol; 28: cyclopentyl methyl ether; 29: 1-
butanol; 30: 2-butanol; 31: isobutyl alcohol; 32: tert-butyl alcohol; 33: toluene; 34: benzene; 35: cyclohexane; 36: n-
hexane. fc: relaxation frequency obtained by fitting, τ: relaxation time, calcd. εr (f): calculated εr *, found: measured εr *.

Table 1.
Physical property values of several liquids at room temperature [16].
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continuously and repeatedly converting the electric field energy into magnetic field
energy and vice versa. The propagation equations are shown as follows (Eqs. (34)–(38)):

rotH ¼ iþ ∂D
∂t

; (34)

B ¼ μH; (35)

rotE ¼ � ∂B
∂t

; (36)

D ¼ εE; (37)

i ¼ σE: (38)

Here, E, H, D, B, and i are the electric field intensity [V/m], magnetic field
intensity [A/m], electric flux density [C/m2], magnetic flux density [Wb/m2], and
current density [A/m2], all of which are vector quantities. In addition, the physical
property coefficient of the material is transferred as a permittivity ε [F/m], a conduc-
tivity σ [S/m], and a permeability μ [H/m]. The loss of propagation energy means that
the vector quantity has been lost when converted to the other field. This loss is mainly
regarded as a conversion to heat. The loss equation calculated based on the physical
property values is derived below [11, 12, 17].

The applied E is expressed by using a phasor as follows:

E ¼ E0ejωt: (39)

D in the dielectric produced by aligning the directions of the dielectric molecules
undulates with a phase shift (delay) of δ. δ is a value expressed by Eq. (16) and is not
φ, which is an undulation phase delay of the molecule:

D ¼ D0ej ωt�δð Þ: (40)

From Eq. (37), the product of E, ε0, and εr* gives D. Therefore, the phase delay of
D can also be expressed by the complex permittivity (Eq. (41)):

D ¼ ε0ε
∗
r E: (41)

Substituting Eqs. (39) and (40) into Eq. (41) and converting the exponential
function to a trigonometric function using Euler’s formula yields the Eqs. (42) and
(43). Eq. (42) divided by Eq. (43) matches Eq. (16):

D0 cos δ ¼ ε0ε
0
rE0; (42)

D0 sin δ ¼ ε0ε
00
r E0: (43)

Next, the energy consumption per unit volume when the electric flux density of
the dielectric changes by dD is determined as dU. This dU is obtained by the product
of E and dD. When dD is integrated over one period of vibration (1 / f = 2π / ω), the
energy consumed by the dielectric during one period is obtained as w,

w ¼
ð2π=ω
0

dU ¼
ð2π=ω
0

EdD ¼
ð2π=ω
0

E
dD
dt

dt: (44)
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In Eq. (44), E and D are the real parts:

E ¼ E0 cosωt; (45)

D ¼ D0 cos ωt� δð Þ: (46)

After transforming Eq. (46) with the cosine difference formula, differentiating
with t gives Eq. (47):

dD
dt

¼ �ωε0ε
0
rE0 sinωtþ ωε0ε

00
r E0 cosωt: (47)

By substituting Eq. (47) into Eq. (44), we obtain Eq. (48):

w ¼ πε0ε
00
r E

2
0: (48)

Since w is repeated f times per second (= ω/2π times), the energy W received by
the dielectric from the electric field per unit volume / unit time is expressed by
Eq. (49):

W ¼ ω

2π
w ¼ 1

2
ωε0ε

00
r E

2
0 ¼ πf ε0ε00r E

2
0: (49)

Rewriting Eq. (49) yields Eq. (50). Here, when E0 is rewritten to |E|, the electric
field loss equation is obtained. In this paper, the dielectric loss based on ε obtained by
Eq. (50) is defined as Pε_loss [W/m3]:

Pε_loss ¼ 1
2
ωε0ε

00
r Ej j2: (50)

When the frequency is very low and the change in the electric field is very slow,
the molecules align their dipole moments in a direction that cancels the electric
field without delay in proportion to the electric field strength, and this flux density
can follow without delay. Since φ ! 0 and δ ! 0, εr″ ! 0 from Eq. (43), Pε_loss !
0 from Eq. (50), and the electromagnetic wave energy loss is small. On the other
hand, if the frequency is very high and the change in the electric field is very fast,
the movement of the molecules cannot respond to the alternating electric field, and
the application direction reverses before aligning the dipole moments. As a result,
since φ ! π and δ ! 0, εr″ ! 0, so Pε_loss! 0 and the electromagnetic wave energy
loss is small.

2.7 Difference between tan δ and εr″ in loss

If the target frequencies are the same, ω may be regarded as a constant. According
to the aforementioned equation, the loss appears to be proportional to εr″, but
the actual loss is not determined solely by the difference in εr″. The meaning of Eq. 50
indicates that if E is constant, the amount of power loss per unit volume is propor-
tional to εr″. However, the propagation speed of electromagnetic waves decreases with
the refractive index n, which varies with ε (and μ).
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Figure 5 shows a model in which microwaves pass through media in the order of air,
water, and air. Here, for the sake of simplicity, the electric flux is indicated by a straight
arrow, and the reflected wave at the boundary is not considered. Wavelength reduction
is considered first [18]. The electric flux density in air is D1 [C/m

2], and that in water is
D2 [C/m

2]. Since wavelength shortening occurs in water with a large εr0, the interval
(density) of arrows in D2 increases to (εr)

0.5 times in D1 according to Eq. (8). Next, the
electric field strength is considered. The electric field strength in air is E1 [V/m], and
that in water is E2 [V/m]. In water where εr0 is large, the dipole of water cancels the
applied electric field so that the intensity decreases to 1/εr according to the constitutive
Eq. (37). Combining these two effects, the electric field strength E2 in water attenuates
to 1 / (εr)

0.5 times the electric field strength E1 in air as shown in Eq. (51):

D2 ¼
ffiffiffiffi
ε0r

p
D1

D1 ¼ ε0E1

D2 ¼ ε0ε0rE2

8><
>:

therefore E2 ¼ 1ffiffiffiffi
ε0r

p E1: (51)

In actual examinations, it is difficult to measure the electric field strength inside
the irradiation target. Therefore, irradiation with a predetermined irradiation power is
performed. Thus, the following interpretation is derived:

a. Eq. (52) indicates that the loss is proportional to εr″ when the applied electric
field is constant:

Pε_loss ¼ 1
2
ωε0ε

00
r E2j j2: (52)

b. Eq. (53) indicates that the loss is proportional to tan δwhen the applied power is
constant:

Pε_loss ¼ 1
2
ωε0ε

00
r

E1ffiffiffiffi
ε0r

p
�����

�����
2

¼ 1
2
ωε0 tan δ E1j j2: (53)

The applied electric field and applied power referred to here are the net electric
field and power applied to the materials. As will be described later, not all irradiation
power is always applied. The irradiated and reflected powers can be measured in area
1. The passing through power can be measured in area 3.

Figure 5.
Model structure of heating considerations. Area 1:Air, area 2:Water, area 3:Air.
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2.8 Maximum of tanδ

From the Nyquist diagram, the maximum value of tan δ is the tangent point
through the origin. Therefore, it is obtained from Eq. (54):

tan δmax ¼ εr 0ð Þ � εr ∞ð Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εr 0ð Þεr ∞ð Þp : (54)

Furthermore, εr0(ω) and εr″(ω) when tan δ is maximal are represented by Eqs. (55)
and (56):

ε0r tan δmax ¼ 2εr 0ð Þεr ∞ð Þ
εr 0ð Þ þ εr ∞ð Þ , (55)

ε00r tan δmax ¼ εr 0ð Þ � εr ∞ð Þ
εr 0ð Þ þ εr ∞ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εr 0ð Þεr ∞ð Þ

p
: (56)

The tan θ when tan δ becomes maximum is defined as tan θtanδmax. This is geomet-
rically determined from Figure 4. The angular frequency ωtanδmax at this time is given
by Eq. (32). When both are combined, Eq. (57) is derived:

tan θ tan δmax ¼ ω tan δmax τ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
εr 0ð Þ
εr ∞ð Þ

s
: (57)

The frequency at which εr″ is maximized is defined as fc. Since tanθ is 1 at fc, 2πfc τ
is equal to 1 from Eq. (32) and Figure 4. Therefore, Eq. (57) becomes Eq. (58) by
ftanδmax and fc:

f tan δmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
εr 0ð Þ
εr ∞ð Þ

s
f c: (58)

The semicircle in the Nyquist diagram shows that the maximum values of εr″ and
tan δ do not match. For example, water has a maximum value of εr″ at 18 to 22 GHz,
but the maximum value of tan δ is on the higher frequency side. Since 2.45 GHz is
much smaller than these, it appears to be less efficient at heating water. However,
when the amount of absorption is large, attenuation occurs rapidly in the surface and
does not penetrate into the inner side. Therefore, it cannot be said that a larger loss is
always effective for heating the inside to a wide area.

2.9 Changes in εr* with temperature

The complex dielectric constant according to Debye relaxation can be generalized
by obtaining εr(0), εr(∞), and τ by measuring in a wideband and fitting to a semicir-
cle. From this relationship, it can be seen that the temperature, frequency, and com-
plex permittivity have the following relationship:

1.When the temperature rises, the molecule becomes disturbed. As a result, the
external response amount εr0(ω) decreases. This also applies to εr(0).
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2.When the temperature rises, the intermolecular bond becomes weaker and the
relaxation time τ becomes shorter. As a result, the peak value of εr″(ω) shifts to
the high frequency side.

3. If the dielectric loss is based on the response-phase difference φ, εr0(ω) and εr″
(ω) are linked by the Kramers-Kronig relations and are not independent.

As shown in Figure 6, the Bode diagrams of εr0(ω) and εr″(ω) shift from 1! 2! 3
with temperature rising [19]. Therefore, in the Nyquist diagram, the central angle φ
indicated by the irradiation frequency fi can be classified into six types depending on
the position [11–13].

Type I is the case where the relaxation frequency fc of the irradiated material
before heating is much larger than fi, and the φ of the irradiated material before
heating is in the vicinity of 0π/8 to 2π/8. As the temperature rises, φ approaches 0 and
the amount of loss decreases.

Type II is the case where fc is slightly larger than fi, and φ indicates 2π/8 to 4π/8.
Since εr″(ω) is large, the temperature rises rapidly. However, as the temperature
becomes high, φ decreases and the temperature rise rate greatly decreases.

Type III is when fi is close to or slightly smaller than fc, and φ is in the vicinity of
4π/8 to 5π/8. Since εr″(ω) is large as a whole, the temperature rise rate is high and εr″
(ω) rises until φ becomes π/2 and then falls.

Type IV is when fc is smaller than fi, and φ indicates 5π/8 to 7π/8. The tan δ is a
large region, and as temperature rises, φ approaches 4π/8, so εr″(ω) further increases.
Thermal runaway due to uneven heating may occur.

Type V is the case where fc is much smaller than fi, and φ indicates 7π/8 to 8π/8.
Although it has the property that the temperature rises due to irradiation and the
amount of absorption increases, there is a case where the irradiation frequency is too
high, such that there is a lot of transmission and heating is not sufficient.

Type 0 is not shown in this figure. This corresponds to the case where contributions
to the original dielectric loss, such as that from nonpolar molecules, are very small.

When the irradiated fi is considerably smaller than fc, the change in εr
0 (ω) and εr″

(ω) due to temperature rising is classified as type I, but when it irradiates a consider-
ably larger fc, it becomes a V type. Therefore, this classification also means that the
classification changes depending on the irradiation frequency, even for the same
material. As an example, the physical property values of several liquids and the value
of τ calculated from a semicircle are shown in Table 1.

Figure 6.
Area division of the bode diagram. Left: area division; Right: temperature rising.
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2.10 Liquid mixture

For the relaxation time τ in the system to show only one value, it is necessary
for the entire material to be in a uniform state. This occurs when there is only one
kind of electric dipole that controls the dielectric constant, and the surrounding
molecules that control the relaxation time are also uniform. This means that τ is
distributed according to the δ function [20]. In the mixed liquid, there are various
types of molecules exhibiting dielectric loss and various types of surrounding mole-
cules. Therefore, the relaxation time is not always one. In the model, when the εr*(ω)
of a system having the same εr(0) and εr(∞), different τ is calculated. Figure 7
shows that wideband complex permittivity plot is separated into two semicircles
when the difference between the two τ is large. On the other hand, when the
difference in τ is not large, the distortion of the semicircle is small. In the case of
simple two-component mixing, the trajectory shown in the Nyquist diagram is
considered to be similar to any in Figure 7. However, there is little distortion in the
measurement range as shown in Table 1, and there is almost a single semicircle. This
can be regarded as a response in which εr(0), εr(∞), and τ show one average value.
Furthermore, when τ is evaluated with respect to the mixing ratio, it continuously
changes according to the composition, but it is not always shown on the straight line in
terms of arithmetic mean. However, there is also a behavior that protrudes upward
and downward.

Figure 8 shows the Argan diagram as a complex relative permittivity at 2.45 GHz
by the reflection probe method [21–23]. One line indicates the nine mixtures made
with a volume ratio of 9:1 to 1:9 between two pure liquids. If the εr* obtained in the
mixed sample obeys the additive property, the connection should be a straight line,
but in many cases a curve is shown. This is because εr(0), εr(∞), and τ change due to
the mixing of the two materials, such that εr0 and εr″ do not always attain a single
arithmetic average value.

A plot of the responses at other frequencies on the Argan diagram is also shown in
Figure 8. Apparently, these figures have changed greatly. However, as shown in point
A, ethanol:water = 4:6 mixed solution, acetonitrile:propylene carbonate = 2:8 mixed
solution, and acetone:propylene carbonate = 2:8 mixed solution had close εr* values,
regardless of frequency. Similar intersection points were also observed in Group B
(acetone:propylene carbonate = 9:1, cyclopentyl methyl ether:acetonitrile = 3:7) and
Group C (ethanol:propylene carbonate = 7:3, methanol = 10). This means that if
the average εr(0), εr(∞), and τ obtained by mixing are close, εr*(ω) matches, and
therefore the same εr* is shown at different frequencies. Thus, when the liquid
mixture characteristic is shown as a “train map,” the intersection corresponding to the
“transfer station” does not change even if the frequency does.

Figure 7.
Nyquist diagrams with two τ. Line 1: zero difference in τ, Line 2: small difference in τ� Line 6: large difference in τ.
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2.11 Involvement of conductivity σ

The conductive material is heated by the conductive loss [10, 24–27]. This property
agrees with the dielectric loss in that it is proportional to the square of the electric field
strength. These are losses to the electric field and not to the magnetic field. Since ω is
not included in the conduction loss equation, it occurs even when the frequency is
zero. Conduction loss is a phenomenon in which materials with a single charge, that is,
positive and negative ion atoms (or molecules), are accelerated in opposite directions
by application of an electric field. An increase in the distance between the counterions
means that the electrostatic potential of the material is increased. Also, if ions that
should linearly move with constant acceleration are decelerated to constant speed, this
means that resistance has made ions motion isotropic, or the surrounding molecules
have received the kinetic energy of ions. This means that the current has been
converted to Joule heat. It is clear that such a conduction loss differs from dielectric
loss in which the charge distance in the molecule is constant. Therefore, in the partial
dielectric including conductivity, the conductive and dielectric losses appear sepa-
rately. For example, the Nyquist diagrams of 0.1-mol/L = NaCl aqueous solution are
shown in Figure 9. Comparing to Figure 3, it is shown that the locus is changed by
adding NaCl due to conductive loss.

Figure 8.
Argan diagrams of liquid mixtures. 1: Water; 2: Propylene carbonate; 3: Dimethyl sulfoxide; 7: Acetonitrile; 11:
Methanol; 13: Acetone; 18: Ethanol; 27: 2-propanol; 28: Cyclopentyl methyl ether.
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In many cases, only one parameter σ is used for the discussion of conductive loss.
However, in the Nyquist diagram, σ must be a complex number with real and
imaginary parts. If these parts have the same value, the low-frequency part shown in
Figure 9 should be a straight line with a 45° slope, but the measured value is not.
Therefore, from this figure, when discussing losses in the microwave band,
conductivity must also be considered to have a complex value.

The power density w* [J/m3] of one cycle can be calculated from the current
density i(t) = i0 sinωt with amplitude i0 [A/m] and the electric field intensity E(t) = E0

sinωt with amplitude E0 [V/m]. From the definition of the complex conductivity σ*
[S/m] = σ0�jσ″, Eq. (38) is deformed as Eq. (59):

i tð Þ ¼ σ ∗E tð Þ: (59)

Here, w* is shown as Eq. (60):

w ∗ ¼
ð2π=ω
0

i tð ÞE tð Þdt ¼ 1
2f

σ ∗E2
0: (60)

Since w* is repeated f times per second, the energy W received by the conductive
material from the electric field per unit volume/unit time is expressed by Eq. (61):

W ∗ ¼ 1
2
σ ∗E2

0: (61)

Here, σ* is a complex value and describes mobility and loss at the same time. When
the real part is mobility and the imaginary part is loss, the conduction loss can be
described in the same way as Eq. (50), and Eq. (62) is obtained:

Pσ_loss ¼ 1
2
σ00 Ej j2: (62)

Comparing Eqs. (50) and (64), it can be seen that σ″ and ωε0εr″ have the same
dimensions. Therefore, the loss equation of the combined electric field is Eq. (63):

Figure 9.
Nyquist and bode diagrams of 0.1-Mol/L NaCl aqueous solution.
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PE_loss ¼ 1
2

σ00 þ ωε00ð Þ Ej j2: (63)

The apparent relative permittivity measured in Figure 9 is the sum of the permit-
tivity term and the conductivity term. This response is represented by ψr * (ω). Here,
since σr* has the same dimension as ωεr*, ψr*(ω) is expressed by the following
Eq. (64):

ψ ∗
r ωð Þ ¼ σ ∗ ωð Þ

ωε0
þ ε ∗r ωð Þ ¼ σ ∗

r ωð Þ
ω

þ ε ∗r ωð Þ: (64)

When the complex conductivity σ* [S/m] = σ0�jσ″ is determined in the same
manner as the complex conductivity ε* [F/m] = ε0�jε″, the complex relative permit-
tivity εr* [nd] = ε*/ε0, the complex relative conductivity is derived as σr* = σ*/
ε0 = σr’ � jσr″. Here, σr* has the same dimensions as ωεr*, [rad/s]. Although the
international annealed copper standard (IACS) is defined as 58 MS/m as a standard for
conductivity, σr* indicates a ratio to ε0, rather than IACS.

In the previous diagram of the NaCl aqueous solution, the Nyquist diagram shows
a semicircle in the high-frequency band, so this region has dielectric properties. On
the other hand, in the low-frequency region, a locus different from a semicircle based
on the movement of ions is shown. This means the loss due to the phase delay is small
and mainly due to the motion of the ionic molecules. Whether the heat generation
behavior at the irradiated frequency is mainly caused by dielectric or conductive loss
cannot be distinguished by measurement at one frequency. Unless it is a Nyquist or
Bode diagram, the contribution ratio of the dielectric and conductive losses cannot be
separated from the locus.

3. Extraordinary microwave effect

In many discussions of microwave chemistry, temperature and heat are very
important. It is shown that the loss of electromagnetic energy is based on the imagi-
nary part, i.e. εr″ or σr″, as shown in Eq. (65). On the other hand, it is stated that
energy is accumulated in a material with a large real part because propagation delay
occurs, and substantial loss can be obtained by the tan δ term as shown in Eq. (53).
Since microwave energy penetrates the material, the amount of energy on the spot can
be increased without changing the amount of material. Therefore, it must be remem-
bered that there is a high energy in the field, even if there is no conversion to heat.
From this viewpoint, we considered what behavior should be taken if there is a
nonthermal effect when microwave energy is applied. This section discusses
deductions based on principles, not induction based on data [28, 29].

3.1 Classification of microwave effects

When the chemical reaction field under microwave irradiation is different from
the non-irradiation condition, its form can be classified into four types.

1.Fast reaction rate (acceleration);

2.Slow reaction rate (deceleration);
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3.Different products (selective production);

4.Different consumptions (selective consuming).

The first is an example in which the reaction speed increases when microwave
energy is applied, and as a result, the reaction’s end time is shortened. Since the
reaction rate can be significantly accelerated by increasing the temperature, one can
always discuss whether the temperature was accurately measured or whether the
actual reaction field temperature was high. The second is an example opposite to the
first. This phenomenon appears when the actual reaction field temperature is low, but
this case has little detailed discussion. If phase transition is included in the category,
supercooling and overheating phenomena correspond to this. The third is an example
in which products differ depending on the presence or absence of microwave irradia-
tion when multiple products are considered. This happens when there are multiple
reaction paths, one of which is particularly accelerated. This includes cases where only
intermediates are obtained in a multistep reaction. The fourth is an example of a case
with multiple substrates, and a reaction of the specific substrates is prioritized. In any
of these cases, the reaction rate is considered to have changed due to the application of
microwave energy. That is,

1.The target reaction speed increased;

2.The inhibition reaction speed increased;

3.The reaction speed for obtaining target products increased;

4.The reaction speed for consuming specific substrates increased.

All four of these interpretations mean that the specific reaction rate was increased
by the application of microwave energy. From the aforementioned, when the chemi-
cal reaction under microwave irradiation is different from that in the non-irradiation
case, if it is not a thermal effect, an equation for changing the reaction rate must be
derived even if the temperature T is constant. The following describes the possibility
of such an expression.

3.2 Real and imaginary parts

Eq. (63) describes the attenuation of the energy of the electric field.
Considering the propagation here, it is an expression in which the imaginary part
is changed to a real part. This means that the propagation equation is derived as
Eq. (65):

PE_prop ¼ 1
2

σ0 þ ωε0ð Þ Ej j2: (65)

Since the conductive material can be regarded as a special state of the dielectric,
discussion of the material including σ will be omitted hereafter. Energy of electro-
magnetic waves vibrate between electric and magnetic fields as follows equations
(Eqs. (66)–(69)). Herein, the magnetic field loss and the propagation energy PH are
also expressed based on the complex permeability μ* = μ0�jμ″ [H/m]:
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PE_prop ¼ 1
2
ωε0 Ej j2; (66)

PE_loss ¼ 1
2
ωε00 Ej j2; (67)

PH_prop ¼ 1
2
ωμ0 Hj j2; (68)

PH_loss ¼ 1
2
ωμ00 Hj j2: (69)

Therefore, propagation of electromagnetic waves occurs according to the following
stages:

• E-stage 1: Electric field energy given in the system is accumulated as propagation
amount PE_prop, and loss amount PE_loss is converted into isotropic thermal
motion of the molecules;

• E-stage 2: Propagation amount PE_prop changes to magnetic field energy;

• H-stage 1: The magnetic field energy given in the system is accumulated as
propagation amount PH_prop, and the loss amount PH_loss is converted into
isotropic thermal motion of the molecules;

• H-stage 2: Propagation amount PH_prop changes to electric field energy.

• These stages are repeated. What this equation indicates is transition of the
electromagnetic wave energy, not a chemical reaction; thus, to consider the effect
on the chemical reaction, one uses the following quantities:

• PX_prop indicates the amount of energy present in the field acting on the reaction;

• PX_loss indicates the amount of energy lost to the field affecting the reaction;

• A combination of these.

Whether PX_prop is involved as a field that affects the reaction or PX_loss is involved
as a result of affecting the reaction is not clearly determined now. In any case,
however, it should be energy terms which affect the chemical reaction.

3.3 Interpretation of the Arrhenius equations

In the reaction kinetics, the activation energy theory described by Arrhenius
(Eq. (70)), which originated from gas molecular kinetics, is discussed:

k ¼ Ae�
Ea
RT: (70)

Strictly speaking, it cannot be applied theoretically except for the secondary
reaction of two gas molecules, but it is useful as an empirical formula and can be used
in a solution system. Here, k, A, Ea, and R are the reaction rate constant, A-factor,
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activation energy [J/mol], and molar gas constant [J/Kmol]. Ea is assumed to be a
constant that does not change with the reaction temperature.

The Arrhenius equation can be interpreted as follows. The horizontal axis in
Figure 10 shows the molecular velocity v in an arbitrary reaction coordinate system.
The vertical axis φv represents the existence probability of the molecule with a normal
distribution. In Figure 10, it is assumed that a molecule that thermally and
isotropically exchanges kinetic energy at a temperature T has a normal velocity
distribution according to Eq. (71):

ϕv ¼ Ae�
mv2x
2RT : (71)

Here, the mass per mol is m [kg/mol], the kinetic energy of the molecule is
Ev = mv2/2 [J/ mol], and the horizontal axis is energy, E. If the range of E is 0 ≤ E
< +∞, this frequency distribution φE is canonical, as shown in Figure 11.

ϕE ¼ Ae�
E
RT (72)

Figure 10.
Relationship between molecular velocity v and existence probability φE. Line 1: small distribution � Line 3: large
distribution.

Figure 11.
Reaction coordinate and energy distribution at temperature T.
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The progress of the reaction is assumed to occur when the motion of the original
molecule coincides with the positive direction of the reaction coordinate system and
its kinetic energy exceeds Ea. The reaction coordinate is shown on the left-hand side of
Figure 11. Here, the substrate, transition state, and product are Sb, Tr, and Pd,
respectively. The integrals of the region Ea < E < ∞ and of the whole region 0 ≤ E
< ∞ are expressed by Eqs. (73) and (74):

ð∞
Ea

Ae�
E
RTdE ¼ ARTe�

Ea
RT; (73)

ð∞
0
Ae�

E
RTdE ¼ ART: (74)

Therefore, the ratio of the region exceeding Ea to the entire region is represented
by Eq. (75), indicating that A is irrelevant:

ð∞
Ea

Ae�
E
RTdE

ð∞
0
Ae�

E
RTdE

¼ e�
Ea
RT: (75)

The value obtained by Eq. (75) is the Boltzmann factor. In the Arrhenius equation,
the reaction rate is proportional to the Boltzmann factor because of the occupation
ratio of the high energy state.

Here, the temperature T of the heat bath is increased to T + ΔT. In gas molecule
kinetics, the kinetic energy of a molecule increases with temperature, and this is
expressed by (mBv

2)/2 = 3kBT/2. Here,mB and kB are the mass of one molecule and the
Boltzmann constant, respectively. Therefore, a temperature increase of ΔT is the same as
one molecule receiving kBΔT/2 of energy asmBvx

2/2,mBvy
2/2, andmBvz

2/2, respectively.
Considering this at 1 mol, since R = NAkB (where NA is Avogadro’s number), the kinetic
energy of the system is distributed to the x, y, and z components by RΔT/2, respectively.

When any one direction is taken as the reaction coordinate, the energy distribution
is the same in any state from Sb to Pd in the reaction coordinate system. Therefore, as
expected, Ea does not change, even if the temperature is raised. This is shown on the
left-hand side of Figure 12. On the other hand, an increase in T corresponds to a
decrease in the kurtosis of the Boltzmann distribution in the original molecule and an
increase in the tail. As a result, the occupancy rate of molecules having an energy
exceeding Ea increases, and the reaction rate k increases, as shown at right in Figure 12.

Figure 12.
Reaction coordinate and energy distribution at temperature T + ΔT.
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Next, consider the supply of microwave energy instead of ΔT as an external energy
supply. The Arrhenius equation presupposes that it is in thermal equilibrium, which
indicates that energy can be exchanged quickly with an external heat bath. Therefore,
if the rate at which the system releases heat to the outside matches the heating rate by
microwaves, a constant temperature state can be maintained, and T can be regarded
as constant. This means that there can be reaction systems with the same T and
different microwave application intensities. Microwave energy is calculated as energy
per unit time. On the other hand, the reaction kinetics discussed earlier calculate the
change in the molar concentration of molecules as the reaction rate. Therefore, in
order to align the units, the electromagnetic wave energy supplied to the volume per
mole with respect to the concentration M [mol/m3] of the target reaction molecule is
Eadd [J/mol]. Eadd is proportional to the oscillated energy EMW [J/mol], which is the
product of power per mole and irradiation time, but not all energy works effectively.

Herein, the effective efficiency is defined by α and γ, and Eadd = αRT = γEMW. This
means that αRT is added to the thermal potential RT that the field already has.
Assuming that this added amount of external energy is incorporated into the canonical
distribution in the same manner as RΔT, the potential distribution is derived in
Eq. (76) by replacing RT in Eq. (72) with (1 + α)RT:

ϕE ¼ A1e
� E

1þαð ÞRT ¼ A1e
� E

RTþEadd : (76)

The coefficient A1 in Eq. (76) was introduced to consider the possibility that the
A-factor changes depending on the presence or absence of external energy.

From the right-hand side of Figure 13, integration of the region Ea < E < ∞,
integration of the whole region 0 ≤ E < ∞, and the ratio between both are obtained as
Eqs. (77), (78), and (79):

ð∞
Ea

A1e
� E

1þαð ÞRTdE ¼ 1þ αð ÞA1RTe
� Ea

1þαð ÞRT; (77)

ð∞
0
A1e

� E
1þαð ÞRTdE ¼ 1þ αð ÞA1RT; (78)

ð∞
Ea

A1e
� E

1þαð ÞRTdE
ð∞
0
A1e

� E
1þαð ÞRTdE

¼ e�
E

1þαð ÞRT ¼ e�
E

RTþEadd : (79)

Figure 13.
Reaction coordinate and energy distribution at temperature T under microwave irradiation.
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From the aforementioned, it is apparent that the exponential form of the
Boltzmann factor is maintained, and this expression is irrelevant to A1, just as was
Eq. (75). Here, when the reaction rate constant under microwave non-irradiation is k0
and that under irradiation is k1, the Arrhenius equation is described as follows:

k0 ¼ A0e�
Ea
RT; (80)

k1 ¼ A1e
� Ea

RTþEadd : (81)

Comparing both equations, k0 = k1 at Eadd = 0. Therefore, A0 = A1 is derived.
Eq. (81) shows that the A-factor does not change under microwave irradiation.

3.4 Introduction of a nonthermal constant

Generalizing Eq. (81) under an applied microwave irradiation yields Eq. (82):

k ¼ Ae�
Ea

RTþγEMW : (82)

EMW is an intensive property that can change the applied amount from the outside.
Therefore, changing k by a variable independent of temperature T is not thermal, that
is, a nonthermal effect. Therefore, the coefficient γ in Eq. (82) is a nonthermal
constant. Here, if γ is a positive value, the group has the same T, but the variance of
the canonical distribution widens, and the occupation ratio of Ea or higher is increased
and k0 < k1.

Eq. (82) does not change Ea and A. Therefore, the reaction route is not changed.
This is a reaction rate equation that can be applied, even when the microwave irradi-
ation is 0, and the irradiation intensity of the microwave is variable. In this case, the
population maintains a canonical distribution. If there is a nonthermal effect, it must
be expressed by a reaction equation with a microwave intensity independent of
temperature as a variable. Eq. (82) obtained by deduction meets this condition.

3.5 Working principle of a nonthermal constant

Eqs. (81) or (82) can be transformed into Eq. (83). Ea and A can be obtained
without microwave irradiation. If Ea and A are not changed by microwave irradiation,
Eadd, that is, γEMW can be obtained from k at T. Assuming that the volume of the
irradiation target is same and EMW is proportional to the irradiation power, γ can be
calculated from Eq. (83):

αRT ¼ Eadd ¼ γEMW ¼ Ea

ln Að Þ � ln kð Þ � RT: (83)

If the effect of microwave irradiation is expressed by Eq. (81), the ratio r between
Eqs. (81) and (80) indicates the efficiency of increase by microwave irradiation
(Eq. (84)):

r ¼ Ae�
Ea

1þαð ÞRT

Ae�
Ea
RT

¼ e
α

1þαð ÞEaRT: (84)
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When α is 0, there is no irradiation, so r = 1. The upper limit of r is considered
when α is infinite. Therefore, the upper limit rmax of r is expressed by Eq. (85):

rmax ¼ lim
a!∞

e
α

1þαð ÞEaRT ¼ e
Ea
RT: (85)

This equation suggests that in a system having an effective α, the effect of micro-
wave irradiation appears more markedly as the reaction temperature T is lower and Ea

is higher.

4. Conclusions

Microwave chemistry was described with a focus on the behavior of dielectrics.
We discussed the relationship between physical properties such as dielectric constant,
energy propagation in the material, and energy loss in the material. By discussing
energy, if there is a special effect other than heat in microwave chemical reactions, we
have derived a priori by mathematical formulas factors that are required. The “Arrhe-
nius equation under microwave irradiation” proposed in this section is one model. In
this equation, a microwave energy term is added.

In order to confirm the results of this deduction inductively, correct measurements
are required. A simple method is a surface temperature measurement with a
radiation thermometer, but the fact that there is a temperature difference from the
inside has been investigated in various experiments, and unless this problem is
solved, it will lead to incorrect measurement. The temperature and its distribution
should be validated with multiple methods, such as internal radiation measurements
using an optical fiber, a fiber-grating method that measures the local volume changes
of the optical fiber, and temperature dependence of the lifetime of the fluorescent
material at the tip [30–32].

As presented in this paper, understanding microwave effects algebraically in terms
of energy theory is different from considering energy distribution geometrically. For
example, the existence of nonequilibrium local heating, which is influenced by the
structure of the irradiated object, has been reported [33]. This phenomenon, which
can be explained as a peculiar heating method occurring in microwave heating, is due
to the geometric intensity of the electromagnetic field distribution. In this example,
the unique heat distribution structure gives “geometric” microwave effects rather
than “algebraic” microwave effects.

Microwaves in the GHz band have a decimator wavelength. If the size of the
reaction vessel is smaller than the wavelength, the result may vary greatly
depending on the place of installation and the shape of the vessel, based on the
microwave interference. Therefore, in chemical synthesis assisted by microwave
heating, it is necessary to consider the shape of the electromagnetic field distribution
in the apparatus. Otherwise, other conditions may change at the same time that
the temperature, substrate, solvent, and scale are changed. If this unintended
influence is ignored, it becomes difficult to clarify general trends in the condition
search, or the result will lead to excessively good or bad evaluations. Thus, micro-
wave chemistry seems to be complicated in terms of chemistry and electromagnetic
field analysis. However, it can be expected that more efficient reaction control will
be possible by fully utilizing the control as an external field and utilizing it highly. In
addition to the algebraic interpretation based on energetics, if the structure of the
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irradiated object is geometrically controlled as a metamaterial, further microwave
effects will be manifested. We believe that microwave chemistry will be a useful
technique that can be used to manipulate chemical synthesis by applying external
energy to a simple heating reaction.
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Chapter 5

Power Consumption in CMOS
Circuits
Len Luet Ng, Kim Ho Yeap, Magdalene Wan Ching Goh
and Veerendra Dakulagi

Abstract

In this chapter, we explain the two types of power consumption found in a
complementary metal-oxide-semiconductor (CMOS) circuit. In general, a CMOS
circuit tends to dissipate power at all times—be it active or inactive. The power
consumed by the circuit when it is performing computational tasks is known as
dynamic power. On the contrary, the power lost due to current leakage during
which the circuit is dormant is referred to as static power. By carefully and properly
designing the circuit, current leakage can be suppressed to its minimum. Hence,
dynamic power consumption is usually significantly higher than its static counterpart.
Some of the techniques that could be adopted to save dynamic power consumption
include reducing the supply voltage, clock frequency, clock power, and dynamic
effective capacitance. By probing into the activity factors of the design modules, the
techniques can be applied to those with high power consumption.

Keywords: dynamic power, static power, switching power, short-circuit power,
leakage power, supply voltage, clock frequency, dynamic effective capacitance,
switching activity

1. Introduction

More than half a century has elapsed since the three physicists from the AT&T Bell
Laboratories—Brattain, Bardeen, and Shockley—invented the first solid-state transis-
tor in December 1947 [1–3]. In comparison with the thermionic triode (which is
colloquially known as the vacuum tube), the solid-state transistor is much smaller in
size, consumes much lower power, operates at a relatively lower temperature, and
exhibits significantly faster response time. Hence, the solid-state transistor swiftly
replaced its predecessor as the predominant building block for electronic devices. The
inexorable widespread application of solid-state transistors in electronic circuits has
triggered a dramatic revolution in the electronic industries.

Today, microchips are built from the solid-state metal-oxide-semiconductor field-
effect transistors (MOSFETs). A typical microchip consists of arrays of negative and
positive MOSFETs, which are commonly denoted as the NMOS and PMOS transistors,
respectively. Figures 1 and 2 illustrate the symbols and cross-sections of the NMOS
and PMOS transistors. As can be seen from the figures, the source and drain terminals
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of the NMOS transistor are heavily doped with donator ions, such as phosphorous (P)
or arsenic (As), whereas, its body is moderately doped with boron (B) acceptor ions.
The PMOS transistor, on the other hand, consists of a high density of B ions at its
source and drain and a moderate density of P ions at its body. Since the combination
of these two transistors dissipates lower static power and offers higher noise immunity
than implementing either the NMOS or PMOS transistor alone, they are both applied
concurrently when designing electronic circuits. An electronic circuit that constitutes
both the NMOS and PMOS transistors is referred to as the complementary metal-
oxide-semiconductor or CMOS.

The insatiable desire to incorporate more functionalities into a microchip has
issued a clarion call for a higher number of transistors to be fabricated within it. A
state-of-the-art electronic device today, for instance, may be equipped with the fifth-
generation (5G) telecommunication, neural engine (NE), augmented reality (AR),
cloud computing, facial and speech recognition, and wireless power transmission
technologies. These features could only be supported by millions, if not billions, of
transistors in the chip. In order to build more transistors into the chip, the size of a
transistor has undergone significant reductions over the years [4–6]. By shrinking the
size of the transistor, the switching speed of the logic components can also be
enhanced, while the operating power can be saved [7]. An advanced microprocessor
today possesses more than 50 billion transistors, with technology nodes as small as
5 nm, clock rates of about 5 GHz [3], and an area less than 500 mm2. Microchips are

Figure 1.
The (a) symbol and (b) cross-section of a NMOS transistor.

Figure 2.
The (a) symbol and (b) cross-section of a PMOS transistor.
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now interwoven seamlessly with the fabric of mankind, and, in many aspects, they
have become an indispensable necessity to mankind.

2. Power consumption in a CMOS circuit

The total power consumption Ptotal in a CMOS circuit comprises two major com-
ponents, namely, the dynamic power Pdynamic and static power Pstatic, that is,

Ptotal ¼ Pdynamic þ Pstatic (1)

Pdynamic refers to the power consumed by the circuit when it is performing useful
work during the active mode, whereas Pstatic is the power lost due to the leakage
current that flows through the transistors when the circuit is inactive [8]. An overview
of the different types of power consumption is displayed in Figure 3.

2.1 Dynamic power consumption

A CMOS circuit dissipates dynamic power Pdynamic in either of the following
conditions:

i. When there are switching activities at the nodes. The switching activity (SA)
refers to the change of the logic state and the probability that the circuit node
switches its state from logic 0 to logic 1 and vice versa, which is known as the
activity factor (AF). Clearly, the circuit consumes a higher switching power
Pswitch when the frequency of the transistors toggle increases (i.e., the
transistors consist of higher AF).

ii. When both NMOS and PMOS transistors conduct current during signal
transitions. When the logic changes its state, there is a short period of time
when the PMOS and NMOS transistors are switched on simultaneously. The
circuit is, therefore, temporarily short-circuited, resulting in power
dissipation Pshort.

Figure 3.
Different types of power consumption in a CMOS circuit.
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Dynamic power dissipation due to the transient short-circuit current path is con-
siderably lower than that caused by the circuits with high switching activities. Hence,
emphasis is usually given on finding ways to reduce Pswitch. Nevertheless, the noise
created by the short-circuit current may sometimes be disturbing since it could cause
errors in the output logic.

2.1.1 Switching power

In general, the energy delivered to a CMOS circuit can be classified into two parts,
namely, the charging and discharging of the load capacitance CL. To understand how
energy delivery takes place, a simple CMOS inverter is shown in Figure 4, which is
used for illustration.

During the charging phase, the input gate signal switches from logic 1 to 0, and, as
a result, the PMOS transistor is switched on, while its NMOS counterpart is switched
off. As can be seen in Figure 4(a), the load capacitance CL is connected to the supply
voltage via the PMOS transistor, thereby allowing current I(t) to charge CL to the
supply voltage VDD. The energy Ed delivered to CL is derived in Eq. (2) given below:

Ed ¼
ð∞
0
I tð ÞVDD dt: (2)

Figure 4.
The (a) charging path (VDD to CL) and (b) discharging path (CL to GND) of the capacitive load in the CMOS
circuit.
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Since the current to charge a capacitor C to voltage V can be obtained from

I tð Þ ¼ C
dV
dt

, (3)

Ed in Eq. (2) can, therefore, be expressed as [8].

Ed ¼ CLVDD
2: (4)

Likewise, the energy stored Ec in CL during the charging phase for each transition
is derived in Eq. (5) given below:

Ec ¼
ð∞
0
I tð ÞV tð Þdt ¼ 1

2
CLVDD

2 (5)

It can be observed between Eqs. (4) and (5) that only half of the delivered energy
Ed is stored in CL, while the remaining half is dissipated in the PMOS transistor. In
other words, a CMOS circuit encounters power loss for each logic transition when the
current passes the transistors. The changing of the logic state is known as the
switching activity. Each time a switching activity occurs for a particular node, the
transistors will consume energy. Hence, Eq. (4) rather than Eq. (5) is to be used when
determining the switching power consumption of a CMOS circuit. This is because
both the energy stored in the load and that dissipated in the transistors have to be
taken into account.

When the gate signal changes from logic 0 back to 1, the opposite scenario as that
of the charging phase occurs this time, the PMOS transistor is switched off and NMOS
switched on. During this discharging phase, the energy stored previously in the load
capacitance Ec ¼ 1

2CLVDD
2 is drained completely to the ground via the NMOS transis-

tor, as seen in Figure 4(b).
When deriving Eq. (4), only a single state transition is considered. In reality,

however, the scenario of the signal change at the circuit node may be more
complicated than that. Since the feeding signal may have more than one transition
within a time interval, Eq. (4) has to be multiplied by N times of transitions to obtain
the total delivered power Edt, that is,

Edt ¼ N � CLVDD
2: (6)

Assuming that a circuit node toggles at frequency fswitch over a time interval T, N
can be written as

N ¼ T � f switch: (7)

Substituting Eq. (7) into (6), the total energy delivered can be expressed as

Edt ¼ T � f switchCLVDD
2: (8)

Since power is defined as the rate at which energy is used, the relationship between
the switching power Pswitch and the total delivered power Edt can be described as

Pswitch ¼ Edt

T
: (9)
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Substituting Eq. (8) into (9), the switching power Pswitch can be written as

Pswitch ¼ f switchCLVDD
2: (10)

Eq. (10) can only be used to accurately calculate Pswitch as long as the assumption in
Eq. (7) holds valid. In most CMOS circuits, however, logic does not really switch at a
constant frequency fswitch. It is, therefore, more persuasive to express fswitch in terms of
the product of AF and the clock frequency fclk, that is,

f switch ¼ AF � f clk (11)

Doing so, Pswitch in Eq. (10) becomes

Pswitch ¼ AF � f clk � CLVDD
2 (12)

The product of CL�AF is typically represented by the variable Cdyn, which is called
the dynamic effective capacitance. Hence, Eq. (12) can be rewritten as

Pswitch ¼ f clk � CdynVDD
2: (13)

According to Weste and Harris [9], activity factor (AF) is defined as the probabil-
ity that the circuit node changes from logic 0 to logic 1, and this is the only time that
the circuit consumes switching power. Therefore, AF is an important element to
estimate the power consumption of a circuit. In order to gain a better understanding
of AF, assume that the clock is triggered at every single cycle, that is, fswitch = fclk. From
Eq. (11), it can be seen that AF = 1. Likewise, AF is found to be 2 for a data signal,
which toggles once every two clock cycles. This phenomenon is graphically depicted
in Figure 5. In most cases, the least significant bit (LSB) and the most significant bit
(MSB) contain the highest and lowest AF, respectively.

For a circuit node that switches its logic states in an irregular manner, AF can be
determined by multiplying the probability the node switches to logic 0, P0

f , with the

probability it switches to logic 1, P1
f , that is,

AF ¼ P0
f � P1

f (14)

For instance, a switching function expression is given as F ¼ Aþ BCþ BC. The
truth table of F is shown in Table 1. Out of the eight combinations of input values in

Figure 5.
Clock signal (AF = 1) and data signal (AF = 0.5).
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the truth table, two produce logic 1 at output F, while the remaining ones produce
logic 0. Hence, P0

f and P1
f can be obtained as 6

8 and
2
8, respectively. Substituting these

values into Eq. (14), AF is then found to be 0.1875. This is to say that, the probability
that the circuit is active is only 0.1875, which is clearly low. Comparing this value with
the frequency of occurrence for logic 1 found in the truth table, it can be seen that AF
gives a good indication of the active rate of the circuit.

2.1.2 Short-circuit power

Since it takes time for the parasitic capacitance to charge and discharge, the signal
fed to a circuit does not change its logic state instantly. The input signal consists of the
finite rise and fall times by this means. Unlike the switching power dissipation, where
only one of the transistors is switched on at a time, short-circuit power dissipation
Pshort is induced from the concurrent activation of both the NMOS and PMOS transis-
tors. When the logic changes its state, there is a short window of time where the
PMOS and NMOS transistors are switched on simultaneously. A direct current path
connecting VDD to the ground is produced within this interval, resulting in short-
circuit power dissipation Pshort. As can be seen in Figure 6, the short-circuit current
that passes both the PMOS and NMOS transistors during the transition state does not
contribute to the charging and discharging of the load capacitance. The power

A B C F(A, B, C)

0 0 0 0

0 0 1 1

0 1 0 1

0 1 1 0

1 0 0 0

1 0 1 0

1 1 0 0

1 1 1 0

Table 1.
Truth table of F ¼ Aþ BCþ B C.

Figure 6.
Short-circuit path (VDD to GND) in a CMOS circuit.
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produced does not deliver any meaningful activities at the output and is therefore
wasted. The short-circuit power Pshort can be mathematically expressed as

Pshort ¼ Tsc � VDD � Ipeak (15)

where Tsc is the rising or falling time of the input signal and Ipeak is the peak
current, which could be estimated from the transistor size and technology process.

2.2 Static power

Static power Pstatic refers to the power lost when the CMOS circuit is dormant. The
main culprit of Pstatic is the leakage current, which exists mainly because of the short-
channel effects [10]. As the technology node continues to reduce toward the sub-
nanometer range, leakage current has become a major problem. In 2011, the severity
of the leakage reached the brink, which prompted Intel Corporation to introduce the
22 nm tri-gate transistor. The tri-gate transistor is more popularly referred to as the
FinFET, owing to its protruding drain and source structures, which resemble the fin of
a fish. In comparison with the planar MOSFETs, the FinFET has better control of the
current flow, thereby reducing leakage [11].

Among the short-channel effects that contribute predominantly to the Pstatic
dissipation are the sub-threshold leakage current and the gate leakage current [12].
Sub-threshold leakage current is the weak current that exists between the source
and drain terminals during the off-state of the transistor, as a result of the weak
inversion layer at the oxide–substrate interface. This phenomenon occurs when
the gate voltage is lower than the threshold voltage VTH. The sub-threshold
leakage increases exponentially as the feature size continues to shrink [13].
This is mainly caused by the reduction of the VTH, which is also scaled down
accordingly.

When the size of the transistor decreases, the oxide layer is thinned as well. The
oxide thickness is continuously thinned until a certain extent, an undesired electric
field is induced at the oxide–substrate interface whenever voltage is applied at the gate
terminal. The electric field increases the probability of electrons to tunnel through the
oxide layer from the channel region into the gate and vice versa [14], leading to gate
leakage current. Although its impact is less severe compared to the sub-threshold
leakage, current leakage by virtue of this mechanism has gradually exacerbated when
the technology node penetrates the nanometric regime.

The equation that describes static power dissipation can be expressed as,

Pstatic ¼ VDD � Ileakage (16)

where Ileakage denotes the total leakage current.

3. Dynamic power optimization

With an increasing number of features being installed into a microchip today,
higher computing power is drawn by electronic devices. Power consumption has,
therefore, become a key concern in a CMOS circuit designs. Clearly, it is imperative to
employ effective approaches to cut down the usage of power in microchips.
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The first step for power optimization is to analyze the overall power consumed by
a CMOS circuit. By substituting Eqs. (13), (15), and (16) into Eq. (1), the total power
consumption Ptotal can be obtained as

Ptotal ¼ f clk � Cdyn � VDD
2� �þ Tsc � VDD � Ipeak

� �þ VDD � Ileakage
� �

: (17)

Upon inspection, it can be observed that Ptotal is dictated by six power components,
namely, fclk, Cdyn, VDD,Tsc, Ipeak, and Ileakage. By carefully and properly designing the
logic circuit, Pshort and Pstatic can usually be minimized, if not completely suppressed.
Hence, only clock frequency fclk, dynamic effective capacitance Cdyn, and supply
voltage VDD are typically adjusted to optimize the power consumption of the circuit.
Although modifying any of these three components may result in power saving,
precaution is to be heeded since some approaches may also impose adverse effects on
the circuits. The reduction of VDD, for example, yields a quadratic effect on
diminishing the usage of power. Doing so, however, may also impair the performance
of the circuit. This approach is generally not recommended unless there is a need to
switch the device from high performing to high power saving. Similarly, reducing the
clock frequency fclk may not necessarily be effective in curtailing power consumption
because the system has to operate for a longer period of time when fed with the same
load. Tuning Cdyn is perhaps one of the most popular options since it involves
decreasing either the parasitic capacitance or the activity factor AF for idle nodes. A
summary of some of the existing methods adopted to optimize power usage is
presented in the subsequent sections. The first three methods discussed in the
subsequent sections are related to the adjustments of the clock frequency fclk and
supply voltage VDD, while the remaining ones deal with the dynamic effective
capacitance Cdyn.

3.1 Dynamic frequency scaling

Weissel and Bellosa [15] proposed an event-driven clock scaling approach for
dynamic power management. In their work, schedulers were utilized to determine the
appropriate clock frequency for each thread. Finally, the frequency of the dedicated
applications can be adjusted based on the recurrent analysis of the thread-specific
performance profile. Their analysis showed that at least 37% of energy can be saved
with a performance loss of less than 10% when tested on the Intel XScale architecture.

Although this approach shows positive results in power saving, it may suffer from
longer application execution time, since the frequency is reduced. As a consequence of
this, applications may be corrupted if certain deadlines were missed.

3.2 Multiple supply voltages

Chabini et al. [16] in their study proposed to minimize the dynamic power con-
sumption under performance constraints by scaling down the supply voltage of com-
putational elements off critical paths. In their work, the mixed-integer linear
programming (MILP) method was first used to determine a schedule of the computa-
tional blocks that will lead to the maximum reduction of dynamic power consumption
with designed performance constraints. Once the valid periodic schedule was com-
puted, registers were inserted into the circuit to preserve the behavior of the original
circuit. When compared to the design using the highest supply voltages, power
reduction factors as high as 69.75% were obtained from their work.
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Since multiple voltage domains are involved, multiple power grid structures are
required. Power and floor plannings must, therefore, be implemented with care when
employing this approach to optimize power consumption.

3.3 Clock gating for clock tree

According to Donno et al. [17], the power drawn by the clock tree in advanced
microchips tends to dominate. Hence, they introduced a clock-gating approach that
could be adopted at the register transfer level (RTL) to reduce clock power. In the
algorithm that they developed, a clock tree topology, which balanced the reduction in
clock switching against clock and activation function capacitive loading estimates, was
first built. Clock-gating logic was then incorporated into the tree, achieving a balance
between its power consumption and the power on the gated clock sub-tree. The
physical and functional information was taken as inputs to generate a clock netlist at
the output. The netlist was then used to update the structural description of the
design. The results show that the capability of their approach in power saving is 75%
better than conventional clock-gating methods.

The work proposed in ref. [17] focused on the calculation of the active and idle
time frames of different registers and inserting the clock gating logics into the netlist.
Since the algorithm implemented in the work did not account for an optimized
location for the gating logic, the registers may end up being placed far apart after the
netlist is updated. A larger clock network size and higher power consumed by the
clock tree may, therefore, ensue.

3.4 Downsizing gates

Gate sizes are proportional to the parasitic capacitances. By this means, dynamic
effective capacitance Cdyn could be reduced when gates are downsized. By selectively
downsizing the gates of a circuit, Aizik and Kolodny [18] demonstrated that dynamic and
leakage energy dissipations can be reduced. Doing so, however, may lead to an increase
in speed delay. This is to say that the operating speed of a circuit can be traded off in
exchange for power reduction. The findings reveal that 25% of dynamic power can be
saved for circuits in 32-nm technology when the delay constraint is relaxed by 5%.

3.5 Interconnect-power reduction

A circuit consumes switching power Pswitch when the interconnection capacitances are
charged and discharged. The analysis in ref. [19] showed that the interconnect power
occupied more than half of the total dynamic power consumption Pdynamic, with 90% of it
contributed from 10% of the interconnections. To reduce Cdyn, larger wire spacing and
minimal length routing were implemented for the high-power consuming interconnects.
The researchers re-configured the interconnects without sacrificing the area and timing
degradation and the results that they obtained showed that Pdynamic was saved by 14%.

3.6 Clock network optimization

Lu et al. [20] demonstrated that power consumption is affected by the size of the
clock network. They developed an algorithm that navigated the registers’ locations
during cell placement. When performing the navigation process, the Manhattan ring-
based register guidance, the center of gravity constraints for registers, pseudo pin and
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net, and register cluster contraction were observed. The clock net wirelength was
decreased by 16–33%, with no more than 0.5% increase in signal net wirelength.

However, precautions must be taken when adopting this approach, particularly for
circuits with high densities. This is because, reducing the clock network size may increase
the risk of routing congestion and this may lead to a poor signal net to wirelength.

3.7 Net ordering and wire space optimization

To optimize power consumption, Moiseev et al. [21] endeavored to reduce the
capacitance for the most active nodes within parallel bundles. This can be achieved by
finding the best arrangement of adjacent signals in the bundle and rearranging the
positions of the wires so that the most active signal shares the smallest cross-
capacitance. The approaches that they adopted are net ordering and wire space optimi-
zation. In their work, signals with high switching activity (SA) share a relatively larger
space than those with lower SA (as seen in Figure 7). Further, the LSB is proposed to be

Figure 7.
Wires connected to signals with high SA share a relatively larger space than those with lower SA.
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placed at the center of the bundle and the MSBs at the ends, as depicted in Figure 8.
This spacing and ordering optimization method was applied on industrial layouts of
65 nm process technology and the power saved ranged from 9 to 37%.

3.8 Leaving unused routing conductors floating

To reduce the effective coupling capacitance, Huda, Anderson, and Tamura [22]
proposed to leave routing conductors adjacent to those used by timing critical or high
activity nets floating. The purpose of doing so is to ensure that the original coupling
capacitance among the conductors stays in series with other capacitances in the
circuit. It is to be noted that, the equivalent capacitance of a chain of series capaci-
tances is lower. As can be seen in Figure 9, tri-state buffers were used to disconnect
the unused conductors. During high switching conditions, the tri-state buffer is
allowed to be used as a normal buffer, without the loss or delay of data. The results
show that the interconnect dynamic power was reduced up to approximately 15.5%,
with a critical path degradation of about 1% and a total area overhead of about 2.1%.

4. Switching activity

The power optimization techniques discussed in the previous section involve
redesigning the circuit topology. Most of these techniques are conducted based on the
assessment of the switching activity. Switching activity SA comprises two basic

Figure 8.
Net ordering. The LSB (highest switching activity signal) is positioned at the center, while the MSB (lowest
switching activity signal) is positioned near the sidewall.
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elements, namely, (i) the toggle rate and (ii) static probability. The toggle rate gives
an indication of the frequency the node toggles for a specified interval, and it is
usually measured in millions of transistors per second. The static probability, on the
other hand, predicts the logic state of the signal. An SA that shows 0.4 static proba-
bility, for example, suggests that the signal gives a logic 1 for 40% of the time and a
logic 0 for the remaining 60%. Figures 10 and 11 illustrate two sets of signals with
opposite scenarios—the signals in Figure 10 consist of identical toggle rates but
different static probabilities, whereas those in Figure 11 show different toggle rates,
but the same static probability.

Switching activity is an important reference tool when performing power analysis.
By reading the SA, critical design blocks that consume high power can be identified.
The details of the circuit, such as where and when it has the lowest and highest toggle
rate, can also be ascertained. This information is important in deciding the appropriate
approach to save power.

Figure 9.
The unused adjacent routing conductors are left floating, by connecting them to tri-state buffers. C1 and C2 denote
the coupling capacitance, while Cp denotes the plate capacitance (i.e., the parasitic capacitance formed between
the substrate and the metal layers).

Figure 10.
The pulse trains in (a) and (b) consist of identical toggle rate but different static probabilities. For the pulse train
in (a), toggle rate = 6 and static probability = 0.5; and that in (b), toggle rate = 6 and static probability = 0.25.
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5. Conclusion

In this chapter, the power consumed by CMOS circuits is expounded. The total
power consumption Ptotal in a CMOS circuit can be classified into two types—viz, the
dynamic power Pdynamic and static power Pstatic. Dynamic power refers to the power
dissipated by the circuit when it is operating. It is induced by the switching activities,
which take place at the nodes, and the short-circuit current formed at the transition
state of the logic switch. Static power, on the other hand, occurs when the circuit is
idle. It is caused mainly by the subthreshold and gate leakage currents. Since dynamic
power takes up a significant fraction of the overall power consumption, different
approaches have been developed to minimize it. The approaches focus on the reduc-
tion of the supply voltages, clock frequencies, or dynamic effective capacitance. By
studying the activity factors of the design modules, the approaches can be applied to
those with high power consumption.

Figure 11.
The pulse trains in (a) and (b) consist of identical static probability but different toggle rates. For the pulse train in
(a), toggle rate = 4 and static probability = 0.5; and that in (b), toggle rate = 2 and static probability = 0.5.
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Chapter 6

Low-Power CMOS/FinFETs Circuit
Using Adiabatic Switching
Principle
Cancio Monteiro

Abstract

Power consumption has become a very serious concern with regard to the rapid
technology of Internet of Things (IoT) devices. The IoT devices, such as sensor nodes,
secure cryptographic devices, and medical implantable devices are general embedded
systems that require low power and operate at low-frequency speed. Countless efforts
have been done to reduce power consumption in complementary metal oxide semi-
conductors (CMOS) through supply voltage downscaling, reducing unnecessary clock
activity, avoiding long path circuit topology, etc. Another circuit technique for low-
power purpose is by employing adiabatic switching principle. The adiabatic switching
is commonly used in minimizing energy loss during charging/discharging period at all
nodes of the circuit. In this paper, a low-power adiabatic CMOS/FinFETs circuit for
low-power secure logic application is presented. The circuit speed, power consump-
tion, and other evaluation metrics indicating the circuit performances will be com-
pared among the proposed circuits and other circuit topologies that are available in the
literature.

Keywords: CMOS, adiabatic, low-power, FinFETs, dual-rail, PUF, secure logic, LSI
multiplier

1. Introduction

In recent years, the emerging Internet of Things (IoT) technology has introduced
challenges and opportunities for engineering-related fields. It is estimated that the
number of active IoT devices will surpass 25.4 billion in 2030 [1], including wired and
wireless sensor networks. Most researchers consider the security profile (authenticity,
integrity, and confidentiality) [2–8] and power-saving crypto-devices [9, 10] as chal-
lenging efforts in IoT network design for resilient and sustainable infrastructure of
Industry 4.0 [11]. With the rapid growth of portable and standalone IoT devices, the
energy availability has to be well-managed to assure the sustainability of IoT connec-
tivity. These IoT devices can be supplied either by utilizing abundant ambient energy
sources [12] or by powering with rechargeable battery technology. In this context, the
electronic circuit design technique that is able to consume low power has to be
addressed. To contribute to the secure communication among IoT devices, the circuit
designers are again demanded to produce secure cryptographic devices to withstand
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side-channel-analysis (SCA) attract techniques [13–16]. In tackling both the low-
power and high-security demand, numerous efforts have been done at the circuit
design level by employing the adiabatic switching principle [17]; such as secure
adiabatic logic (SAL) [18], symmetric adiabatic logic (SyAL) [19], 2N-2N2P [20, 21],
charge-sharing symmetric adiabatic logic (CSSAL) [22], 2-phase symmetric pass gate
adiabatic logic (2-SPGAL) [23], and the secure quasi-adiabatic logic (SQAL) [24].
Moreover, to confirm the authenticity of any crypto-device, a physically unclonable
function (PUF) circuit is utilized to verify the chip authenticity and for secure key
generation [25, 26]. Definition of a PUF in [27] states that a PUF is a hardware security
fundamental that translates an input challenge into an output response through a
physical system in a manner that is specific to the exact hardware instance (unique)
and cannot be replicated (unclonable). The PUF related SRAM-based circuit design in
adiabatic operation was first reported in Quasi-Adiabatic Logic PUF (QUAL-PUF)
[28]. Accordingly, the author of this paper then proposed the CMOS-based two-phase
clocking adiabatic PUF (TPCA-PUF) [29], and the PUF circuit stability is further
investigated under various temperature and process variations using FinFETS
technology [30].

In this paper, the author further describes the adiabatic circuit design technique
for low-power application, using single-rail and dual-rail circuit topologies. The pro-
posed circuits’ operation, the evaluation metrics utilized for secure logic verification,
the frequency spectrum of the proposed circuits, and the LSI circuit design using
proposed circuits in comparison with previous works to validate the effectiveness and
the performances of the proposed works are presented.

The rest of this paper is structured as follows: Section 2 describes the fundamental
low-power circuit design, which briefly describes the adiabatic switching principles in
comparison with the conventional CMOS logic circuit. Section 3 presents the proposed
CMOS logic circuit topologies in detail. Section 4 describes the proposed LSI circuits,
their respective simulation conditions, and the security evaluation metrics. Simulation
results and technical discussion of the proposed works in comparison with the
convention-related circuits are discussed in section 5. Finally, Section 6 concludes the
research findings of this work.

2. Low-power circuit design technique

To ensure the long battery life for battery-powered embedded cryptographic
devices, the CMOS power consumption needs to be highly considered. There have
been several circuit design techniques reported to reduce dynamic power consump-
tion, such as reducing supply voltage to near and subthreshold regions, reducing
circuit switching activities, and avoiding long critical paths to diminish unnecessary
glitch current, etc. From the circuit supply voltage point of view, adiabatic logic
principle is a promising technique that can guarantee the efficiency of power usage.
Therefore, in the following subsections, the author describes power consumption
comparison among conventional and adiabatic CMOS logic styles.

2.1 Power consumption of CMOS circuit

Total power in a CMOS circuit comes from dynamic power, short-circuit power,
and static (or leakage) power, as indicated in Figure 1. The dynamic power con-
sumption occurs when the output node’s capacitor CL is switched (charging period).

126

Electromagnetic Field in Advancing Science and Technology



The short-circuit power happens when both PMOS (PM) and NMOS (NM)
transistors operate simultaneously during a short period of time of different input
signal transitions (such as In(t) signal changes from 0 ➔ 1 and 1 ➔ 0). The other
contributing power is the static power, which is consumed at either PM or NM
transistor that operate in the cutoff region (or any electronic device is in standby
mode).

PTotal ¼ PDynamic þ PSC þ PStatic (1)

2.1.1 Dynamic power

Dynamic power consumption commonly depends on the switching frequency f,
amplitude of power supply Vdd, and the load capacitance CL of the output node. The
operation of CMOS inverter logic in Figure 1 is that when the state of input signal
In(t) changes from 1 ➔ 0, the PM transistor is switched ON, and the current supply
from Vdd is flowing down to charge the output node of CL from initial condition of
Vy(0_) = 0 ➔ Vy = Vdd. The internal equivalent RC model during this operation is
called a pull-up network (PUN), as shown in Figure 2a. On the other hand, when the
state of input signal In(t) charges from 0 ➔ 1, the NM transistor is switched ON and
the output node of Vy is discharged from initial condition of Vy(0_) = Vdd ➔ Vy = 0
level (grounded). The internal equivalent RC model during this operation is called a
pull-down network (PDN), as shown in Figure 2b.

From Figure 2, the total power dissipation can be calculated using each network
system. By considering the MOS resistance value of 1/gmn = 1/gmp = R, CL = C, we can
calculate the current source that flows into the circuit, as shown in Eq. (2):

ip tð Þ ¼ i tð Þ ¼ Vdd

R
e
�1
RCτ (2)

The power consumption is calculated as:

Figure 1.
Total power-on CMOS inverter: Dynamic Power, short-circuit power, and the leakage power.
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p tð Þ ¼ i tð ÞVR tð Þ ¼ i tð Þ2R ¼ Vdd
2

R
e�2 1

RCτ (3)

Hence, the energy dissipated over the period of t=0 to t=τ is calculated as follows:

Echarge ¼
ðτ
0
p tð Þdt ¼

ðτ
0

Vdd
2

R
e�2 1

RCτdt ¼ C
Vdd

2

2
e�2 1

RCτ þ 1
� �

, (4)

If, τ >> RC, then the energy charged in output load capacitance is:

Echarge ¼ 1
2
CVdd

2 (5)

From Eq. (5), half of the energy is dissipated as heat by the resistance 1/gmp in
Figure 2a; therefore, the total energy dissipated from power supply during PUN
operation is Etotal = CVdd

2. Then, the average dynamic power Pdynamic=Etotal/T,which is
consumed during a certain period of time T can be formulated as

Pdynamic ¼ αfCVdd
2, (6)

where, the f denotes the clock frequency, and α is the switching activity factor,
which corresponds to the average number of 0 ➔ 1 transitions that occur at the output
cell in each clock cycle.

2.1.2 Short-circuit power

Short circuit power (PSC) usually occurs because there is no zero second exist
during different data transitions in CMOS logic circuit. The detailed discussion of
short-circuit power was reported in [31], with an expression shown in Eq. (7);

PSC ¼ 1
12

βτf Vdd � 2VTð Þ3 (7)

Figure 2.
(a) A CMOS pull-up network (PUN) RC equivalent model for charging phase, (b) A CMOS pull-down network
(PDN) RC equivalent model for discharging phase.
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where β is a gain factor of a MOS transistor, τ represents the rise and fall time, f
denotes a clock frequency, and the VT is the MOS transistor threshold voltage.

2.1.3 Static power

Static power consumption is power loss when the transistor is not in the process of
switching (cut-off state). It occurs when a small leakage current (Ileak) is flowing
through the MOS transistor that is turned off. Static power is increasing significantly
proportional to the shrinking of CMOS process technology.

There are several components that trigger the occurrence of leakage power [32, 33]
as shown in Figure 3; such as (1) Reverse bias diode leakage current (Irbdl), which
occurs due to the reverse bias current of p-n junction between diffusion region of the
transistor and substrate; (2) Gate oxide tunneling current (Iox) is the leak current that
flows from oxide insulation to substrate; (3) Gate induced drain leakage (GIDL) is
another leakage current that increases exponentially due to the reduced gate oxide
thickness; and (4) Subthreshold leakage current (Isub). Thereby, the total summation
of all leakage current Ileak components aforementioned can be formulated as:

Pleak ¼ IleakVdd (8)

2.2 Adiabatic switching principle

The adiabatic switching technique enables the logic circuit to reuse energy stored
in output load capacitance during the recovery phase, known as energy recycling [17].
For better understanding of the adiabatic switching principle, the author uses the
same RC model circuit with a different power supply as depicted in Figure 4.
Figure 4a represents conventional logic with constant step Vdd voltage, whereas
Figure 4b explains the concept of adiabatic switching with ramped step voltage,
which is defined by the length of time.

Figure 3.
Components of leakage power in CMOS [34].
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Applying Kirchhoff Voltage Law (KVL) for the circuit in Figure 1a and b, the
equation for charging network of the conventional CMOS is expressed in Eq. (9)

Ri tð Þ þ 1
C

ðT
0
i tð Þdtþ v 0�ð Þ ¼ Vdd (9)

and the charging network for adiabatic switching is similarly expressed in Eq. (10)

Ri tð Þ þ 1
C

ðT
0
i tð Þdtþ v 0�ð Þ ¼ Vdd

τ
tð Þ (10)

where τ is the rising time of ramp voltage Vdd. Applying the Laplace transform
and inverse Laplace transform, we obtain the charging current as expressed in
equations (11, 12) for CMOS logic and adiabatic logic, respectively:

Figure 4.
Equivalent RC model of CMOS logic versus adiabatic logic; (a) CMOS logic with step voltage and (b) Adiabatic
logic with ramped step voltage. (c) The peak supply current of the adiabatic logic is significantly lower than that of
the conventional CMOS logic under the same simulation parameters and conditions.
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i tð Þ ¼ Vdd

R
e�

1
RCt (11)

i tð Þ ¼ VddC
τ

1� e�
1
RCt

� �
(12)

The peak current difference of (Eqs. 11, 12) shows a large area and sudden flow of
the current of the conventional CMOS, and gradual increase of supply current peak of
the adiabatic switching in accordance with slow rising τ, which can be observed in
Figure 1c.

Further analysis from an energy consumption perspective, the dissipated energy
over the period t = 0 to t = τ is expressed as in Eq. (13)

Ediss ¼
ðτ
0
Ri2 tð Þdtþ E 0�ð Þ (13)

Substituting current i(t) in Eqs. (11, 12) into Eq. (13), we have energy stored in
capacitance for each conventional CMOS and adiabatic switching as expressed in
Eqs. (14, 15), respectively.

ECMOS ¼ 1
2
CV2

dd (14)

EAdiabatic ¼ RC
τ

CV2
dd (15)

Eq. (15) obviously shows that by increasing the time of τ, the energy dissipation of
adiabatic logic is significantly lower compared to the one of the conventional CMOS
logics in Eq. (14).

3. CMOS logic circuit topology

The logic circuit available in the literature has two kinds of circuit topologies; the
single-rail (SR) logic circuit composes of static CMOS (scCMOS: see Figure 1) and
dynamic CMOS logics [35], and the dual-rail CMOS logic (DR-CMOS or differential
logic) [20, 36], as depicted in Figure 5a and b. Regarding these circuits, uncountable
research have been done from the viewpoint of low-power dissipation [20, 36–41],
high speed, and further application into the secure cryptographic hardware design
[18–24, 42, 43]. From the logic’s security perspective, balancing supply current flows
into the circuit is the main constraint, since the side-channel cryptanalysis targeting
for the different peak current/power traces when crypto devices execute encryption
and decryption processes [14]. Hence, Figure 5 describes the supply current traces at
different input data transitions for conventional static CMOS, dual-rail CMOS
circuits (refers to Figure 5a and b, respectively), and our previously proposed
charge-sharing symmetric adiabatic logic (CSSAL [22]). Effective side-channel
analysis countermeasure is how the circuit is able to mask different input transitions
with the same supply peak current despite any input�output data flipping. This can
be solved by the charge-sharing technique of the proposed CSSAL circuit. In addition,
the CSSAL adopted the adiabatic switching principle, which lower peak current com-
pared with the conventional CMOS logic technique in scCMOS and DR-CMOS in
Figure 5.
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4. Proposed LSI circuit

The author of this paper has proposed three different circuit applications based on
SR and DR CMOS circuit topologies for low-power and high-security profile, such as
CSSAL [22], the source biased semi-adiabatic logic (SBSAL) [41], and the two-phase
clocking adiabatic physical unclonable function (TPCA-PUF) [29]. In these following
sub-sections, the author will present the fundamental circuit topology of each and
their respective LSI block diagram.

4.1 The CSSAL circuit

The fundamental inverter logic style of the CSSAL circuit is shown in Figure 5c.
The CSSAL is designed using DR circuit topology with four phases of adiabatic
switching operations (charge-sharing, evaluation, hold, and recovery phases) [22], in
which, the same internal equivalent RC model of each phase occurs for all possible
different input data transitions, which yielding the same peak current as depicted in
the right side of Figure 5c. It is obviously shown in Figure 5 that the CSSAL performs
balanced low peak current in comparison with the other logic circuits along the four

Figure 5.
Logic circuit topology and each of its supply current traces.
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different input transitions. This type of supply current trace is difficult to predict the
position of its true input data, hence it is secure and applicable for cryptographic LSI
design (Figure 6). To validate the security merit of the proposed CSSAL, the bit
parallel cellular multiplier over finite field GF(24) has been designed and implemented
using the 0.18 um CMOS process technology. Input-output signals of the bit parallel
cellular multiplier over GF (24) are depicted in Figure 7.

4.2 The SBSAL circuit

The proposed SBASL circuit is a type of SR static CMOS logic family in adiabatic
switching operation with sinusoidal power clock supply, as depicted in Figure 8d. The
SBSAL circuit is basically operated in charging and discharging periods, in which the
equivalent RC model of PUN and PDN are depicted in Figure 9a and b. This figure
illustrates the output voltages, the instantaneous power, and the energy dissipated
during charging and discharging phases. The total energy loss in SBSAL logic circuit is
formulated in Eq. (16) as follows:

ESBSAL ¼ RC
τ

CVPC
2 þ 1

2
CVbias

2 þ RC
τ

C Vout � Vbiasð Þ2 (16)

This Eq. (16)means the energy stored in the load capacitanceCL is recycled toVbias

power supply. Although there is nonadiabatic energy loss of 12 CVbias
2 in Eq. (8), theVbias is

set to 0.23 V, which has very low contribution to the total energy loss in the circuit. The
SBSAL circuit PDNnetwork is connected to 0.23Volt bias voltage instead of connecting to
ground or another sinusoidal supply voltage. This connection techniquewill only require
one circuit to produceVpc power supply. This means that the proposed SBSAL has low
complexity if compared to the other adiabatic logic family shown in Figure 8b and c.

To validate the effectiveness of the proposed logic as a low-power SBSAL circuit, we
implemented a 4x4-bit array SBSAL LSImultiplier as depicted in Figure 10. It is verified
that the SBSALmultiplier logic function is well operated as shown in Figure 11.

Figure 6.
The circuit block diagram of the bit parallel cellular multiplier over GF (24).
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4.3 The TCPA-PUF circuit

The proposed adiabatic FinFETs based PUF circuit topology is depicted in
Figures 12 and 13a. It was designed with cross-coupled latch circuit based on SRAM
circuit topology. The challenge signal of the proposed PUF circuit is controlled by the
static CMOS inverter aimed to conduct charging and discharging of the PUF cell semi-
adiabatically using a trapezoidal power clock signal of Vpc. Notable improvement
from QUAL-PUF circuit topology, the TCPA-PUF controls the current flow from
output nodes to slowly flow to the ground through N4 transistor by controlling its
operation speed with a ramped Vpc- signal. Notably, in the proposed adiabatic PUF
circuit, the author applies two phases of power clock signals Vpc and Vpc-, as depicted
in Figure 14b. The circuit operation of the TCPA-PUF cell is shown in Figure 15.
Detailed TCPA-PUF circuit operation in an adiabatic mode for CMOS-based design
has been clearly explained in [29], and the FinFETs-based TCPA-PUF design can be
accessed in [30].

To verify the effectiveness and the stability of the proposed SRAM based TCPA-
PUF, the author designs a 4-bit cascaded adiabatic PUF as depicted in Figure 14. Each
local PUF is supplied with four different power clocks with a phase difference of 90 ̊.

Figure 7.
Input-Output signals of the CSSAL bit parallel cellular multiplier over GF (24).
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Figure 8.
Inverter logic investigated; a) Conventional CMOS logic, b) Adiabatic 2PASCL logic [39], c) Adiabatic 2PC2AL
logic [40], and d) Proposed SBSAL [41].

Figure 9.
Proposed SBSAL logic operation; a) Discharging period and b) Charging Period.
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Figure 10.
Circuit diagram of a 4x4-bit array LSI multiplier.

Figure 11.
Input-output signals of SBSAL multiplier at 25 MHz.
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Figure 12.
SRAM-based FinFET PUF circuit; (a) QUAL-PUF circuit, (b) TCPA-PUF circuit.

Figure 13.
Input and output signals of the proposed CMOS TCPA-PUF cell with nominal 1.8 V of Vdd voltage.
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Moreover, each challenge bit signal has ¼ delay time of one power clock cycle. This
delay time allows the challenge bits to flip the response signals right at the middle
point of the idle/wait phase of the Vpc signals, and the challenge bits are perfectly
flipped adiabatically.

Monte-Carlo simulation results of the 4-bit TPCA-PUF and QUAL-PUF challenge-
response signals are depicted in Figure 16, where 100 times repetitions of the same
4-bit LSI PUF circuit are simulated. This result is performed with reference tempera-
ture of T = 27°C and CL = 10 fF, fCb = 10 MHz, and fVpc = 100 MHz with �10% of Vth
variation. Simulation results of response signals (Rb1–Rb4) with a given challenge bit
(Rb) performed correct and stable operations for both PUF circuit topologies.

Figure 14.
Proposed 4-bit CMOS/FinFET TPCA-PUF architecture.

Figure 15.
Monte-Carlo simulation result of proposed 4-bit FinFET based TPCA-PUF LSI circuit with nominal 1 V of Vdd
voltage.
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5. Simulation results and discussion

The simulation results presented in this section are all obtained from LTSpice
simulation of both CMOS and FinFETs technologies, while the simulation conditions
are described in Table 1.

The technical discussion in this paper will only focus on energy dissipation, which
reflects the title of low-power of this paper. Energy dissipated by each LSI circuits is
obtained from the following Eq. (17) formula:

ESBSAL ¼
ðT
0

Vpc tð ÞIpc tð Þ þ VbiasIbias tð Þ
� �

dt, (17)

and energy dissipation for both CSSAL and TCPA-PUF are formulated in Eq. (18):

Ediss: ¼
ðT
0
Σ Vpcs:Ipcsð Þdt: (18)

Figure 16.
Energy dissipation of the LSI multiplier circuits; (a) bit parallel cellular multiplier over GF (24) with secure
CSSAL circuit (refer to Figure 6), (b) 4x4-bit array multiplier (refer to Figure 10 with SBSAL circuit).

CSSAL and SBASL
TCPA-PUF circuits

• Vpc Max.: 1.8 V with fVpc: 125 KHz–50 MHz (CSSAL Multiplier GF (24) LSI)
• Vpc Max.: 1.8 V with fVpc: 10 KHz–100 MHz (SBSAL 4x4-bit Multiplier LSI)
• Vpc: swing from 0.9–1.8 V for CMOS trapezoidal clock (FinFETs: 0.5–1 V), fVpc

= 100 MHz
• Vpc-: swing from 0–0.9 V for CMOS trapezoidal power clock (FinFETs: 0–0.5

V), fVpc- = 100 MHz
• Cb voltage: 1.8 V CMOS pulse signal (FinFETs: 1 V), fCb = 10 MHz

Transistor parameter
and ratio

• CMOS Parameter: 0.18 μm ROHM standard CMOS process with ratio W/L= 0.6
μm/ 0.18 μm for all NMOS and PMOS Transistors

• FinFET Parameter: 45 nm with bulk, the ratio W/L = 60 nm/45 nm for all
PMOS and NMOS Transistor

Table 1.
Simulation conditions.
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1.In CSSAL design process, the author has employed several techniques, such as
(1) adopting the adiabatic switching principle for energy recycling to achieve low
power consumption and low peak current, (2) dual-rail logic circuit topology is
utilized to establish uniform transitional supply peak current, and (3) symmetric
pull-down network transistors with internal node charges are shared and
discharged to ground simultaneously, which construct a constant internal
equivalent RC model for all input condition to reduce current-to-data
dependency. The evaluation metric in our proposed CSSAL circuit has two
targets: the secure logic and low power. For secure logic verification, we evaluate
the logic ability to balance current traces by calculating the normalized standard
deviation as in following Eq. (19):

NSD ¼ σE=Ē, (19)

where the Ē is the average of energy dissipation of every respective input

transition, and the standard deviation of σE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPEn

i¼E1 Ei� �Eð Þ2=n
q

. The ideal
value of NSD has to be 0%. The post-layout comparison of secure logic circuits
in this paper is as labeled in Figure 16a, such as TDPL, SyAL, CSSAL, and the
2N-2N2P. The NSD result calculated at 1.25 MHz has shown that the CSSAL has
3.49%, SyAL: 4.69%, 2N-2N2P: 49.08%, and TDPL has 58.71%. Moreover, the
energy dissipation per cycle of post-layout simulation is shown in Figure 16a, in
which the proposed CSSAL consumes low energy at lower frequencies (1.25
MHz and below). Therefore, the proposed CSSAL cellular multiplier is suitable
for low-power and high-security devices at 1.25 MHz and/or below this speed.

2.The energy of SBSAL is checked and compared with other adiabatic static logic
families including conventional static CMOS logic as depicted in Figure 16b. It is
obviously shown in this figure, the proposed SBSAL multiplier has reduced energy
about 94% from conventional CMOS circuit, 84% from the 2PASCL circuit, and
58% from the 2PCAL circuit at 1�MHz operating frequency, and always consumes
lower energy along the frequency band investigated in this work.

3.The proposed TCPA-PUF circuit stability has been verified in the 180 nm CMOS
process and in 45 nm bulked FinFETS technology, where the proposed circuit has
performed its superiority in terms of evaluation metrics (Uniqueness and
Reliability) and low-power consumption than that of the QUAL-PUF one. The
Uniqueness is used to determine the ability of a PUF to uniquely distinguish a
chip among the other chips [28], as formulated in the following Eq. (20):

Uniquness U %ð Þð Þ ¼ 2
k k� 1ð Þ

Xk�1

i¼1

Xk
j¼iþ1

HD Ri, Rj
� �
n

� 100: (20)

The Reliability measures how reproducibly the challenge-response pairs of a PUF
instance with the varying environmental conditions such as temperature and CMOS
process variations as shown in Eq. (21):

Reliability R %ð Þð Þ ¼ 100� 1
k

Xk
i¼1

HD Ri,Ri,j
� �
n

(21)
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The ideal values of uniqueness and reliability are 50% and 100%, respectively. The
TCPA-PUF evaluation results have always been close to the ideal values.

It has been revealed that the FinFET device has several advantages, such as higher
on-state current, lower off-state current (lower leakage current), faster-switching
speed [44], and its double gates enabling three possible connection modes (shorted
gate-SG, independent gate-IG, and low-power-LP) for low power and high-speed
applications. In this work, the author has thoroughly investigated the proposed TPCA-
PUF cell using bulked FinFET with a 45 nm process for all SG, IG, and LP modes. As a
result, the author has revealed that SG mode is suitable for the proposed TPCA-PUF
circuit topology. The gate connection type of LP and IG modes leads to higher energy
and produces wrong response bits for larger cascaded bit-length (4-bit in this work).
Therefore, the whole works of 4-bit LSI design and simulation, including the data
presented in this paper are performed by utilizing the SG mode connection type. The
TPCA-PUF cell was implemented using SRAM-based circuit topology, hence this
study is claimed to be the first work in the literature that employs FinFETs-based
SRAM type PUF. Numerical data in Table 2 compare the QUAL-PUF and proposed
TPCA-PUF for both CMOS and FinFETs process technologies. Overall data in Table 2
have shown that the proposed TPCA-PUF consumes lower energy/bit/cycle and
start-up power, which is suitable for low-power IoT application.

6. Conclusion

This paper has presented a comparative study on energy dissipation and secure
evaluation metrics of the proposed CSSAL, SBSAL, and QUAL-PUF with other
conventional related circuit topologies.

1.Secure CSSAL: the NSD result calculated at 1.25 MHz has shown that the CSSAL
has 3.49%, SyAL: 4.69%, 2N-2N2P: 49.08%, and TDPL has 58.71%. Moreover,
the energy dissipation per cycle of post-layout simulation has shown that the

PUF QUAL-PUF [28] Proposed TCPA-PUF

CMOS FinFET CMOS FinFET

Year 2020 2021 2021 [29] 2021 [30]

Tech. 180 nm 45 nm 45 nm 180 nm 45 nm

Topology Adiabatic SRAM Adiabatic SRAM

Transistor-number/bit 5 5 5 7 7

Process (nm) 180 45 45 180 45

Start-Up power 3.08 μW NA 65.69 nW 0.47 μW 18.32 nW

Energy (fJ/bit/cycle) 39.18 0.08 7.36 15.98 2.30

Uniqueness (%) 40.50 49.41 49.46 49.82 50.13

Reliability (%) 96.20 99.60 99.47 99.47 99.57

BER (%) 3.8 0.4 0.53 0.53 0.43

Table 2.
Comparison of conventional and proposed adiabatic PUFs (with T = 27°C and CL = 10 fF, fCb = 10 MHz, and
fVpc = 100 MHz).
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CSSAL consumes low energy at lower frequencies (1.25 MHz and below).
Therefore, the proposed CSSAL cellular multiplier is suitable for low-power and
high-security devices at 1.25 MHz and/or below this speed.

2.Low-Power SBSAL: Simulation results have shown that the proposed SBSAL
multiplier has reduced energy about 94% from conventional CMOS circuit, 84%
from the 2PASCL circuit, and 58% from the 2PCAL circuit at 1�MHz operating
frequency.

3.TCPA-PUF: the SRAM-based CMOS and FinFETs PUF using 180nm and 45 nm
technology process, respectively, has been further investigated into 4-bit
cascaded bitlength, where the proposed TPCA-PUF has reduced energy/bit/cycle
and start-up power, both about 70% from the QUAL-PUF cell at the same
reference temperature of 27°C.

The uniqueness, reliability, and the BER of the proposed FinFETs-based TPCA-
PUF are 50.13%, 99.57%, and 0.54%, which exhibits a superior security performance if
compared with the FinFETs-based QUAL-PUF cell. The remarkable performances
(ultra-low power and security profile) of the proposed FinFETs-based TPCA-PUF
makes it an appropriate candidate for low-power and secure IoT device applications.
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Chapter 7

Resistive Switching and Hysteresis
Phenomena at Nanoscale
Vithaldas Raja and Ramesh Mohan Thamankar

Abstract

Resistive switching at the nanoscale is at the heart of the memristor devices tech-
nology. These switching devices have emerged as alternative candidates for the existing
memory and data storage technologies. Memristors are also considered to be the fourth
pillar of classical electronics; extensive research has been carried out for over three
decades to understand the physical processes in these devices. Due to their robust
characteristics, resistive switching memory devices have been proposed for
neuromorphic computation, in-memory computation, and on-chip data storage. In this
chapter, the effects of various external stimuli on the characteristics of resistive
switching devices are comprehensively reviewed. The emphasis will be given on 2-
dimensional (2D) materials, which are exciting systems owing to superior electrical
characteristics combined with their high stability at room temperature. These atomi-
cally thin 2D materials possess unique electrical, optical and mechanical properties in a
broad spectrum, and open the opportunity for developing novel and more efficient
electronic devices. Additionally, resistive switching due to light has also grabbed the
attention of optoelectronic engineers and scientists for the advancement of optical
switches and photo tuned memristors. The variety of material systems used in the
fabrication of memristors is comprehensively discussed.

Keywords: resistive switching, nanoscale, neuromorphic devices, hysteresis,
computation, low dimensional materials, h-BN, MoS2, graphene, Memristor,
neuromorphic computation

1. Introduction

Continuous miniaturization of electronic devices has forced researchers to find
newer ways of designing novel materials for nanoscale devices. Among the various
devices needed in the electronic circuitry, memory devices represent an important
category, with an increasing market. These components save the information in terms
of “0” and “1”. These two states are attributed to the low resistance and high resis-
tance states of the memristive devices. Resistive switching memory devices represent
the simplest group among various types of memory devices. In the simplest design of a
resistive switching device, an active material (normally an oxide or a large band gap
material in general) is sandwiched between two metal electrodes to form a Metal–
Insulator–Metal (M-I-M) junction. When an external stimulus like an electric field is
applied across the two metal electrodes, electronic conduction kicks-in at a voltage
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specific to the active material. This trilayer system without the external stimulus will
be in the high resistance state and can be switched using very low applied voltages. As
the applied field strength reaches the breakdown strength of the active material, an
insulator-to-metal transition takes place, inducing a low resistance state. The transi-
tion is characterized by a rapid increase in the current of 2–5 orders of magnitude
depending on the material system considered. This typically happens because of the
formation of conducting filaments parallel to the current flow, which is either due to a
local phase transition, Joule heating or field-induced carrier generation. When these
devices reach a nanometer size scale, electrons can tunnel through the active material
(tunnel barrier), giving rise to a leakage current. To overcome this issue, researchers
have been trying to replace the existing oxide materials (Si-based oxides) by newly
designed materials with higher dielectric constant.

Resistive switching (RS) phenomena are described using various characteristics
that define performance and device stability. These characteristics include
volatile/non-volatile type, operating voltage, switching speed, ON/OFF ratio, endur-
ance, and retention. The RS process is also classified as unipolar or bipolar based on
the polarity of the operating voltage. Various intrinsic and extrinsic factors play an
important role in the resistive switching characteristics. Based on the requirements of
future technologies, ideal values of important characteristics should be the following:
i) operating voltages <1 V, ii) power consumption �10 pJ per transition, iii)
switching time or transition speed from one state to another below 10 ns, to name a
few. A stable resistive switching device is expected to have endurance greater than
109 cycles, with data retention for more than 10 years. For higher storage density, the
cell size of a unit (M-I-M) structure should be 576 nm2 with an ON/OFF ratio of 106.
However, the main constraint for these devices to be ready for applications is the
identification of a single system with characteristic values equal to or near to these
ideal values [1].

The hysteresis in the resistance of the switching device has been studied over a few
decades now. The hysteresis behavior in resistance was first proposed by Leon Chua
who coined the term “memristor”, which is considered to be the fourth element in the
classical electronics [2, 3]. It took almost two decades to establish the memristive
effect experimentally [4]. The coupled solid-state electronic and ionic transport under
the external stimuli was measured and established as a memristor based on Pt/TiO2/Pt
device. Meanwhile, there are enough studies on devices showing the resistive
switching behavior. For example, resistance switching based on ion migration [5],
organic materials based non-volatile memory elements [6] and solid-state electrolyte
[7] and thin film based resistive switching devices [8].

In general, the resistance switching of the device is characterized by an increase in
the current level of 2–5 orders of magnitude. The conducting filament created during
this transition may or may not be stable at room temperature. If the room temperature
thermal energy is sufficient to disrupt this conducting filament, the low resistance
state is not stable. In this scenario, a consistent memory performance will not be
attained. While, if the conducting filament created during switching is stable at room
temperature, the low resistance state will be stable at room temperature. Typically,
the metal oxide-based memory devices are expected to be stable beyond 80°C for a
given duration. When cyclic external stimulus is applied to such a device, a repeatable
switching between high resistance state (HRS) to low resistance state (LRS) would
result in hysteric current – voltage characteristics.

For the usage of resistive switching devices in information processing architec-
tures, a high resistance state (HRS or OFF state) and a low resistance state (LRS or ON
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state) should be clearly defined. This should be followed by fast switching. To achieve
this goal, extensive research has been carried out to optimize the design of the device
structure, the materials used for the devices and size scale of the devices. Over the past
two decades, since the discovery of graphene, many 2D materials have been also
proposed/used for the fabrication of resistive switching devices.

The present chapter is divided into three main sections. Section 1 gives an intro-
duction to the resistive switching process and its characteristics. Section 2, discusses
the hysteresis in the electric field-induced resistive switching devices and different
material systems used in the M-I-M structures. In Section 3, light-induced resistive
switching is described. Optically-induced resistive switching will enhance the usage of
such M-I-M devices in the field of optoelectronics and optical sensing. The last sec-
tion, Section 4, is focused on the resistive switching devices used in neuromorphic
devices and computation. The action of synapse – neuron pair in brain-inspired
information processing is mimicked in the laboratory by fabricating resistive
switching memory devices and architecture. At the end, Section 5 gives the brief
conclusion of the chapter highlighting some of the objectives to be achieved in future
nano-electronic technologies.

2. Electric field-induced hysteresis in resistive switching devices

2.1 Resistive switching mechanisms

One of the common external stimuli used in electronic devices is the electric field.
Figure 1 (Adapted from [9]) shows an overview of how a typical resistive switching
device and a combination of devices can be used as a memory architecture. Figure 1(a)
shows a schematic diagram of a metal – insulator – metal (M-I-M) device. These
individual memory devices can also be integrated into an architecture to process
information, as shown in Figure 1(b). Here, the resistance of the individual memory
element can be set at desired values by applying voltage pulses. Extensive research has
been carried out to understand the underlying mechanism of hysteretic resistive
switching in these simple devices. Two main proposals to explain the resistive
switching process are represented by: i) the formation of conduction path due to
metallic filament as shown in Figure 1(c). This is generally referred to as conducting
bridge memory (CB) or electrochemical memory (ECM) or even sometimes
referred to as programmable metallization (PM) device. ii) the presence of oxygen ion
vacancies, which will form a conduction path due to the applied electric field, as shown
in Figure 1(d). In this case, the migration of oxygen ion vacancies is considered to be
the main reason for the low resistance state.

In the first model shown in Figure 1(c), the formation of a metallic filament across
the active material causing a short path for electron transport is considered. This is
termed conductive–bridge random access memory (CBRAM) and there are a lot of
reports available in literature to support this argument [10, 11]. This phenomenon is
significantly affected by the type of electrode material used in the devices. In the
second model, Figure 1(d), charged oxygen ion vacancies form a conducting bridge
between the top and bottom electrodes of the device, thus resulting in a switching.
This model is based on ions migration, where field-driven migration of oxygen ion
vacancies or metallic ions occurs through the active material. Both processes have
been explained using analytical and numerical models [12, 13]. The analytical model
explains the phenomena occurring at the device level considering the circuit design
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parameters. The numerical models are based on the parameters affecting the opera-
tion of the device, such as the type and shape of the bias voltage, and compliance
current. The compliance current is set to limit the current flowing through the device,
such that the device can be operated successively for many cycles. Without current
compliance, the applied voltage might create a complete dielectric breakdown and the
device might not be able to get back to the high resistance state. As of now, the most
widely-accepted model explains the switching process via trap-assisted tunneling
mechanism (TAT) [14, 15]. In this case, the tunneling of electrons occurs via the traps
generated or recombined with certain probabilities depending on the local electric
field. Figure 1(e) and (f) show the typical hysteretic behavior of resistance switching
in two types of devices. When the voltage is ramped across the device, the device
switches from a high resistance state (HRS) to a low resistance state (LRS) at a well-
defined voltage, with a clear distinction between the two resistance states. The critical
voltage at which this transition occurs depends on the thickness and dielectric con-
stant of the active material present in the device. The fact that the current – voltage
characteristics show hysteresis implies that these structures can be used as memories
devices to store information. The advantage of such devices is that the memory can be

Figure 1.
(a) Schematic diagram of a resistive switching device (M-I-M) consisting of two metallic electrodes separated by
the switching material [9] (b) Combination of the devices in the memory architecture. (c) A typical metallic
filament formed between the two electrodes giving a low resistance state. (d) The process-induced oxygen vacancies
randomly distributed in the oxide material is depicted. These oxygen vacancies form a chain when a suitable
voltage is applied to the device and the chain will act as a conduction path. Typical current – Voltage
characteristics showing the hysteresis behavior depicting the switching process are shown in (e) and (f). The
unipolar switching is shown in (e). Here, a forming process, rupture of the filament during the RESET process and
filament formation during the SET process is shown. In (f) a bipolar switching is shown [9]. In this case, the
electrochemical migration of oxygen ions is responsible for the hysteric current–voltage behavior of the device. (g)
Typical current – Voltage characteristics of Ag-AgGeSe-Ag switching device. The insets a to D depict the various
stages of the switching cycle.
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erased by applying a voltage in the opposite direction, which switches the device back
to its original high resistance state.

Initially, when the applied voltage is zero, the device is in the high resistance state
(OFF) and the switching material is in its pristine state (Figure 1(g)). When suffi-
ciently large voltage is applied, the device turns ON (SET process). Here, a stable
metallic filament grows through the switching layer by means of anodic dissolution of
metal, as shown in the inset A of Figure 1(g). Further application of higher voltages
will strengthen this metallic filament and a stable ON state (low resistance) is
retained. This is due to the migration of the metallic ions generated and the crystalli-
zation of the metallic filament. When a sufficiently large bias in the reverse direction
is applied, the formed metallic filament dissolves (inset C) resulting in low current
passing through the device (HRS), which results in the RESET state of the device. This
forming and breaking of the metallic filament is considered as electrochemical metal-
lization and is found to be the main cause of the memristive effect [16]. In general, the
electrochemically active metals like Ag and Cu are used to study the electrochemical
metallization phenomena in devices.

The Valence Change Mechanism (VCM Type) is attributed to the switching
mechanism in devices based on binary oxides or even multinary oxides. In this case,
the electrochemical dissolution of the metallic electrode does not occur. As early as in
1960’s, studies were carried out on Nb-Nb2O5-B and Nb-Nb2O5-In trilayer structures
[17], and later in 1990’s, mostly manganates, titanates and zirconates have been
studied. The trilayer structures based on these materials exhibited bipolar switching
[8, 18]. Since the electrode metallization does not occur, a SET procedure is always
needed before the device shows a bipolar switching. Several mechanisms have been
put forward to explain the mechanism of resistive switching in this case. The most
favored mechanism is the charge-trap model. Here, the injected charges are trapped at
the site of defects within the insulating material of the device [16]. In the case of
strongly correlated electron systems, which undergo insulator-to-metal transition
(IMT), the charge injection acts as doping, resulting in the switching of the resistance
state of the insulator. Further, there are extensive reports on the anion-assisted
switching, mostly based on the oxygen ion vacancies, which are more mobile than the
metal cations. The formation and dissolution of the conduction path due to oxygen
vacancies have been proposed as a reason for the resistive switching. The created
anion vacancies will affect the charge state of the metal cations, and thus, this generic
phenomenon is normally referred to as valence change memory (VCM).

2.2 Resistive switching characteristics

The ability of resistive switching devices to retain a certain resistance state (HRS or
LRS) even after the application of a voltage over a period of time makes them non-
volatile. Thus, a very low voltage (lower than the operating voltage) is required to
read, leading to the low power consumption of such devices. Instead, for volatile
devices, the write and read voltages are of equal weight and the device is brought back
to its original state, upon removing the power supply. Thus, for random access mem-
ory technology, non-volatility is essential. These non-volatile resistive switching type
devices are also proposed for neuromorphic computing architecture, as electronic
synaptic devices. For such computing architectures, there are two types of rules to be
implemented, short-term plasticity (STP) and long-term plasticity (LTP).

STP can be achieved either by using volatile devices or complex architectures
based on non-volatile devices [2]. This has encouraged several research groups to
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develop resistive switching devices showcasing volatile behavior. Shi et al. [19] were
the first to demonstrate the coexistence of volatile and non-volatile behavior in resis-
tive switching devices based on hexagonal-Boron Nitride (h-BN). By means of mod-
ulating the compliance current, the coexistence of volatile and non-volatile
characteristics is studied. It was also due to the inherent chemical stability of the
material that it exhibited a controlled dielectric breakdown. The h-BN device was able
to completely recover the resistance state upon removal of the voltage supply. The
hysteresis curves for h-BN devices are shown in Figure 2. A schematic diagram of the
Au/Ti/h-BN/Cu switching device is shown in Figure 2(a). Resistive switching curves
indicate volatile behavior as shown in Figure 2(b). The volatile behavior can be seen
on both sides of the voltage cycle. The device regains its high resistance state (HRS)
when the voltage is cycled via 0 V - Vmax – 0 V. Because of the chemical and thermal
stability of h-BN, the soft breakdown occurring can be completely recovered once the
electrical bias is removed. The complete recovery of the high resistance state can be
achieved on both bias polarities. Figure 2(c) and (d) show the volatile switching
characteristics with the compliance current values of 1 μA and 10 μA respectively.
Even though large scatter is observed in the switching voltages in the lower compli-
ance regime, the hysteresis can be clearly seen, indicating that the device can be used
as a memory device. It can also be observed that the voltage range at which the device
can be operated as a memory element is also larger when a higher compliance current
is used. This can be due to the unstable conductive filaments (CF) being formed when
the device is operated with a lower current compliance value compared to more stable
CF, and thus wider hysteresis, when higher current compliance is used [9]. Further, it
is interesting to notice that non-volatility can be activated by setting a higher compli-
ance current. This is clearly shown in Figure 2(e) and (f) for compliance currents of
500 μA and 3 mA, respectively. Figure 2(e) shows the non-volatile behavior when a
positive SET voltage cycle is applied, and Figure 2(f) shows the non-volatile charac-
teristics when a negative SET voltage cycle is applied. Here, also the area of the
hysteresis is different for different SET voltage cycles applied. The switching charac-
teristics with negative SET cycle seem to show a sharp transition from HRS to LRS
state.

It is important to note that the complete recovery of the high resistance state in the
case of volatile switching is shown in the top row. This is unlike in the case of
transition metal oxide switching devices. Even though h-BN shows extreme chemical
stability, together with a reliable device performance, there are still many “unknown”
parameters that must be understood in detail when 2D materials are used in the
devices. Some of the ‘unknowns’ are highlighted in the recent work by Pey et al. [20]
as indicated in Table 1.

Most resistive switching devices are based on thin films of transition metal oxides
(TMO) as active elements in M-I-M structures. A large number of systems exhibiting
resistive switching characteristics have been reported in literature. As mentioned
earlier, there is a variety of resistive switching characteristics for this simple structure
of the device. For a decade or so, there has been a common consensus on the phe-
nomenology of resistive switching in these devices. Switching phenomena can be
classified into unipolar and bipolar memory effects. One can term this effect as
“switching modes” in the devices. Extensive research in 2D materials has extended the
horizon of unipolar and bipolar effects observed in a variety of 2D materials.

Both unipolar and bipolar resistive switching processes have been observed over
the years. For unipolar resistive switching devices, a voltage with the same polarity is
applied for both SET and RESET process. This means that the memory state of the

152

Electromagnetic Field in Advancing Science and Technology



device can be switched by successive application of biases with same or opposite
polarity. This is because the devices are primarily governed by thermochemical
mechanisms, such as Joule heating effects in the formation and rupture of conductive

Figure 2.
The two types of resistive switching observed in Au/Ti/h-BN/Cu based resistive switching devices [19]. (a)
Schematic diagram of Au/Ti/h-BN/Cu switching device (b) volatile resistive switching characteristics in both
polarities. On both sides, the device goes back to its HRS state when the voltage is cycled through a full cycle. (c) the
volatile resistive switching of the device with a compliance current set at 1 μA. Clear hysteresis of the current –
Voltage characteristics can be observed. (d) Similar volatile resistive switching characteristics of the device with
compliance current of 10 μA. Higher compliance current setting seems to stabilize the hysteresis with smaller
deviation in switching voltage compared to the lower compliance. (e) the non-volatile switching characteristics of
the same device. In this case, a negative voltage cycle is applied as a SET cycle for the device. (f) the nonvolatile
switching characteristics with positive SET cycle. In both cases of positive and negative SET cycle applied, a clear
switching characteristic is achieved.
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filaments. Meanwhile, the bipolar resistive switching process is associated with
electrochemical mechanisms, which require voltage of opposite polarity to switch
between the memory states. These distinct behaviors of polarity (unipolar/bipolar)
and volatility (volatile/non-volatile), allow identifying suitable applications, where
the efficiency of the devices can be exploited.

Interestingly, in some specific cases, the mode of resistive switching is inter-
changeable. In the case of a bilayer stack of Ga2O3/Cu2O grown on ITO substrates such
interchangeable switching was observed. The bipolar switching was attributed to the
existence of the traps in the interface and the unipolar switching was ascribed to the
oxygen ion vacancies accumulating at the interface [21]. Specific systems have been
designed to showcase the coexistence of unipolar and bipolar phenomena. Some of
these devices exhibit irreversible transitions from one switching mode to the other
(unipolar to bipolar), which are of less use compared to the reversible transition
between these modes.

Also, the coexistence of two switching modes in a single device, gives more degrees
of freedom in controlling the geometry/composition of conductive filaments, and
eventually leads to development of multilevel resistive switching memories [21, 22].
Zhao et al. [22] demonstrated a reversible transition between the two switching modes
in Ag/MoS2/Au resistive switching device, as shown in Figure 3. In this particular
case, the devices were fabricated on a flexible polyethylene terephthalate (PET)
substrate, as shown in Figure 3(b). Bipolar (Figure 3(c)) and unipolar (Figure 3(d))
switching can be clearly seen in the device. Notice the polarity of the applied SET
process. In the case of bipolar switching, the SET process is carried out by applying a
positive voltage, and the switching can be observed on both sides of the applied bias.
In the case of unipolar switching, the SET voltage cycle and the switching cycle is
observed in the negative polarity. Further, these two modes of switching can be tuned
by changing the voltage polarity (see Figure 3(e)). The bipolar resistance state mode
was observed by the application of +3 V for the SET process in the positive direction.
The unipolar-resistance state mode was observed by supplying a negative write volt-
age of -3 V, as shown in Figure 3(g) and (h). In this case, the bipolar state was due to
the migration of the silver ions (from the electrode) through MoS2. Meanwhile, in the
case of the unipolar state, the conduction paths through the sulfur ions (S) were

Unknowns in breakdown phenomena in 2D materials [20]

1.Type and charge state of vacancy defects causing breakdown.
2.Validity of percolation model for the area and thickness scaling
3.Origin of defect clustering – intrinsic or extrinsic or both?
4.What are the activation and relaxation energies of the defects?
5.Role and competition between charge trapping and SILC in h-BN.
6. Size and shape of percolation path
7.Role of metal – h-BN interface on the breakdown kinetics
8.Role of self-heating and its impact on the post-breakdown behavior
9.Role of covalent B-N bonds and Van der Waal forces on percolation

10.Which extrapolation model could be used for time dependent breakdown lifetime estimation?
11.Overall conduction path propagation in layered materials

Table 1.
List of issues which are still to be understood in detail in the case of 2-D materials, as listed in ref. 20. The
‘unknowns’ listed in this table will be a key research topic for the next decade when large band gap 2-D materials
will be considered.

154

Electromagnetic Field in Advancing Science and Technology



Figure 3.
Flexible resistive switching device. (a) Schematic diagram of the Ag/MoS2/Au resistive switching device [22]. (b)
The flexible PET substrate on which the Ag/MoS2/Au switching device is fabricated. (c) Bipolar switching
characteristics (black) of MoS2 device with the positive forming voltage cycle (red). Voltage at which the transition
to low resistance state (indicated by SET) is clearly defined. A gradual change into high resistance state can be seen
in the negative bias region (RESET). (d) a unipolar switching characteristic of MoS2-based devices. Here, the
forming voltage cycle in the switching cycle is in the same polarity of the applied bias voltage. The two switching
modes can be altered by changing the voltage polarity as shown in (e). The low resistance state of bipolar (black)
and unipolar (red) state has a completely different behavior for positive voltages as shown in (f). The multilevel
operation of such device is shown in (g) and (h).
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causing the resistive switching. The memory capacity was controlled by modulating
the compliance current in the device.

Such modulation of the memory capacity of resistive switching devices was also
reported for resistive switching devices based on hafnium oxide [23] and assembled
black phosphorus quantum dots (BPQD) [24]. The self-assembled BPQD sandwiched
between two poly(methyl methacrylate) (PMMA) polymer layers, is used as a
switching layer. This heterostructure is sandwiched between aluminum (Al) elec-
trodes. The switching characteristics are shown in Figure 4 in detail. In particular, in
Figure 4(a), one can notice that BPQD shows a wide memory window, undergoing a
HRS to LRS transition at 2.9 V. For bias voltages lower than this critical voltage, the
space charge limited conduction dominates the carrier transport. The hysteresis and
the switching behavior are maintained for different BPQD film thickness, as shown in
Figure 4(b). These devices exhibit exquisite resistive switching curves. The switching
voltage for these devices decreases with an increase in BPQD film thickness. This
device structure also showed an extremely high ON/OFF ratio (in the order of 107)
compared to MoS2-, Graphene-, and Black Phosphorus (BP) nanosheets-based

Figure 4.
Resistive switching curves of black phosphorus quantum dot (BPQD) based switching devices [24].
(a) A clear bipolar switching can be seen with bistable resistance state. (b) The ON/OFF ratio can be controlled by
modifying the compliance current. (c) The compliance current dependent switching characteristics is shown. (d)
The statistics of ON/OFF ratio is seen to depend on the compliance current as shown.
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resistive switching devices. For achieving stable multilevel resistive switching, the
compliance current in the BPQD device was varied in the range of 10 A�1A to
10 A�4A. This has in turn a direct effect on the LRS and HRS current values and the
switching voltages, as noticeable in Figure 4(c). The device also demonstrated tunable
resistive switching properties; the ON/OFF ratio depended on the compliance current,
as shown in Figure 4(d).

On one hand, materials used for the memory devices form the heart of information
processing; however, the device optimization is also an extremely important aspect of
nanoelectronics. One of the important parameters in this sense is the switching speed
of the memory device. There are reports that illustrate how to determine the
switching speed of resistive switching devices. For example, a resistive switching
device based on tantalum oxide (Ta2O5) switches with an ultrafast speed of around
10 ps at a bias voltage of 3 V [25]. By varying the voltage amplitude, multi-state
resistive switching was achieved. The ultrafast performance of this device was dem-
onstrated by using a coplanar waveguide structure of the device with pulsed voltage.
The drawback of such device was that the amplitude of the pulsed voltage was
extremely high (>3 V). However, at present, the switching speed at reliable voltages
(<1 V) is limited by the experimental measurement setup [26].

One of the other important characteristics of resistive switching devices is the
operating voltage at which the transition from the high resistance state (HRS) to low
resistance state (LRS) takes place. This is expected to be as low as possible, for
efficient low power synaptic application in neuromorphic computing architectures.
The voltage threshold is dependent on several factors, including the active material
between the two metal electrodes, the distance between the two metal electrodes, and
the material of the two electrodes. The MoS2/MoOx heterostructure can be operated at
voltages as low as 0.1 V [27]. The device exhibited symmetric bipolar resistive
switching curves with an ON/OFF ratio of �106. Such devices operating at excep-
tionally low voltages with a wide hysteresis can be particularly useful for high density
storage systems. The resistive switching performance of a device solely based on
solution processed non-oxidized MoS2, displayed linear current - voltage curves in
disparity with the heterostructure-based devices. The heterostructure-based device
also displayed moderate stability with an endurance of �105 cycles. Further, VO2-
based nano resistive switches consuming only 4.2 fJ of energy per switching are
fabricated by a novel approach [28], whereby VO2 nanocrystals are embedded in
conductive Si tips with an effective lateral size of about 100 nm, after 30mins of
synthesis. More importantly, at room temperature, the nanocrystal-based VO2 devices
showed a switching from HRS to LRS at �0.1 V. Additionally, the device showed a
high stability of cyclic switching process with endurance longer than 1011 cycles. It
was clear that such enhanced results were obtained only because of the device geom-
etry, while the VO2 thin films of �300 nm size grown on silicon substrate had an
operating voltage of nearly 6 V at room temperature.

As mentioned earlier, the stability of a resistive switching device is characterized
by endurance and retention. Endurance is the measure of the maximum number of
stable switching cycles the device can perform between two or more resistive states
without progressive breakdown of the device. With the overgrowing demand of
modern technologies with dynamic applications, it is necessary for such electronic
devices to showcase performance stability over a period of time. Several factors such
as (i) structural stability of the resistive switching device, (ii) undesired electro-
chemical reactions between the electrode and the resistive switching materials, (iii)
progressive growth of conductive filament, can lead to higher number of endurance
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cycles. For a reliable resistive switching device, the ideal endurance value should be
>109 cycles. There have been few studies in literature that have reported such high
endurance values. In a recent publication, Huang et al. [29] reported a bilayer alumi-
num oxide-based resistive switching devices (W/AlOx/Al2O3/Pt) with high endurance
cycles from cryogenic to high temperatures (107 at 100 K, 1010 at 298 K and 108 at
400 K). Here, an oxygen-deficient layer of AlOx was stacked upon a stoichiometric
Al2O3 layer between tungsten (W) and platinum (Pt) as top and bottom electrodes
respectively. This homogeneous bilayer stacking of oxygen poor/rich aluminum oxide
layers resulted in controlled activity of oxygen vacancies for all resistive states.
Accompanied with these high endurance values, this device exhibited ON/OFF ratio
of 103 at low switching voltages, with fast switching speed of 28 ns. Engineering of
endurance cycles for metal oxide-based RS devices was also projected byWiefels et al.
[30]. They showed that by utilizing ohmic electrodes it is possible to enhance endur-
ance of the resistive switching device by an order of 1–2. Ohmic electrode metals act as
a high potential barrier for generation of oxygen defects at metal electrode-switching
material interface. This limits excessive formation/accumulation of oxygen defects
and uncontrolled filament growth between the top and bottom electrodes.

Data stability is a key aspect for memory storage, synapses of neural network and
RRAM applications of resistive switching devices. Data stability is checked by study-
ing the ability of a switching device to retain its discrete resistance states (LRS and
HRS) with appreciative ON/OFF ratio after SET and RESET transitions over a period
of time. It is essential for the perseverance of the stored data and to avoid fluctuations
in the persistent read and write processes of the device. Reliable non-volatile resistive
switching devices must have retention value of >10 years at functioning temperature
of 85°C. However, this retention value is underachieved by the majority of switching
devices, primarily due to the thermodynamical instability of the material and incon-
sistent formation/rupture of conductive filaments formed during the SET/RESET
processes. Nevertheless, a trilayer (Al2O3/HfO2/Al2O3) oxide-based device showed an
excellent reliability with retention of >10 years at a temperature of 85°C [31].

2.3 Effect of external perturbations on RS characteristics

The characteristic results discussed until now are all dependent on either the
device structure or the materials used for the active layer and for the electrodes.
However, environmental effects also play a role in the switching performance of these
devices. Thus, to understand the robustness of resistive switching devices, it is
important to test their performance under various extreme conditions. Several reports
can be found in the literature till date, where resistive switching of different materials
is observed to be influenced by variation of temperature [32], ambient pressure [33],
humidity [34] and light illumination [35]. The possibility of remotely controlling a
resistive switching device via an external magnetic field has been also reported in a
recent study [36]. These external perturbations affect the course of hysteresis of the
device, without causing a hindrance to the switching from HRS to LRS. This explicit
dependence of the resistive switching characteristics on external stimuli can also pave
way for novel integrated technologies. It is also important to note that this dependence
on external environmental effects is reversible, i.e., the devices are observed to show-
case the original characteristics when returned to normal conditions.

Another material which is extensively studied is HfO2. The oxides of hafnium and
cerium are mostly studied from the point of view of replacing the silicon-based oxides
in transistor technology. HfO2-based resistive switching devices at nanoscale have
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been extensively studied. The resistive switching as a function of temperature for
HfO2-based resistive switching devices was investigated in a wide range of tempera-
ture from 213 to 413 K [32]. A stable bipolar resistive switching was measured at all
the temperatures considered. The OFF state current levels of the device increased
gradually with increasing temperature. This behavior of the device in OFF state can be
attributed to the semiconductor behavior (resistance decreases with increase in tem-
perature). In contrast to that, the device was characterized by a metallic-type behavior
in ON state, where the current levels decreased as temperature increased. Layered
MoOx/MoS2 resistive switching devices showed temperature-dependent resistive
switching with well-defined hysteresis in the current – voltage characteristics [27].
The threshold voltage of switching shows an exponential dependence on the voltage
sweep rate. Here, the MoOx is oxygen-deficient and anionic motion results in the
resistance switching. Resistive switching characteristics of MoOx-based devices were
studied in the temperature range from 300 to 343 K with jumps of 10 K. Interestingly,
both the HfO2- and MoOx-based devices showcased similar tuning of the resistive
switching with respect to temperature variations. The SET and RESET voltages are
observed to decrease with increasing temperature along with an increase in the OFF-
state current levels. The hysteresis gradually narrows with increasing temperature,
limiting the operating temperature range of such devices.

Importantly, these devices still exhibited stable bipolar non-volatile resistive
switching at elevated temperatures. Researchers have been trying to understand the
resistive switching devices with increasingly smaller sizes, ultimately reaching atomic
scale. For example, an interesting work on atomic scale switching was recently
reported in a device based on a solid polymer electrolyte (SPE) comprising a blend of
polyethylene oxide (PEO) and AgClO4 [33]. The atomic switching, operating even at
elevated temperature, originates from the mobile Ag ions. The report indicated that
the operating voltage reduces with temperature and is independent of external condi-
tions, such as air or vacuum. These atomic scale devices are based on electrochemical
reactions and ion transport in the electrolyte. Fascinatingly, the devices exhibit
reverse reliance when varying temperature in vacuum and air, i.e., the effect of
temperature on resistive switching of these devices was inconsistent under air and
vacuum. The magnitude of SET and RESET voltages reduced with temperature in the
device containing SPE, while the PEO-based device showed an increase in the SET and
RESET voltages with temperature. Also, the hysteresis curves appear smooth for
measurements performed in vacuum, compared to the abrupt SET and RESET process
of the devices tested in air. Additionally, in these devices the change in width of the
hysteresis was quite distinct, as shown in Figure 5(a). The hysteresis of the red curve
obtained at lower temperature (i.e., �40°C) is quite large. As the temperature is
increased, a reduction in the hysteresis can be seen, even though a clear resistance
switching is observed. In this low temperature regime, the threshold voltage at which
resistance switching occurs is higher than 1 V. By increasing temperature from room
temperature, the threshold voltage drastically reduced (Figure 5(b)). As indicated in
the schematic inset of Figure 5(b), the switching behavior is attributed to the Ag ions
dissolving in the SPE matrix, thus forming a conduction path leading to a low resis-
tance state. As the temperature is increased up to 60°C, a clear resistance switching
can be seen, with a reduction of the hysteresis width with increasing temperature. A
similar temperature-dependent hysteresis can be seen in a simple, lateral metal-VO2-
metal device, as shown in Figure 5(d). The switching voltage reduced drastically with
temperature and still shows a sharp transition into the low resistance state [37]. This
reduction in the threshold voltage can be seen when the device is operated in ambient
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conditions. Here, the threshold voltage is preceded by a gradual change in the resis-
tance, differently from the case of vacuum measurements. Similar temperature
dependence is also seen in the case of a Cu/Ta2O5/Pt atomic switch [38].

Inspired by these temperature-dependent studies, humidity-dependent resistive
switching studies for multilayer VO2 devices [34], at room temperature, have been
reported recently. Humidity is present everywhere and strongly affects the perfor-
mance of electronic devices, especially at the nanoscale. In the VO2-based switching
devices the operating voltage is exponentially reduced with increasing humidity. An
increase in adsorption of water molecules at higher humidity levels, eventually
assisting the material by increasing the conductivity, required relatively low voltage to
switch from HRS to LRS. Once again, the devices exhibited bipolar resistive switching
at all humidity levels (11–90% RH) with a decrease in the width of the hysteresis
curve at ascending relative humidity. Such strong dependence of the resistive
switching devices on relative humidity can be exploited in developing novel robust
humidity sensors.

The dependence of resistive switching on the relative humidity levels has been
observed in other ECM devices containing SrTiO3, CeO2, TiO2, BaTiO3, SnO2, ZrO2:
Y2O3, especially when the oxide material is deposited using physical vapor deposition

Figure 5.
Resistance switching in Ag/solid polymer electrolyte (SPE)/Pt -based atomic switches [33]. (a) A clear hysteric
switching is observed at low temperatures with threshold voltages in the range 1 V–3 V for the temperature
indicated. (b) The resistance switching at higher temperature with drastic reduction in the threshold voltages. Both
(a) and (b) are measured in vacuum, while the switching characteristics depicted in (c) are measured in ambient
conditions. Again, the threshold voltages are higher than 1 V, while the area of the hysteresis reduces with increasing
temperature. (d) A similar temperature dependent resistance switching seen in VO2based device. The area of
hysteresis reduces as the temperature is increased. The shape of the switching characteristics is typical for electric
field-induced insulator-to-metal transition in VO2-based devices [37].
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techniques [39–43]. This process will result in a porous oxide switching layer, which
will enable the incorporation of hydroxyl ions. This is detrimental if the oxide material
is used in transistor designs where a gate dielectric (an oxide material) is used. Due to
the adsorption of water molecules, the operating parameters will be affected. The
temperature variation in the operating conditions can affect the filament formation
(SET process) and the dissolution of the filament (RESET process) [44, 45]. Various
mechanisms have been proposed for oxidation of the copper electrodes used in the
Cu/Ta2O5/Pt structures [44]. The device characteristics depend on how the Cu ion
migrates in the Ta2O5 material. Several rate limiting mechanisms have been proposed.
Firstly, the copper can get ionized at the oxide interface due to the reduction of the
tantalum oxide or copper can get ionized via interaction with ambient gasses like O2.
Further exposure to H2O molecules can result in the formation of CuO, Cu2O and also
Cu3O2 at the oxide interface. These oxides of copper will form the sources of metal
ions, which will then migrate through the oxide layer affecting the resistance state of
the device. It should be further noted that during the initial stages adsorption of water
molecules on VO2 and Ta2O5 surface results in a hydrogen bond network.

Another external stimulus used for manipulating the resistance states of a memristor
device is optical light. First of its kind, a graphene oxide-based optical memristor device
showed a repeatable resistive switching under ultraviolet (UV) light [35]. Two kinds of
devices, lateral and transverse, were developed using graphene oxide (GO). The ON/
OFF ratio was found to increase with the graphene oxide thickness. In the transverse
type device, GO sheets with effective thickness of �500 nm was sandwiched between
Indium Tin Oxide (ITO) and thermally deposited Ag electrodes; in the lateral devices,
the GO layer was drop-casted on interdigitated ITO electrodes with a large effective
area. These devices exhibited solely reversible characteristic changes under illumination
of long wavelengths of light, and both reversible and irreversible changes in the prop-
erties under shorter wavelength. Although narrow bipolar resistive switching was
observed in the lateral devices, there was an increase in the current value when the
device was illuminated by UV light. The transverse devices offered a wider hysteresis
window compared to the lateral devices. However, the hysteresis narrowed under the
illumination of UV light and returned to its original state in dark mode. The reversible
changes were attributed to photo conductance, whereas irreversible effects are due to
the reduction of GO sheets.

Another exciting report was focused on a remotely engineered TiO2-based resistive
switching device using an external magnetic field [36]. The Ag/TiO2/FTO device
showed stable, repeatable resistive switching characteristics, as shown in Figure 6(b).
The surprising effect is that the switching process can be controlled by using an
external magnetic field. These effects were attributed to residual Lorentz forces,
enabling the remote control of resistance states. An exponentially increasing relation-
ship was defined between the SET voltage and the external magnetic field, as seen in
the inset of Figure 6(c). The device did not show any degradation, even after
repeated resistive switching cycles in presence of magnetic field. It showed a
multilevel character under the application of different voltage pulses of 50 μs width
under a magnetic field in the range of 0 –2300 Oe, as shown in Figure 6(d).

3. Optically-induced resistive switching devices

One of the novel ways of making a device switch between stable resistance states is
by irradiation of light of suitable wavelength. It has attracted considerable attention
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from the scientific community due to its additional functionalities over the traditional
ways of resistive switching. Light of desirable wavelength is capable to induce photo-
generated charge carriers in photo-sensitive materials, which can modulate the con-
ductivity of the material. Further, the switching between distinct and stable resistance
states or achieving desired programming modes can be controlled by attuning the
energy of the photons, i.e., regulating the wavelength of the irradiated light, duration of
the illumination, as well as the dark modes and the number of optical pulses for the
write and erase process. Compared to the aggressiveness of the electric field-induced
resistive switching process, where there is possibility for the devices to undergo an
irreversible dielectric breakdown under high electric fields, the optical pulse approach is
a much gentler programming procedure and would disregard the possibility of perma-
nently damaging the memristive properties of the device by converting it to an Ohmic
material during the switching process. The light-induced resistive switching phenom-
ena would also diminish the occurrence of crosstalk in complex integrated technologies,
especially the neuromorphic computing architectures inspired by human brain
(Figure 7) [46].

Figure 6.
The magnetic field effect on Ag/TiO2/FTO resistive switching device [36]. (a) A schematic diagram of the
experimental set up to study the effect of magnetic field on the resistive switching. The electric field and magnetic
field are perpendicular to each other. (b) A typical resistive switching characteristics measured. The device shows a
reliable ON and OFF state. (c) The effect of external magnetic field on the switching voltage. The threshold voltage
increases with the magnetic field due to residual Lorentz force on the charge carriers. (d) Multilevel resistance states
of the device at various voltage pulses indicted.
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Apart from that, the ability of the optically-induced resistive switching devices to
store information when the device switches between stable resistance states with
discriminate resistance values, mainly high resistance state (HRS) and the low resis-
tance state (LRS), makes such devices an integral part of the ultra-modern memory
technologies. For such photonic memories, the devices are often perceived to
encounter a light-induced irreversible resistive switching. This irreversible resistive
switching technique can be used as an advantage, permitting the device to function as
a “write once read many times (WORM)” type of memory [47]. The irreversible
resistive switching would also enhance the encryption of the stored data, as the stored
memory/data can be erased solely by the application of suitable external stimulus.
These, devices can be possibly switched back to the original HRS by applying suitable
biased voltages of appropriate magnitude.

Multifunctionality of a nanodevice is one of the important aspects of the upcoming
technologies. For this, hybrid resistive switching devices based on the combined
effects of the voltage and optical pulse stimulation have been reported. These devices
have displayed enhanced switching characteristics, such as ultra-low SET and RESET
voltages, compliance free working devices, and multilevel resistive switching with
stable intermediate resistive states. These advanced abilities pave the way for inte-
grated optoelectronic devices, such as light emitting diodes, optical sensors, and
photovoltaics.

The selection of wavelength of the optical pulse for inducing resistive switching in
a particular material is selected depending upon the bandgap of the material. This is to
allow the material to absorb the irradiating photons, which can excite or induce charge
carriers in the material. The photogenerated charge carriers assist the material in
modulating the active material’s conductivity and can be attributed to changes in the
resistive switching performance of the device. The choice of the top electrode material
can also play a role in these conduction mechanisms, e.g., transparent electrode
materials would allow transmission of the photons directly to the active material.
Different device structures developed using different oxides, and other 2D materials
[47, 48] with corresponding triggering wavelength are tabulated in Table 2.

Figure 7.
Optically tunable resistive switching crossbar array. The input and output lines (yellow and blue strips) are
separated by the switching material, which is tuned optically. Each trilayer structure is shown on the right. The two
metal electrodes are separated by the active material which can absorb light. The absorption of light photons will
generate charge carriers inside the material, forming a conductive bridge, thus changing the resistance state of the
device. (Reproduced from [46].)
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Material/structure Triggering wavelength/power

ITO/SiO2/p-Si;
ITO-Indium Tin Oxide,
SiO2-Silicon dioxide,
p-Si-poly Silicon

VIS/IR light (410 –1100 nm,0.8 μW) [47]

ITO/ZnO/p-Si;
ZnO-Zinc Oxide

VIS light (532 nm, 300 mW/cm2) [47]

Ag/BiFeO3/ZnO/FTO;
BiFeO3-Bismuth Ferrite,
FTO-Fluorine Doped Tin Oxide

LED (35 W) [47]

Pt/Al2O3/SiO2/Si UV and IR LED (2.5 mW/cm2) [47]

QD/GaAs/AlGaAs CW illumination (2 eV; 730 nW; 44 μW), IR (1.32 eV; 2.2 –
3.6 mW) [47]

Al/PMMA/ZPNPs/PMMA/ITO/QZ VIS and UV light (0.05 mW/cm2) [47]

Al/BMThCE/ITO/QZ UV/VIS light (5.86 mW/cm2) [47]

Au/HFO/SiO2Si VIS light (45 mW) [47]

ITO/HfO2/ITO Blue (65 mW/cm) and red (104 mW/cm2) mediated negative
conductivity [47]

Pt/BaTiO3/NiFe2O4/BaTiO3/Au;
BaTiO3-Barium Titanate,
NiFe2O4–Nickle Ferrite

UV (365 nm @ 11.5 mW/cm2, 302 nm @ 3.78 mW/cm2) [47]

Au/ZnONRs/FTO/QZ UV/VIS/IR (200-2500 nm); 300 W Xenon light source [47]

Au/NbNNFs/Au 532/1064 nm @ RT and 405/800 nm @ 8.4 K [49]

PEDOT:PSS/MIM 300/325 nm [47]

Ag/BiFeO3/γ-Fe2O3/FTO;
γ-Fe2O3-Ferric Oxide

White light (20 mW/cm2) [47]

Pt/AlO3/SiO2/Au UV (300–350 nm; 7 mW/cm2) [47]

BP/POx FET
POx-Phosphorus Oxide

280/365/660 nm [48]

MoS2 RRAM 310 nm [48]

Cu/MoS2NR/Pt White light (50 W/m2) [50]

Pd/MoOx/ITO 365 nm [48]

MoS2 FET 405–980 nm [48]

h-BN/WSe2 heterostructure 405/532/655 nm [48]

MoS2/PbS;
PbS-Lead Sulfide

850/1310/1550 nm [48]

MoS2/hBN/Graphene 458 nm [48]

MoS2/SWCNT heterostructure 670/820 nm [48]

BP/PZT FeFET;
PZT-Lead Zirconate Titanate

808 nm [48]

ReSe2/Graphene 220 nm [51]

Table 2.
A list of 2D materials used in optically tunable resistive switching devices. Column 2 represents the corresponding
wavelength or optical power required to induce resistive switching.
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Several photosensitive semiconducting materials such as oxides, two-dimensional
materials, organic materials, and perovskites have been reported as active materials in
optical resistive switching devices [48]. These materials have showed both pure
optically-induced resistive switching and reconfigurability of the resistive states by
both optical and electrical signals. A simple and straightforward ultraviolet (UV)
induced resistive switching was reported for pristine metal oxide switching device
treated with PEDOT:PSS [47]. The polymer treatment on the top electrode was known
to increase the UV sensitivity of the device. The UV illumination and dark mode
treatment cyclically switched the device between steady resistance states. The
wavelength-dependent study revealed best results for UV light of 300 nm. The dif-
ference between the initial and final resistance state was �300 Ω. Though the device
did not require an additional voltage stimulus for triggering the switching process, a
negatively biased voltage signal was needed to bring back the device to the initial
resistance state. Another important example of optoelectronic resistive switching
devices was demonstrated based upon zinc oxide nanorods [52]. Relying on the
desorption of oxygen defects present in the material due to optical illumination, the
device showed good switching performance with a photosensitivity of 7.75. The device
displays WORM-type memory behavior, retaining the ON state once the illumination
is disrupted after forward scanning, as can be observed in Figure 8(b). The switching
performance of the device is persistent with optical stimulation, and when the light
illumination is cut-off, the switching property also disappears. This behavior is attrib-
uted to the absence of photogenerated charge carriers and complete recovery of
chemisorbed oxygen vacancies in dark mode.

The diverse electronic and optical properties of 2D materials allow tuning the
resistive switching behavior of these devices by a broad spectrum of electromagnetic
wavelengths. An important example of white light-induced optical memristor is based
on MoS2 nanorods [50]. A clear bipolar resistive switching with a clearly defined
resistance level can be seen in Figure 9. The schematic of MoS2 nanorods based
memristor is shown in Figure 9(a). Vertically aligned MoS2 nanorods are sandwiched
between copper and platinum electrodes, where a white light is irradiated on the top
electrodes (Copper electrodes) (Figure 9(a)). The switching device shows a reduction
in the SET and RESET voltage due to the absorption of white light as shown in

Figure 8.
Light-assisted resistive switching in solution-processed zinc oxide (ZnO) nanorods [52]. (a) Stable bipolar resistive
switching is observed under optical illumination of (halogen lamp). Write once read many (WORM) type of
behavior shown in (b). The cyclic switching behavior of the device being persistent with the light illumination.
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Figure 9(b). The absorbed white light introduces a conduction path in the MoS2 via
sulfur vacancies. Further, the SET voltage reduces with the intensity of white light.
This gives an added advantage to tune the SET voltage at a given light intensity and
correspondingly the device can be used for information storage. The ON/OFF ratio of
�103 was also maintained over 1500 cycles, implying an excellent stability of the
device.

Interestingly, even though graphene displays a zero-band gap, the resistive
switching property of graphene can be controlled with light, from noticeably short
ultraviolet to long microwave wavelengths; however, due to its semi-metallic nature,
graphene is more suitable for electrode materials. An example of tunable resistive
switching device based on Rhenium di-Selenide where monolayer graphene (G) with
gold (Au) contacts is used as bottom electrode was recently reported [51]. Figure 10(a)
shows the switching characteristics with gate voltage. Without any gate voltage, the
device undergoes a sharp transition from HRS to LRS at � +2.3 V (shown in green
curve). When the voltage polarity is switched, the device undergoes a transition from
LRS to HRS at around 2 V. This switching is attributed to the formation and rupture of
Cu filament. The resistive switching properties of the device are engineered using the
gate voltage, which consequently varies the Schottky barrier height at the ReSe2/
Graphene junction. This variation in barrier height brings about changes in the ON/OFF
ratio and operating voltages of the resistive switching device. Further considerable
reduction in these values is observed when a deep UV light of wavelength 220 nm is
irradiated on the device, as shown in Figure 10(a) and (b).

Interesting results were observed when the superconducting Niobium (Nb) thin
films were studied for light-assisted resistive switching [49]. At room temperature,
Nb thin films showing metallic behavior under normal conditions, exhibited resistive
switching behavior when exposed to light from visible to near infrared wavelengths.
Unlike the conventional photosensitive devices, this device switched to high resis-
tance state from the initial resistance state upon being exposed to light, as shown in
Figure 10(c) and (d). Further, a study of the interaction between superconductivity
and photoconductivity was also reported in this work. The light-assisted switching

Figure 9.
A typical MoS2 nanorod memristor device that is switchable using optical light [50] (a) The vertically aligned
MoS2 nanorods are sandwiched between the platinum and copper electrodes. The MoS2 nanorods undergo resistive
switching under the illumination of white light. (b) Resistive switching curves under dark state and white light
illumination. The electroforming under the illumination also occurs at lower voltages as shown in the inset of (b).
The typical hysteric resistive switching also shows a strong dependence of light illumination.
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behavior of the device at room temperature was explained by photon stimulated
electron–phonon scattering. However, at lower temperatures, energy is absorbed by
the thin films from the irradiation of light-generated heat in the material. The gener-
ated heat increased the effective temperature of Nb thin films, eventually increasing
the resistance of thin films. The critical temperature of 8.5 K for the transition of
normal metallic Nb thin films to a superconducting state decreases to lower tempera-
tures. The photo-sensing behavior of Nb thin films even in the superconducting state
can be exploited for the development of superconducting photodetectors [49, 53, 54].

4. Resistance switching devices for neuromorphic computing

Recently, resistive switching hysteresis has been adopted to mimic the operation of
human brain in lab. Human brain can perform multiple operations simultaneously
with a fast speed. The brain can process complex and comprehensive information,
such as identification, memory, voice analysis and image processing simultaneously
with extremely low power consumption (�20 W) [55]. In this way, human brain

Figure 10.
Light induced resistive switching in Cu/ReSe2/graphene device. (a) Various resistive switching characteristics with
gate voltage. Without any gate voltage, switching occurs at �2.3 V from HRS state to LRS (SET process shown in
green). Similarly, when the voltage polarity is changed, the RESET process occurs where the device switches from
LR to HRS [51]. (b) Result of the switching voltages in dark and under illumination. (c) the switching
characteristics of Nb-based devices under illumination from UV to NIR region. The Nb-based devices goes to HRS
under illumination by a halogen lamp, of 532, 1064 nm wavelength, shown in (c) and (d) [49].
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processes information with much higher efficiency compared to the classical com-
puters based on von-Neuman computation [55–58].

The von-Neuman computation occurs in two different places (central processing
unit and memory units) connected by huge number of wires, which becomes a
considerable drawback for low power electronics. This necessary requirement of data
transfer between the central processing unit (CPU) and the memory units limits the
speed and results in increased power consumption in the von-Neuman computing and
it is often called as von-Neuman bottleneck [55]. On the other hand, a design of
human brain consisting of neurons and synapses offers a better option for fast
processing and low power consumption. Efforts have been made to use machine
learning software and complementary metal – oxide-based structures have been used
to mimic the processing of the human brain. However, this also meets the bottleneck
of high-power consumption and the speed of operation, just like the Complementary
Metal Oxide Semiconductor (CMOS) architecture in nanoelectronics [56].

Human brain represents a unique architecture where memory and computing take
place in the same unit, thereby increasing the data processing ability and reducing the
time scale of the information processing. In this way, our brain overcomes the bottle-
neck of the power consumption compared to the von Neuman. An overview of the
brain-inspired neuromorphic device architecture is shown in Figure 11 - (Adapted
from [56]). The independent memory and processing unit connected by physical
metallic wires is depicted in Figure 11(a). Since the information storage and
processing are performed in separate locations, the processing speed is limited (see
Figure 11(b)).

The fundamental units of brain computing are neurons and synapses. These are the
basis of massive neural networks present inside the human brain. The pre-neuron and
post-neuron parts are interconnected via synapses, which offer optimal processing in
our brain. The connection strength between two neurons is known as synaptic weight.
It is primararily attributed to the volume of neurotransmitter released or absorbed in
the biological synaptic action. The action of biological synapses i.e., transmitting of
information via electrochemical signal, can be replicated using a two-terminal elec-
tronic device, namely a memristor [59]. The two-terminal memristor device can be
used to mimic the synapses and neuron combination, as shown in Figure 11(c) and
(d). Here, the top and bottom electrodes can act as pre and post neurons. The
insulating material emulates the biological synapse and the artificial synaptic action is
established by modulating the conductance/resistance of the insulating material
between these two electrodes. The synaptic actions in neural networks are responsible
for advanced activities of the human brain as learning, sensing and remembering.
These neural activities are attributed to the synaptic plasticity, which is defined as the
synaptic weight modulation ability.

The fundamental rule of synaptic action in the pre-neuron-synapse-post neuron
complex is that when the neurons on either side of the synapse are activated simulta-
neously, then the synaptic weight should increase in the process. This postulate is
often referred to as Hebb’s rule or sometimes referred to as cell assembly theory [56].
In general, this rule suggests how much the synaptic weight should increase or
decrease in proportion to their product when the two neurons are simultaneously
activated. The synaptic weight modulation can enhance or depress the connection
strength between the two next neurons. This is known as the potentiation or depres-
sion of the synapse. For artificial synapse, potentiation can be achieved by positive
pulses, and negative pulses can induce depression. Potentiation and depression are the
learning and forgetting aspects of artificial neurons [60].
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Depending on the modification of synaptic weight, synaptic plasticity is classified
into short term plasticity (STP) & long-term plasticity (LTP). When the effects of
plasticity last for a short period of time, from milliseconds to few minutes, it is known
as STP. For LTP, the retention time of modification effects of the artificial synapse is
more than several hours. In the biological brain, STP is accountable for the computa-
tional processes like learning, while LTP is responsible for learning and memorizing
processes. These properties of STP and LTP can be exploited for artificial neural
networks (ANN) using volatile and non-volatile memristive devices [57]. However,
by continual stimulation of pulses during the computational processes, one can
achieve alteration of synaptic plasticity from STP to LTP. STP is further inspected by

Figure 11.
A schematic diagram of the von-Neuman style of computing and the brain inspired computation [56]. (a) The
typical memory and processing unit architecture in the classical computers, which has a bottleneck of processing.
(b) A sequential computation in von-Neuman style where data are fetched processed and stored, limiting the
processing speed and also the power consumption. (c) A neuron based computational procedure. Multiple input -
output connections via synapse – Neuron building block for neuromorphic computation. (d) A typical neuron –
Synapse building block of a neuromorphic device. Here, from the multiple inputs via synapses, the neuron processes
the information and gives an output indicated schematically. (e) A biological neuron and synapses connections in
human brain.
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paired-pulse facilitation (PPF) and paired-pulse depression (PPD) learning rules.
During the synaptic weight modulation process, when two consecutive pre-synaptic
spikes stimulate in a short interval of time, the synaptic weight would temporarily
increase or decrease. Thus, for PPF the second pre-synaptic spike would produce
larger post-synaptic current than the first pre-synaptic spike. Meanwhile, opposite
outcome is observed for PPD. Apart from this, synaptic plasticity can also be induced
by utilizing the temporal relationship between pre and post synaptic spikes. This
phenomenon is known as spike-timing dependent plasticity (STDP) [61].

Two-terminal switching devices include memristors, ferroelectric tunnel junctions
(FTJ’s) and devices containing phase change materials [62]. In the case of three-
terminal devices, these are mainly represented by electrochemical transistors, transis-
tors based on phase change materials and charge trapping transistors [63].

For the design of synapses, the most interesting devices are the memristors, which
are trilayer structures with an active material inserted between two metallic elec-
trodes. The dynamic range, multilevel switching and the retention of the memory will
determine the quality of the synapse designed. Many materials have been tested for
this purpose, as shown in Table 3. Although, a variety of active materials have been
tested/used in memristive switching devices as indicated in Table 3, the research has
extensively contributed to the understanding of the fundamental physical mecha-
nisms of the switching process, the switching speed in the devices, as well as designing
and fabricating the architecture for the synapse – neuron combination.

The important aspect of these devices is the consistent abrupt transition/switching
between high resistance and low resistance states. For an optimal neuromorphic
device, a low voltage operation, fast switching and clear distinction between a high
resistance state and low resistance state are required. Even though a transistor config-
uration has been tested for various materials such as Li3POxSex, Li3POxSex, Nafion,

Device Active material

Thin films Si:Ag
Ge2Sb2Te2, Ge2Sb2Te5, GeSe
InGaZnO, AgInSbTe
Ta2O5:Si, SiO2:Ni [35] SiO2:Gd [64]
MgO, FeOx, HfO2, TiO2, Ta2O5, WO3, NbO2, Nb2O5, ZrO2,
Pt/Ag nanodots/HfO2/Pt stacks Ti3C2 based MXene Nanosheets
Cu2+-Doped KNbO3

ZnO1–x/AlOy Heterojunction
SrFeOx, Nb-Doped SrTiO3, SrFeOx, LSMO

2-D Graphene, Graphene oxide, MX2 (M = Mo, W; X = S, Se), h-BN, TMDC, Black
Phosphorus, GaSe

1-D CNT, TiO2, CuOx, Cu2O, NiO, Co3O4,
Zn2SnO4, Ga2O3, Ag and Cu nanowires, ZnO nanowires decorated with CeO2

QDs, PEO-P3HT

0-D InAs/InGaAs, CsPbBr3CsPbBr3, Ag,

Polymer based devices Organic based (PANI), Nanoparticle/Organic, PolyN-vinylcarbazole (PVK),
Rotaxene molecule,

Table 3.
Summary of various materials used with hysteretic switching characteristics proposed for neuromorphic
computation. The materials are divided into various categories depending on the device fabrication and thickness
of the materials used. All the materials are considered from the references listed.
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HfZrOx, Ta2O5/HfZrOx and Al NPs/Al2O3, the operation speed is fairly large com-
pared to the two-terminal devices.

One common signature of a memristor device is the hysteresis of the current –
voltage characteristics. The hysteretic behavior indicates that the device has a long
saturation time. The long current saturation time helps to use this device as a
neuromorphic device at various frequencies. A device which showed
excellent hysteresis is based on Metal - Nb2O5-x – Metal junctions, displayed in
Figure 12(a) and (b). The oxygen vacancies are attributed to the conduction via
Nb2O5-x, which are located at 0.2–1.2 eV below the conduction band edge [65]. In this
case, the hysteric characteristics are attributed to the long saturation time, which
allows a broad range of frequencies for neuromorphic operations that require hyster-
esis. This device exhibited extremely high capacitance in the low frequency range,
where biological process occurs, as shown in Figure 12(b) [60]. This is an important
feature of the device, which is useful for mimicking the biological process in the
laboratory. A similar device performance was seen in a TiOx nanowire device, as
shown in Figure 12(c) and (d) [60]. These devices could be controlled in the inter-
mediate states of resistance, which is an essential part of the neuromorphic devices.
The TiO2 and Nb2O5 based devices represent typical examples of memdiodes to be
used in the brain-inspired computation.

Figure 12.
(a) Typical current – Voltage characteristics of metal – Nb2O5 –metal memdiode [65]. Frequency-dependent
capacitance indicates extremely high capacitance where the biological processes occur. (b) The capacitance remains
almost constant until the threshold voltage is reached. Subsequently, the capacitance decreases, and conductance
increases as expected. In the lower row, a device based on TiOx single nanowire is shown. (c) A small hysteresis can
be seen in the low voltage regime indicating a possible operating voltage range for memristors. (d) The endurance
performance is shown on the right.
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4.1 2D materials for neuromorphic computation

While the heterostructures and epitaxial structures have been studied for their
possible application in neuromorphic computations, the low-dimensional materials
have attracted attention for this purpose [66].

Materials like graphene, chalcogenides, and hexagonal boron nitride have been
tested for their functionality in brain-inspired computation architectures. Recently,
neuromorphic systems based on organic polymers have also been tested [67, 68].
Their intrinsic low dimensionality gives an added advantage with respect to their
mechanical stability and tunability of the electronic properties. The 2D materials can
be integrated into the heterostructure and transistor-type design to get desirable
neuromorphic characteristics. Among two-dimensional materials, graphene, and its
derivatives with extremely high carrier mobilities are used as electrodes, while sys-
tems belonging to the hexagonal boron nitride family with large electronic energy
band gap are promising candidates for neuromorphic architectures.

The large band gap of hexagonal boron nitride at the monolayer thickness limit is
extremely important for reliable switching characteristics of the heterostructures.
Transition metal-chalcogenides are another class of 2D materials that offer wide
variety of properties such as semi-metallic and semiconducting behavior. All these 2D
materials maintain crystallinity and consequently the electrical characteristics will be
more reliable compared to their oxide counterparts in the heterostructures. The exis-
tence of crystallinity at low-dimensional scale is essential for faster switching and low
energy operations. Figure 13 displays an overview of the use of 2D materials for
neuromorphic computation. Clearly, 2D materials have an advantage over the thin
film counterparts since it is possible to intrinsically get materials with a variety of
energy gap, as shown in Figure 13. With 2D materials, devices can be fabricated in the
form of stacked layers, which will give exotic properties and low operating voltages.

Figure 13.
Overview of the low dimensional materials used for the resistive switching devices [66]. (a) The option of choosing
2-dimensional materials from graphene (no energy gap) to h-BN (�6 eV) gives added advantage in various device
structures. (b) Since the materials are in lower dimensions, they will have advantages compared to the bulk
materials in terms of the flexibility, low power consumption and most importantly, atomically flat surfaces. (c)
Various types of the switching processes attributed to the resistive switching memory devices using the low
dimensional materials.
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One of the 2D materials commonly used for hysteric resistive switching is hexagonal
boron nitride (h-BN), and extensive research is currently being carried out on this
material. The h-BN offers a multitude of applications; for example, it can be used as an
insulator for a classical transistor design using 2D materials, and a host material for
qubits. Having an intrinsic large energy gap, h-BN can form an integral part of the
nanoscale 2D transistor design replacing the traditional oxides needed for controlling
the ON/OFF states of a transistor (for example, in graphene or MoS2 based transis-
tors). Further, h-BN also finds importance in the design of quantum bits (QUBITS)
for futuristic quantum computation. Nitrogen and Boron vacancies, as well as other
defect complexes in h-BN [61, 69–71] have attracted attention due to the possibility of
using them as qubits. Recent transmission electron microscopy studies reveal that at
the breakdown electric field strength, the electrode metal ions diffuse through the
layers creating a conduction path, giving rise to a low resistance state.

Figure 14.
The mechanism of resistive switching in devices using 2-D materials is schematically shown. The switching can
originate from various mechanisms like ionic migration, phase change and the spin flip as indicated as shown in
(a). (b) A MoS2 based neuromorphic device. Transmission Electron micrograph shows clear few layer MoS2
sandwiched between Au electrodes. This device shows a clear SET-RESET process with well-defined ON and OFF
states. (c) A switching device from MoS2/MoO3heterostructure. Even though, the hysteresis is small, the device
clearly shows a resistive switching as shown in (d).
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Recently, MoS2 double-layer devices have shown spike-timing dependent
plasticity (STDP), which is clearly dependent on the hysteretic resistive switching
characteristics, as shown in Cu-MoS2-Au devices [72–74]. On the other hand, the
memristor (hysteretic) behavior of monolayer MoS2/WO3 heterostructure has also
been studied for neuromorphic devices [73]. The resistive switching characteristics of
these heterostructures based on 2-dimensional materials can be explained using simi-
lar processes observed in the traditional devices, including ion migration and phase
change. However, a new phenomenon of spin-flipping is found to be responsible for
the resistive switching behavior [71]. Figure 14(a) shows the schematic representa-
tion of the ion migration, phase change and the spin flipping, which might cause a
resistive switching in low dimensional materials and heterostructures. Again, the
device configuration is similar to that of the normal trilayer structures containing the
active material between the two metal electrodes. An example of such structure,
which shows clear resistive switching with clear hysteresis, is represented by the Au/
MoS2/Au system, shown in Figure 14(b). The layer of MoS2 is sandwiched between
Au electrodes as shown in the transmission electron microscopy images, and a very
sharp interface can be seen between Au-MoS2 on both sides. This device shows a clear
bipolar switching as reported in Figure 14(b). Even though the interfaces are sepa-
rated by atomic distances, the threshold voltage is still about 1 V giving a huge
promise for nanoscale, low power memory applications. Similarly, as shown in
Figure 14(c) and (d), the WSe2/Graphene heterostructure also shows promising
switching properties with hysteresis. Further optimisation of device geometry and
operating conditions will yield a better switching performance in these
heterostructures.

5. Conclusion

Overall, the future of nanoelectronics and neuromorphic computation revolves
around two primary objectives. Firstly, newer materials, heterostructures, and multi-
layers should be designed to get optimum device performance. The materials used in
lab-scale devices should be stable and robust, so that performance would remain
acceptable even in the large-scale integration. This will enable not only saving infor-
mation, but also processing information. The design of materials should address
various issues, such as quantum mechanical tunneling of electrons, intrinsic and
process-induced defects related to nanoscale and atomic scale devices. These parame-
ters will affect the performance of the devices at the nanoscale. Secondly, the device
architecture should be such that these new devices should be compatible to the
already optimized device integration and manufacturing. Design aspects should also
consider optimizing from the point of view of multiple applications. In this chapter,
we have given an overview and discussed materials and devices related to memory
applications displaying hysteresis in the current–voltage characteristics. These devices
are proposed to be used in low-power nanoscale memory devices and possibly used in
the case of neuromorphic computation.
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