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Preface 

In this book, a variety of topics related to electromagnetic fields and waves are 
extensively discussed. The topics encompass the physics of electromagnetic waves, 
their interactions with different kinds of media, and their applications and effects. 

Chapter 1 gives an overview of the basic framework of electromagnetism. The 
topics covered in this chapter include a succinct illustration of electric and magnetic 
fields as a result of charges at rest and in motion, the range of frequencies of electro-
magnetic radiation, as well as the mathematical laws that govern electromagnetics. 

Chapters 2 and 3 are related to the sources of electromagnetic waves. In Chapter 2, 
the generation of electromagnetic waves—microwaves, in particular—in traveling 
wave tubes based on Cherenkov’s radiation mechanism is extensively discussed. 
Since many modern microwave and millimeter-wave systems, used in commu-
nications and plasma physics, require high input power, the authors of Chapter 3 
describe the designs of different power combiners to amplify the magnitude of the 
electromagnetic signals. 

Chapters 4 to 8 analyze the behavior and interactions of electromagnetic fields 
and waves in different types of media, i.e., in general dielectric media (Chapter 4), 
a rotating dielectric medium (Chapter 5), magnetic materials (Chapter 6) and 
metamaterials (Chapters 7 and 8). 

The final chapter (Chapter 9) presents an analysis on the effects of electromagnetic 
radiation on living things. The authors have used chick embryos in their in vivo 
studies. 

I would like to take this opportunity to thank Ms. Sandra Maljavac, Author Service 
Manager, IntechOpen. 
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Chapter 1 

Introductory Chapter: 
Electromagnetism 
Kim Ho Yeap and Kazuhiro Hirasawa 

1. Introduction 

There are four fundamental forces in nature, namely: 

(i) The strong nuclear force is the strongest among the four forces. The strong 
force is known to bind subatomic particles (such as protons and neutrons) to form 
nucleus. 

(ii) The electromagnetic force which is in the order of 10−2 that of the strong 
force [1]. The electromagnetic force governs the interactions among electrically 
charged particles. 

(iii) The weak nuclear force which is in the order of 10−14 of the strong force 
[1]. The weak force acts in each individual nucleons (i.e., collections of protons 
and neutrons) and is responsible for the radioactive decay when neutrons decay to 
protons and electrons. 

(iv) The gravitational force which is the weakest among all forces. The gravita-
tional force attracts any object with mass. 

A field is a spatial distribution of quantity, which may or may not be a function 
of time [2]. To put it in simple terms, an electromagnetic field is basically the field 
produced as a consequence of positively and/or negatively charged particles, be at 
rest or in motion, and exerted forces among each other. The electromagnetic field 
consists of both the electric field and the magnetic field. During static condition, 
both electric and magnetic fields exist independently. When only an electric field is 
present and is constant in time, the field is known as an electrostatic field; similarly, 
when only a constant magnetic field is present, it is known as a magnetostatic field. 
When the fields change over time (i.e., in time-varying condition), however, both 
fields have to be concurrently present. This is to say that a time-varying electric 
field induces a time-varying magnetic field and vice versa [1], resulting in both 
fields being coupled together. 

Due to its particle-wave duality nature, an electromagnetic field can be viewed 
as a continuous field which propagates in a wavelike manner, while at the same 
time, it can also be seen as quantized particles called photons. When the wave of 
the electromagnetic field propagates in an isotropic homogeneous medium, the 
electric and magnetic field components are mutually transverse to the direction of 
the energy transfer, as depicted in Figure 1. The radiation is therefore known as a 
transverse electromagnetic or TEM wave. 
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Electromagnetic Fields and Waves 

Figure 1. 
Transverse electromagnetic wave propagation. 

The distance between two adjacent troughs or crests of the electromagnetic wave 
is known as a wavelength. The wavelength is inversely proportional to the frequency 
of the wave (i.e., the tendency in which the wave repeats the same wave pattern). 
In other words, if the wave tends to repeat its cycle at a faster pace, the wavelength 
will become shorter. Likewise, if the pace of repetition decreases, the wavelength 
will become longer. The relationship between wavelength λ and frequency f can be 
expressed as (1) below: 

(1) 

1 where ___ is the velocity of the wave propagation. Here, ε and μ are, respectively, 
√�� 

the permittivity and permeability of the medium where the wave propagates. The 
permittivity ε measures the degree a material is polarized by the electric field, 
whereas the permeability μ dictates its ability in supporting the development of the 
magnetic field. Both electric and magnetic flux densities are, therefore, in direct 
proportion with ε and μ, respectively. Together with the conductivity parameter, σ, 
which describes the ease at which a charge can move freely in a material, these three 
parameters (i.e., ε, μ, and σ) are referred to as the constitutive properties of the 
material. 

2. Electromagnetic spectrum 

Electromagnetic waves propagate at different frequencies. The electromagnetic 
spectrum is the classification of the waves in accordance to their range of frequen-
cies. The classification is necessary since waves which radiate at different frequen-
cies may be generated by different sources and may exhibit different effects on 
matters. The names given to the bands of frequencies may be broadly classified, in 
the order of decreasing wavelength and increasing energy and frequency, as follows: 

(i) radio wave and microwave 

(ii) terahertz wave 

(iii) infrared radiation 

(iv) visible light 
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(v) ultraviolet radiation 

(vi) X-rays 

(vii) gamma rays 

A summary of the spectrum is given in Figure 2. It is to be noted that the 
frequencies at each edge of the band are merely approximations. The boundaries of 
each band are difficult to be defined since the waves are continuous and the bands 
may fade into each other. 

2.1 Radio wave and microwave 

The radio wave band ranges from around 3 Hz to 300 GHz. At the lower end of 
the radio wave (i.e., from 3 Hz to 300 MHz), the band is typically designated for 
radio and television broadcasts and is commonly known as the radio frequency RF 
signal. At the higher end (i.e., from 300 MHz to 300 GHz), the signal is used for 
telecommunication, satellite communication, food heating, wireless networking, 
wireless power transmission [3, 4], etc. Due to its vast applications at the higher 
end, this range of frequencies is specifically denoted as microwave. The EHF band 
which spans from 30 to 300 GHz holds important spectral and spatial information 
in the field of astrophysics [5]. The cosmic microwave background (CMB) radia-
tion, for instance, peaks in the frequency range of 100–300 GHz [6]. The study of 
the CMB provides an in-depth understanding of the physics of the Big Bang and 

Figure 2. 
The electromagnetic spectrum. 
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Electromagnetic Fields and Waves 

the formation of the early universe. Since this range of frequencies corresponds to 
wavelengths from 1 to 10 mm, it is also sometimes called the millimeter band. 

Information is modulated in the radio wave signal and is emitted from a 
transmitter circuit to a receiver circuit, via antennas. In order to mediate effective 
communication, the antennas are required for [7]: 

(i) efficient signal coupling and radiation 

(ii) impedance matching, so as to minimize reflection when coupling the signal 
to the transmission line 

Some of the common types of antennas used for RF communication are of the 
dipole [8–10], monopole [11–13], patch [14–17] and loop [18–21] configurations. 

2.2 Terahertz wave 

Sandwiched between the microwave and optical bands and falling within the 
1012 Hz regime, the tremendously high-frequency (THF) band is more popularly 
known as the terahertz (THz) band. Since its wavelengths lie in the range of 
0.1–1 mm, this band is therefore referred to as the submillimeter band as well. 

Compared to microwaves, THz radiation has a shorter wavelength, and, thus, 
it possesses more energy to penetrate deeper and make sharper images. The radia-
tion also scatters less than visible and near-infrared frequencies [22]. Unlike X-rays 
and ultraviolet (UV) light, THz waves are nonionizing. Hence, the radiation does 
not impose detrimental implications on living tissues [22]. Besides, the following 
characteristics are also shown when a material is illuminated with THz waves: polar 
liquids, such as water, absorb strongly in THz radiation, and metals are opaque to 
such radiation, whereas non-metals such as plastics, paper products, and non-polar 
substances are transparent [22]. Dielectrics, on the other hand, have characteristic 
absorption features peculiar to each material [22]. Due to the unique properties of 
this wave, THz waves are useful in an increasingly wide variety of applications, such 
as biology and medical sciences, homeland security, quality control of food and 
agricultural products, global environmental monitoring, etc. [23]. 

The THz region in the electromagnetic spectrum is of considerable importance in 
astrophysics. Like the millimeter band, the submillimeter band consists of spectral 
and spatial information of cosmic sources [5, 24]. The cold material (10–30 K) asso-
ciated with the early stages of star and planet formation, as well as the earliest stages 
of galaxy formation, has its peak emission in the millimeter and submillimeter range 
[25]. By analyzing and mapping the lines in the THz band, it is possible to build com-
plete models of astrophysical objects, which include temperature, density, large-scale 
movement of material, magnetic field strengths, isotope abundance, etc. [6]. 

Parabolic reflector antennas are used to detect THz waves in radio telescopes [24, 
26, 27]. Due to the skin effect, transmission lines become very lossy at THz frequen-
cies. Hence, waveguides are used instead to couple the signal and to channel it to the 
receivers [28–30]. 

2.3 Infrared radiation 

The infrared IR radiation ranges from around 300 GHz to 400 THz and constitutes 
about 50% of the total sunlight. Since objects which radiate or sensors which detect 
IR radiation are only restricted to certain limited bandwidth, the band is further 
subdivided into three smaller parts, i.e., the far-infrared (FIR) (300 GHz–30 THz), 
mid-infrared (MIR) (30–120 THz) and near-infrared (NIR) (120–400 THz) sections. 
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The far-infrared (FIR) section behaves somewhat similar to the THz band. 
Waves in this band can be absorbed by the movements of molecules. Celestial 
sources such as cold clouds of gas and dust emit FIR waves. Detection of the FIR 
radiation can therefore be used to observe the formation of protostar in these clouds. 

The mid-infrared (MIR) section is strongly absorbed by the earth atmosphere— 
particularly, by water vapor and carbon dioxide. It is also susceptible to molecular 
vibrations. This spectrum is also essentially important in astronomy. Planets absorb 
heat from the sun and reradiate it in the MIR spectrum. Also, interstellar dust and 
protoplanetary disks emit strongly in the MIR region. The ‘heat-seeking’ missiles 
used by the military are also designed to operate within this range. Black bodies, 
such as the heat from human bodies, radiate intensely in the MIR and FIR regions. 
Hence, the FIR and MIR signals are also used for thermal imaging. 

The near-infrared (NIR) section is the closest to the lower end of the visible light 
frequencies. Hence, it is typically used in fiber optics communication. In astron-
omy, cooler stars such as the red giant stars and red dwarfs radiate very intensely at 
the NIR spectral region. Night vision devices, image sensors and NIR spectroscopy 
which finds wide applications in the medical field also make use of signals which 
oscillate at this range. 

2.4 Visible light 

The visible light is the most familiar spectrum to humans, and it constitutes 
about 40% of the total sunlight. Ranging from approximately 400 to 790 THz, this 
spectral region is the most sensitive to human eyes. Molecules and atoms absorb or 
release energy in this range of frequencies, allowing electrons to move to different 
energy levels. The change of bond structure in the retina of human eyes allows this 
spectrum to be visible to humans. Unlike signals from the radio wave to the infrared 
spectrum where radio telescopes are built to detect the signals, optical telescopes are 
used to visualize celestial objects which radiate at this spectrum. Visible light also 
excites chemical reactions in plants, mediating the process of photosynthesis. 

2.5 Ultraviolet radiation 

As the frequency increases above those of the visible light, the energy carried 
by the photons becomes very energetic—so much so that it can ionize atoms and 
disrupt molecular bonds. This is to say that electromagnetic waves in the ultraviolet 
(UV), X-rays and gamma rays bands cause ionizing radiations and that they could 
be detrimental to living things as a whole and human beings in particular. 

UV radiation ranges approximately from 750 THz to 30 PHz, and it constitutes 
almost 10% of the total sunlight. The spectrum can be further divided into the 
ultraviolet A (UVA) section which spans roughly from 750 to 950 THz, ultraviolet 
B (UVB) section which spans roughly from 950 to 1000 THz, and ultraviolet C 
(UVC) section which spans roughly from 1 to 30 PHz. The UVC emission carries 
the highest energy and is the most hazardous. But it is literally absorbed by the 
ozone and atmosphere layers before reaching the earth. Likewise, the UVB emis-
sion is also absorbed mostly by the stratospheric ozone layer. Hence, only the UVA 
emission and a very small fraction of the UVB emission reach the earth surface. The 
UVA emission carries the lowest energy and is the least damaging of all. Besides the 
sun, UV radiation can also be artificially produced, such as from electric arc, gas 
discharge lamps, etc. 

Due to its ionizing behavior, UV light is known to be the main cause of skin cancer 
and skin burn. The high energy level carried by the wave at this spectral range may 
damage the DNA molecules, resulting in the formation of thymine dimers. In order to 
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prevent from being directly exposed to the UV radiation, sunscreens are usually used. 
The active ingredients in sunscreens can either be organic (such as dioxybenzone and 
oxybenzone) or inorganic compound (such as titanium dioxide and zinc oxide). 

Although being constantly exposed to UV radiation is harmful, moderate 
exposure may actually be beneficial to the human body. This is because UV radia-
tion mediates the production of vitamin D in the human body. Vast applications 
may also be found using UV radiation. In the biomedical field, UV light is used in 
phototherapy to treat severe skin problems such as psoriasis and eczema. The pho-
tolithography process in the semiconductor industries [31] also uses UV radiation to 
print circuits onto the photoresists deposited on wafers. Since fluorescent dyes and 
certain fluids illuminate brightly under UV light, the radiation is also used in the 
security and forensic areas. In astronomy, wave signals at this range are detected to 
analyze the composition of interstellar and intergalactic medium. However, since 
UV is greatly absorbed by the ozone layer, the UV telescope has to be placed in 
space. An example of such telescope is the Hubble Space Telescope (HST) [32]. 

2.6 X-rays 

X-rays which were also named as the X-radiation by its discoverer, Wilhelm 
Röntgen, have frequencies much higher than the UV radiation, which ranges 
around 30 PHz–30 EHz. X-rays with higher energy levels are known as hard X-rays, 
whereas those with lower energy levels are known as soft X-rays. Since soft X-rays 
are susceptibly absorbed in air, it is less useful than hard X-rays. Hence, the term 
‘X-rays’ is generally referred to hard X-rays when they are being applied. 

X-rays can be generated via synchrotron radiation, X-ray fluorescence or brems-
strahlung, and they can be detected via imaging detectors which uses photographic 
films. 

X-rays have significantly shorter wavelengths than the visible light. They can 
therefore penetrate most tissues in the human body. When they propagate through 
the human body, different amount of the energy is absorbed by different types of 
tissues. The absorption rate depends on the radiological density of the tissues. Bones 
which has high radiological density absorbs the energy considerably more than 
tissues with lower densities, such as muscle, fat and air-filled cavity in the lungs. 
When images are produced using X-rays, the parts with bones will appear whit-
ish, whereas those with softer tissues will appear shadowy. Because of this reason, 
X-rays are widely used for medical imaging, such as radiography and computed 
tomography (CT) scanning. The employment of X-rays in luggage scanning in 
airport security is based on a similar concept as medical imaging. Besides imaging, 
X-rays are also used in radiation therapy for cancer treatments in the medical field. 
Since some of the cosmic sources emit waves in this spectral range, it is therefore 
useful in the field of astrophysics—the detection of which, like the case of UV 
radiation, is conducted using orbiting telescopes. Also, in a technique called X-ray 
crystallography, X-rays are applied to study the structures of crystals. 

Like UV radiations, X-rays are highly ionizing and may cause deleterious effects 
on humans. Hence, the applications of X-rays are often conducted in lead-shielded 
rooms, and the practitioners are to wear lead aprons and gloves. The amount of 
X-ray exposure is measured using an ionization chamber, and the dosage of X-rays, 
in which the user is exposed to, is measured using a dosimeter. 

2.7 Gamma rays 

The distinction between X-rays and gamma rays is not unanimous. One general 
definition to distinguish between these two is that X-rays are generated via the 
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acceleration of electrons, whereas gamma rays are generated from the radioactive 
decay of atomic nuclei. However, this definition may not always be valid since the 
source of radiation could not always be identified. The lowest frequency of the 
gamma rays is about 1019 Hz, while the highest known frequency that has been 
detected hitherto reaches about 1030 Hz. 

Gamma rays are generated from the following processes: 

(i) Nuclear fusion. Nuclear fusion is a natural phenomenon in which hydrogen 
nuclei fuse into helium nuclei, releasing energy in the form of gamma rays. Stars, 
such as the sun in the Milky Way galaxy, are powered by nuclear fusion. The 
creation of new elements in this process is known as stellar nucleosynthesis. 

(ii) Nuclear fission, which is pretty much the reverse process of nuclear fusion. 
In nuclear fission, a nucleus splits into smaller and lighter nuclei. In the process of 
doing so, the energy is released as gamma rays. 

(iii) Alpha decay. In alpha decay, a nucleus emits an alpha particle, and it, 
subsequently, reduces its atomic number by 2 and its mass by 4. The excess energy is 
emitted as gamma rays. 

(iv) Gamma decay. When a nucleus contains too much energy, the energy is 
emitted as gamma ray photons. Since there is no particle released in the process, the 
charge and mass compositions of the nucleus remain unchanged. 

Shielding materials such as lead are to be used for protection since gamma 
rays can cause the mutation of genes, resulting in the contraction of cancer. Quite 
ironically, however, gamma rays are also used to kill malignant cancerous tumors. 
In gamma knife radiosurgery, surgeons focus gamma ray beams toward the targeted 
region to kill the cancerous cells. Likewise, gamma rays are also used in food irradia-
tion to kill microorganisms and to sterilize medical equipment. In astrophysics, 
gamma rays are detected to study pulsars, quasars, nebulae, and gamma ray bursts 
(GRBs). 

3. Maxwell’s equations 

The discoveries made by scientists over the past millennia have contributed 
towards the profound understanding of electromagnetics that we have today. 
Among these scientific discoveries, it is the experimental observations reported 
independently by Ampere, Faraday and Gauss which inspired James Clerk Maxwell 
to establish the unified theory of electricity and magnetism. In 1873, Maxwell 
published his formulations in his textbook A Treatise on Electricity and Magnetism. 
The complexity of the formulations in the textbook was later reduced by Oliver 
Heaviside in 1881 to four sets of differential equations. 

More popularly referred to as Maxwell’s equations today, these four sets of 
notable mathematical equations which outline the fundamental principles of 
electromagnetism are tabulated in Table 1. Eq. (2.1) in the table describes the 
observation reported by the English physicist, Michael Faraday. According to 
Faraday, when the magnetic field intensity (H) or magnetic flux density (μH) varies 
with time (t), a force will be induced, where E is the electric field intensity 
and the line integral is performed over a line contour C bounding an arbitrary 
surface. Established by the French physicist Andre-Marie Ampere, Ampere’s cir-
cuital law in Eq. (2.2) states that the circulation of H around a closed loop will result 
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Table 1. 
Maxwell’s equations. 

in current traversing through the surface bounded by the loop. Here, J is the convec-
tion current density, while  is the displacement current density. Eqs. (2.3) and 
(2.4) are formulated based on the observations made by the German physicist, Carl 
Friedrich Gauss. According to Gauss, the total electric flux density (εE) flowing out 
from an enclosed surface S is equivalent to the total charge (ρ) encapsulated within 
S, i.e. (2.3), whereas the net outward H from S is invariably zero, i.e. Eq. (2.4). 
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Chapter 2 

Vacuum Microwave Sources of 
Electromagnetic Radiation 
Gennadiy Churyumov, Jinghui Qiu and Nannan Wang 

Abstract 

This chapter contains new simulation results concerning the physical founda-
tions of how microwave tubes operate based on Cherenkov’s mechanism of radia-
tion (interaction with slow electromagnetic wave) and some experimental results 
connected with improving the output characteristics of the magnetrons (a mm band 
surface wave magnetron and a magnetron with two RF outputs of energy), as well 
as results of computer modeling of a 320-GHz band traveling wave tube (TWT). 
The results of analytical calculations and computer modeling, a phase bunching 
process in the mm band surface wave magnetron, are considered. It is shown that 
the process of phase focusing has two features associated with a concentration of RF 
wave energy close to the vanes of an anode block and higher electron hub of a space 
charge as compared to the classical magnetrons. The features and examples of 
practical application of the magnetron with two RF outputs of energy are presented. 
It is shown that the main advantage of the magnetrons is its extended functionalities 
(for example, possibility of frequency tuning including electronic tuning of a fre-
quency from a pulse to pulse). The presented materials will be of interest not only 
for starting researchers but also for those who have microwave tube experience. 

Keywords: Cherenkov’s radiation, electromagnetic field, electron beam, 
magnetron, TWT, frequency tuning, millimeter range, terahertz range 

1. Introduction 

The applications of electromagnetic fields are of great importance in such areas 
as radar and navigation, communications, information and communication tech-
nologies, industry and agriculture, medicine, etc. 

It is the interaction of moving charged particles (for example, electrons) with 
the electromagnetic field that is the cornerstone of electromagnetic phenomena. It is 
known that the electron moving rectilinearly and evenly with constant speed does 
not radiate. Moreover, the electromagnetic field, which exists around particle, 
moves together with particle at the same speed, and its properties remain invari-
able. If the nature of movement of a particle and/or its speed changes, for example, 
the trajectory of movement becomes curvilinear or the electron begins to move 
unevenly (turns to be accelerated or slowed down), the state of its own electro-
magnetic field also changes. As a result, there arises a free electromagnetic field, i.e., 
electromagnetic radiation (EMR), which has wave nature and freely advances in the 
environment in the form of electromagnetic wave. Depending on the existing con-
ditions of its propagation (or accumulation of electromagnetic energy), which are 
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determined by the properties of the medium (for example, features of the spatial 
configuration of periodic waveguide and resonant electrodynamic structures) as 
well as the character of movement trajectories of electrons in an electron beam, 
there might exist the EMR different types. 

The following types of radiation are known: Cherenkov’s radiation (interaction 
with slowed-down waves), transient and diffraction radiations (or Smith-Pascrell’s 
radiation as applied to optical band), and bremsstrahlung and magnetodeceleration 
radiation (while having a magnetic field), as well as its versions: synchrotron or 
undulator radiation (for a relativistic case) and cyclotron radiation (for a case of the 
movement of nonrelativistic particles) [1–7]. The analysis reveals that various 
mechanisms of the radiations have both common and specific features of their 
occurrence. It is also necessary to note that the existence of one dominating type of 
radiation may result in the interference of several types of radiation under certain 
conditions [8]. As a result, the output parameters of a microwave source will 
depend on the fact how efficiently the conditions of electron interaction will be 
correlated with an electromagnetic field from the viewpoint of conversion effi-
ciency of the energy, being reserved in an electronic flow, into electromagnetic 
energy, and how fully and correctly the requirements to the devices distributing 
and accumulating an electromagnetic field (periodic and resonator electrodynamic 
structures) are formulated. 

Studying the features of physics of the electromagnetic radiations has led to 
producing various microwave vacuum tubes in the wide range of frequencies [9]. 
Considerable recent attention has been focused on creating microwave sources in a 
short-wave part of millimeter (0.1–0.3 THz) and terahertz (0.3–3.0 THz) ranges. It 
is known that the absolute advantage of terahertz range is the broad band of 
frequencies, as well as the ability to penetrate through opaque media, including 
metals, organic materials, etc. This property positively distinguishes it from ioniz-
ing radiation (for example, X-rays) while opening wide perspectives to diagnose a 
variety of diseases in medicine [10]. 

The scheme of practical mastering of a short-wave part of a spectrum of elec-
tromagnetic oscillations is shown in Figure 1. 

It is evident nowadays that the lack of the microwave vacuum devices with 
continuous power output from a few watts to tens and more watts in this part of 
the electromagnetic spectrum restricts the opportunities of further development 
and improvement of technologies in such areas as spectroscopy, radio astronomy, 
space, and biochemical research, as well as producing a new generation of infor-
mation and communication systems. Besides the development of this frequency 
range will allow intensifying safety control (search and detection of explosives, 
remote identification of chemical substances) to exercise production quality con-
trol of finished goods (checking packages of medical products, etc.). The applica-
tion of relativistic tubes (for example, the relativistic magnetrons or the fast-wave 
devices like free-electron lasers or gyrotrons) for solving the above-mentioned 

Figure 1. 
The scale of electromagnetic waves and areas of their application. 
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problems allows providing the needed levels of output power in this range. How-
ever, these devices possess large mass-dimensional characteristics and require for 
operating the high values of voltages and strong magnetic fields. In this regard, 
producing effective and compact microwave sources of electromagnetic oscilla-
tions in this frequency range seems to be much more attractive with the help of 
miniaturizing the constructions of the classical microwave tubes possessing 
Cherenkov’s radiation mechanism. 

The present chapter deals with vistas of developing the microwave sources of 
electromagnetic oscillations (the magnetron and the O-type TWT) whose operation 
is based on the interaction of an electron beam with the slowed-down electromag-
netic wave of electrodynamic structure (νph , c, where νph is the phase velocity of 
electromagnetic wave and c is the light speed), i.e., there exists Cherenkov’s radia-
tion mechanism. 

2. Microwave tubes with Cherenkov’s radiation mechanism 

2.1 General subjects 

Microwave sources operating on basis of Cherenkov’s radiation are a wide class 
of microwave tubes, including the magnetrons, backward-wave tubes (BWTs), 
resonant TWTs, and orotron [9]. As for now, microwave sources with Cherenkov’s 
interaction have allowed to reach the maximum levels of peak capacity ˜3 GW in 
the 3-cm range of wavelength and more than 5 GW in the 8-cm range at a pulse 
duration of 1–10 nanoseconds including the generation of ultrashort pulses of elec-
tromagnetic radiation (the effect of superradiation) [11]. Let us consider the devel-
opment of these tubes on the example of their most famous representatives, which 
are magnetrons and TWTs. 

2.2 Magnetron 

Historically, the first microwave tube whose operation is based on Cherenkov’s 
interaction was a magnetron [12]. The successful combination of properties of a 
multimode oscillating system of the magnetron and electronic processes occurring 
in its interaction space has allowed the magnetron to become one of the most 
effective microwave generators [13, 14]. The constructions of magnetrons devel-
oped nowadays generate electromagnetic oscillations in the frequency range from 
300 MHz to 300 GHz. The output power of continuous magnetrons ranges from a 
few fractions of a watt to several tens of kilowatts, and the pulsed magnetrons 
generate the electromagnetic oscillations with output power from 10 W to 20 MW. 
Both pulsed and continuous magnetrons are widely used in different ground-based 
and on-board electronic systems, industrial and microwave household heating 
systems, physical experiments for plasma heating, and the acceleration of charged 
particles, as well as in the phased antenna grids and space systems of solar energy 
conversion to direct current energy (the system of wireless energy transmission to 
the earth). The miniaturization of the magnetron construction has allowed to 
reduce their weight to 100 g at the pulsed power of 1 kW and the efficiency of 
which achieves about 50% that is quite competitive with the best samples of 
modern transistor oscillators [10, 13–20]. 

Concerning the existing trends of investigations, it is necessary to emphasize the 
problems of improvement of the cathode (emitter) operation of magnetrons. It is 
found (see, e.g., [13, 14, 21]) that the changes and instability of the cathode 
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emission characteristics influence considerably the frequency stability of the mag-
netron. On the other hand, the disorder in the operation mode of the cathode 
connected with its overheat leads to essential reduction of durability of the cathode 
and the cathode node as a whole. In this regard, it is of great interest to study the 
problem of excess electronic and/or ionic bombing of the cathode and to clarify the 
role of turbulence of a cathode electronic cloud in the course of secondary-emission 
multiplication of an electronic beam [22, 23]. In order to improve the magnetron 
operation, there conducted active investigations of new effective cathode materials 
and cathode node constructions, providing high durability and emission stability. It 
especially concerns investigations connected with applying the cold secondary-
emission cathodes providing virtually instant readiness and nonfilament (“cold”) 
start of magnetrons [22, 24–28]. 

The scope of magnetrons continues to expand constantly that is primarily 
caused by their advantages such as high electronic efficiency (more than 80%), 
relatively low voltages (in particular, anode voltage), the high relation of power 
output level to the weight of the tube, the compactness of construction, the 
simplicity of production, and comparatively low cost [10, 15]. However, such 
drawbacks of magnetrons as the low stability of frequency, the increased noise 
levels, and spurious oscillations require carrying out additional investigations 
and analyzing the ways for improving its output characteristics, in particular, in a 
short-wave part of a millimeter range. Solving mentioned above problems will 
allow to increase competitiveness of magnetrons and to expand their functionality 
in comparison with other microwave tubes, such as one-beam and multibeam 
klystrons, klystrons, complexificated microwave sources on the basis of “the 
solid-state generator and TWT” chains, etc. [10, 13, 14, 21, 22, 24, 25]. 

2.2.1 The surface wave magnetrons 

The state-of-the-art evolution of magnetrons is associated with increasing the 
frequency (phase) stability and rising the lifetime, as well as enhancing reliability 
due to an application of the cold cathodes [21, 24, 26–28]. In particular, there is a 
significant interest in the development of magnetrons in the millimeter range. 
These magnetrons can be applied in radar systems [29]. Among possible designs of 
similar magnetrons, it is necessary to select the magnetrons working on higher 
space harmonics (for example, by using as operating a first negative (˜1) space 
harmonic or an oscillation does not – π mode [30]). The magnetrons operating in 
such modes are named the surface wave magnetrons [30, 33]. According to the 
approach described in [32], a method has been developed to calculate the param-
eters and the operation modes. It is necessary to note that a major feature 
concerning to the application of the surface wave magnetron is associated with the 
generation of electromagnetic waves in the millimeter range at a considerably low 
magnetic fields and increased sizes of an interaction space. The prototypes of the 
surface wave magnetrons have been built. The prototypes operate at the π – mode, 2 
and they provide the following output parameters: wavelength band from 
1.25 mm up to 6.8 mm, a level output pulsed power from 1 up to 150 kW, and 
efficiencies 0.8–20% [31]. 

In spite of the intensive research over the years and getting experimental 
results including the constructions of the surface wave magnetrons, up to now, we 
have no necessary and full information about physical processes occurring in the 
interaction space of given magnetrons. Therefore, for studying and understanding 
the features of a mechanism of nonlinear interaction into an interaction space of the 
magnetron, it is necessary to carry out additional computer modeling, a phase 
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bunching process of an electron beam under its interaction with surface wave by 
using the Particle-in-Cell Method. 

For studying, we used the design of a 3-mm range magnetron. Schematically, 
this design presents in Figure 2. The essential geometry sizes of an interaction space 
of this magnetron are presented in Table 1. As the operation mode, the mode other 
than the π˜ mode was taken, namely, the oscillation π – mode. As cathode of the 2 
magnetron, an indirectly heated oxide cathode, which produced an emission cur-
rent density of °2.0 A/sm2, was used [37]. 

For computer modeling, we used the 2-D mathematical model of the magnetron 
described in [34]. The basis of this model is the self-consistent set of equations 
including the motion equation, the equation of excitation, and Poisson’s equation 
for calculation of space charge forces. 

As already mentioned above, the theoretical basis of the surface wave magne-
trons was described in the works [30–32]. It is necessary to note that the distinctive 
feature of electron-wave interaction in given magnetrons (for example, as distin-
guished from the classical magnetrons [14], using the π˜ mode as the operation 
one) is the distribution of an electromagnetic wave in the neighborhood of a surface 
of the RF structure and its interaction with electrons on a top of the space charge 
hub. In order to understand the mechanism of interaction of an electromagnetic 
field with an re-entrant electron beam, it is very important to define the features of 
the radial and azimuthal distributions of the electromagnetic wave in an interaction 
space (between a cathode and inside surface of an anode block (see Figure 2), as 
well as to provide clearer understanding about behavior of electrons and their 
motion trajectories. 

An interaction space of the magnetron is shown in Figure 2, schematically. In 
order to determine the electromagnetic field in the resonance RF structure (anode 

Figure 2. 
Schematically image of a surface wave magnetron. 

Parameters Symbol Unit Value 

1. Frequency f GHz 9.2 

2. Cathode radius rc mm 0.85 

3. Anode block radius ra mm 1.665 

4. Anode block height h mm 4.0 

5. Resonators number N mm 24 

Table 1. 
The main parameters of surface wave magnetron. 

19 

http://dx.doi.org/10.5772/intechopen.83734


 

   

 

Electromagnetic Fields and Waves 

block), we used the decision obtained from Maxwell’s equations for free space 
without charged particles [14]. As a result, the expressions for components electro-
magnetic field in the interaction space may be written as

  
Nθ ∞ sin γθ 0 kr jγϕ; 

Zγ ð Þ  
Eϕðr; ϕÞ ¼ Em ∑ X • e (1) 

π m¼-∞ γθ Zγ 
0ðkraÞ 

Nθ sin γθ kr ∞ Zγð Þ  jγϕ Erðr; ϕÞ ¼ - jE ∑ γ • X • e , (2) m πkr m¼-∞ γθ Zγ 
0ðkraÞ 

where k ¼ 2π=λ is the propagation factor in free space; λ ¼ c=f the wavelength 
of the magnetron; 2θ—the angle subtended by a space between segments of the 
anode block; 

Jγ 
0 krð Þ  

ZγðkrÞ ¼ JγðkrÞ - •Nγð Þkr (3) 
Nγ 

0ðkraÞ 
and 

Jγ 
0ðkrcÞ Zγ 

0ðkrÞ ¼ Jγ 
0ðkrÞ - 0 kr (4) •Nγ ð Þ  

Nγ 
0ðkraÞ 

are the combinations of the well-known Bessel Jγ kr kr ð Þ and Neumann Nγð Þ  
functions; γ is zero or any positive or negative integer. 

0 kr γZγ ð Þ  ð Þ  0 kr In the expressions of Eqs. (1) and (2), we have the ratio of Zγ and , Zγ 
0ðkraÞ krZγ 

0ðkraÞ 
which are the structure functions of the electromagnetic field. From these expres-

! sions, we have seen that their values depend on a radius-vector r and bring about 
changing the magnitude of the γ-th mode in the radial direction of the interaction 
space. It is necessary to note that when kra ≪ γ (so-called long-wave approxima-
tion), the expressions can be simplified as [14]: 

2 3    2γ 

Ψγ Zγ 
0 kr r γ-1 6 1- r

r
c 7 ð Þ  

r ≈ • ( ' 5; (5) ð Þ ¼  4 r 2γ Zγ 
0ðkraÞ ra 1 - rc 

ra 

and 

2 3  γ-1   2γ 
Ψγ γZγ 

0ð Þkr r 6 1 þ r
r
c 7 

ϕ r ≈ • ( ' 5: (6) ð Þ ¼  4 2γ krZγ 
0ðkraÞ rc rc 1 - ra 

Thus, the expressions obtained for components of an electromagnetic field of 
(1) and (2) in terms of (5) and (6) allow getting an electromagnetic field for the 
γ – mode of a cold resonance anode block of a magnetron as 

( ' n ( '  ! !  ! ! -jωγ t E r ; t ¼ Re E r • e , (7) 

! ( '  ! ! ! 0 00 where E r ¼ Erðr; ϕÞ • r þ Eϕðr; ϕÞ • ϕ0, ωγ ¼ ωγ 
0 - jωγ —the complex cold 

frequency of the γ – mode; ωγ 
0 ¼ 2π • f —the angular frequency of the γ – mode; 

ωγ —the coefficient of attenuation. 00
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Each mode excited in the anode block of the magnetron is characterized by 
0 certain distribution of the electromagnetic field and its frequency ωγ ¼ ωγ in an 

approximation ωγ 
00 ¼ 0. In the general case, the electromagnetic field in the inter-

action space is not sinusoidal and may be presented as a sum of the space har-
monics, each of which corresponds to the wave rotating with an angular velocity Ωγ 

and containing along the azimuthal length of the interaction space of a magnetron 
the whole number of the complete periods 

γ ¼ n þ mN, (8) 

where n ¼ 0, 1, 2, …, N=2 is the number of the fundamental mode (m ¼ 0); 
m ¼ �1, � 2, � 3, … is the integers corresponding to the high-order space harmonics. 
It is known (see, example, [13, 14]) that the excitation condition of the resonant 
system of the magnetron (or so-called a condition synchronism) may be written as 

Ωe ¼ Ωγ, (9) 

where Ωe is the angular velocity of rotating electron spokes (or an electron beam 
closed on itself—re-entrant electron beam). On the other hand, we have an electron 
cloud, which circles in the interaction space around the cathode [9, 14], i.e., there is 
an additional condition, which is associated with a re-entrant electron beam and 
may be written as 

ωγ 
γ ¼ : (10) 

Ωe 

The fundamental results of theoretical analysis are shown in Figure 3. The compar-
ison of the radial functional dependences of the structural functions, Eq. (5) and 
Eq. (6), for two cases at using the higher space harmonics (for example, space har-
monic—1 and γ ¼ 18, curve 1) and at a classical π�mode (m ¼ 0 and γ ¼ 12, curve 2), 
shows that in the first case for effective interaction between electrons and electromag-
netic wave, it is necessary to form the electronic hub having a height more than 0.85. 

The trajectories of moving electrons as a result of interacting with electromag-
netic field of the (�1) space harmonic are shown in Figure 4. Besides, here for 
comparison, we can see the trajectories of the electrons in the static mode of 
magnetron operation (dashed curves). It is seen that the phase focusing of the 
electron beam takes place in the range of the proper phases of the RF wave. In the 
range of the improper phases, we observe the multiplication secondary electrons 
process, increasing the density of space charge in the electron hub. 

Figure 3. 
The radial distributions of the structural functions. 
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Figure 4. 
The trajectories of electrons in the interaction space [35]. 

Figure 5. 
The radial distributions of space charge density in the interaction spaces of the surface wave magnetron (1) and 
the classical (π˜mode) magnetron (2). 

Figure 5 shows the steady-state radial distributions of space charge densities 
in the interaction spaces of a surface wave magnetron and a classical magne-
tron. As can be seen, there is a fundamental difference between the two pro-
cesses of the phase focusing. It is associated with available maximum of the 
space charge density in the immediate neighborhood of the surface of the RF 
structure (anode block). The availability of a second maximum of the space 
charge density allows the double stream state to be established in the electron 
hub. 

It is also important to note that the operation mode on higher spatial harmonics 
π applied in the magnetron, namely on ˜1 spatial harmonic or –mode of oscillation, 2 

was rather successfully used for creating a relativistic prototype of the high-power 
magnetron with pulsed power of °1 MW at the frequency of 37.5 GHz [34]. 
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On the basis of the design of the 3-mm surface wave magnetron, there is a 
possibility to design the amplifying variant of a new microwave tube. Figure 6 
presents a design of a 3-mm surface wave magnetron amplifier (amplitron). The 
main difference of the amplitron from magnetron lies in the fact that a anode block 
of the amplitron is nonresonant slow-wave structure in which an electromagnetic 
wave propagates from a RF input to a RF output, i.e., in an interaction space of the 
amplitron, there is a process exchange of electromagnetic energy between a re-
entrant electron beam and traveling wave that is propagated from RF input to RF 
output and then to a matched load. 

Figure 7 shows the experimental dispersion characteristics of a comb-shape 
slow-wave structure of the 3-mm surface wave amplitron. 

Figure 6. 
A scheme of interaction space of an amplitron. 

Figure 7. 
A scheme of interaction space of an amplitron. 

23 

http://dx.doi.org/10.5772/intechopen.83734


Electromagnetic Fields and Waves 

2.2.2 Magnetrons with two energy outputs 

Recently, there have been functional problems of different electronic 
systems, which became all more complex [15, 16, 18]. In particular, multifrequency 
radar operating in various frequency ranges for monitoring the clouds and precipi-
tation (meteorological radar) or observing the water area and the movement of 
vessels in port services are increasingly applied [16]. Wherever such radars are 
required, there is a great quantity of interfering factors, and the multifrequency 
systems allow solving these problems. The operation of such radars requires a 
new functional element base (vacuum tubes) capable to give a functionally simple 
solution to a problem of multifrequency generation with high-operating character-
istics. As an example of the multifrequency generator it can be a magnetron 
implementing the mode of an electron frequency tuning (including frequency 
tuning from pulse to pulse) and its application in electronic systems of different 
functional purpose [35, 36, 38, 39]. The practice shows [see, for example, 38, 39], 
that in this case in a design of the magnetron we can use two RF outputs of 
energy: one as active output and other a reactive one which is used for tuning a 
frequency. 

The anode block of the magnetron with different possible variants of arrange-
ment of the second RF output is presented in Figure 8. As may be seen, the second 
RF output of energy can be placed both symmetrically (10) and antisymmetrically 
(2 и 20) to the active RF output (10). The main constructional and electrical param-
eters of the basic design of the magnetron are given in Table 2. 

Using an existing design method of the magnetrons, described in [41], a code for 
computer aided design of geometry and electrical parameters of the magnetrons 
was developed. The computation being made with the help of this code allowed 
defining all parameters of the magnetron provided that a maximum current from 
cathode was not more than 1 А/sм2. 

Figure 8. 
The possible variants of arrangement of the second RF output of energy. 
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Parameters Symbol Unit Value 

1. Frequency f GHz 9.42 

2. Cathode radius rc mm 2.225 

3. Anode block radius ra mm 3.25 

4. Anode block height mm 7.0 

5. Resonators number h mm 18 

6. Anode voltage kV 7.3 

Table 2. 
The parameters of a magnetron. 

In order to choose the operation mode of the magnetron and to apply computer 
modeling using its 3-D mathematical model, it is necessary to carry out the analyt-
ical calculations to define the Hull cutoff curve 

� 2�2 r 2 c U ¼ 0, 022 � r � B2 � 1 � a r2 
a 

where rc and ra are the radiuses of the cathode and the anode in sm; B is the 
magnetic field, Gs. Also, Hartree’s voltage that can be written as 

2 � B 
UHartree ¼ Umin � B0 

� 1 , 

where 

� �2 2πra Umin ¼ 253 � 103 � , 
n � λ 

21200 
B0 ¼ h i , 

n � λ � 1 � ðrc =raÞ2 

n� a mode of oscillation (for π� mode n ¼ N) and λ� wavelength in a free space. 2 
As illustrated in Figure 8, as an example of the electrodynamics system of the 

basic design of the magnetron, we used an anode block with having the double two-
sided straps. We have investigated the electrodynamics of the anode block by 
applying boundary conditions on an FDTD simulation. 

The theoretical dependence of dispersion characteristic of the trapezoidal anode 
block with double two-sided straps for π� mode (n ¼ N) and three nearest to the 2 � � � � � � �� 

N N N spurious modes n ¼ � 1 , � 2 , and � 3 is shown in Figure 9. 2 2 2 
As we can see from Figure 9, the separation between the main operative mode

N (π� mode, when n ¼ N) and the nearest spurious modes n ¼ � 1 is more than 2 2 
2200 MHz. Such separation between the nearest competing modes in the magne-
trons allows effectively to solve a problem of the frequency tuning in wide fre-
quency range. On the other hand, for understanding the general situation associated 
with the influence of the design and axial dimensions of end regions on the shift of 
resonance frequency of electrodynamics system, it is necessary to carry out an 
additional calculation and analysis. 

Figure 10 shows a curve of shift of a resonance frequency of the anode block 
depending on the axial height of the end region between the vanes and end covers 
of electrodynamics system. 
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Figure 9. 
The results of computer modeling of the dispersion characteristic of an anode block. 

An investigation of the electrodynamics parameters (dispersion) of the anode 
block was carried out experimentally. A panoramic measurer of VSWR of P2–65 
type was used in the measurement. By using such approach, we viewed the reso-
nance oscillation on an operating π� mode and nearest to the spurious modes of ˜ ° 

N oscillation when n ¼ 2 � 1 . The comparison of the theoretical computation with 
the data of the experiment is presented in Table 3. 

A general view of the magnetron with two energy output ports is schematically 
illustrated in Figure 11. As may be seen, the active RF output 2 of the magnetron is 
matched with load 5 and its reactive (passive) RF output of energy 3 is connected with 
a length of waveguide containing a short-circuiting piston 4. By varying the distance 

Figure 10. 
A resonance frequency of the “cold” anode block as a function of the distance between the vanes and end covers. 
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Parameters Theory Experiment 

Frequency of operating mode n ¼ N , MHz 2 
9253.47 9230.00 

˜ ° 
N Frequencies of nearest spurious modes n ¼ 2 � 1 , MHz 11470.61 11498.00 

11480.56 11828.00 

Table 3. 
Comparison theory with data of experiment. 

from reactive RF output up to the short-circuiting piston, we are changing the input 
complex resistance of the waveguide 4 according to the following expression 

2πL 
Zinp ¼ jZ0 � tg , (11) 

λg 

where Z0—an input characteristic impedance of a waveguide and 
λg —wavelength into waveguide. As a result, a reactive component of a complex 
impedance of the anode block of the magnetron is changed and a resonant 
frequency of the anode block is retuned. 

An experimental curve of the frequency tuning for a “cold” anode block of the 
3-sm magnetron with two RF outputs of energy is presented in Figure 12. As may 
be seen, changing a length of line circuit (waveguide) L leads to a periodical 
changing a resonant frequency of the magnetron with a special period λg =2. As this 

Figure 11. 
Schematical image of a magnetron with two RF outputs of energy. 1—an anode block of the magnetron; 2—an 
active RF output of energy; 3—a reactive RF output of energy; 4—a waveguide including a short-circuiting 
piston; 5—a matched load. 

Figure 12. 
Experimental curve of frequency tuning in the X-band magnetron with two RF outputs. 
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takes place, the full frequency tuning range is exceeded 200 MHz that is sufficient 
for practical application. 

For comparison in Figure 13, we present the 3 D images and axial sections of a 
classical magnetron (a) and a magnetron with two RF outputs of energy (b). 

2.2.3 Examples of application of a magnetron with two energy outputs 

The vistas of developing the magnetrons associated with stabilization of fre-
quency and improvement of its frequency characteristics including its operation in 
the multifrequency mode and the electronic frequency tuning [21, 35, 36, 38]. 

A block diagram of a device on basis of the magnetron with two RF energy 
outputs and realizing a multifrequency mode of an operation with electronic tuning 
of a frequency from pulse to pulse is shown in Figure 14. 

As may be seen, the given block diagram of the pulsed magnetron generator 
includes a magnetron with two RF outputs: active – 1 and passive – 2, as well as 
modulator – 4, which is synchronized with a pulsed power supply 7 for commuta-
tion of the p-i-n diodes D1 and D2 of an electronic switch 5. The microwave energy 
generated a magnetron, on the one hand, is consumed by a matched load 2 via the 
active RF output 1 and on the other hand is passed the reactive RF output 3 and 
entered on a microwave switch 5. The microwave switch is a device, which has one 
input and several outputs each has a load in short-circuit waveguide form length of 

Figure 13. 
3D images of a classical magnetron design (a) 1—an anode block; 2—a matching transformer; 3—a RF output 
of energy and a magnetron with two RF output of energy (b) 1—an anode block; 2—a matching transformer 
of an active RF output; 3—an active RF output of energy; 4—a matching transformer of an reactive RF 
output; 5—an active RF outputs of energy. 
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Figure 14. 
A block diagram of the multifrequency magnetron generator [21, 38]. 

Li, where i ¼ 1, 2, 3, … N (in our case, N ¼ 2). In the process, a value of N defines a 
number of frequencies generated by the magnetron, generally. 

In recent years, there is a major interest in the creation of the high power 
microwave tubes and the electronic systems on its basis [9, 15, 16, 29, 33, 42]. An 
analysis shows that for getting the high power microwave radiation, there are 
several possible approaches based on: 

• an application of the relativistic microwave devices (magnetron, vircator, 
gyrotron, etc.); 

• a generation of short and ultra-short video pulses employing the high-voltage 
generators (for example, Marx’s generator); 

• an application of nonrelativistic microwave tubes (magnetrons) and temporal 
resonant compression of the microwave pulses; 

• a forming of focused microwave beam by application of a phased array and a 
system of specially distributed emitters. 

The vistas of creating the high-power microwave electronics are associated 
with developing the high-power relativistic microwave tubes, which are provided 
by generation of high-power microwave pulses (peak power is units and tens GW) 
[9, 33]. However, the application of such devices is connected with considerable 
technical and technological difficulties, especially, when need to produce a com-
pact microwave electronic system generating very short microwave pulses (dura-
tion less 100 ns). In this case for forming high power microwave pulses, there are 
simpler approaches based on application both the high-voltage Marx’s generator 
and the nonrelativistic microwave tubes (magnetrons). In the last case, we 
supported to apply the pulse compression technology, namely the resonant 
microwave compression method. A central idea of this method is slow storage of 
electromagnetic energy in the microwave resonator and then its removal from the 
high factor resonator for shorter duration to a matched load (antenna) [42]. 
Among advantages of this method, it is necessary to note its ease of its realization, 
the possibility of application the industrial magnetrons, as well as the standard 
elements of waveguide techniques. In our case, we consider an operation of the 
microwave module, in which the magnetron having the two RF outputs of energy 
is used. 
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Figure 15. 
Block diagram of the high power microwave module [43]. 1—a magnetron with two RF outputs; 2—a tunable 
short-circuit waveguide; 3—a pulsed power supply (modulator); 4—ferrite isolator; 5—a generator of 
controlling pulses; 6—a microwave cavity; 7—a matched load (antenna). 

Figure 15 shows a block diagram of the microwave module for temporal com-
pression of the microwave pulses and generates the high power microwave radio 
pulses [43]. The magnetron that is used in this experiment has an active and a 
passive RF output ports. To tune the frequency of the magnetron, we used the 
tunable short-circuit waveguide as the reactive load of the passive RF output. The 
result of the frequency tuning under changes of a position L of the short-circuiting 
piston at the reactive load of the magnetron was shown in Figure 12. 

The analysis shows that application of the magnetron with two RF outputs in the 
microwave plant for forming the high power ultrashort microwave pulses allows 
increasing the efficiency of compression of the microwave pulses necessary to 
reduce a loss of power Pr, connected with possible reflection from microwave cavity 
6 for reasons of availability of existing discrepancy between the resonant frequency 
of a microwave cavity f 0 and a frequency of the magnetron. Assuming that 

, with the help of a short-circuiting piston, we adjust an oscillation f min , f 0 , f max 
frequency of the magnetron to a resonant frequency of the microwave cavity, and 
as a result, the power Pr reflected from microwave cavity is decreased. 

In Figure 16, the general view of universal block diagram of the plant for 
generating and forming a high power microwave radiation is shown. As we notice 
that the radiation can be presented either as sequence of short or super-short video 

Figure 16. 
A block diagram of the high-power plant on basis of magnetron generator. 1—a source; 2—a microwave cavity; 
3—a power supply; 4—antenna. 
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pulses (case of a), or it is considered as periodical sequence of the radio-frequency 
pulses (case of b). 

Thus, the above-mentioned examples of applying the high power generators 
indicate that, to date, a great demand of high power sources in many areas does not 
raise doubts. Also, there is a great variety of problems; the solution of which opens 
some new trends in the application of the high power microwave generators and the 
given results allow considering the employment of new designs of the mm range 
magnetrons and expand areas of their application in a new way. 

3. 320 GHz TWT 

3.1 General subjects and problems 

The problem of development of the terahertz range is connected with the 
development of effective and compact vacuum microwave generators and ampli-
fiers at the frequencies of 90, 220, 460, 670, 850, and 1030 GHz. TWTs are referred 
to as the tube, which provides the broadest band within the average power level and 
the most often applied in electronic systems to solve a variety of tasks in the field of 
communication, including space communication, probing the Earth’s surface, as 
well as the objects of near and far space [44, 45]. 

The main complexity accompanying the process of producing TWT in the 
terahertz range consists in a contradiction between the need to combine the small 
size of tube interaction space (for example, the diameter of the drift channel of the 
delay line) and the high density of the current of an electron beam. Considering the 
fact that the geometrical sizes of a tube decrease in proportion to the wavelength, 
i.e., D ˜ λ, where D° is the conventional size of tube interaction space and λ° is the 
wavelength in a free space, and there arise difficulties in passing an electron beam 
through the drift channel of the delay line. In certain cases, the given difficulties 
make the production of the delay line technologically impossible while applying the 
well-known methods and technologies. In general, these difficulties are purely 
technological, and they are connected not only with manufacturing the components 
of a tube construction (a delay line, an electron-optical system, an RF input and RF 
output devices, a collector, a magnetic-focusing system, etc.) but also with an 
assembly process of all its construction as a whole. Special consideration should be 
taken to the problems of providing the required critical dimensional features (˜ 1–3 
microns) and surface finish (roughness) of the internal surface of the delay line 
(˜ 25–30 microns). The applied traditional technological production operations 
have limited opportunities already at the frequencies exceeding 400–450 GHz [46]. 
The specified technological difficulties have risen a considerable interest in 
employing programs of 3-D computer modeling of nonlinear processes of electron-
wave interaction, including modeling of thermal processes in the tubes of the 
terahertz range. The application of the 3-D computer modeling allows defining the 
potentialities of the developed constructions already at the stage of tube designing 
in terms of ensuring the required level of power output that enables to considerably 
reduce the price and accelerate the development of devices as a whole. 

A broad spectrum of problems accompanying the process of TWT creation in the 
terahertz range has led to the creation of various programs and even some new 
independent directions of the development of vacuum electronics in the world. First 
of all, it concerns a dynamically developing industry of integral vacuum microwave 
microelectronics, namely vacuum microelectronics of millimeter and terahertz 
ranges. In order to coordinate and combine the efforts of the companies which are 
engaged in the development of devices in the terahertz range, there have been special 
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Figure 17. 
Scheme of the TWT design with the helix delay line. 1—an electron-optical system; 2—a RF input; 3—a 
magnetic focusing system; 4—a local absorber; 5—a helix-type delay line; 6—a RF output; 7—a collector. 

programs for developing terahertz technologies. In the near-term outlook, it assures a 
substantial progress in the field of design and development of microwave devices in a 
short-wave part of the terahertz range. 

3.2 The fundamentals of TWT operation physics 

The general structure scheme of classical TWT is presented in Figure 17. An 
electron beam produced by the electron-optical system 1, which includes the electron 
gun, accelerating and focusing electrodes, passes the delay line 5, and precipitates on 
the collector 7. The tube input 2 is given a RF signal, which is amplified, and output 
through the output 6 into matched load. In order to prevent self-excitation of the 
TWT in a tube between RF input and RF output, there is the energy absorber 4, the 
main objective of which is to reduce the wave amplitude reflected from the output 6. 

One of the TWT most complex nodes is the delay line. The helix delay lines have 
mostly become wide spread in average power level TWT’s of the centimeter and 
millimeter ranges. As the analysis reveals, the reduction of wavelength results in a 
considerable decrease in the efficiency of interaction in these systems (the value of 
coupling impedance decreases to a few Ohms and less), as well as some difficulties 
connected with the production of wire for a helix whose diameter becomes less than 
50 microns. Because of this, it is necessary to have alternative types of the delay 
lines, which would possess acceptable electrodynamic characteristics and the ability 
to pass electron beams with necessary current density. In addition, these structures 
have to meet the demands of production simplicity while preserving thermal sta-
bility and a possibility to withdraw heat energy from its structural elements, 
mechanical durability, and the ability to withstand a load of various external factors 
(temperatures, vibrations, accelerations, etc.). It is also essential to consider that the 
limiting values of the dimensions of the delay lines depend on the peculiarities of 
their design. For this reason, the helix delay lines can be used at the frequencies, 
which do not exceed 60–65 GHz [47]. 

The analysis of publications of the last 10 years reveals that there are a number 
of constructions of delay lines with dimensions, which are technologically 
implementable in the terahertz range involving a folded waveguide, a dual comb 
with different types of excitation, and metal film structures on dielectric bases. In 
recent years, due to the extreme complexity of manufacturing in the terahertz 
range, classical miniature resonators and delay lines photonic crystals have been 
proposed to be used as delay lines [48, 49]. 

The existing delay lines have an essential shortcoming connected with the fact 
that the electromagnetic wave in these devices is surface wave, and a longitudinal 
z-component of an electromagnetic field, the electron beam interacting with it, 
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decreases from the outline border of the delay line to its axis. Therefore, a great 
interest is the microwave plasma-filled tubes with Cherenkov’s radiation mecha-
nism in which the electromagnetic wave is volumetric [50]. As a result, efficiency of 
interaction process between electron beam and electromagnetic wave is raised. It 
leads to increasing output power in such tubes. 

Figure 18 schematically presents the design of plasma TWT. The presence of 
plasma allows to considerably increase the width of frequency range, to raise the 
output power and interaction efficiency and also enables the operational control of 
frequency range by implementation of tube frequency tuning both from an pulse to 
an pulse and within an microwave pulse. However, in order to implement the tubes 
for practical purposes, it is necessary to carry out additional investigations on some 
of unsolved problems which are related to features of beam-plasma interaction in 
these tubes. 

3.3 3-D computer modeling results 

As an example, let us consider the 3-D computer modeling of a delay line for 
TWT at the frequency of 320 GHz. As the delay line, the folded waveguide was 
taken, one period of which is shown in Figure 19. The main dimensions of the 
folded waveguide are presented in Table 4. 

It is necessary to note that the folded waveguides are the most popular ones, and 
they are often applied to design TWT in the range up to 400 GHz due to the 
compact dimension, broad band, and ease in production using, for example, the UV 
LIGO or MEMS technologies [51–53]. 

Figure 18. 
Scheme of plasma TWT. 1—an electron-optical system; 2—a RF input; 3—plasma ignition device; 4—plasma; 
5—an electron beam; 6—a RF output; 7—an absorber; 8—a collector; 9—a bulb [50]. 

Figure 19. 
Illustration of one period of a folded waveguide. 
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Parameter Symbol Value 

1. Wide wall of waveguide, mm a 0.6 

2. Narrow wall of waveguide, mm b 0.09 

3. Pitch (one half of structure period), mm p 0.18 

4. One half of length of straight part of waveguide, mm ls 0.125 

Table 4. 
Parameters of a folded waveguide. 

Figure 20. 
A dispersion diagram in case of the rectangular hole for electron beam (a red curve) and electron beam voltage 
(a blue curve). 

The results of computer modeling present in Figure 20. In this figure, a dis-
persion diagram and electron beam voltage are shown. As you have seen, the 
intersection of the curves determines an operating mode of a tube. A maximum 
amplification band corresponds to rectangular hole for electron beam (see 
Figure 20) whose dimensions are 0.125 ˜ 0.25 mm. An electron beam voltage is 
equal 13.5 kV. 

4. Conclusion 

The current status of the theory of electron-wave interaction in a 3-mm mag-
netron using the mode other than π° mode (the so-called surface-wave magne-
tron) and the design of the magnetron with two RF outputs are considered. It is 
shown that a process of phase focusing an electron beam in interaction space of 
the surface wave magnetron (interaction with °1 space harmonic) has a feature 
connected with concentration of energy of RF wave in the vicinity of a surface of 
the anode block. In this case for effective interaction between electron beam and 
RF wave, it is necessary to raise a height of electron hub of space charge in 
comparison with, for example, the classical magnetron. New data directed to 
improving the frequency characteristics of magnetrons and expanding their 
functionality for application in various electronic systems are obtained. In 
particular, the application of a pulse 2-cm magnetron with two RF outputs allows 
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realizing a mode of electronic frequency tuning from pulse to pulse in the range 
200–300 MHz. As a result of improving the frequency characteristics of magne-
tron generators, new circuitry was proposed for creating various electronic sys-
tems in which these magnetrons can be used. 

The trend in the progress of the TWT design in the terahertz frequency range 
has been analyzed. Using as an example of 3-D computer modeling of a slow-wave 
structure as a folded waveguide, the principal possibility of designing a TWT at a 
frequency of 320 GHz is presented. It is shown that the advancement in the short-
wave part of the terahertz range is largely associated with the search and imple-
mentation of new efficient designs of the main components of the TWT’s and the 
slow-wave structures. 
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Chapter 3 

Design of Radial Power Combiners 
Based on TE01 Circular Waveguide 
Mode 
José R. Montejo-Garai, Jorge A. Ruiz-Cruz  
and Jesús M. Rebollar 

Abstract 

Modern microwave and millimeter-wave systems require high-power amplifiers 
in very diverse fields such as communications or plasma physics. Although ampli-
fication technology has significantly evolved in the last decades, a single module is 
not enough for achieving the required power level. The solution in this case is the 
combination of several individual modules with power combiners. In this chapter, 
this concept is shown with two E-plane radial power combiners, both carrying 
a high-power signal with the circular waveguide TE01 mode. The first design is a 
16-way Ku-band combiner with an excellent experimental performance: return loss 
better than 30 dB, with a balance for the amplitudes of ±0.15 dB and ±2.5o for the 
phases, in a 16.7% fractional bandwidth (2 GHz centered at 12 GHz), and efficiency 
better than 95% in this band. The second design is a 5-way W-band combiner, 
showing excellent characteristics as well: the experimental prototype has a return 
loss better than 20 dB, with a balance for the amplitudes of ±0.4 dB and ±3.5o for 
the phases, in a 12.8% fractional bandwidth (12 GHz centered at 94 GHz), and 
efficiency better than 85% in this whole band. The experimental results obtained in 
both designs are the state of the art in the area of radial power combiners. 

Keywords: radial combiner, mode transducer, mode conversion purity, N-way 
divider/combiner, evanescent mode, propagating modes, higher-order modes, return 
loss, isolation 

1. Introduction 

There are a large number of high-frequency systems making an extensive use of 
high-power modules, especially in modern systems at microwave and millimeter 
wave bands for research, industry and defense. Some of these applications are new 
communication systems with higher capacity, weather and control radars, space 
exploration, and scientific facilities for particle accelerators or for plasma physics 
[1–3]. The high-power modules required in these systems, although they may have 
very diverse type of specifications, require all typically high efficiency in the power 
amplification process, with high linearity, and over a wide frequency band. A single 
individual module is, in many cases, not enough to achieve this high performance in 
a single stage, and power combination is a classical strategy to overcome this situa-
tion. With this strategy, the requirements of the individual amplification modules 
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are less stringent, simplifying their design, at the expense of introducing a unit 
for the power combination, which can be done very efficiently, as this chapter will 
show with two examples. 

Amplification at the microwave and millimeter wave bands have been typically 
based on high power vacuum devices such as klystrons, magnetrons, traveling 
wave tubes (TWTs), etc. [4]. Although they are still a common solution at some 
high frequency bands, these devices may suffer from some drawbacks such as their 
very hard requirements of high-voltage supply, inherent thermionic noise, limited 
lifetime of the filament, etc. To overcome these issues implies a high cost, especially 
when the operation frequency increases, and some applications may not afford it. 

After a continuous research over last decades, solid-state technology has become 
an alternative to these vacuum devices. Along with this development, power 
combination techniques have become crucial, for instance when a solid-state 
power amplifier (SSPA) module cannot provide enough power. In this case, the 
power combiner unit (which can be also seen, indistinctly, as a power divider 
because of the reciprocity for passive waveguide components) becomes a key 
component, which must have very stringent specifications. It must have very low 
insertion loss, since it has to deal with high-power signals; a high insertion loss 
implies less efficiency, but also high-power dissipation and heating of the unit. 
The different signals must be combined with a very good balance in amplitude and 
phase. Other important requirements are the return loss level at the input port and 
the isolation between the output ports. 

These varieties of requirements for the power combiner have led to many 
topologies for implementing this function. The configuration based on a structure 
with a radial symmetry between the input and output ports has some intrinsic 
advantages in comparison with the chain-type or corporate-type combiners [5], 
especially when dealing with a large number of ports [6, 7]. Since the configuration 
has a radial symmetry, all the paths from the input to the output ports are guaran-
teed to be equal, providing a perfect amplitude and phase combination from the 
theoretical point of view (i.e., manufacturing tolerances may slightly degrade this 
ideal operation). 

With respect to the most suitable high-frequency transmission system to imple-
ment the combiner, metallic hollow waveguides provide several advantages such 
as low insertion loss and high power capability. Since waveguides are larger in size 
in comparison to planar wave guiding structures, they exhibit higher robustness 
and stability, which are crucial for amplifier modules and plasma heating for fusion 
energy [8]. 

Many radial waveguide combiners can be found in the literature for Ku and 
Ka frequency bands. The work in [9] presents a wideband 60 GHz 16-way power 
divider with 20% bandwidth and 12 dB return loss level. A 19-way isolated radial 
combiner is presented in [10], with 12 dB return loss level in a 24.4% bandwidth at 
20 GHz. A 24-way radial combiner at Ka band is proposed in [11], with 25 dB return 
loss level in a 15% bandwidth. A 20-way Ka-band design with 10 dB return loss level 
is shown in [12] with a 25% bandwidth. The design in [13] shows a very competitive 
performance, which will be further reviewed in this chapter. 

At W-band, power combiners with radial symmetry are not as common as in 
lower frequency bands. A four-way design, using a corporative scheme imple-
mented in H-plane waveguide configuration is reported in [14], with a T-junction 
for the division. It has a theoretical return loss (the measurement is carried out in 
back-to-back configuration) better than 10 dB in an 11.8% fractional bandwidth 
(96–108 GHz). A four-way waveguide power divider is shown in [15] with a return 
loss better than 13 dB in a 31.6% fractional bandwidth (80–110 GHz). This design 
has the output ports with 180° out of phase. A W-band solid-state power amplifier is 
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Figure 1. 
Scheme of the radial power combiner (or divider) made up of (i) the mode transducer between the rectangular 
waveguide TE10 mode and the circular waveguide TE01 mode, and (ii) the N-way radial divider (or combiner) 
dividing the power carried by the circular waveguide TE01 mode into N rectangular waveguide TE10 modes. 

presented in [3], using two types of waveguide combiners: a 4-way septum wave-
guide combiner and a 12-way radial-line waveguide combiner. The 4-way septum 
waveguide combiner is of the corporate type [5]. The 12-way radial-line waveguide 
combiner is composed of a transition from rectangular waveguide to coaxial, and 
then goes into the central radial-line section. Very recently [16], a 5-port W-band 
design has been proposed. The features of this structure are discussed in this chap-
ter, with additional details related to the ideal S-parameters of the structure guiding 
the design. 

When working with radial power combiners involving circular and rectangular 
waveguides, as the designs shown in this chapter, two main characteristics will 
determine the features of the final unit. The first one is the geometry of the mode 
transducer connected to the divider, which will be directly related to the compact-
ness of the combiner and the level of the excited higher-order modes. The second 
one is the use of resistive elements or sheets within the structure to improve the 
isolation between the output ports [17]. In this case, the mechanical design must 
take into account the integration of the resistive sheets, and the insertion loss level 
and the power handling are usually degraded. Moreover, the amplitude and phase 
balance may also get worse. 

Taking into account all these considerations, this chapter presents the design 
of two radial power combiners in waveguide technology. The prime objective has 
been to obtain competitive designs suitable for manufacturing at microwave and 
millimeter wave bands, giving priority to the following key requirements: the return 
loss level at the common input port, the insertion loss from the input to the dif-
ferent outputs, the power handling capability, and the balance of both amplitude 
and phase between the output ports. It will be emphasized how to control these 
requirements with a common strategy for designs with different number of ports 
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and for different frequency bands. Nevertheless, for the final implementation, the 
different manufacturing technologies have to be taken into account in the final 
design process, since the control of the dimensions with respect to the tolerances 
and fabrication strategy (material, cuts of the parts, assembly, etc.) for the different 
frequency bands is crucial for achieving a successful experimental prototype. 

Figure 1 shows a detailed scheme of the topology used for the two E-plane power 
combiners [13, 16] discussed in this chapter. It has a mode transducer between the 
rectangular waveguide TE10 mode and the circular waveguide TE01 mode, and the 
N-way radial divider. In this structure, it will be ensured that the other propagat-
ing modes, as well as the evanescent modes, have all a level of at least 50 dB lower 
than the desired circular waveguide TE01 mode just before the radial divider. This is 
essential to have a broadband performance and for avoiding spurious resonances in 
the response. The structure will be used for two designs. The first design is a 16-way 
Ku-band combiner, centered at 12 GHz with 2 GHz of bandwidth (16.7% fractional 
bandwidth). The second design is a 5-way W-band combiner, centered at 94 GHz 
with 12 GHz of bandwidth (12.8% fractional bandwidth). 

2. Design of the circular waveguide TE01 mode transducer 

2.1 Foundation of the mode transducer operation 

The radial combiner in Figure 1 is based on the TE01 circular waveguide mode, 
which is used in different fields of microwave and millimeter wave engineering. For 
instance, some oversized circular waveguides work with the TE01 mode because of 
its low attenuation constant, since its electric field is progressively smaller when 
approaching the circular boundary [18–19]. Metallic cavities made up of a cylinder 
with circular cross section provide resonant TE01p modes, used for microwave filters 
with very low insertion loss, and this type of cavities are also common in plasma 
systems, gyrotrons, masers, etc. [20–23]. 

In all these applications, it is necessary to convert first the power coming from 
the generator in the fundamental mode of a suitable transmission system (typi-
cally a coaxial, or a rectangular waveguide for high frequency bands) into the 
TE01 circular waveguide mode, which is not the fundamental mode of the circular 
waveguide. The device performing this function is the circular waveguide TE01 
mode transducer. Although there are many implementations of this device, there 
are two main methods for the generation of this mode from a TE10 rectangular 
waveguide mode. 

The first developed method was based on transforming the cross-section 
of the input rectangular waveguide progressively into the cross-section of the 
output circular waveguide, leading to a flared structure. This conversion is usu-
ally very long and involves many sections cascaded in-line following a symmetric 
pattern in order to prevent the generation of higher-order modes, which may 
degrade the overall performance [11]. Some examples are the Southworth-type 
converter [18, 24], the Marie-type [25, 26], and the sector converter [27]. At the 
beginning of these developments, the design of this type of converters was based 
on the expertise of the designers; nowadays, powerful tools for computer aided 
design (CAD) are also combined with the know-how of the designers. The main 
drawbacks of this kind of in-line configuration are their large length and the high 
level of the excited undesired modes [11]. 

The second method uses a sidewall coupling (by one or more several sides) 
between the rectangular and the circular waveguides [28]. The flower-petal 
transducer follows this configuration [29]. There are two main drawbacks for this 
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structure, its narrow bandwidth and its high insertion loss level. Ka-band transduc-
ers with four branches are presented in [12, 30], showing moderate return loss level. 
In these references, the sidewall coupling is a simple aperture with limited degrees 
of freedom. As shown in [31], better return loss and wider band can be obtained by 
improving the sidewall coupling. Hence, the designs presented in this chapter are 
based on improvement made to the sidewall coupling. 

The work in [31] forms the basis for the designs. Figure 2 shows the operating 
principle of this type of transducer. In this figure, the converting section (dashed 
circle) is excited in its four sides by the TE10 rectangular mode, generating the TE01 
mode at the circular waveguide. Figure 2 also shows the feeding network routing 
the input to the four arms of the converting section. 

For the design of the transducer, the classical goal is to obtain a challenging 
return loss at the input with high purity conversion to the circular waveguide 
TE01 mode. Thus, it is essential to control the level of the non-desired modes in 
the circular waveguide, especially those that are propagating, with lower cutoff 
frequency than the TE01 mode. A higher level for these modes degrades the conver-
sion efficiency, but it can also lead to spurious resonances in the power divider (not 
always treated in detail in the literature of these devices). Thus, the first consid-
eration in the design is to identify how the different propagating modes of the 
circular waveguide can be controlled, since the TE01 mode is not its fundamental 
mode (i.e., it is not the mode with the lowest cutoff frequency). 

This study can be done by analyzing the modes with respect to the number of 
symmetry planes (1, 2 or 4) of the physical structure along with the symmetry 
of the excitation, as in Table 1. Table 1 shows the modes associated to the cases of 
one, two or four symmetry planes and the normalized cut-off frequencies of the 
modes involved in the structure. The excitation in Figure 2 will be done with the 
TE10 mode of the rectangular waveguide at the input, which has electric wall (EW) 
symmetry. The TE01 mode of the circular waveguide has EW symmetry at four sym-
metry planes of the circular waveguide, including the planes at the four sides for the 
excitation. In fact, this TE01 mode has EW symmetry for any radial plane. 

The study leads to the following considerations: 

a. The converting-section has four symmetry planes, all with EW boundary 
condition, including the radial planes crossing the sides of the excitation. Thus, 
according to the third column of Table 1, the only propagating mode in the 
circular waveguide under this excitation is the TE01. 

b.The feeding-network has only one physical symmetry plane. 

c. Thus, the complete transducer has only one physical symmetry plane, with 
EW symmetry boundary condition. Therefore, in the optimization of the final 
transducer, the amplitudes of the propagating TE11c and TE21c modes must be 
kept under very low levels. The TM11s and TE31c modes have also to be controlled 
for avoiding higher-order mode interactions with the radial divider (TM21s is 
under cut-off in the designed bands). This will allow reducing later the length 
of the circular waveguide connecting the transducer and the radial divider. 

2.2 Converting section design 

The converting section has two symmetry planes with four rectangular ports at 
the excitation sides. This avoids the generation of the TE21c mode, according to the 
considerations in previous subsection. In addition, some kind of matching ele-
ments must be included for obtaining a challenging return loss level in broadband 
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Figure 2. 
Scheme of a sidewall coupling for a circular waveguide TE01 mode transducer, showing the electric field lines, 
the converting-section (dashed circle) excited in its four sides, and the input feeding network (with E-plane 
T-junctions and waveguide bends). 

Circular waveguide modes excited under different field symmetry planes 

All modes One symmetry plane Two symmetry planes electric Four symmetry planes electric 
fc k = electric wall (EW) wall (EW) wall (EW) 

fcTE11 

TE11c k = 1 TE11c 

TE11s k = 1 

TM01 k = 1.31 

TE21c k = 1.66 TE21c TE21c 

TE21s k = 1.66 

TE01 k = 2.08 TE01 TE01 TE01 

TM11c k = 2.08 

TM11s k = 2.08 TM11s 

TE31c k = 2.28 TE31c 

TE31s k = 2.28 

TM21c k = 2.79 

TM21s k = 2.79 TM21s TM21s 

In boldface, the highlighted circular TE01 mode is used to connect the mode transducer with the N-way radial divider. 

Table 1. 
Circular waveguide modes associated to the case of one, two, or four symmetry planes and their normalized 
cut-off frequencies. 

44 



  
    

 

 

  

 
   

 
        

 
  

  
  

 
 

   
  

 

 
 

 
 

 

Design of Radial Power Combiners Based on TE01 Circular Waveguide Mode 
DOI: http://dx.doi.org/10.5772/intechopen.82840 

applications. This is done with a one-section stepped transformer shown in the 
insets of Figure 3a and b, connecting the circular waveguide with the rectangular 
waveguide ports. A circular metallic post has been also placed at the bottom of the 
cylinder for improving the return loss. 

Figure 3 shows the simulated response of the converting-section for both 
designs at Ku- and W-band, respectively, obtained with CST Microwave Studio [32]. 
The simulations have taken into account the four symmetry planes. In both designs, 
the return loss level for the TE01 mode is better than 30 dB. In the insets of Figure 3, 
a 3D CAD view of the final converting section is included. 

It is important to note that, in this structure, the only propagating mode at the 
circular waveguide is the TE01, according to the third column of Table 1, and, thus, 
the reflection coefficient in Figure 3 fully characterizes the behavior of the convert-
ing section with the considered symmetries. Moreover, it is also emphasized that the 
manufacturing process has been taken into account in the full-wave optimization, 
imposing constraints and limitations in the dimensions of the matching elements 
for easing the fabrication. For instance, for the W-band design that will be imple-
mented by micromachining, corners are rounded in the simulation with 0.2 mm 
radius. In addition, the transformer sections keep the width of the WR10 standard 
waveguide used for the ports. 

2.3 Feeding network design 

The converting section is fed from the input rectangular port by means of the 
feeding network shown in Figure 2, which is composed of the following building 
blocks: two types of T-junctions and three types of waveguide bends, all in E-plane 
configuration (there is no width variation in the feeding network). 

All these individual components (the building blocks), and their connection 
(leading to more complex building blocks), must preserve the bandwidth and 
the return loss level obtained previously in the converting section. Moreover, the 
footprint is minimized. A step-by-step process has been carried out in the design 
of all these individual components separately. The complete feeding network is 
obtained after a final optimization, varying only some connection lengths between 
its building blocks. 

Figure 3. 
Simulated response of the reflection coefficient for circular waveguide TE01 mode in the converting-section, 
taking into account the four symmetry planes with electric wall boundary condition (EW). In the insets, a 3D 
CAD view of the full converting-sections is shown. (a) Ku-band response and (b) W-band response. 
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2.4 Final design of the transducer 

The converting section and the feeding network, separately designed in the 
previous stages, are now connected. A final optimization is carried out in order to 
fulfill the specifications of the return loss level and high purity conversion from 
the rectangular waveguide TE10 mode to the circular waveguide TE01 mode. Only 
one-half of the converter is analyzed due to the single physical symmetry plane of 
the complete transducer, which has EW field symmetry. This reduces the time of 
the full-wave simulations. Nevertheless, since accurate results are needed in this 
stage, the high computational cost of the electromagnetic analyses makes crucial to 
minimize the number of optimization variables. 

In addition, the cost function, which traditionally only involves the return loss 
and/or the insertion loss, must also include the level of the four higher propagating 
modes in the circular waveguide (TE11c, TE21c, TM11s, TE31c, according to the first 
column of Table 1), for controlling their required attenuation with respect to the 
desired TE01 mode. As it could be expected, the radius of the circular waveguide is a 
key optimization parameter, since it controls the cutoff frequency of the modes, and 
it is directly related to the challenging level of 30 dB required for the return loss. 

The final structure of the transducer in Ku-band is presented in the inset of 
Figure 4a, where the electric field pattern under operation is also shown. Figure 4a 
shows the simulated response achieving a return loss level higher than 30 dB, while 
Figure 4b shows the attenuation level, higher than 50 dB, for the four propagating 
modes in the design band from 11 to 13 GHz. A back-to-back measurement of two 
similar transducers manufactured in brass can be seen in [13], showing a very good 
agreement with respect to the theoretical simulation. 

The final mode transducer for the W-band design is shown in the inset of Figure 5a, 
also with the electric field configuration. The simulated return loss, with a level bet-
ter than the specified 30 dB, is shown in Figure 5a. The response for the attenuation 
is shown in Figure 5b, achieving levels higher than 55 dB for the four propagating 
modes in the design band from 88 to 100 GHz. 

Both transducers have been designed in this chapter for integration with a radial 
divider. However, they can be also used as separated devices in diverse applications 
of high-energy particle accelerators or plasma heating. In all these cases, power 
rating is a key parameter. For the presented transducers, it has been calculated at 
the lowest frequency of operation in each band, i.e., 11 GHz in Ku-band and 88 GHz 

Figure 4. 
(a) Simulated return loss of the Ku-band transducer, better than the 30 dB goal in 2 GHz centered at 
f = 12 GHz (16.7%). In the inset, the electric field configuration is shown. b) Level of the four propagating 
modes (transducer with one physical symmetry plane having EW) at the circular waveguide (transmission 
from TErec 

10), higher than 50 dB in the 11–13 GHz band. 
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Figure 5. 
(a) Simulated return loss of the W-band transducer, better than the 30 dB goal in 12 GHz centered at 
f = 94 GHz (12.8%). In the inset, the electric field configuration is shown. b) Level of the four propagating 
modes (transducer with one physical symmetry plane having EW) at the circular waveguide (transmission 
from TErec 

10), higher than 55 dB in the 88–100 GHz band. 

in W-band. Assuming a break down field of 30 kV/cm, and analyzing the criti-
cal dimension of each design, a 240 kW value has been obtained for the Ku-band 
transducer, while 9.6 kW for the W-band design. 

3. Design of the 16-way and 5-way power dividers 

The circular waveguide TE01 mode generated by the transducer has to excite the 
radial divider, whose symmetry guarantees that the N output ports in Figure 1 will 
have the same signal in amplitude and phase. Under the assumption that the radial 
divider will have low return loss, the power carried by the circular waveguide TE01 
mode is equally divided in magnitude and phase into the TE10 mode of the N rect-
angular waveguides at the output ports. The radial dividers have typically a metallic 
post (with one or more sections) at the bottom of the structure. However, since 
the number N of output ports for the Ku- and W-band designs is very different (16 
versus 5, respectively), additional strategies have been followed in each design for 
obtaining the specified challenging return loss level. 

3.1 16-way radial divider 

In the case of a large number of ports, as in the 16-way power divider in the 
Ku-band, reduced height rectangular waveguides are typically connected to the base 
of the radial divider [11, 12]. Since the ports are implemented in standard wave-
guides, in this case N stepped transformers (normally only changing the height) 
would be required between the output ports and the circular cylinder of the divider. 
Therefore, the complexity, the size and the insertion losses would be increased. The 
design shown in Figure 6a avoids these transformers, with standard WR75 wave-
guides directly attached to the divider base. Therefore, even though 16 output wave-
guide ports are involved in the design, the radius of the base size is not enlarged. 
Since the height of the waveguide is not decreased, full power handling capability is 
maintained, and insertion losses are not degraded. In addition, 16 transformers are 
avoided, simplifying the manufacturing process and reducing the cost. 

The radial symmetry with appropriate EW boundary conditions is also exploited 
in the simulations to reduce drastically the computation time. Figure 6b shows the 
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Figure 6. 
(a) 3D CAD view of 16-way divider with the standard WR75 waveguides directly attached to the base without 
stepped transformers. (b) Simulated response of the reflection coefficient of the circular waveguide TEcir 

01 
mode, and the transmission to the TErec 

10 rectangular ports (from the TEcir 
01), in the 16-way divider (only one 

quarter of the structure); in the inset, a 3D CAD view includes the port numbering. 

theoretical full-wave simulated response of one quarter of the divider. The return 
loss level is better than 30 dB in the 2 GHz bandwidth. In the same figure, it can be 
seen the transmission coefficients corresponding to the simulation of one quarter of 
the whole structure. Thus, insertion loss in ports P3, P4 and P5 is 6 dB, but in ports 
P2 and P6, with half-height, the level is 3 dB lower than in the other three, i.e., 9 dB 
(see the port numbering in the inset of Figure 6b). After this response is obtained, 
the 16-way power divider is ready to be connected to the transducer. 

3.2 5-way radial divider 

The ideal S-parameter matrix of a 5-way power divider is shown in (Eq. (1)), 
following the notation used in [33] (Figure 7). The coefficients α and β represent 
the matching of the input and output ports, respectively. The coefficient γ is 
related to the input power division, while the coefficients η1 and η2 describe the 
coupling between pairs of different waveguide ports, two values in the case of N = 5. 
Assuming that the structure is lossless, the S-matrix is unitary and, consequently, 
it is possible to obtain the value of its elements, imposing perfect matching at the 
input port, i.e., α = 0. Table 2 collects all the possible values for the other four ele-
ments (16 different matrices). It is interesting to note that in the case of N = 5, it is 
theoretically possible to match all the ports (α = β = 0). 

Figure 7. 
Scheme of a 5-way radial power combiner with port numbering according to (Eq. (1)). 
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Table 2. 
All possible solutions for the S-matrix coefficients in an ideal 5-way radial divider. 

Figure 8. 
(a) 3D CAD view of the 5-way divider. (b) Simulated response of the reflection coefficient for the circular 
waveguide TEcir 

01 mode, and the transmission to the TErec 
10 rectangular ports (from TEcir 

01) (only half of the 
structure); in the inset, a 3D CAD view including the port numbering is shown. 

For our W-band design, the 5-way power divider implementation will follow 
the configuration shown in Figure 8a. In the full-wave simulations, the radial 
symmetry with appropriate EW boundary conditions is exploited to reduce the 
computation time. Figure 8b  shows the theoretical full-wave simulated response 
of the divider. The return loss level is better than 30 dB in the 12 GHz bandwidth. 
Since the simulation has been done over one half of the structure, the insertion loss 
for ports P3, P4 is 4.77 dB. In port P2, with half-height, the level is 3 dB lower than in 
the others three, i.e., 7.77 dB (see the port numbering in the inset of Figure 8b). 

4.  Integration of the transducer with the divider: experimental results of 
the Ku-band and W-band power combiners 

The last step in the design is the integration of the mode transducer and the 
radial divider. Since the return loss levels in both components have been carefully 

49 

http://dx.doi.org/10.5772/intechopen.82840


 
  

 

 
 

 
 

 
  

 

 
  

 

  
 

 
    

 
  

   
 
 

  

 

Electromagnetic Fields and Waves 

controlled, the final optimization of the full power combiner is a simple task only 
involving a few parameters: the radius of the circular waveguide and the dimensions 
of the matching cylinders in the divider and in the transducer. After that, the power 
combiners are manufactured and tested. 

4.1 Experimental results of the Ku-band power combiner 

The 16-way radial Ku-band power combiner has been manufactured in brass. 
Figure 9a  shows a photograph of the unit during the experimental characterization 
of the scattering parameters. In the photograph of Figure 9a, the combiner has 16 
high-precision WR75 matched loads attached to its output ports. The manufactur-
ing has been done in four parts, two halves corresponding to the mode transducer 
and another two halves corresponding to the radial divider. The cuts separating the 
parts have been done along the E-plane of the waveguides, in order to reduce the 
insertion losses. 

Figure 9b shows the comparison between the simulation and the measurement 
of the return loss level, under excitation by the input common port. In the inset, 
the port numbering has been included in a 3D CAD view. The agreement between 
theory and simulation is excellent, even when the measured value is better than 
30 dB in the 11–13 GHz bandwidth. Only a small difference is shown at the upper 
extreme of the band at 13 GHz. 

Figure 10a presents the measured insertion loss of the 16-way combiner com-
pared with i) the theoretical value assuming perfect conductor (σ = ∞, −12.04 dB), 
and ii) the average value simulated corresponding to the brass conductivity 
(σ = 15.9·106 S/m, −12.15 dB). From these results, it can be said that the effective 
conductivity obtained in the manufacturing has virtually achieved the nominal 
value. The amplitude balance is also very good, since the extreme values are within 
±0.15 dB. The phase responses of the transmission from the input to the 16 output 
ports are shown in Figure 10b, with a detail in the inset. The balance between the 
extreme values is very good as well, within ±2.5o. 

Figure 11a shows the transmission between two output ports to characterize the 
isolation. One of the output ports has been selected, the sixth in this case, according 
to the inset in Figure 9b, which represents a generic case because of the rotational 

Figure 9. 
(a) Manufactured Ku-band prototype in the test bench including the high-precision matched loads in the 
output ports for the experimental testing. (b) Comparison between the simulation and the measurement of the 
return loss at the input (port 1 in the figure). In the inset, a 3D CAD view shows the port numbers. 
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Figure 10. 
(a) Measured insertion loss of the 16-way Ku-band combiner compared with the theoretic value assuming 
perfect conductor (σ = ∞, −12.04 dB), and the average value simulated corresponding to the brass conductivity 
(σbrass = 15.9 MS/m, −12.15 dB). (b) Measured phases of the 16-way combiner from port 1 to ports 2–17, with a 
detail in the inset. 

Figure 11. 
(a) Measured isolation response of the 16-way Ku-band power combiner: Transmission between the output 
port 6 (see the inset in Figure 9b) and the adjacent output ports of a middle of the combiner, i.e., the S7,6, S8,6, 
etc. until S14,6 parameter. (b) Comparison between the simulated and measured combining efficiency. 

symmetry. The graph shows the measured transmission to the adjacent ports: S7,6, S8,6, 
etc., until the S14,6 parameter. The results for the other parameters related to the other 
half of the divider would be similar (the simulated results would be exactly equal 
for a perfectly symmetric combiner). The average value for these eight responses is 
approximately −14 dB. However, it is interesting to note that the worst case corre-
sponds to the isolation between two contiguous ports, the S7,6 parameter in this case, 
where the minimum value is close to −6 dB. 

In power combiners, a key figure of merit is the combining efficiency param-
eter [34], defined in (Eq. (2)), using the number 1 for the input common port. It 
characterizes the combined effect of the deviations of both magnitude and phase 
with respect to the ideal behavior. Figure 11b shows the simulated and measured 
efficiency, which is better than 95% in the whole operating bandwidth. 

__1 N 
ξ =  ∑ Sk+1,1 (1) N | |

2 

k=1 
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4.2 Experimental results of the W-band power combiner 

The 5-way radial W-band power combiner has been also manufactured in brass 
[16] by micromachining. The unit has been divided into four parts, which will be 
stacked vertically. Figure 12a shows the CAD view of the parts separated before 
the assembly, and also after the integration. Figure 12b shows a photograph of the 
combiner during the experimental characterization of the scattering parameters, 
with high-precision WR10 matched loads. 

The comparison between the simulation and the measurement of the return 
loss level is shown in Figure 13a. This is the reflection coefficient seen at the input 
common port, which is port 6 in the numbering in the inset of the figure. The mea-
sured level is better than 20 dB in the complete operation band (12 GHz centered 
at 94 GHz), and better than 25 dB in the 80% of this bandwidth. These measured 
levels are coherent with the sensitivity analysis of the power divider taking into 
account a tolerance for the fabrication of ±0.02 mm. 

A systematic process has been followed to characterize the insertion loss of all 
the transmissions between the common input and the five outputs. According to 

Figure 12. 
(a) 3D CAD of the four sections in E-plane configuration to make the 5-way W-band combiner and its final 
assembly. (b) Manufactured prototype in the measurement bench including the high-precision matched loads in 
the output ports for the experimental characterization. 

Figure 13. 
(a) Comparison between the simulation and the measurement corresponding to the return loss level of the 
5-way power combiner excited by the input common port (port 6 in the figure). In the inset a 3D CAD view 
is shown including the port numbers. (b) Measured insertion loss of the 5-way combiner compared with the 
theoretical value assuming perfect conductor (σ = ∞, −6.99 dB), and the average value simulated corresponding 
to the brass conductivity (σbrass = 15.9 MS/m, −7.35 dB). 
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Figure 14. 
(a) Measured phases of the 5-way combiner, with a detail in the inset showing its very small difference. (b) 
Measured isolation response corresponding to the transmission between output port 1 (see the inset in Figure 13a), 
and the adjacent output ports of a middle of the combiner, i.e., the S2,1 and S3,1, parameters. 

Figure 15. 
Comparison between the simulated and measured combining efficiency of the 5-way W-band power radial 
combiner. 

the numbering in the inset of Figure 13a, the vector network analyzer is connected 
between port 6 and the corresponding port from 1 to 5, while the other four ports 
are connected to high precision matched loads (i.e., with return loss level better 
than 40 dB at W-band). 

Figure 13b presents the measured insertion loss of the 5-way combiner com-
pared with the theoretical value assuming perfect conductor (σ = ∞, −6.99 dB), 
and the average value simulated corresponding to the brass conductivity 
(σbrass = 15.9·106 S/m, −7.35 dB). The average measured value of −7.6 dB implies that 
the effective conductivity obtained in the manufacturing is only slightly degraded 
with respect to the nominal value. The balance for the amplitudes is very good, 
since it is within ±0.4 dB at the extremes of the band. 

The phase response of the transmission between the input and the five output 
ports is shown in Figure 14a, with a difference at the extremes of the band within 
±3.5o, which also emphasizes the accurate manufacturing for obtaining this reduced 
margin at this band. Figure 14b shows the transmission between two output ports 
to characterize the isolation. Since the structure is symmetric, a generic port is 
selected (number 1 in this case, using the numbering in the inset of Figure 13a). In 
consequence, it is simulated and measured the transmission to its adjacent ports, 
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i.e., the S2,1 and S3,1 parameter. Their average level is approximately −7 dB, very close 
to the theoretical value of |η1| = |η2| = |√5/5| in Table 2, which is −6.98 dB. Finally, 
the efficiency has been simulated and measured showing both results in Figure 15. 
The measured efficiency is better than 85% in the whole operating bandwidth. 

5. Conclusions 

Two radial power combiners based on the TE01 mode of the circular waveguide 
have been designed, manufactured, and tested. They can be used in high-frequency 
systems for diverse applications at microwave and millimeter wave bands. A 
systematic step-by step process has been followed to control the partial responses 
of the two main building blocks of the combiner, i.e., the mode transducer and 
the radial divider. In all the steps, the symmetry of each building block has been 
taken into account to reduce the computational effort in the optimization process. 
Moreover, the geometries have been simplified as much as possible to ease the 
manufacturing and to reduce the cost. 

For the mode transducers, a strict control of the modes in the problem has been 
done by means of a rigorous analysis of the symmetry planes and the mode families 
involved in the structures. The sidewall excitation has led to very compact struc-
tures, which can also be used for mode transduction in other fields such as plasma 
heating. 

In the case of the Ku-band 16-way divider, the output waveguides are directly 
connected to the divider without increasing the radius of the cylinder, avoiding 
extra stepped transformers. This improves the power handling and simplifies the 
manufacturing with respect to other designs using reduced height waveguides. In 
the case of the W-band 5-way divider, a careful design and the manufacturing by 
means of high precision micromachining with stacked waveguides have led to an 
excellent experimental performance. 

The experimental results in both Ku- and W-bands are, to the authors’ knowl-
edge, the state-of-art of radial combiners based on the TE01 mode of the circular 
waveguide. This statement is based on the obtained results in return and insertion 
loss, and balance for both the phase and the amplitude. The Ku-band 16-way divider 
power combiner has achieved a 95% measured efficiency in a 16.7% fractional 
bandwidth. The W-band 5-way divider power combiner shows an 85% measured 
efficiency in a 12.8% fractional bandwidth. 
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Chapter 4 

Energy Transfer from 
Electromagnetic Fields to 
Materials 
Graham Brodie 

Abstract 

Electromagnetic fields are complex phenomena, which transport energy and 
information across space. Information can be imposed onto electromagnetic waves 
by human ingenuity, through various forms of modulation; however, this chapter 
will focus on the acquisition of information as electromagnetic waves are generated 
by materials or pass through materials. The chapter will also consider how energy is 
transferred to materials by electromagnetic fields. 

Keywords: electromagnetic propagation, dielectric properties, 
information acquisition, dielectric heating 

1. Introduction 

Electromagnetic fields are a complex phenomenon because they can propagate 
through vacuum without the need for a material medium, they simultaneously 
behave like waves and like particles [1, 2], and they are intrinsically linked to the 
behaviour of the space–time continuum [3]. It can be shown that magnetic fields 
appear through relativistic motion of electric fields, which is why electricity and 
magnetism are so closely linked [4]. It has even been suggested that electromagnetic 
phenomena may be a space–time phenomenon, with gravitation being the result of 
space–time curvature [3] and electro-magnetic behaviour being the result of space– 
time torsion [5]. 

James Clerk Maxwell developed a theory to explain electromagnetic waves. He 
summarised this relationship between electricity and magnetism into what are now 
referred to as “Maxwell’s Equations.” An EM wave is described in terms of its: 

1. Frequency (f), which is given the unit of Hertz (Hz); 

2. Wavelength (λ), which is the distance between successive crests or troughs in 
the wave (m); and 

3. Speed (c), which is measured in metres per second. 

These three properties are related by the equation: 

c ¼ λf (1) 
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Figure 1. 
Schematic of the electromagnetic spectrum. 

The speed of the electromagnetic wave is determined by: 

1 
c ¼ pffiffiffiffiffi (2) 

με 

where ε is the electrical permittivity of the space in which wave exists and μ is 
the magnetic permeability of the space in which the wave exists. 

Electromagnetic waves can be of any frequency; therefore, the full range of 
possible frequencies is referred to as the electromagnetic spectrum. The known 
electromagnetic spectrum extends from frequencies of around f = 3 � 103 Hz 
(λ = 100 km) to f = 3 � 1026 Hz (λ = 10�18 m), which covers everything from ultra-
long radio waves to high-energy gamma rays [6]. A schematic of the electromag-
netic spectrum is shown in Figure 1. 

Electromagnetic waves can be harnessed to: transmit information; acquire 
information from a medium; or transmit energy. The first category of applications 
includes: terrestrial and satellite communication links; the global positioning system 
(GPS); mobile telephony; and so on [7]. The second category of applications 
includes: radar; radio-astronomy; microwave thermography; remote sensing and 
detection, and material property measurements [8]. The third category of applica-
tions is associated with electromagnetic heating and wireless power transmission. 

This chapter will focus on the interactions of electromagnetic waves with mate-
rials and will therefore include acquiring information from a medium and transition 
of energy. 

2. Some background theory 

When electromagnetic waves encounter materials, the wave will be partially 
reflected, attenuated, delayed compared with a wave travelling through free space 
[9–11], and repolarised. Surface interactions, such as reflection, refraction, trans-
mission and repolarisation reveal important information about the material and its 
immediate environment. For example, Figure 2 shows how reflection from the 
surface of a pond and transmission of light from in the pond water reveal 
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Figure 2. 
The combination of surface reflection and transmission through the water in this pond reveal the fish in the 
water and the trees in the immediate environment of the pond, hence visible light can acquire and transfer this 
information through space. 

information about what is in and around the pond. All interactions between elec-
tromagnetic waves and materials are governed by the dielectric properties of the 
material and how these properties alter the electrical and magnetic properties of the 
space occupied by the material. 

2.1 Dielectric properties of materials 

All materials alter the space, which they occupy. Because materials are com-
posed of various charged particles, these alterations include changes to the electrical 
and magnetic behaviour of space. These properties are described by the electrical 
permittivity and magnetic permeability of the space, which the electromagnetic 
fields encounter. 

Magnetic permeability is the measure of the ability of a material to support the 
formation of a magnetic field within itself. The magnetic permeability of space is: 
μo = 4π ˜ 10 °7 (H/m). Except in the case of ferromagnetic materials, the magnetic 
permeability of many materials is equivalent to that of free space. The magnetic 
permeability of ferromagnetic materials varies greatly with field strength. 

Space itself has dielectric properties [12] with an electrical permittivity of 
1 °1 approximately εo = 8.8541878 ˜ 10 °12 or εo≈ ˜ 10°9 F m . Electrical permittiv-36π 

ity describes the amount of charge needed to generate one unit of electric flux in 
a medium. All materials increase the electrical permittivity of the space they 
occupy, compared with free space (vacuum); therefore, some materials can support 
higher electric flux than free space. These materials are referred to as dielectric 
materials. 

Debye [13] studied the behaviour of solutions with polar molecules and conse-
quently refined the complex dielectric constant, which includes the conductivity of 
the material. His final equation became: 

63 

http://dx.doi.org/10.5772/intechopen.83420


� � 

Electromagnetic Fields and Waves 

εs � ε∞ σ 
ε ¼ ε∞ þ � j (3) 

1 þ jωτ ωεo 

where ε∞ is the dielectric constant at very high frequencies; εs is the dielectric 
constant at very low frequencies; ω is the angular frequency (rad s�1); τ is the relaxa-
tion time of the dipoles (s); σ is the conductivity of the material (Siemens m�1); j is the pffiffiffiffiffiffi 
complex operator (i.e. j ¼ �1), and εo is the dielectric permittivity of free space. 

Manipulating Eq. (3) to separate it into real and imaginary components yields: 

εs � ε∞ ðεs � ε∞Þωτ σ 
ε ¼ ε∞ þ � j þ ¼ ε0 � jε″ (4) 

1 þ ω2τ2 1 þ ω2τ2 ωεo 

The relaxation time τ is a measure of the time required for polar molecules to 
rotate in response to a changed external electric field, and hence determines the 
frequency range in which dipole movement occurs. This response time depends on 
the temperature and physical state of the material. 

The dielectric constant ε’ affects the wave impedance of the space occupied by 
the dielectric material [14] and causes reflections at the inter-facial boundary 
between materials due to changes in the wave impedance of the space occupied by 
the material. These changes in wave impedance also cause a change in the wave-
length of the electromagnetic fields inside the dielectric material, compared with 
the wavelength in air or vacuum [15]. This change in wavelength affects the 
propagation velocity of the wave within the material. 

The dielectric loss ε” represents the resistive nature of the material [16], which 
reduces the amplitude of the electromagnetic field and generates heat inside the material. 

It is common practice to express the dielectric properties of a material in terms 
of the relative dielectric constants κ’ and κ”, which are defined as: ε’ = κ’εo and 
ε” = κ”εo. The general form of the dielectric properties of polar materials resembles 
the normalised example shown in Figure 3. 

The dielectric properties of most materials are directly associated with its 
molecular structure. Debye’s basic relationship assumes that the molecules in a 
material are homogeneous in structure and can be described as “polar”. Since few 
materials can be described in this way, many other equations have been developed 
to describe frequency-dependent dielectric behaviour. 

Figure 3. 
Normalised dielectric properties of a polar material. 
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In many cases, the material may be regarded as a composite or mixture and will 
exhibit multiple relaxation times. If this is the case then the complex dielectric 
constant may be represented by a variation of Debye’s original equation [17]: 

˜ ° ˜ ° 
κs � κ1 κ1 � κ2 σ 

κ ¼ κ∞ þ a þ b þ :: � j (5) 
1 þ jωτ1 1 þ jωτ2 ωεo 

where κ1 and κ2 are intermediate values of the dielectric constant between the 
various relaxation periods of τ1 and τ2, and a and b are constants related to how 
much of each component is present in the total material. 

2.2 Temperature dependence of the dielectric properties 

As temperature increases, the electrical dipole relaxation time associated with 
the material usually decreases, and the loss-factor peak will shift to higher frequen-
cies (Figure 4). For many materials, this means that at dispersion frequencies the 
dielectric constant will increase while the loss factor may either increase or decrease 
depending on whether the operating frequency is higher or lower than the relaxa-
tion frequency [18]. For example, Table 1 demonstrated how the dielectric proper-
ties of some food stuffs, in the microwave band, vary with temperature. 

Some food stuffs in Table 1 follow the predicted trend of increasing dielectric 
constant as temperature increases; however, it is apparent that the dielectric con-
stant of other entries in Table 1 decline with increasing temperature rather than 
increasing with temperature. This is linked to their water content, because the 
dielectric constant of water at a fixed frequency decreases with increasing temper-
ature (Figure 4). Figure 5 shows how the dielectric properties of water vary with 
temperature, over a wider range of frequencies. 

2.2.1 Density dependence of dielectric properties 

Because a dielectric material’s influence over electromagnetic waves depends on 
the amount of the material present in the space occupied by the material, it follows 
that the density of the material must influence the bulk dielectric properties of 

Figure 4. 
Dielectric properties of pure water as a function of temperature at 2.45 GHz. 
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Food product Moisture content Fat content Temperature 

50 75 100 

ε’ ε” ε’ ε” ε’ ε” 

Peanut butter — 48.5 3.1 4.1 3.2 4.5 3.5 5.0 

Ground beef 50.7 31.9 39.0 10.4 32.2 11.5 31.7 12.6 

Ham 69.1 4.7 66.6 47.0 87.4 57.0 101.0 60.0 

Concentrated orange juice 57.6 — 54.1 15.7 53.5 15.2 52.0 15.7 

Mashed potatoes 81.3 0.9 60.6 17.4 56.3 16.5 52.9 15.8 

Peas, cooked 778.6 — 60.8 12.6 50.5 9.7 46.6 9.1 

Table 1. 
Dielectric properties of some common foods at 2.8 GHz as a function of temperature (source: [19]). 

Figure 5. 
Dielectric properties of pure water as a function of frequency and temperature (data sources: [20]; model for 
dielectric properties based on: [21]). 

materials. This is especially true of particulate materials, such as soil, grains or flours 
[18]. 

As an example, the dielectric properties of oven dry wood, with the electric field 
oriented perpendicular to the wood grain, are described by [22]: 

˛ ˜ °˝ ð π 1�α ðκo � κ∞Þ 1 þ ωτ 1�αÞ Cos 
κ 
0 ¼ κ∞ þ ˛ ˜ 2 °˝ (6) 

1 þ ωτ2 1ð �αÞ þ 2ωτð1�αÞ Cos π 1�α 
2 

and 

˛ ˜ °˝ ð π 1�α ðκo � κ∞Þ 1 þ ωτ 1�αÞ Cos 2 κ″ ¼ ˛ ˜ °˝ (7) 
2 1  þ ωτ2 1ð �αÞ þ 2ωτð1�αÞ Cos π 1�α 

2 

Table 2 shows the values of κo and κ∞ as a function of wood density. 
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2.3 Wave propagation 

If a material is homogeneous in terms of its electromagnetic properties, it is 
apparent that an incident electromagnetic wave would be partly reflected at the 
material boundary and partly transmitted. The transmitted energy would be dissi-
pated due to any losses within the medium. If a plane wave is propagating through 
space in the x-direction, it can be described by: 

jðkx�ωtÞ E xð ; tÞ ¼ Eoe (8) 

where, in general, the wavenumber (k) can be described by: 

k ¼ koðβ þ jαÞ (9) 

where ko is the wavenumber of free space: 

2πf 
ko ¼ (10) 

c 

Van Remmen, et al. [23] show that the components of the wavenumber are 
given by: 

vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi u qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi u t 1 þ 
� 
κ} �2 þ 1 

β ¼ κ0 κ0 (11) 
2 

and: 

vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi u qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi u � �2 t 1 þ κ} � 1 
α ¼ κ0 κ0 (12) 

2 

The term α is associated with wave attenuation with distance travelled through a 
medium. For free space (or air) α = 0 at most frequencies. 

For a wave that is perpendicularly incident onto the surface of a material, the 
reflection coefficient, which is the ratio of the reflected wave amplitude to the 
incident wave amplitude, is given by: 

ðβ1 þ β2Þðβ1 � β2Þ þ ðα1 þ α2Þðα1 � α2Þ ðβ1 þ β2Þðα1 � α2Þ � ðβ1 � β2Þðα1 þ α2Þ Γ ¼ þ j 2 2 2 2 ðβ1 þ β2Þ þ ðα1 þ α2Þ ðβ1 þ β2Þ þ ðα1 þ α2Þ 
(13) 

�3) Wood density (g cm κo κ∞ 
�3) Wood density (g cm κo κ∞ 

0.13 1.4 1.16 1.0 4.0 2.3 

0.2 1.6 1.2 1.2 4.8 2.5 

0.4 2.0 1.4 1.4 6.0 2.8 

0.6 2.5 1.65 1.53 6.8 2.9 

0.8 3.2 2.03 

Table 2. 
Values of κs and κ∞ for oven dried wood of various densities when the electric field is perpendicular to the wood 
grain (based on data from: [22]). 
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where the subscripts refer to medium 1 and medium 2 across the medium 
interface. The transmission coefficient, which is the ratio of the transmitted wave 
amplitude to the incident wave amplitude, is given by: 

( ) 
2 β1

2 þ β1β2 þ α1α2 þ α1 β2α1 � β1α2 τ ¼ 2 þ j (14) 2 2 2 2 ðβ1 þ β2Þ þ ðα1 þ α2Þ ðβ1 þ β2Þ þ ðα1 þ α2Þ 

Therefore, the wave, which propagates across a boundary from one medium (or 
vacuum) to another, is described by: 

j kð oβx�ωt �koαx E xð ; tÞ ¼ Eoτ ∙ e Þ ∙ e (15) 

3. Transmission through a material 

If the electromagnetic wave passes through a material, the wave emerging on the 
other side will be described by: 

j kð oβ1xþkoβ2L�ωt �koα2L E xð ; tÞ ¼ Eoτ1,2 ∙ τ2,1 ∙ e Þ ∙ e (16) 

where τ1,2 and τ2,1 are the transmission coefficients of the two material interfaces 
and L is the thickness of the material through which the wave passes. Therefore, the 
wave is delayed, phase shifted (because of the complex value of the transmission 
coefficient) and attenuated by the material, in comparison to a similar wave prop-
agating though free space. This is illustrated in Figure 6. 

Figure 6. 
Schematic of some changes in an electromagnetic wave associated with transmission through a material. 
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4. Non-invasive detection of internal structures of objects 

Wave attenuation, reflections from the material surface, and internal scattering 
from embedded objects or cavities in the material causes “shadows” on the 
opposite side of the material from the electromagnetic source. An X-ray image 
(Figure 7) is a good example of how shadows associated with propagation delay and 
wave attenuation can be used to interpret the internal structures of objects. 
Effectively the combination of attenuation and phase delay, which are directly 
linked to the dielectric properties of the material, provide information about the 
material through which the electromagnetic wave travels. 

Wave penetration into any material can be defined by the penetration depth (d), 
when the ratio of the wave amplitude to initial amplitude is 1 ¼ 0:3679: e 

1 
d ¼ (17) 

koα 

The penetration depth of an electromagnetic wave is inversely proportional to 
the wave frequency and the attenuation factor of the material. If the penetration 

Figure 7. 
Example of an X-ray image. 
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Figure 8. 
Schematic of a ‘look through’ microwave system for assessing the properties of materials. 

depth of a material is far greater than the thickness of the material at a given 
frequency, the material appears to be ‘transparent’ to the electromagnetic wave. If 
the penetration depth of a material is far smaller than the thickness of the material 
at a given frequency, the material appears to be ‘opaque’. If the penetration depth of 
the material is similar to the thickness of the material at a given frequency, the 
material may be regarded as ‘translucent’. 

Although X-rays have been used to investigate the internal features of objects, 
other frequencies of the electromagnetic spectrum can also be used [24]. For exam-
ple, microwaves can be used to assess the internal structure of materials, by ‘looking 
through’ the objects, as illustrated in Figure 8. Such microwave systems have been 
used to assess moisture content of materials [25–28], detection of decay is timber 
[29–31], detection of insects in bulk materials such as grains and wood [32–34], 
assessment of wooden structures of cultural significance [24], and ‘see through 
walls’ Wi-Fi imaging [35, 36]. 

5. Energy transfer 

Electromagnetic waves can transfer energy from one object to another through 
open space. Generally, the amount of energy transferred depends on: the intensity 
of the electromagnetic fields; the frequency of the fields’ oscillations; and the 
dielectric properties of the material. The power dissipated per unit volume in a 
non-magnetic, uniform materials, exposed to electromagnetic fields can be 
expressed as [37]: 

�2koαx P xð  Þ ¼ 55:63 � 10�12 ∙ f ∙ ðτ ∙ EÞ2 ∙ κ″ ∙ e (18) 

where f is the frequency, κ” is the dielectric loss factor of the heated material, ko 

is the wavenumber of free space, α is the attenuation factor, and x is the distance 
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below the surface of the material. Therefore, more power is dissipated in a material 
at higher frequencies; however, the wave attenuation factor is higher at higher 
frequencies and therefore the penetration of the heating into the surface of the 
material is lower at higher frequencies. 

5.1 Dielectric heating 

Dielectric heating usually takes place in the radio frequency, microwave or 
millimetre wave bands of the electromagnetic spectrum. Before World War II, 
there is little evidence of work on dielectric heating; however, Kassner [38] men-
tions industrial applications of microwave energy in two of his patents on spark-gap 
microwave generators [38–40]. Unfortunately early studies in radio frequency 
heating concluded that microwave heating of food stuffs would be most unlikely 
because the calculated electric field strength required to heat biological materials 
would approach the breakdown voltage of air [41]. 

A discovery that microwave energy could heat food by Spencer [42] lead to a 
series of patents for microwave cooking equipment [43–45]. Radiofrequencies and 
microwaves interact with all organic materials. The strength of this interaction 
depends on the dielectric properties of the materials. These dielectric properties are 
strongly influenced by the amount of water in the material. Absorption of radio-
frequency or microwave energy by these dielectric materials generates heat in the 
material. 

The major advantages of dielectric heating are its short start-up, precise control 
and volumetric heating [46]; however dielectric heating suffers from: uneven 
temperature distributions [10, 23]; unstable temperatures [47–50]; and rapid mois-
ture movement [51]. The advantage of radio frequency and microwave heating is 
its volumetric interaction with the heated material as the electromagnetic energy 
is absorbed by the material and manifested as heat [52]. This means that the heating 
behaviour is not restricted by the thermal diffusivity of the heated material. 

In industry, dielectric heating is used for drying [46, 53–55], oil extraction from 
tar sands, cross-linking of polymers, metal casting [46], medical applications [56], 
pest control [32], enhancing seed germination [57], and solvent free chemistry [58]. 

The temperature response of the material, other than on the surface, is limited 
by the coefficient of simultaneous heat and moisture movement [51]. If for any 
reason the local diffusion rate is much less than the electromagnetic power dissipa-
tion rate, the local temperature will increase rapidly. With increasing temperature, 
the properties of the material change. If such changes lead to the acceleration of 
electromagnetic power dissipation at this local point, the temperature will increase 
more rapidly. The result of such a positive feedback is the formation of a hot spot, 
which is a local thermal runaway [59]. 

Thermal runaway, which manifests itself as a sudden temperature rise due to 
small increases in the applied electromagnetic power, is very widely documented 
[48, 60]. It has also been reported after some time of steady heating at fixed power 
levels and is usually attributed to temperature dependent dielectric and thermal 
properties of the material [48, 60]. 

5.2 Hot body radiation energy transfer 

Any object that is above zero degrees Kelvin will radiate energy in the form of 
electromagnetic photons. The German physicist, Max Planck (1858–1947), deduced 
that the radiation spectral density (ρ) given off from a hot object depended on the 
wavelength of interest and the temperature of the object. This spectral density can 
be described by: 
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2hc2 

ρ ¼ n o (19) 
hc λ5 eλkT � 1 

where h is Planck’s constant (6.6256 � 10�34 J s), c is the speed of light, λ is 
the electromagnetic wavelength of interest, k is Boltzmann’s constant (1.38054 � 
10�23 J K�1), and T is the temperature in Kelvin. A typical set of spectral distribu-
tions for different temperatures is shown in Figure 9. 

The wavelength at which peak radiation intensity occurs can be found by dif-
ferentiating Planck’s equation and setting the derivative equal to zero. Therefore, 
the wavelength of peak radiation is determined by: 

hc 
λp≈ (20) 

5kT 

where λp is the peak radiation wavelength (m). At room temperature, or above, 
the wavelength of peak radiation will be in the micrometre range (�10 μm), which 
is in the long-wavelength infrared band (Table 3). The penetration of electromag-
netic energy into materials is limited by the wavelength and the dielectric properties 
of the material [61], as pointed out in Eq. (17). The penetration depth of any 
radiation from objects at room temperature, or above, will be in the nanometre 

Figure 9. 
Radiative spectral density at different temperatures as a function of temperature and wavelength. 

Division name Abbreviation Wavelength (μm) Temperature (K) 

Near infrared NIR 0.75–1.4 3964–2070 

Short-wavelength Infrared SWIR 1.4–3.0 2070–966 

Mid-wavelength Infrared MWIR 3.0–8.0 966–362 

Long-wavelength Infrared LWIR 8.0–15.0 362–193 

Far infrared FIR 15.0–1000 193–3 

Table 3. 
A commonly used sub-division scheme for the infrared part of the electromagnetic spectrum. 
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range; therefore, this form of radiative energy transfer must be regarded as a 
surface phenomenon, where further energy transfer from the surface into the 
material occurs via internal conduction and convection. 

The total radiated power can be determined by integrating Planck’s equation 
across all wavelengths for a temperature to yield the Stefan-Boltzmann equation. 
The power transferred from an object at one temperature to another object at a 
lower temperature is given by [62]: 

˜ ° 
q ¼ εσA T4 

A � T4 (21) p 

where q is the radiation power transferred (W); ε is the surface emissivity of the 
radiator material; σ is the Stefan-Boltzmann constant (5.6704 � 10�8 J s�1 m�2 K�4); A 
is the surface area of the heated object (m2); TA is the temperature of the infrared source 
(K); and Tp is the temperature of the material being heated (K). In the case of a normal 
object the power transfer is reduced by a factor ε, which depends on the properties of 
the object’s surface. This factor is referred to as the emissivity of the surface. 

5.3 Thermal imaging 

Brightness temperature is the temperature that a black body, in thermal equilib-
rium with its surroundings, would need to have in order to duplicate the 
observed electromagnetic wave intensity, at a known wavelength. The brightness 
temperature of a body can be determined by rearranging Planck’s equation to 
find Tb for a given spectral density value, at a wavelength λ: 

hc2 

Tb ¼ ˜ ° (22) 
2hc λk ∙ ln þ 1 ρλ5 

Figure 10. 
Thermal image of a microwave heated sample of biosolids. 
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The real surface temperature of an object can be determined by dividing the 
brightness temperature by the surface emissivity of the object being assessed. Since 
the emissivity is a value between 0 and 1, the real temperature will be greater than 
or equal to the brightness temperature. This is effectively how remote thermal 
sensors and thermal imaging systems operate (Figure 10). 

6. Conclusion 

Space-time behaves like a dielectric, allowing electromagnetic waves to propa-
gate through it. The inclusion of material objects in space alters the fundamental 
dielectric properties of space-time in such a way that electromagnetic energy is 
reflected from the surface of material objects, transmitted through material objects 
and absorbed by material objects. These interactions, along with other changes in 
the electromagnetic wave propagation, allow: information about the space occupied 
by the material object to be non-invasively acquired; or facilitates the transfer of 
energy from the electromagnetic wave to the material object. In a practical sense, 
these interactions between electromagnetic waves and material objects can facilitate 
remote sensing and energy transfer over very long distances. 
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Chapter 5 

Two Systems of Maxwell’s 
Equations and Two Corresponding 
Systems of Wave Equations in a 
Rotating Dielectric Medium 
Evgeny A. Bondarenko 

Abstract 

In this chapter, on the base of two basic systems of Maxwell’s equations for 
! 

electromagnetic field vectors E 
!
B and in a uniformly rotating dielectric medium, the 

two corresponding systems of wave equations have been derived (to the first order 
in an angular velocity Ω). From their comparative analysis, it can be seen that the 
structure of the wave equations for electromagnetic field vectors in the first system 
is asymmetrical with respect to Ω, while the structure of such equations in the 
second one is symmetrical. On this basis, it can be concluded that if the principle of 
symmetry is accepted as a criterion for selection, then second system of wave 
equations (and, therefore, corresponding the second set of Maxwell’s equations) for 

! ! 
E B andvectors may be preferred. 

Keywords: Maxwell’s equations, wave equations, Sagnac effect, fiber-optic gyro, 
ring laser gyro 

1. Introduction 

In order to develop the theory of fiber-optic gyro (or, e.g., ring laser gyro with 
resonator containing a dielectric medium with index of refraction n), one needs to 
have a system of Maxwell’s equations and corresponding system of wave equations 

! ! 
for electromagnetic field vectors E and B which are written in a frame of reference 

! ! 

which uniformly rotates in an inertial frame with angular velocity Ω (Ω ¼ 

Since the module v of vector v � r 

˜̃
 ! 
Ω 

˜̃
 ). 

! ¼Ω of a tangential velocity of such rotating 
device is much smaller than the speed of light, it is sufficient for these systems to be 
linear in v or, equivalently, in Ω. 

From the literature, it can be seen that there are mainly two basic systems of 
! ! 

Maxwell’s equations for electromagnetic field vectors E and B derived from the first 
principles and written for the case of a uniformly rotating dielectric medium. These 
two systems of equations are in good agreement with the experiments conducted 
for ring optical interferometers, fiber-optic gyros, and ring laser gyros containing in 
their arms the gas discharge tubes with Brewster’s windows. Both systems are based 
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0 on the Galilean description of rotation: x ¼ x cos Ω t0 þ y0 sin Ω t0, y ¼ �x0 sin Ω t0þ 
0 0 y cos Ω t0, z ¼ z , t ¼ t0 (superscript 000 refers to the inertial frame). 
In the absence of free charges and currents, the first system, which was first 

obtained in work [1] from the formalism of the theory of general relativity, may be 
written in the form (we keep the terms only up to first order in Ω): 

! 
! ! ∂ B r � E þ ¼ 0, (1) 

∂t 
! ! r � B¼ 0, (2) 

˜ ° 
! ! 1 ! ! 1 ∂ ˛ 

2 ! ! !˝ 
r � B � v � E � n E � v � B ¼ 0, (3) 

c2 c2 ∂t 
˜ ° 

! ! 1 ! ! r � E � v � B ¼ 0, (4) 
n2 

and the second one, which was first obtained in work [2] on the base of the use of 
the tetrad method in this theory, may be presented as 

˜ ° 
! ! ∂ ! 1 ! ! r � E þ B þ v � E ¼ 0, (5) 

∂t c2 

˜ ° 
! ! 1 ! ! r � B þ v � E ¼ 0, (6) 

c2 

˛ ˝ ! ! 1 ∂ ! ! ! 2 r � B � n E � v � B ¼ 0, (7) 
c2 ∂t ˜ ° 

! ! 1 ! ! r � E � v � B ¼ 0: (8) 
n2 

Systems of Maxwell’s Eqs. (1–4) and (5–8) are written here in units of the SI. 
! ! 

They contain only two electromagnetic field vectors E and B. In the named original 
works [1] (see expressions (5), (14b) therein) and [2] (see relations (6.11), (6.12) 

! ! 
therein), these systems contain, besides vectors E and B, two more electromagnetic 

! ! 
field vectors D and H (which must be excluded). Systems (1–4) and (5–8) can be 
also found, for example, in subsequent works [3–8] and [9], respectively. In the 
case of vacuum (when n ¼ 1), sets (1–4) and (5–8) are transformed into the ones 
known correspondingly from works [10] and [11]. 

In the above systems, all the quantities are specified by the formulas 

! ! ! r¼ x̂ð∂=∂xÞ þ ŷð∂=∂yÞ þ ẑð∂=∂zÞ, E¼ Ex x̂ þ Ey ŷ þ Ez ẑ, B¼ Bx x̂ þ By ŷ þ Bz ẑ, 

! ! ! ! ! (9) Ω¼ Ωx x̂ þ Ωy ŷ þ Ωz z,^ r ¼ xx̂ þ y ŷ þ z ẑ, v ¼Ω � r ¼ vx x̂ þ vy ŷ þ vz z,^ 

vx ¼ Ωyz � Ωzy, vy ¼ Ωzx � Ωxz, vz ¼ Ωxy �Ωyx 

where x̂, ŷ, and ẑ are the unit vectors which form an orthogonal coordinate basis 
f x̂ ŷ ẑ g of a rotating frame; Ex, Ey, and Ez and Bx, By, and Bz are the components of 

! ! ! 
vectors E and B in this basis; Ω is the vector of angular velocity with which the basis 
f x̂ ŷ ̂z g rotates in the inertial frame; Ωx, Ωy, and Ωz are the components of vector 
! ! Ω; r is the radius vector of the given observation point in basis f x̂ ŷ ẑ g; x, y, and z 
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! ! are the components of vector r ; v is the vector of linear tangential velocity of the 
observation point calculated in the inertial frame; vx,vy, and vz are the components 

! of vector v ; n ¼ ðεr μrÞ1=2 is the index of refraction of a dielectric medium; and εr 
and μr are the relative permittivity and permeability of a medium, respectively. 

Remark about systems (1–4) and (5–8) 
⊲ 1. According to the textbook [12], in a uniformly rotating frame of reference 

with spatial rectangular coordinates x, y, z and time coordinate t, the quadratic form 

ds2 may be presented as ds2 ¼ gik dx
i dxk where x0 ¼ c t, x1 ¼ x, x2 ¼ y, and x3 ¼ z. In 

! 
z, the nonzero components of a space–time general, when Ω¼ Ωx xþ Ωy y þΩz ^ ^ ^ 

metric tensor (with determinant g ¼ �1) of such rotating frame may be written as 
2 2 g00 ¼ 1 � v =c , g11 ¼ g22 ¼ g33 ¼ �1, g01 ¼ g10 ¼ �vx =c, g02 ¼ g20 ¼ �vy =c, and 

g03 ¼ g30 ¼ �vz =c. Then, components καβ ¼ �gαβ þ g0α g0β =g00 of a spatial metric 
2 2 2 �1 tensor [with determinant κ ¼ ð1 � v2=c Þ ] of such frame will be κ11 ¼ 1 þ κ v =c , x 

2 2 2 2 2 2 κ22 ¼ 1 þ κ vy =c , κ33 ¼ 1 þ κ vz =c , κ12 ¼ κ21 ¼ κ vx vy =c , κ13 ¼ κ31 ¼ κ vx vz =c , and 
2 κ23 ¼ κ32 ¼ κ vy vz =c . From these formulas for καβ and κ, it follows that the spatial 

metric tensor of a rotating frame of reference, in a linear with respect to Ω 
approximation, has a diagonal form with nonzero elements κ11 ¼ κ22 ¼ κ33 ¼ 1 and 
its determinant κ ¼ 1. Therefore, in such approximation, geometry of space in a 
rotating frame of reference remains Euclidean (flat space). So, spatial rectangular 
coordinates x, y, and z (or, e.g., cylindrical coordinates ρ, ϕ, z) of the given 

! 
observation point in this frame have their usual sense, and the operator r in 
systems (1–4) and (5–8) may be used in usual way. ⊳. 

As one can see, the above two systems of Maxwell’s Eqs. (1–4) and (5–8) for 
! ! 

electromagnetic field vectors E and B are not identical: system (1–4) has asymmetri-
cal structure with respect to Ω in a sense that rotation manifests itself only in the third 
and fourth equations but not in the first and second ones; system (5–8) has symmet-
rical structure with respect to Ω because rotation manifests itself in all four equations. 
The reason of such difference between these two systems is that they were obtained 
in works [1, 2] with the help of two qualitatively different theoretical approaches. 

In this situation, one may ask the following questions: (1) what will the form of 
the two corresponding systems of wave equations for the named vectors in first and 
second cases be? (2) Which system of such wave equations (first or second) is 
preferred? The answers to these questions are not given in the literature. 

! ! 
So, the task of this research is to derive the wave equations for vectors E and B— 

at first on the base of system of Maxwell’s Eqs. (1–4) and then on the base of system 
(5–8). The results obtained in both cases must be compared. All calculations must 

! be performed with accuracy approximated to the first order in v (v ¼ ∣ v ∣) or, 
! 

equivalently, Ω (Ω ¼ ∣ Ω ∣). 

2. Auxiliary relations 

In this section, we are going to present some useful formulas for the quantities ˜ ° ˜ ° ˜ ° ˜ ° ! ˜ ° ! ! ! ! ! ! ! ! ! ! ! ! ! ! r � r � G , r � v � G , r � v � G , r v � G , and r 2 v � G which 
! ! ! ! ! ! ! involve vectors v¼Ω � r and G (G¼E, B). ˜ ° ! ! ! 

A. Consider the term r � r � G . It is known (see, e.g., handbook [13]) that 
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˜ ° ! ˜ ° ! ! ! ! ! ! ! 2 r x r x G ¼ -r G þ r  r . G : (10) 

˜ ° ˜ ° ˜ ° ˜ ° ! ! ! ! ! ! ! ! ! ! ! ! B. Consider the identity r x v x G ¼ G . r  v - v . r  G þ v r . G -
˜ ° ˜ ° ! ! ! ! ! ! ! ! ! ! ! ! ! G r . v . In the case v¼Ω x r , we have G . r  v ¼Ω x G, r . v ¼ 0, and, to 

˜ ° ! ! ! 

! ! 

˜ ° ˜ ° 

˜ ° ˜ ° ˜ ° ˜ ° 
G G G G D. Consider the identity . ¼ . r þ . r þ x r x þ v v v v r 

˜ ° ˜ ° ˜ ° 

^^ 

the first order in Ω, v r . G ¼ 0. Therefore 

˜ ° ˜ ° ! ! ! ! ! ! ! ! r x v x G ¼ - v . r  G þ Ω x G : (11) 

˜ ° ˜ ° ˜ ° ! ! ! ! ! ! ! ! ! C. Consider the identity r . v x G ¼G . r x v - v . r x G . Since 

! r x v ¼ 2 Ω, 

! ! ! ! ! ! ! ! r . v x G ¼ 2 Ω . G - v . r x G : (12) 

! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! !! ! ! ! ! ! 

˜ ° ˜ ° ˜ ° ! ! ! !! ! !!
Ω G G G G (13) . ¼ . r - x þ x r x v v v : r 

^ 

! ! ! ! G x r x v . Since G . r  v ¼Ω x G, r x v ¼ 2 Ω, and G x r x v ¼ 
˜ ° ! ! -2 Ω x G , 

! ! ! 

! ˜ ! ° 
2 E. Consider the vector r ! v x G . There is the formula 

! ˜ ° ! ˜ ° ! ˜ ° ! ˜ ° ! ! ! ! ! ! ! ! 2 2 2 2 x þr  y þr  z: x G x G x G x G (14) ¼ r  v v v v r 
x y z 

! ˜ ! ° ! 2 Let us first calculate the projection r v x G of this vector onto the axis x̂. 
x 

Taking into account (9), we have 

˛ ˝ ! ˜ ° 2 2 2 ! ˙ ˆ 2 r ! v x G ¼ 
∂ þ 

∂ þ 
∂ 

vy Gz - vz Gy , (15) 
x ∂x2 ∂y2 ∂z2 

or 

˛ ˝ ! ˜ ° 2 2 2 
2 ! ! ∂ ∂ ∂ ˇ ˙ ˆ ˘ r v x G ¼ þ þ ðΩz x -Ωx zÞGz - Ωx y - Ωy x Gy : (16) 

x ∂x2 ∂y2 ∂z2 

After the calculation, we get 

˛ ˝ ˛ ˝ ! ˜ ° ! ! ∂
2Gz ∂

2Gz ∂
2Gz ∂

2Gy ∂
2Gy ∂

2Gy 2 r v x G ¼ vy þ þ - vz þ þ 
x ∂x2 ∂y2 ∂z2 ∂x2 ∂y2 ∂z2 

˛ ˝ ˛ ˝ (17) 
∂Gy ∂Gz ∂Gy ∂Gz - 2Ωx þ þ 2 Ωy þ Ωz : 
∂y ∂z ∂x ∂x 

Let us add to the right-hand side of (17) the following terms: -2 Ωx ð∂Gx =∂xÞ and 
þ2 Ωx ð∂Gx =∂xÞ. Then 
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! ! ∂
2Gz ∂

2Gz ∂
2Gz ∂

2Gy ∂
2Gy ∂

2Gy r v � G ¼ vy þ þ � vz þ þ 
x ∂x2 ∂y2 ∂z2 ∂x2 ∂y2 ∂z2 

� � � � (18) 
∂Gx ∂Gy ∂Gz ∂Gx ∂Gy ∂Gz �2Ωx þ þ þ 2 Ωx þ Ωy þ Ωz , 
∂x ∂y ∂z ∂x ∂x ∂x 

or 

! ! !2 ! ! ! ! ! 2 ! ! ∂ r v � G ¼ v � r G � 2 Ωx r � G þ 2 Ω � G : (19) 
x ∂x x 

Similarly, we may obtain 

� � h � �i � � � � ! ! ! ! ! ! ∂ ! ! ! ! 2 r v � G ¼ v � r2 G � 2 Ωy r � G þ 2 Ω � G , (20) 
y y ∂y 

� � h � �i � � � � ! ! ! ! ! ! ! ! 2 ! ! 2 G 
∂ r v � G ¼ v � r  � 2 Ωz r � G þ 2 Ω � G : (21) 

z z ∂z 

Therefore 

! ! ! ! ! ! ! ! ! ! ! ! 2 r v � G ¼v � r2 G � 2 Ω r � G þ 2 r Ω � G : (22) 

! ! ! 
Finally, taking into account that, to the first order in Ω, Ω r � G ¼ 0, we get 

! ! ! ! ! ! ! ! ! 2 2G r v � G ¼v � r  þ 2 r Ω � G : (23) 

Formulas (10)–(13) and (23) will be used in the next sections. 

! ! 
3. First system of wave equations for vectors E and B in a rotating 

medium 

In this section, we are going to derive the first system of wave equations for 
! ! 

electromagnetic field vectors E and B which will correspond to the original system 
of Maxwell’s Eqs. (1–4). 

! 
3.1 Equation for vector E 

! ! 
To derive the wave equation for vector E, we apply the operator r � to 

expression (1): 

! ! ! ∂ ! ! r � r � E þ r � B ¼ 0: (24) 
∂t 

Taking into account (10) and (3), we rewrite (24) in the form

 ! 
2 ! ! nr 2 E � 
c2 

! 
∂
2 E 1 þ 
∂t2 c2 

∂ 
∂t 

! 
! ∂ B 
v � 

∂t
1 � 
c2 

h � � i � � 
∂ ! ! ! ! ! ! r � v � E � r  r � E ¼ 0, 
∂t 

(25) 
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or, using (1), 

∂ 1 ∂ 
! 2 E h 

� v 
! ! � E þ v 

! 
�i 2 ! 2 E 

!r 
!r 

! ! ! !r 
! n � E � E ¼ 0: (26) � r  � r  

c2 ∂t2 c2 ∂t 

With the help of (11), we get 

∂
2 E 

c2 ∂t2 

! h� �i 2 1 ∂ ! 2 E 
!r 

! ! ! ! ! !� r  
!r 

! !
Ω 

n ! � v 

in (27). According to (4), 

� v 

! 

! 

E � E � E � E ¼ 0: þ � r  � r  v 
c2 ∂t 

(27) 

Consider the term 
!r 

!r 
! !r 

! !r 
! !

ð ð 
� v 

2 2 � n Þ ∂=∂t 
¼ n 

1
2 � E � E � B . 

!r 
!
B � 

! � B 
!
Ω Taking into account (12) and (3), we have ¼ 2 Þ =c 

! ! v � E , so 

2 1 ∂ !r 
!r 

! !r 
!!

Ω B � !r 
! ! v � E � E : (28) ¼ 

n2 

! 

c2 ∂t 

þ v 

Consider the last term in (28). In accordance with (13), 

!r 
! ! ! ! ! ! !

Ω 
! v 

! � E E � E � E , (29) ¼ � r  � r  v 

therefore 

! !
Ω 
� 2 ¼ þ v 

n2 

(30) 

Finally, substituting (30) into (27), we obtain the desired wave equation for 

� h� �i 1 ∂ !r 
!r 

! !r 
! ! ! !

Ω 
! ! ! ! � E � B E � E � E � r  � r  v : 

c2 ∂t 

! 
vector E: 

! 2 E 
c2 ∂t2 

h� i 2 2 2 ! 2 E 
!r 

! ! ! !r 
! ∂ ∂ !

Ω 
!
Ω 

n ! E � E � B ¼ 0: (31) þ � r  v 
c2 n2 ∂t 

! 
3.2 Equation for vector B 

! 
In order to derive the wave equation for vector B, we apply the operator 

!r � to 
expression (3): 

h ! 
� �i 2 � 

� v 
� h �i 1 1 !r 

! ! !r 
! ∂ !r 

! ∂ !r 
! n ! � v 

∂t 
(32) 

� r  � B �E � E � B ¼ 0: � r  þ 
c2 c2 c2 ∂t 

Taking into account (10), (1), and (2), we rewrite (32) as 

2 h ! � v 
�i h ! � v 

�i ! 2 B 
c2 ∂t2 

1 1 ! 2 B 
!r 

Since 

!r 
! !r 

! ! ∂ ∂ n � B � E ¼ 0: (33) þ � r  
c2 c2 ∂t 

h ! � v 
�i h !r 

! � v 
�i !r 

! ! ! ! ! ! 
2 ! v � E � E � E � r  ¼ �r þ r  , 
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h �i h �i 2 1 1 1 !r 
! !r 

!r 
! ∂ ∂ !r 

! !r 2 n ! v � E � E � B ¼ 0: þ 
c2 ∂t2 c2 c2 c2 ∂t 

2 B � v � v 

(34) 

Using (11), we have 

! ! 
! 2 B ! 

h �i 
c2 ∂t2 

! 2 B h� i 1 2 ! !r 
!r 

! ! E � � v 
1 1 ! 2 B 

!r 
! ! ! !r 2 ! v 

∂ ∂ !
Ω 

n ! � E ¼ 0: B � B þ þ � r  v 
c2 c2 c2 ∂t 

(35) 
h �i 

� v 
! 

!r 
!r 

! � v 
! � E Consider the term in (35). In accordance with (12), 

!r 
! ! ! ! ! ! !

Ω 
!
Ω � v 

∂=∂t 

! ! ! � v r � E � E � r  � E � E � E ¼ 2 , or, with (1), ¼ 2 þ 
! ! v � B . Then ð Þ 

h 
� v 

! 
�i !r 

!r 
! !r 

! !
Ω E � !r 

! ∂ ! v � E � B ¼ 2 (36) þ , 
∂t 

or, taking into account (13), 

!
Ω 

h 
� v 

! 
�i � h� i h � �i !r 

!r 
! !r 

!
E � ! ! ! ! ! ∂ !

Ω 
∂ ! ! � E B � B � r  � B ¼ 2 þ � r  þ v v : 

∂t ∂t 
(37) 

� !
E � � v 

With the help of (3), we find 

! 
! 2 E 

c2 ∂t2 

h �i � h� ! !i � B þ v 
2 !r 

!r 
!r 

! ! ! !
Ω 

∂ !
Ω 

∂ n ! � E B (38) ¼ 2 þ � r  : v 
∂t 

!r 

Substituting (38) into (35), we obtain 

" 
2 

# ! 2 B 
∂t2 

! 2 E 
∂t2 

h� i ! � v 
2 2 2 2 1 ! 2 B 

!r 
∂ ∂ ! ! !

Ω 
! !r 

!
Ω 

! ! � E 
∂ n n ! ! v B � B � E ¼ 0: þ � r  þ v 

c2 c2 c2 c2 c2 ∂t 

(39) 

!r 
! ! 2 

!
Ω 

� E 

! 2 E ! ! 

! 
2 E 

Consider the last term in (39). In accordance with (23), 

¼v 2 E 

¼ v 
! !r 

! !
Ω 

! � E þ 2 ; hence � r  v 

 ! ! 2 E 
c2 ∂t2 

! � v 
2 2 !r 

! ! !r 
! ∂ ∂ n n ! 2 � E � E þ 2 (40) � r  v : 

c2 ∂t2 

It is clear that, to the first order in Ω, 

 ! ! 2 E 
c2 ∂t2 

2n ∂ ! v 
! 2 E 

!r ¼ 0: (41) 

So, expression (40) may be rewritten as 

! 2 E 
c2 ∂t2 

!r 2 ! v 
! � E 

! � v 
2n ∂ ¼ 2 

!r 
!
Ω 

! � E : (42) 
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! 
After inserting (42) into (39), we obtain the desired wave equation for vector B: 

∂ 2 ∂ 
! 2 B h� i 2 ! 2 B 

!r 
! ! ! !

Ω 
n ! B � B ¼ 0: (43) þ 

c2 ∂t 
� r  v 

c2 ∂t2 

3.3 Result of Section 3 

According to (31) and (43), the first system of wave equations for electromag-

! 2 E ! 
2 E 

! ! 
netic field vectors E and B in a rotating medium has the following form: 

h� i 2 2 2 !r 
! ! ! !r 

! ∂ ∂ !
Ω 

!
Ω 

n ! E � E � B ¼ 0, þ � r  v 
c2 ∂t2 c2 n2 ∂t (44) 

∂
2 B 

4. Second system of wave equations for vectors 

! 
! 

2 B 
h� i n2 2 ∂ !r 

! ! !
B � 

!
Ω 

! B ¼ 0: þ � r  v 
c2 ∂t2 c2 ∂t 

!
E 

!
B and in a rotating 

medium 

In this section, we are going to obtain the second system of wave equations for 
! ! 

electromagnetic field vectors E and B which will correspond to the original system 
of Maxwell’s Eqs. (5–8). 

4.1 Equation for vector 

! 

!
E 

To derive the wave equation for vector E, we apply the operator 
!r � to expres-

sion (5): 

! !r 
h 

� v 

Taking into consideration (7) and (10), we rewrite (45) in the form 

�i 1 !r 
! ! !r 

! ! ∂ ∂ � E � B � E ¼ 0: (45) � r  þ þ 
c2 ∂t ∂t 

 ! ! 2 E 
c2 ∂t2 

! 
! !r 

h 
� v 

(46) 

or, using (5), 

�i 2 
∂ B 1 1 ! 2 E 

!r 
! ! !r 

! ∂ ∂ ∂ n ! � E � E ¼ 0, þ � r  v 
c2 c2 ∂t ∂t ∂t 

! 2 E ∂ 1 ∂ h !r 
! � v 

! � E 
! þ v 

�i 2 ! 2 E 
!r 

! ! ! !r 
! n � E � E ¼ 0: (47) � r  � r  

c2 ∂t2 c2 ∂t 

Taking into account (11), we have 

! 
! 

! ∂
2 E 2 E � v 

(48) 

h� �i 2 1 ∂ !r 
! ! ! ! ! ! !r 

! !
Ω 

n ! E � E � E � E ¼ 0: þ � r  � r  � r  v 
c2 ∂t2 c2 ∂t 
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!r � v 
! Consider the term 

!r 
!r 

! !r 
! ! ¼ n 

1
2 � E � E � B in (48). According to (8), 

� v 
! 

, 

where, taking into account (12), 

!r � v 
! ! !

Ω 
! ! ! � B � B � B ¼ 2 � r  : (49) 

� v 
! !r 

! ! ! ¼ 2 
!
Ω 

! 2 2 � nð � B � B � E With the help of (7), we find Þ Þ ∂=∂t ð ; =c v 

hence 

2 1 ∂ !r 
!r 

! !r 
! !r 

!! E � v 
!
Ω � E � B : (50) ¼ 

n2 c2 ∂t 
!r 

! ! v � E Consider the term in (50). In accordance with (13), 

!r 
! ! ! ! !

E � þ v 
! ! !

Ω 
! v 

! � E 

!
Ω 

E 

! 

� E : (51) 

þ v 

¼ � r  � r  v 

Then 

� h� 1 ∂ �i 2 !r 
!r 

! !r 
! ! ! !

Ω 
! ! ! ! � E � B E � E � E ¼ � r  � r  v : 

n2 c2 ∂t 
(52) 

! 
Substituting (52) into (48), we obtain the desired wave equation for vector E: 

n 2 
∂ 

! 2 E h� i 2 2 ! 2 E 
!r 

! ! ! !r 
! ∂ !

Ω 
!
Ω 

! E � E � B ¼ 0: (53) þ � r  v 
c2 ∂t2 c2 n2 ∂t 

! 
4.2 Equation for vector B 

! 
In order to derive the wave equation for vector B, we apply the operator 

!r � to 
expression (7): 

� 2 � � h !r 
! � v 

�i 1 !r 
! ! !r 

! ! ∂ ∂ n � r  � B � E � B ¼ 0: (54) þ 
c2 c2 ∂t ∂t 

Taking into account (5) and (10), we rewrite (54) in the form 

! h ! 2 B 
c2 ∂t2 

! 
!r 

! � v 
�i 2 2 

∂ E 1 1 ! 2 B 
!r 

! ! !r 
! ∂ ∂ ∂ n n ! � B � B ¼ 0, � r  v 

c2 c2 c2 ∂t ∂t ∂t 

(55) 

or, using (7), 

! 2 B ∂ 1 ∂ h ! � v 
! þ v 

�i 2 ! 2 B 
!r 

!r 
! � B 

! ! ! !r 
! n � B � B ¼ 0: (56) � r  � r  

c2 ∂t2 c2 ∂t 

! � v 
!r 

! � B in (56). According to (11), 
!r 

! ! � v 

� B. Thus, ! 

Consider the term 

� v 

� B ¼ 
! ! ! !

Ω B � r  þ 
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∂ 1 ∂ 
! 2 B h� �i 2 ! 2 B 

!r 
! ! ! ! ! ! !r 

! !
Ω 

n ! B � B � r  � B � B ¼ 0: þ 
c2 ∂t 

� r  � r  v 
c2 ∂t2 

(57) 

! 

� v 

in (57). In accordance with (6), 

! 

Consider the term 
!r 

!r � B 

� v 
! 2 !r 

! !r 
! � B � E ¼ �  1=c (58) : 

Taking into account (12), we have 

� v 
! !r 

! ! ! !
E � 

!
Ω � v 

! 

!
E � þ 

� E � E ¼ 2 (59) � r  , 

or, using (5), 

� v 
! !r 

! ! !
Ω 

∂ ! � E � B ¼ 2 (60) v : 
∂t 

So 

Hence 

2 1 ∂ !r 
! ! ! !

Ω 
! � B � E � B : (61) ¼ �  v 

c2 c2 ∂t 

2 1 ∂ !r 
! ! 
B �r 

!r 
! !r 

! !
Ω 

! v � E � B : (62) ¼ �  
c2 c2 ∂t 

!r 
! ! v � B Consider the term 

! 

! 

in (62). In accordance with (13), 

þ v 

þ v 

!r 
! ! ! ! ! ! !

Ω 
! v 

! � B B � B � B : (63) ¼ � r  � r  v 

Then 

� h� �i 2 1 ∂ !r 
!r 

! !r 
! ! ! ! ! ! !

Ω 
!
Ω 

! � B � E � B � B � r  B � � r  ¼ �  v : 
c2 c2 ∂t 

(64) 

! 

! 2 B ! 2 B 
!r 

Substituting (64) into (57), we obtain the desired wave equation for vector B: 

h� i 2 2 2 ! ! ! !r 
! ∂ ∂ !

Ω 
!
Ω 

n ! B � B � E ¼ 0: (65) þ � r  þ v 
c2 ∂t2 c2 c2 ∂t 

! 2 E 

! 2 B 

!

! 
2 B 

4.3 Result of Section 4 

According to (53) and (65), the second system of wave equations for electro-

2 E 

! ! 
magnetic field vectors E and B in a rotating medium has the following form: 

h� i 2 2 2 !r 
! ! ! !r 

! ∂ ∂ !
Ω 

!
Ω 

n ! E � E � B ¼ 0, þ � r  v 
c2 ∂t2 c2 n2 ∂t (66) h� i 2 2 2 !r 

! ! ! !r 
! ∂ ∂ !

Ω 
!
Ω 

n ! B � B � E ¼ 0: þ � r  þ v 
c2 ∂t2 c2 c2 ∂t 
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! ! 
5. Two systems of wave equations for vectors E and B in a rotating 
medium: a comparative analysis 

! !
B and The first system of wave equations for electromagnetic field vectors E 

[which was derived from the corresponding original system of Maxwell’s Eqs. (1–4)] 
has the form 

∂
2 E 

c2 ∂t2 

! h� i 2 2 2 ! 2 E 
!r 

! ! ! ! !r 
!
B � ∂ ! n ! � Ω Ω E � E ¼ 0, (67) þ � r  v 

c2 n2 ∂t 

∂ 2 ∂ 
! 2 B h� i 2 ! 2 B 

!r 
! ! !

B 
!
Ω � 

n ! B ¼ 0: (68) þ 
c2 ∂t 

� r  v 
c2 ∂t2 

The second system of wave equations [which was obtained from the 
corresponding original system of Maxwell’s Eqs. (5–8)] is 

c2 ∂t2 

! 2 E h� i 2 2 2 ! 2 E 
!r 

! !
E 

!
Ω � 

! !r 
! ∂ ∂ ! n ! Ω � E � B ¼ 0, (69) þ � r  v 

c2 n2 ∂t 

n 2 
∂
2 B 
! h� i 2 2 ! 2 B 

!r 
! ! ! ! !r 

! ∂ ! !v B � Ω � B Ω � E ¼ 0: (70) þ � r  þ 
c2 ∂t2 c2 c2 ∂t 

developed (for the of vacuum) in work [15]. It should be noted that Eqs. (67) case 

!r 

Systems (67 70) have been derived in preprint [14] on the base of the procedure– 

! 2 E 

!
E and (69) for vector 

! ! 
in both systems, after dropping the terms Ω � E and 

!r 
! ! 

Ω � B , take the approximate form 

! 2 E ∂ 2 ∂ h� i 2 ! ! n ! � r  E ¼ 0, (71) þ v 
c2 ∂t2 c2 ∂t 

known, for example, from work [8] (see relation (33) therein). 
Expressions (67, 68) and (69, 70) represent two qualitatively different systems 

! ! 
of wave equations for vectors E and B in a uniformly rotating dielectric medium. 
From a comparative analysis of these systems, it follows: 

! ! 
1. The structure of equations for vectors E and B in the first system (67, 68) is 

! ! 

^ ^ ^ 

asymmetrical with respect to Ω. Therefore, the propagation of E- and B-
components of electromagnetic waves in a rotating medium in general case 

x þΩy y þΩz z will be governed by qualitatively different laws. 
! 
Ω¼ Ωx 

2. The structure of the wave equations in the second system (69, 70) is 
symmetrical with respect to Ω. Hence, the propagation of the named field 
components in such case will be governed by similar laws. 

Systems of wave Eqs. (67, 68) and (69, 70) [in conjunction with corresponding 
original sets of Maxwell’s Eqs. (1–4) and (5–8)] may serve as a theoretical basis for a 
detailed study of the process of electromagnetic wave propagation in a rotating 
dielectric medium. But before the beginning of such study, the researcher must first 
solve the problem of choosing between them (because the final results will be 
different). 
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[In the author’s opinion, from the position of the principle of symmetry, the 
system of wave Eqs. (69, 70) is preferable to system (67, 68), and the corresponding 
original system of Maxwell’s Eqs. (5–8) is preferable to the original system (1–4).] 

6. Conclusion 

In this chapter, on the base of two basic systems of Maxwell’s Eqs. (1–4) and 
! ! 

(5–8) for electromagnetic field vectors E and B in a uniformly rotating dielectric 
medium, the two corresponding systems of wave Eqs. (67, 68) and (69, 70) have 
been derived (to the first order in Ω). 

From their comparative analysis, it can be seen that the structure of the wave 
equations for electromagnetic field vectors in system (67, 68) is asymmetrical with 
respect to Ω, while the structure of such equations for these vectors in system 
(69, 70) is symmetrical. 

On this basis, it can be concluded that if the principle of symmetry is accepted as 
a criterion for selection, then system of wave Eqs. (69, 70) for electromagnetic field 

! ! 
vectors E and B may be preferred. The same conclusion may be also made about the 
original system of Maxwell’s Eqs. (5–8) on the base of which set of wave 
Eqs. (69, 70) has been obtained. 
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Chapter 6 

The Interaction of Microwaves 
with Materials of Different 
Properties 
Rafael Zamorano Ulloa, 
Ma. Guadalupe Hernandez Santiago 

and Veronica L. Villegas Rueda 

Abstract 

Electromagnetic radiation, such as microwaves, are all the time reflected, trans-
mitted, and/or absorbed by any kind of matter, glasses, conductors, water, ferrites, 
and so forth. Magnetic materials absorb greatly microwaves. The more magnetic, 
the more microwaves are absorbed. The aim of this chapter is to present the 
fundamental physics of the absorption of microwave power (energy per unit time) 
by ferrimagnetic and ferromagnetic matter in the nano and micro size scale. The 
magnetic moments and their collective modes are the basic microscopic absorbers 
under in-resonance and out-of-resonance conditions. Experimental setups and 
measurement techniques are described. The profiles of microwave absorption are 
described and connected to the micromagnetic environment that elicits such 
absorption. Section by section and the overall microwave power absorption profiles 
are related to the micromagnetic structures. Emphasis is made on nano- and 
micromagnets. These interactions of microwaves with nano- and micromagnets 
serve to infer microscopic magnetic information. 

Keywords: microwaves technology, microwaves absorption, magnetic materials, 
reflection and transmission microwaves 

1. Introduction 

Microwaves pervade the whole universe; this was discovered by quite an acci-
dent by R. W. Wilson and A. A. Penzias in 1964 [1–3]; microwaves seem to bathe 
the earth and the space from all directions. Microwaves, also, pervade today’s world 
of high technology [4, 5]. They are of tremendous scientific interest, and they are, 
just, indispensable in today’s communication [6], military [7], medical [8], domes-
tic appliances, scientific instruments [9, 10] (electron spin resonance, ESR/ferro-
magnetic resonance spectroscopy, FMR), microwave passive instruments [11–15], 
radars, spaceships, satellites, and so forth; they are also found in many industries 
such as automobile, data, memory and computer processing, and microwave 
instrumentation [14, 15]; the signal processing in the range of 5–50 GHz is quite 
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interesting for security, military, and communication applications [15, 16]. Modern 
microwave communication especially mobile communication and satellites requires 
high performance band-stop filter having high frequency selectivity, smaller size, 
high stop band attenuation, and low insertion loss [15, 17]. A good account of 
different applications is found in [17]. 

Most impressive, they are already playing an important role in the development 
of smart cities along with smart transportation, smart energy, smart health care, 
and so forth [18]. Figure 1 shows an electromagnetic spectrum, making emphasis 
on the microwave region and the definition of its different bands. Figure 2 shows 
an assortment of pictorial representations of some of the modern applications of 
microwaves. 

Figure 1. 
The electromagnetic spectrum, making emphasis on the microwave region and its different bands. 

Figure 2. 
The microwaves in the electromagnetic spectrum range from 300 MHz (1 m) to 300 GHz (1 mm) [3]. There 
are microwaves present in: (a) and (b) the whole universe, a microwave view captured by the European Space 
Agency’s Planck satellite [19]; (c) the digital technology [20, 21]; (d) biomedical use [22]; (e) controversial 
proposition to propel starships [23]; (f) in telecommunications, Wi-Fi antennas; and (g) in the development of 
smart cities [18]. 
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Figure 3. 
Microwaves as the signals coming in and out from magnetic microwire sensors implanted in injured-surgery 
patients in order to follow postoperatory recovery [8]. The transceiver houses, both, the microwave source and 
the microwave detectors. Probably with the capacity to detect anisotropic distribution of signals. 

In Figure 3, we show one of the most impactful applications of microwaves as 
the signals coming in and out from magnetic microwire sensors implanted in 
injured-surgery patients in order to follow postoperatory recovery [8]. The micro-
wave beam should penetrate a considerable section of tissue then “hit” the magnetic 
wire, film, or rod, reflecting in many directions. Some microwaves will get back to 
the horn entrance of the transceiver, then detected and processed. The technology 
already exists and is already in use in atmospheric sciences [21] and in gun radars to 
detect speedy objects. These applications cannot be carried out with laser, for 
example, as laser light cannot penetrate tissue as microwaves do. It should be noted 
that in all the above examples, microwaves and radar work in open spaces and “hit” 
a target, and then some of the reflected beams are detected. Absorption in the 
medium itself and by obstacles reduces the reading at the detectors. There are also a 
great number of uses of microwaves inside tubes, pipes, and cavities. More con-
trolled energy flux is attained and precision measurements can be done. We treat 
them after we give the fundamentals of the physics involved. 

But, why are they (microwave) everywhere in this world and out of this world? 
It is because of the peculiarity of their electromagnetic properties and the way they 
interact with matter. They started to propagate through the universe at the epoch of 
recombination in the cosmic evolution. The cosmic microwave background (CMB) 
is the most ancient relic we have today of the beginning of the universe in the form 
of a big bang [24, 25]. It is the oldest electromagnetic radiation, older than visible 
light [26]. When atoms and nuclei appeared for the first time in the universe, 
microwaves started to interact with them immediately. Microwaves interact with 
atoms, nuclei, protons, electrons, molecules, clusters of molecules, and so forth. At 
the macroscopic scale, microwaves interact with all kinds of matter: rocks, gases, 
clouds, liquids (water and oceans), dielectrics, plasmas, ionosphere, metals, mag-
netic matter, and so on. It gets reflected, transmitted, and very frequently absorbed. 
Microwaves make atoms rotate (rotational excitation) and make electric dipoles 
jiggle frenetically, and when electric dipoles are part of dielectric materials, micro-
waves heat them. Microwaves make magnetic dipoles rotate and jump up magnetic 
energy states. The free electrons in metallic objects absorb greatly microwaves. 
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2. The electrodynamic properties of matter interact strongly with 
microwaves 

Microwaves interact with matter, microscopically, through its constituent 
atoms, conduction electrons if present, and atomic magnetic dipoles if present. Yet, 
macroscopically, the effects of microwaves on matter are well described by the four 
Maxwell equations and the electrodynamic properties of matter: ϵ (electric permit-
tivity), μ (magnetic permeability), and σ (electrical conductivity). 

The interactions of microwaves with matter are of many kinds. The general 
electrodynamic properties of matter, ϵ, μ, and σ, determine completely their 
behavior when microwaves “hit” them. More specifically, the electric permittivity, 
ϵ, carries information on the polarization of a dielectric specimen (water, vapor, 
clouds, wood, glass, and so on) and is related to the number of electric dipoles as 
χ = Nα/(ϵ0 � Nαb) and P = (ϵ – ϵ0) E, and ϵ = (1 +  χ) ϵ0, with P = ϵ0χE and α the 
molecular polarizability of the medium and is generally anisotropic, i.e., αx 6¼ αy 6¼ αz; 
hence χ in general is anisotropic and is represented by a tensor in matrix form. 
Electric dipoles absorb greatly microwaves because these cause the electric dipoles 
to execute damped oscillations at the GHz frequency. The damped motion brings 
with it a complex ϵ = ϵ’ – i ϵ” which is also a function of frequency [27, 28], in which 
ϵ” takes account of the energy losses. 

The magnetic permeability, μ, carries information on the magnetization capacity 
of a material that carries a number N of magnetic dipoles. They are related by 
μ = μ0(1 + χm), M = χmH, M = (μr – 1)H, and M = ∑mi, where mi are microscopic, 
atomic magnetic moments (spin, S; orbital, m) [29, 30]. Magnetic dipoles absorb 
microwave energy because they precess with damping under the torques produced 
by the microwave’s magnetic field; according to the Landau-Lifshitz [30] equation 
of motion: M’(t) = γM�H(ω) – αM�(M�H(ω)), in which H(ω) is the magnetic 
field component of the microwaves, γ is the gyromagnetic ratio, and α is the 
damping constant. The precession velocity and hence M0 is different for different H 
(ω). The higher the frequency, the higher the losses. The damped precessions bring 
with them the loss of microwave energy making the magnetic permeability complex 
and frequency-dependent, μ(ω) =  μ0(ω) � iμ″(ω). In addition, the response of M to 
H(ω) is almost always direction-dependent, i.e., given H in direction x produces 
Mx, but the same H applied along y or z produces My 6¼ Mz 6¼ Mx, and this responses 
are properly described with a tensor χm(ω), or tensor μ(ω). When the magnetic 
material is ferro- or ferrimagnetic and it is not magnetically saturated, its magnetic 
structure is comprised of domains and domain walls; the magnetization, Ma, within 
a domain, a, has a magnitude and a direction, a; the magnetization, Mb, within 
domain b, has another magnitude and another direction, b, and so on. The walls in 
between the domains have a considerable amount of magnetic energy [30, 31] and 
can move in translational or rotating dissipative and anisotropic motion following 
the LL damped equation of motion given above. An iconic set of magnetic materials 
that has been used in multiple microwave applications since its invention is the so-
called microwave ferrites [11–15]. These materials present two magnetic structures 
and are very poor semiconductors; many authors approximate them as insulators. 
In any case, their conductivity is very small. However, metals have the largest 
conductivities and show particular interactions with microwaves. The conductivity 
of a metal, or conducting material, presents millions of “free” electrons to the 
actions of the electric, J = σE, and magnetic fields, qv�B, of the microwaves, and 
the Lorentz force makes them jiggle rapidly in the resistive medium they are, 
generating Joule losses and eventually heat. The higher the frequency of the micro-
waves, the conductivity can become frequency-dependent. In general, the 
responses ϵ(ω), μ(ω), and σ(ω) are heavily dependent on the frequency of the 
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microwaves. This is the dispersion characteristic of matter. As an example, clouds, 
water vapor, hot air, and sea water have quite different electrodynamic properties; 
that is why weather radar of longest wavelength (L-band, λ ≈ 1 m, ν ≈ 1.24 GHz) is 
used routinely to penetrate clouds, and weather radar of shorter wavelengths 
(C-band, λ ≈ 0.25 m, ν ≈ 3.2 GHz) is used to detect forests, and even X-band radar 
is used to measure altitude with respect to sea level due to its highest reflectivity on 
the surface of the ocean. The ϵ, the μ, and the σ of a material take away, absorb, 
energy any time they are microwave bathed, much the same way as when we heat 
coffee or meals in the microwave oven. 

We describe here, in a nutshell form, the fundamental physics involved in the 
interactions of microwaves with matter with emphasis on magnetic matter. Today 
science and technology are able to produce, control, direct, and amplify microwaves 
in the laboratory and in devices and high-technology instruments and equipments 
[9, 11, 19, 21]. The electromagnetism of microwave devices and instruments is an 
integral part of today’s technological world. And the electrodynamics of microwaves 
is governed by Maxwell’s equations as applied to ϵ, μ, and σ materials. We present 
these equations and the partial differential wave equations that are obtained from 
them with the expressions of their solutions. 

3. Maxwell’s equations are the universe of electromagnetic 
(electrodynamic) phenomena 

Richard Feynman (from Feynman’s Lectures, Vol. 2, Chap. 21): “So here is the 
center of the universe of electromagnetism, the complete theory of electricity and 
magnetism, and of light; a complete description of the fields produced by any 
moving charges; and more. It is all here. Here is the structure built by Maxwell, 
complete in all its power and beauty. It is probably one of the greatest accomplish-
ments of physics. To remind you of its importance, we will put it all together in a 
nice frame:” 

∇ � E ¼ 
1 

ρf � ∇ � P ð Þ 
ϵ0 

(1) 

∇ � B ¼ 0 (2) 

∂B 
∇�Eþ ¼0 

∂t 
(3) 

˜ ° 
1 ∂E ∂P 

∇�B� ¼μ0 Jf þ þ∇�M 
c2 ∂t ∂t 

(4) 

He states such definite statements once he obtains the general solutions for the 
electric potential, V, and the vector potential, A, for charges in motion. We have 
changed Feynman’s notation φ for V to denote electric potential, and we use MKS 
units. In these equations ρ’s are charge densities, J’s are free currents, P is the 
polarization vector, M the magnetization vector, and E and B the electric and 
magnetic fields. We already defined ϵ, μ, and σ above. 

We are not concerned here in the detail deduction of Maxwell’s equations, nor 
the deduction of electromagnetic waves from them. Reflection and refraction and 
absorption of microwaves in conducting magnetic and dielectric materials are 
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presented in graphical form along with the principal equations that govern them. 
The deduction of such results is too long, and they are developed in a number of 
excellent, well-established textbooks [27–33]. The deduction of electromagnetic 
fields and waves from Maxwell’s equations does not impose any restriction on the 
wavelength-frequency, as shown in Figure 1. The result is quite general, but we are 
interested and focused on microwaves interacting with ϵ, μ, and σ matter. But real 
materials, the air, ocean, hurricanes, semiconductors, ferrites, conductors, subma-
rines, cars, planes, ferrous materials, steel, and magnets, which are of technological 
relevance, are dispersive, anisotropic, and absorb microwave energy [19, 28, 31]; 
then the adequate ϵ and μ become complex (dispersion and dissipation effects taken 
into account) and tensorial (anisotropy effects taken into account) [28, 31, 32]: 

3 2 3 2 
ϵ11 ϵ12 ϵ13 ϵx 0 jϵ13 

ϵij¼ 64 ϵ21 ϵ22 ϵ23 
75 ¼ 64 0 ϵy 0 75 (5) 

ϵ31 ϵ32 ϵ33 �jϵ31 0 ϵz 

3 2 3 2 
μ 0 jk μ11 μ12 μ13 64¼ 

�jk 0 μ μ31 μ32 μ33 

All the elements of both material electrodynamic tensors are in general depen-
dent on frequency, ϵij ω and μij ω . In what follows we will continue to use just the ð Þ  ð Þ  
symbols ϵ and μ. However, we understand their complexity. Using all four field 

∂t 

vectors E, D, B and H, 

∇ �D ¼ ρf (7) 

∇ � B ¼ 0 (8) 

∂B 
∇�Eþ

∂t 
¼ 0 (9) 

∂D 
∇�H� ¼ Jf (10) 

Remember that D is ϵ0EþP and P ¼ ϵ0χ E, while B is μ0ðHþMÞ, and M ¼ χ H, e m 
and μ ¼ μ0μr ¼ μ0ð1þχmÞ. Notice that the material’s electrodynamics response is 
within D and B. In fact, the fields D and B are valued inside the material bodies. We 
are interested in microwave fields that in free space and in ε, μ, and σ matter, the 
field components E and H are sinusoidal functions of time and orthogonal to each 
other. In such case we can replace the time derivative by factors of jω. Setting also 
D ¼ ϵE and B ¼ μH, 

∇ � ϵE ¼ ρf (11) 

∇ � μH ¼ 0 (12) 

∇�EþjωμH ¼ 0 (13) 

64 
75 

75 μij¼ μ21 μ22 μ23 0  1 0  (6) 

98 



The Interaction of Microwaves with Materials of Different Properties 
DOI: http://dx.doi.org/10.5772/intechopen.83675 

∇�H�jωϵE = Jf (14) 

From Maxwell’ equations inhomogeneous wave equations are obtained for the 
fields E and H. The procedure is taking the rot (∇�) of the two rot Maxwell 
equations, rearranging terms and using the divergence equations; we find for a 
medium ϵ, μ, and σ nearby (ρf , Jf ) microwave source: 

˜ °  ∂2E ρf ∂Jf ∇2E�ϵμ ¼ ∇ þμ (15) 
∂t2 ϵ ∂t 

∇2B�ϵμ 
∂
∂ 

2 

t 
B
2 
¼ μ∇�Jf (16) 

Far from the microwave sources (centimeters, meters, kilometers, and, even, 
light years), we can safely drop the “source” terms, and homogeneous partial 
differential equations are left: 

∂
2E ∂E 

∇2E � ϵμ � μσ ¼ 0 (17) 
∂t2 ∂t 

∂
2H ∂H 

∇2H � ϵμ � μσ ¼ 0 (18) 
∂t2 ∂t 

It should be stressed that these identical wave equations describe attenuated 
waves. This comes naturally from the third term that includes magnetic permeabil-
ity, electric conductivity, and the first time derivative of each field. The solutions of 
these equations are readily obtained by separation of variables [27]. The detailed 
deduction of these mathematical expressions is lengthy and elaborated; after such 
work, we find the fields to be transverse and plane-polarized for which the x-
direction for E is chosen; hence H ( jð ωμÞH ¼ ∇ � E) goes along the y-direction and 
propagates along the z-direction with a flux of energy density S ¼ E � H [27] and 
an impedance Z = E/H. The solutions are summarized in Table 1. 

Here we show in the form of a table (deductions are given in [27, 28, 31]) the 
solutions for E and H for propagation in free space and in a dielectric material and in 
a conducting material. In this concise form, we highlight the most relevant features 
and parameters of the solutions. When we put back the solutions found for a σ, μ, 
and ϵ material into the wave equations, we obtain the dispersion relation: ˛ ˝ �k2 þ ω2ϵμ � jωσμ E ¼ 0, which is shown in the third column for each 

Table 1. 
Wave solutions in different media (no bounds considered). 
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electrodynamic medium. A summary of E and H solutions, along with the disper-
sion relations, impedance, attenuation, and skin depth, is presented in Table 1 
for different materials characterized by particular sets of electrodynamic properties 
(σ, μ, ϵ). 

In the ideal case of propagation of microwaves in air, the phenomenon of 
attenuation (absorption of microwave energy, E ¼ hν, in the form of photons) does 
not take place. In reality, quite a substantial attenuation of microwaves takes place 
when they propagate in air (molecules that constitute the air readily absorb micro-
waves. Such energy excites efficiently rotation and vibration degrees of freedom). 
The Wi-Fi technology [5, 6, 16] knows very well this fact, that is why there exist in 
the market potentiators of Wi-Fi signal to cover adequately a room of several 
meters square. The problem of attenuated signal becomes worse if panels, wall, 
wood, and metals come in the way of the propagation. The microwave engineer, 
designer, and scientist know that the main factor which causes attenuation in 
microwave propagation is water, H2O. War technology for decades has faced the 
problem of the no radar signal penetration in the oceans to a depth enough to detect 
submarines. So, in order to propagate microwaves in the atmosphere or in the 
ocean, for at least 1 m, or longer distances, it is mandatory to guide such electro-
magnetic GHz waves or increase considerably their power content, Poynting vec-
tor, S ¼ E � H being proportional to its power content per unit area. 

3.1 Microwaves in spaces with obstacles: propagation, reflection, refraction, 
and absorption 

In the modern microwave Wi-Fi, military, radar communication systems, the 
microwaves have to travel through “free space” to reach detectors and receivers, but 
it is pretty common in urban areas that the propagation encounters obstacles, such 
as buildings, windows, walls, bridges, metallic structures, and fog. At the surface of 
those obstacles, reflection, absorption, refraction, and dispersion of the microwaves 
occur. When microwaves hit obstacles, energy is irremediably lost at these obstacles. 
This fact could be used to detect that precisely an obstacle is present and fine 
measurements of the reflected or refracted microwave energy could give valuable 
information on the electromagnetic character (ϵ, μ, σ) of such obstacle. This is how 
radar in air and other atmospheric microwave instruments detect objects (the 
obstacles themselves). But many other times, obstacles, like walls, wood floors, and 
concrete structures, attenuate, disperse, and deviate the microwaves, and reception 
at the desired site is deficient or completely lost. In such cases midway potentiators 
are used to increase the signal power to compensate the losses at the obstacles. These 
examples are meant to show how important are the reflection, absorption, refrac-
tion, and dispersion of microwaves in real-world applications. The laws that govern 
these phenomena are Snell law and Fresnel laws of reflection and refraction. They 
are obtained as a consequence of the boundary conditions applied to the interface, 
any interface between two media as shown in Figure 4. The reflected (transmitted) 
waves carry an energy R(T) per unit of incident energy. Appropriate detectors 
(common radiometers, photocells, diodes) measure with ease R and T, also depicted 
in Figure 4. These radar and Wi-Fi microwaves hit all the time buildings, hot air, 
street floors, and so forth, and, at all times, they are reflected, absorbed, and 
refracted [16–20] as illustrated in Figure 4. 

3.2 Boundary conditions that microwaves fulfill at the interface between any 
two media 

The general boundary conditions the electromagnetic fields, E, D, H and B, 
must satisfy at the interface of any two (σ, μ, ε) media which are easily obtained 
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Figure 4. 
Microwaves bounce back from virtually any material. (a) The Wi-Fi signal being reflected and refracted from 
anything can be in an urban city area. Wi-Fi and radar signals are commonly present in the air in any city. 
These microwaves hit buildings, windows, fog, hot air, street floors, and so forth; at all times they are reflected 
(R), absorbed (A), and refracted (T) [16–20], (b) satellite weather radar detecting and following 2005 
Katrina hurricane trajectory just about to land [21], and (c) abstraction of any process in which microwaves 
hit a body of matter. 

from applying Gaus law to a small cylinder placed through the two media and from 
applying Ampere’s circuital law to a closed (rectangular) trajectory, again, crossing 
through both media. The results are [27–29] E1t ¼ E2t; H1t ¼ H2t, i.e., the tangential 
components of E and H must be continuous through the interface. And D1n ¼ D2n; 
B1n ¼ B2n, i.e., the normal components of D must be continuous, provided the 
interface does not carry any charge and the normal components of B must be 
continuous. All this is represented in Figure 5. 

Since medium 1 sustains the incident and reflected fields, E1 ¼ Ei þ Er; 
D1 ¼ Di þ Dr; H1 ¼ Hi þ Hr; and B1 ¼ Bi þ Br. In medium 1 a sum of vector fields 
must be formed. In medium 2 there are only the transmitted fields Et, Dt, Ht, and Bt. 

When boundaries are present on purpose or as an inevitable obstacle, the 
incident microwaves reflect and refract, and the formal treatment will conduct us to 
Snell law and the Fresnel equations for incidence with H parallel to the plane of 
incidence as shown in Figures 6 and 7 to the Fresnel equations with H perpendicu-
lar to the plane of incidence as shown in Figure 8. 

In Figure 6a, medium 1 is the space where we want to propagate some micro-
wave signal and medium 2 being a window, a wall, water, wood, concrete, metallic 
sheets, a building in front of us, etc. A very common situation is when sunlight 
shines and goes through a glass window; in this case most of the light goes through 
and illuminates the room. And yet, part of it is reflected, and part is absorbed (the 
energy of which heats up the glass window itself). A second very common situation 
generated by the modern wireless communication technology is the Wi-Fi signal (it 
plays exactly the same role as the sunshine in the above illustration). The typical 
Wi-Fi signal is around 2.3 GHz, and the newest cable boxes are delivering to our 
home rooms ≈5.2GHz with about 1 W power. 

When the obstacle (medium 2) is made of materials that are also ferromagnetic 
or ferrimagnetic (ferrites), the absorption will increase considerably because the 
magnetic moments of the material absorb energy from the Wi-Fi waves. 
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Figure 5. 
Boundary conditions for the magnetic field H and for the magnetic induction. The condition B1n ¼ B2n is 
obtained from ∇ � B ¼ 0, and H1t ¼ H2t is obtained from Ampere’s circuital law. Similar vector diagrams for 
the D and E vectors are considered, and the conditions, D1n ¼ D2n and H1t ¼ H2t, are obtained. 

Figure 6. 
Incident, reflected, and transmitted microwaves at any kind of interface. (a) H parallel to the plane of 
incidence. ni, nr, and nt are unitary vectors normal to the respective front-plane waves and pointing in the 
propagation direction, k ¼ kn. θi, θr, and θt are, respectively, the incident, the reflected, and the transmitted 
direction of the waves with respect to the dotted line axis. (b) Feynman’s Lintern. A white light beam incident 
on a glass that has been coated with red paint refracts red light and reflects the green component; hence ωt 6¼ ωr. 

Conductors (materials with free electrons) will absorb Wi-Fi wave energy by virtue 
of the term JE which becomes Joule heating. Abstracting the cases mentioned 
above, we consider, as the first case, the incidence of a plane electromagnetic wave 
on the interface of two media as shown in Figure 7; the incident electric field is 
of the form 

˜ ° 
ni � r Ei ¼ E0i exp jωi t � ni (19) 
u1 

˛ ˝ 
t � nr�r The reflected and the refracted waves are Er ¼ E0r exp jωr and u1 ˛ ˝ 

t � nt �r Et ¼ E0t exp jωt , where u1and u2 are the velocities of the waves in mediums u2 

1 and 2, respectively. The E0i, E0r, and E0r are the amplitudes of the respective 
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Figure 7. 
The incident wave with magnetic vector in the incidence plane. Snell laws demand that the reflected and 
transmitted magnetic vectors are also in the same plane. The arrows indicate the directions of the vectors 
involved. The Poynting vectors Si,r,t = Ei,r,t � Hi,r,t point always in the direction of propagation of that 
particular wave, and its magnitude indicates how much electromagnetic energy is flowing in that direction. 

waves. For linear, isotropic, homogeneous media (LIH), and nondispersive, it is 
readily shown that the three vector fields Ei, Er, and Et are identical functions of 
time [27–29, 32–34], ωi ¼ ωr ¼ ωt. For dispersive media, at least [27–29, 32–34] two 
frequencies are different ωi 6¼ ωt 6¼ ωr. 

As the simple example illustrated in Figure 6b, given by Feynman [29], shows 
“A large imaginary part of the index of refraction (or equivalently a large imaginary 
component of k, k”) means a strong absorption. So there is a general rule that if 
any material gets to be a very good absorber at any frequency (let’s say red), the waves 
are strongly reflected at the surface, and very little gets inside to be absorbed. You 
can see this effect with strong dyes. Pure crystals of the strongest dyes have a 
metallic shine. Red ink absorbs out the greens of transmitted light, so if the ink is 
very concentrated, it will exhibit a strong surface reflection for the frequencies of 
green light (see Figure 6b). 

But in our case the three fields must be identical functions of space and time at 
any point on the interface [27–29, 32, 33]. From such requirement, it follows that 
θi ¼ θr the angle of incidence is equal to the angle of reflection. This is the law of 
reflection. It is also obtained that ½ sin θt = sin θi� ¼  ½n1=n2�, with n = k/λ. This equa-
tion is the well-known Snell law. With these results at hand, we now write: 
Ei ¼ E0i exp j½ωt � k1ðxsinθi � zcosθiÞ�, Er ¼ E0r exp j½ωt � k1ðxsinθi � zcosθiÞ�, 
Et ¼ E0t exp j½ωt � k2ðxsinθt � zcosθtÞ�; the respective magnetic fields are 
Hp ¼ ðk=ωμÞEp, with p ¼ i, r, t. 

Now we proceed to determine the quantities E0i, E0r, E0t that assure the conti-
nuity of the tangential components of E and H at the interface: ˜ ° ˜ ° ˜ ° 

E ¼ E0 exp j ωt � kη � r nη and H ¼ kη=ωμ1, 2 E0 exp j ωt � kη � r nη, with 
kη¼ki, kr, kt with η = i, r, t the propagation vectors and μ1,2 the magnetic perme-
ability of medium 1 or medium 2. 
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We have four unknowns: (E0r, H0r) and (E0t, H0t). And we have four equa-
tions, which are the four boundary conditions. E0i and H0i are taken as known since 
they are the primary waves that we send-propagate from a “controllable” source. 
We would find the unknowns normalized by E0i and H0i. Of course the problem can 
be inverted, and we could start knowing the transmitted waves and would like to 
determine the initial fields, Ei, Hi, that come from an unknown (potentially funda-
mental) source. Present cosmological problems are exactly of this type [3, 35, 36]. 
Continuity of the tangential components of E requires 

E0i þ E0r ¼ E0t (20) 

At any point and at any time at the interface. Likewise, continuity of the tan-
gential component of the magnetic field requires H0i cos θi �H0r cos θi ¼ H0t cos θt 

which becomes k1 ðE0i � E0rÞ cos θi ¼ k2 E0t cos θt. But k ¼ n=λ, so ωμ1 ωμ2 

n1 n2 ðE0i � E0rÞ cos θi ¼ E0t cos θt (21) 
μ1 μ2 

Algebraic Eqs. (20) and (21) are readily solved for unknowns E0r and E0t: 

n1 n1 n2 E0i cos θi � E0r cos θi ¼ E0t cos θt (22) 
μ1 μ1 μ2 

Using (20) E0i þ E0r ¼ E0t and after some algebra, we obtain [27]: the amplitude 
of the fields E0r/E0i and E0t/E0i: 

n1 ˜ ° cos θi � n2 cos θt E0r μr1 μr2 ¼ (23) n1 E0i cos θi þ n2 cos θt N μr1 μr2 

˜ ° 2 n1 cos θi E0t μr1 ¼ (24) n1 E0i N cos θi þ n2 cos θt μr1 μr2 

where N indicates that E is normal to the incidence plane and/or H is in the plane 
of incidence. 

In the case the three H vectors are perpendicular to the plane of incidence, 
Figure 8, we have: H0i �H0r ¼ H0t. In terms of E fields 

n1 n2 ðE0i � E0rÞ ¼  E0t (25) 
μ1 μ2 

ðE0i þ E0rÞ cos θi ¼ E0t cos θt (26) 

After some algebra and rearranging terms, we obtain E0t/E0i. Hence: 

˜ ° � n2 cos θi þ n1 cos θt E0r μr2 μr1 ¼ (27) n1 E0i cos θt þ n2 cos θi P μr1 μr2 

˜ ° 2 n1 cos θi E0t μr1 ¼ (28) n1 E0i P cos θt þ n2 cos θi μr1 μr2 
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Here P denotes that the Hi, Hr, Ht are all parallel to the interface. In the case 
of normal incidence with all the H vectors parallel to the interface, θi ¼ θt ¼ 0 
(Figure 8), and cos θi = cos θt = 1 in the above equations. 

3.3 The coefficients of reflection (R) and transmission (T) and conservation of 
energy (R þ T ¼ 1) 

� � 
E2 Sr av � n 0 r  R ¼ ¼ (29) 
E2 Si av � n 0 t  

1=2 E2 
0 t  cos θt 0 t cos θt St av � n ϵr 2  n2E2 

T ¼ ¼ ¼ (30) 
Si av � n ϵr 1  E2

0 t cos θi n1E2 
0 t  cos θi 

8� �  92 
n1 < cos θi � cos θt = 
n2 RN ¼ � �  (31) : n1 ; cos θi þ cos θt n2 

n1 4 cos θi cos θt n2 TN ¼ n� �  o (32) 2 
n1 cos θi þ cos θt n2 

Figure 8. 
Both media are dielectric and magnetic, and the magnetic field component Hi is parallel to the interface, and so 
the reflected and the transmitted magnetic components, Hr, Ht, are also parallel to the interface. 
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8 � � 92 
n1 <� cos θi þ cos θt = 
n2 RP ¼ � �  (33) : n1 ; cos θi þ cos θt n2 

n1 4 n2 
cos θi cos θt 

Tp ¼ n � � o (34) 2 
n1 cos θi þ cos θt n2 

And obviously RN þ TN ¼ 1 , and Rp þ Tp ¼ 1. With these equations we calcu-
late the energy content in the reflected wave and in the transmitted wave in 
terms of the incident wave for both cases: the so-called parallel incidence and the 
normal incidence. For normal incidence as in geophysics altimeter radars, 
θi = θr = θt = 00, and the R and T coefficients become R = {(n1 – n2)/(n1 + n2)}

2 and 
T = (4n1)/{(n1 + n2)}

2. 
The whole subject of reflection, refraction, and absorption of microwaves at the 

interface of air and a conducting (σ), magnetic (μ), and dielectric (ϵ) medium is 
summarized qualitatively in Figure 4. The most relevant mathematical expressions 
are given above. Depending on the application at hand, reflection and transmission 
count with sensitive methods for their measurement, and in consequence quantita-
tive determinations of absorption of microwave power is readily available. 

4. Waveguides 

When research in this area does not involve necessarily open spaces, and trans-
mission losses should be avoided, what can we do to reduce losses, dispersion, and 
uncontrolled reflections of microwaves while propagating? Or what can be done to 
control and measure such dispersions, absorptions, and reflections? The answer is 
whenever possible, guide the microwaves (Figure 9). 

It is well known that very good conductors (metallic) reflect electromagnetic 
waves with a minimum of losses (these losses are due to Joule effect on the free 
electrons that are within the skin depth only) (see Table 1). And this skin depth is 
very small (microns, fractions of microns) for good conductors. So, multiple reflec-
tions on hollow metallic pipes are preferred choice to deliver microwaves from here 
to there (Figures 9 and 10). 

Since the beginnings of the microwave technology, previous to world war II, it is 
well known that metallic hollow pipes with internal, mirror-polished walls can 
sustain propagation of some particular electromagnetic (EM) modes, TM (trans-
verse magnetic), and TE (transverse electric) and cannot sustain other EM modes 
[27–29, 37, 38]. 

A universal condition is that one significant dimension, ξ, of the hollow pipe be 
exactly a multiple of an integer number of half the wavelength of the microwave to 
be transmitted through it. Hence ξ = nλ/2 determines the “size” of the cross section 
of a rectangular or a cylindrical waveguide. λg = c/νnm is the wavelength inside the 
waveguide. All the theory is consequence of the solutions to Maxwell’s equations, 
under boundary conditions at the walls of the mirror-polished metallic surfaces of 
the microwaveguide. The particular deductions of the mathematical expressions of 
the valid E and H fields inside the waveguides are involved and lengthy. We give in 
Table 2 some rectangular waveguides with their band, frequency operation, cutoff 
frequencies, and internal dimensions (Figure 10). A typical rectangular Q-band 
waveguide connected to a Q-cylindrical resonant cavity is shown in Figure 10b. 
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Figure 9. 
Rectangular waveguides made of very good conducting metals (copper, silver, gold, and brass) sustaining 
different patterns of E and H modes propagating along the guides. If the guide is perfectly conducting the electric 
field intensity, E is zero in the conductor, and E is either normal or zero at the surface. For a TE wave, it is 
shown that ∇H0z is tangent to the wall. 

Standard sizes of rectangular waveguide 

Waveguide 
name 

EIA 

Frequency 
band name 

Recommended 
frequency band of 
operation (GHz) 

Cutoff frequency 
of lowest-order 
mode (GHz) 

Cutoff 
frequency of 
next mode 
(GHz) 

Inner dimensions of 
waveguide opening 

(mm) 

WR650 L-band 
(part) 

1.15–1.72 0.908 1.816 165.1 ˜ 82.55 

WR340 S-band 
(part) 

2.20–3.30 1.736 3.471 86.36 ˜ 43.18 

WR229 C-band 
(part) 

3.30–4.90 2.577 5.154 58.17 ˜ 29.08 

WR90 X-band 8.20–12.40 6.557 13.114 22.9 ˜ 10.2 

WR42 K-band 18.00–26.50 14.051 28.102 10.7 ˜ 4.32 

WR22 Q-band 33.00–50.00 26.346 52.692 5.86 ˜ 2.84 

WR19 U-band 40.00–60.00 31.391 62.782 4.78 ˜ 2.39 

WR15 V-band 50.00–75.00 39.875 79.75 3.76 ˜ 1.88 

WR12 E-band 60.00–90.00 48.373 96.746 3.10 ˜ 1.55 

WR10 W-band 75.00–110.00 59.015 118.03 2.54 ˜ 1.27 

WR8 F-band 90.00–140.00 73.768 147.536 2.03 ˜ 1.02 

WR6, WR7, 
WR6, 5 

D-band 110.00–170.00 90.791 181.583 1.65 ˜ 0.826 

Table 2. 
Some of the most common rectangular waveguides and their frequency ranges and frequency cutoffs and inner 
dimensions (mm). The waveguide name WR stands for waveguide rectangular, and the number is the inner 
dimension width of the waveguide in hundredths of an inch (0.01 inch = 0.254 mm). The different microwave 
bands are given and can be correlated with the bands shown in Figure 1 (Taken from Wikipedia). 

Once we know the electromagnetic patterns that can be formed and sustained in 
hollow metallic pipes, as the one we show in Figure 11, how can we use them to 
probe material’s properties? The fundamental idea of how to measure 
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Figure 10. 
A plane electromagnetic wave propagating in a rectangular hollow waveguide. (a) The lines AB and CD are 
parallel to wave fronts for the wave propagating to the right and upward. Similarly, BC and DE are parallel to 
wave fronts traveling to the right and downward. The angle α is the angle of incidence; the broken line FCG 
represents a ray reflected at C. (b) A laboratory Q-band cylindrical waveguide. 

Figure 11. 
Fundamental idea of how to measure electrodynamic properties (ϵ, μ, σ) of matter by making it interact with 
microwaves inside a waveguide. Measuring transmission, reflection, or dispersion will give so much information 
on ϵ, μ, and/or σ of the material. 

electrodynamic properties (ϵ, μ, σ) of matter by making it interact with microwaves 
inside a waveguide is as follows. We just put the material specimen of interest inside 
the waveguide, at some place where the electric field is predominant if the electro-
dynamic expected response is diamagnetic, ϵ(ω), or where the magnetic field dom-
inates, if the magnetic response, μ(ω), is to be explored. In this way the specimen 
will get excited electrically or magnetically, and predominantly the response would 
be ϵ(dielectric) or μ(magnetic) and by electron conductivity if the specimen is 
conductive, even if it is poor conductor (as ferrites). 
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To insert the specimen in the location we want, a hole is made on top of the 
guide and a material (dielectric, ϵ; magnetic, μ; and/or conductor, σ) is introduced; 
depending on the position of the hole E or H, the material will interact strongly with 
the E or the H component, see Figure 11, of the microwaves, and reflection, 
absorption, dispersion, and transmission will occur, and their measurement can be 
carried out. 

Waveguides are used mainly to measure microwave transmission and energy 
transmission, T. A greater performance in the interaction of microwaves with 
(ϵ, μ, σ) materials is achieved when electromagnetic resonant cavities house the 
microwaves and the material to be studied. 

5. Electromagnetic cavities 

Closed metallic boxes are a particular case of a bounded space but are an impor-
tant one. When the wavelength of a particular microwave (v.gr. 3 cm, 11 cm, or 
8 mm) is trapped inside a box made of very good conductors (copper, silver, gold), 
the microwave bounces back and forth between the walls, and a pattern of standing 
waves is formed. The energy absorption at the walls is very small, and by virtue of 
this property, such a box is, really, a container of electromagnetic energy, concen-
trated electromagnetic energy in a closed, finite space. The same way we store a 
beverage in an aluminum can, we can store electromagnetic energy in a similar can 
(see Figure 12). 

In electromagnetic cavities, the microwaves inside form maxima and minima at 
known distances, and the electromagnetic energy is stored efficiently. The main 
quantities that describe the electromagnetic behavior of a cavity are the standing 
wave electromagnetic fields E and H that form inside the cavity, its power and its 
figure of merit, the Q of the cavity. All these quantities are obtained from the E and 
H solutions to Maxwell’s equations under boundary conditions at the internal 
metallic walls. Each component of the fields ðE; HÞ obeys a homogeneous wave 
equation, as the ones given before. 

They are solved by separation of variables, the boundary conditions are periodic, 
and the separation constants become integer numbers: (k1, k2, k3) �> (n, l, m) in 
Cartesian coordinates, or ( χ 0 mn, m, k), where χ 0 mn are the roots of the normal 
Bessel functions J0 mnð χ 0 mn; r ¼ aÞ, in spherical coordinates [28, 37, 38]. The 

Figure 12. 
A metallic can is commonly used to contain and to store a beverage. Similarly, a metallic can is used to sustain 
and store electromagnetic fields in the form of standing waves. 
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electrodynamic power of the EM fields inside the cavity is given by 
jE �Hj ¼ S ¼ V:W=vol ¼ Power=u:area, and the power absorbed by a purely mag-
netic material is P ¼ ωH2

1χ” . 
If we are interested in the quantitative study of microwave dispersion, absorp-

tion, and reflection by some kind of materials, we produce standing wave patterns 
inside a resonant cavity, put inside the material to be studied, let the microwaves 
interact with it, and then measure its absorption by its reflection and its frequency 
shift (dispersion) by the change of the energy in the cavity (through the Q of the 
cavity) without and with material sample. 

Examples of real microwave laboratory X-band and Q-band waveguides and 
cavities are as follows: the schematic representations of E and H field patterns in 
Figures 9, 10 and 11 are propagated in real waveguides shown in Figure 13. This 
equipment performs high precision microwave measurements; typically the micro-
waves are combined with static magnetic fields to excite and saturate the magnetic 
specimen; hence, electromagnets are part of these equipments. The microwave 
circuitry includes the source, circulators, attenuators, splitters, and so forth. Some 
waveguides are shown to be connected through flanges to more waveguides that 
make 90° turns and then connected to more microwave waveguide “plumbing” 
until it reaches the heart of the microwave source. At the bottom end, the wave-
guides terminate in a rectangular cavity that hosts a specimen to be studied. Details 
of the microwave X-band source box are shown; an isolated open end of another 
waveguide is also shown. Cavities and waveguides can stand several small holes 
without degrading their performance; hence, several probes can be inserted. The 
last panel in Figure 13 shows a rectangular cavity which is also fed in its inside with 
UV-vis light through an optical fiber that enters the microwave cavity space to 
excite simultaneously the electronic levels and the electron spins of the atoms of the 
specimen, the collective magnetization, and/or the domain walls of a ferromagnetic 
specimen. There are also dual (twin) cavities which simultaneously receive micro-
waves; one is empty and the other is loaded with a specimen; in real time the 
different absorption measurements are registered. The fact that cavities and wave-
guides can stand holes in their walls and insertion of different small measurement, 
excitation, or conducting devices, multiplies greatly the number of experimenta-
tions with ϵ, μ, and σ and electronic and vibronic states that can be performed. 
Basically, the universal measurement in all these cases would be the reflected 
microwaves and from them the absorptive characteristics of the sample under 
study. 

Figure 13. 
Common rectangular X-band waveguides and cavities and microwave source box used in laboratory. (a) 
typically the microwaves are combined with static H fields Electromagnets are part of these equipments, (b) the 
inside of a microwave source box that delivers in a precise fashion microwaves from a few microwatts up to 180 
mW, (c) view of the open end of a waveguide built with a flange to connect with other waveguides, and (d) a 
waveguide terminated in a rectangular TE011 cavity which is also fed with UV-Vis light through an optical 
fiber. 
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Figure 14. 
Multiple reflections on the inner metallic wall of a wave guide allow the propagation of microwaves long 
distances, A, a laboratory Q-Band cylindrical wave guide connected on the upper part to a rectangular portion 
of another wave guide and connected at the bottom, B, to a cylindrical resonant cavity. 

The same kind of experimental setups we just briefly described for X-band 
waveguides and cavities can be very well carried out at other frequencies with the 
appropriate K, Ku, Q, L, and S microwave equipment. The hoses that carry water 
and the electric cables that carry electricity can bend and give ≥90° turns, and pipes 
can be splitted, reduced in size, and so forth. The same with optical fibers and the 
same with microwave plumbing. Microwave circulators make the E and H fields go 
round in a circle and leave at the “aperture” of another piece of waveguide. The 
coupling of a waveguide with a geometry with another waveguide of another 
geometry is quite possible as we show in Figure 14 for Q-band waveguides. The 
cylindrical waveguide connects to the right at the bottom with a cylindrical Q-band 
cavity, and connects to the left with a rectangular waveguide. The hole to insert a 
sample is at the center of the top wall (Table 3). 

5.1 Circular cavity resonators 

As a way of example, next we give some cylindrical frequency parameters and 
some standing wave patters (Table 3) allowed to propagate in these cavities for an 

Table 3. 
Concentrate of the basic properties of some cylindrical cavities that sustain some E and H modes (patterns of 
standing waves). The blue dashed lines are H lines and the red ones are E lines. The second row shows how they 
propagate along the waveguide. The field components are shown and parameters like the cut-off frequency, the 
attenuation due to imperfect conductance, the cut-off wave length are also shown. 
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air-filled circular cylindrical cavity resonator of radius a and length d. The resonant 
frequencies are 

sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi � � �2 � �2 
�2 � �2 1 χ pπ 1 χ0 mn pπ mn ð Þ ¼ þ and ð Þ ¼ þ fr pffiffiffiffiffi fr pffiffiffiffiffi TMmnp TEmnp 2π ϵμ a d 2π ϵμ a d 

where the boundary condition at the lateral wall, r = a, imposes Jmnðχ Þ ¼ 0 mn 
and the χ 0 mn are the roots n of the m Bessel function; hence J0 mnðχ 0 mnÞ ¼ 0 

. 

Above we show just a few roots of Jnðχ Þ and of J0 nðχ 0 mnÞ. For TE001 mode mn 
sustained in an empty cavity, m = 0, n = 0, p = 1, so χ 0 mn ¼ 3:832, a = 3.65 cm/2 
= 1.825 cm, and d = 4.38 cm with ϵ ¼ ϵ0 y μ ¼ μ0. 

5.2 The quality factor of a resonant cavity 

It is a fundamental quantity in the theory and evaluation of microwave cavities. 
The quality factor of the cavity is defined by 

2π Time � average energy stored at a resonator frequency 
Q ¼ (35) 

Energy dissipated in one period 

Q becomes an extremely useful parameter to measure the performance of a 
cavity and to make quantitative the losses in it when it is empty and/or when it is 
loaded with a material sample of interest. The higher the Q, the higher the quality 
of the metallic cavity as reservoir of electromagnetic energy. A cavity with a Q of 
17,000, 33,000, or 100,000 will lose energy in a fraction of 1/17,000 or 1/33,000 or 
1/100,000 of the initial energy content per cycle. So, these devices are really very 
good at storing microwave energy. Notice that the inverse of Q is a measure of those 
losses: 

Q�1 = Energy loss (absorbed, dissipated) per cycle/2π (time-avarage of energy 
stored at resonant frequency). 

Let’s call L the inverse of Q; L = Q�1. The theory of cavities finds that there are 
four types, and only four types, of energy losses: (a) by Joule effect on the 
conducting walls and just within the skin depth, Lσ, (b) by dielectric losses if a 
dielectric material, ϵ= ϵ0 – iϵ″, is introduced in the cavity, Lϵ. This means that the 
dielectric material absorbs microwaves by virtue of its polarized atoms/molecules, 
(c) by magnetic losses if a magnetic material, μ = μ0 – iμ″, is introduced in the cavity, 
Lμ [27–33]. This means that the magnetic material absorbs microwaves by virtue of 
its magnetic moments that precess with friction (damping) according to the 
Landau-Lifshitz equation of motion [LL], or the magnetic domain walls move back 
and forth trying to follow H(ω) [30], Lμ, (d) any holes or apertures in the cavity, 
from which some microwave energy can escape, Lh. And the losses are additive, 
hence: LQ ¼ Lσ þ Lϵ þ Lμ þ Lh, in terms of Q�1 becomes 1=Q ¼ 1=Q σþ 

ω W 1=Q ϵ þ 1=Q μ þ 1=Q h. For an empty cavity: Q ¼ where W ¼ WE þWH is the PL 
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Figure 15. 
A variety of ferrites with different sizes and fabrication procedures absorb energy in similar ways. (a) Profile of 
absorption contains four distinctive regions. Only one is resonant. (b) The usual representation of the absorption 
is the derivative of the microwave power with respect to magnetic field. (c) Many other ferrites collapse the 
yellow region, and the FMR region expands to lower and higher fields. 

ϵ Ð μ Ð 2dτ. total electric and magnetic microwave energy and WE ¼ E 2dτ; WH ¼ j j  j j  H 4 4 
At resonance: W ¼ 2WE ¼ 2WH:The power loss per unit area, Lσ, is only due to the 

1 1 conductivity of each wall. In this case Pav ¼ j j2Rσ ¼ j j2Rσ, where Rσ is a H 2 Jσ 2 

superficial resistance Rσ ¼ bρ ≈ π 
b
D 
ρ
δ, with b, length of cavity; D, diameter of πðD�δÞδ 

cylindrical cavity; ρ, resistivity (ρ = 1/σ); σ, conductivity of cavity material; δ, skin qffiffiffiffi qffiffiffiffiffiffi 
depth δ ¼ 2ρ ¼ 2 ; ν, electromagnetic wave frequency; and Js = |Js|, AC current ωμ ωμσ 

density generated by microwaves inside the cavity wall, generating a power loss PS. 
Now, what follows has been found experimentally [39, 40]. If an extra conductor as 
a wire or a conducting film is introduced in the cavity, a new loss term due to Jex 

(AC current density generated by microwaves within the skin depth of the extra 
conductor) appears, Pex. Both terms are of the same type; hence, Pσtotal = Pσ + Pex, 
and both power loss integrals are of the same type. Pσ ¼ ∮ Pav ds, and the new Q is: 

2πν W Q ¼ ω W ¼ ds. And so, 1/Q = 1/Q σ + 1/Q ex. If we continue adding lossy objects PσþPx ∮ Pav 

inside a cavity, more power loss terms appear and the total loss would be the sum of 
each loss, Ptotal = ∑Pi, where Pi = Pσ+Pϵ +Pμ + Ph. This analysis on the Q of a loaded 
cavity and its losses is very powerful to understand what mechanisms are responsi-
ble for the total microwave absorption that a magneto conductor exhibits. 

5.3 Examples of experimental measurements of microwave absorption by 
different magnetic and/or conducting materials 

The first example is microwave ferrites. Their name clearly indicates the main 
function they have and have been studied with microwaves since their very inven-
tion. Microwave ferrites are crucial elements in microwave measurement equip-
ment itself and in a pleyade of different microwave devices [17]. Its ability to absorb 
greatly microwaves under very specific circumstances and do not absorb them 
under other set of circumstances makes these materials highly controllable, and that 
is what engineering requires [11]. 

As microwave device it is desirable to have wide yellow and green regions in 
Figure 15 for passive circulator and isolator operation [11, 24]. Ferrites absorb 
microwave energy in a resonant fashion and under nonresonant conditions, making 
these responses a very versatile and manageable material. It is very cheap and easy 
to fabricate [41]. 
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6. Resonant absorption of microwaves 

What is microwave energy absorption in a resonant fashion? The phenomenon is 
really ferromagnetic resonance (FMR). What is the role of microwaves in the 
ferromagnetic resonance phenomenon? A brief description follows; the most com-
mon measurements of the ferrite absorption performance or profile are carried out 
in equipment as the one shown in Figure 13. In addition to the microwave excita-
tion of the ferrite inside the cavity, an extra static magnetic field, H0, is applied to 
the ferrite through the magnet poles of the electromagnet also shown in Figure 13a. 
This is why the cavity is seen located at the center of the magnet poles. This field 
serves to simplify the magnetic structure of domains of the ferrite, and when 250 
mT (2500 Oersters) or more are applied, the domain structure has disappeared, and 
the material becomes magnetically saturated, and the whole sample has the magne-
tization value Ms, and this Ms as a whole interacts with the microwave magnetic 
field and absorbs its energy greatly in the form of ћω = gβH0, in which ћω is the 
energy of a quantum of the microwave field and the right side gβH0 is the magnetic 
energy splitting of two consecutive magnetic energy levels. This is the well-known 
Zemann effect, where β = ћe/2me is Bohr magneton and g is the spectroscopic factor 
(for ferromagnets and ferrimagnets g is close to 2.00 but always larger). To have 
ћω = gβH0 means that a stimulated transition between two contiguous energy levels, 
ΔE = gβH0, is taking place and the energy is provided by photons, hν, with v exactly 
in the microwave region, of the magnetic component of the microwaves. This is 
called the resonance condition; it is fully quantum and was discovered without 
knowing what it was in 1946 by R. Griffiths [34] and explained fully 1 year later by 
Kittel [32]. When this absorption fullfils the Kittel condition, hν = gβH0, it is 
resonant absorption of energy (no more, no less, just exactly the energy content in a 
microwave photon hν), meaning that resonant absorption of microwave (photon) 
energy is performed by the magnetization of a ferromagnetic specimen. When the 
atomic magnetic moments or uncoupled electron spins are not governed by the 
strong magnetic exchange interactions, they do not behave collectively, as a unit, 
and they behave individually. Such is the case of paramagnetic substances. Each 
atomic magnetic moment, mi, or electron “spin only”, S, can and do absorb micro-
waves individually obeying also the resonance energy equation, hν = gβH0. In these 
cases the phenomenon is called electron paramagnetic resonance (EPR) or electron 
spin resonance (ESR). In any of these cases, energy from the microwaves is 
absorbed resonantly and very efficiently. So, FMR, EPR, and ESR are techniques 
that measure very accurately the absorption of microwaves (quanta, hν) in the 
presence of a static magnetic field, H0, of a magnetic sample located in a microwave 
cavity. 

7. Nonresonant absorption of microwaves 

When the microwave experimental setup is as described but the equality 
hν = gβH0 is not fullfiled and absorption of microwaves is still registered, then we 
have a nonresonant absorption of microwaves, and other dissipative process 
dynamics are taking place. For example, domain walls can be made to oscillate with 
an external field, and the motion is dissipative, or some conduction “currents” can 
be operating. So, the same equipment and experimental setup can measure resonant 
and nonresonant absorption of microwaves. Measurements of this kind, carried out 
in equipment as in Figure 13a on ferrites fabricated with different methods and 
with different compositions [41], give very frequent absorption profiles as the ones 
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shown in Figure 15. This contains nonresonant and resonant absorption of micro-
waves. This kind of absorption profile has been known for many years. Here we 
want to demonstrate that resonant and nonresonant absorption of microwaves 
coexists in just one measurement that is capturing different microscopic absorption 
mechanisms at different values of H0. The information obtained this way is very 
rich. For passive microwave circulators and isolators, it is highly convenient that the 
regions below resonance (B/R, yellow) and above resonance (A/R, green) be as 
wide as possible since no absorption is demanded. The widening of these yellow and 
green regions is a continuous search by modifying ferrite fabrication parameters 
and continuously measuring this kind of microwave absorption. Yet, many ferrites 
do the contrary and absorb in all regions of H0. On the other hand, the maximum 
possible absorption is required in order to sensing it from a distance. In a sense a 
kind of sink is desirable, like an antenna that works by absorbing greatly micro-
waves. Much the same way radar works. In order to develop potential applications 
as the one illustrated in Figure 3, “sensors” that absorb greatly microwaves in 
preferred directions are required. Some promising materials are Fe79B10Si11 glass-
covered amorphous-conducting magnetic microwires (simply FeBSi wires) because 
they have shown great capacity to absorb microwaves at X-band in an anisotropic 
fashion [42]. The proposed application in Figure 3 demands a great global absorp-
tion of microwaves in order to detect reflected microwaves from implanted mag-
netic microwires (glass-covered for them to be biologically inert) in patients that 
have undergone some kind of orthopedic surgery at the level of knee, shoulder, 
vertebra, hip, and so on. The microwires are implanted with some specific orienta-
tion, and as recovery develops and bone grows, or fractures heal, the microwires 
would move when pushed by the new processes taking place. Those changes are 
expected to be informative to the surgeons. The idea of the detection is quite similar 
as how radar detects moving or static “objects” at a distance. The same idea is used 
in how the laser gun works detecting a speeding vehicle. A good level of reflected, 
or perturbed. microwave “signal” coming back to the transducer is required. In 
laboratory models, FeBSi wires have shown great microwave absorption at some 
particular orientations. Experiments are carried out with the wires inside micro-
wave cavities in equipment as the one shown in Figure 13. Conditions are 
established for FMR absorption because it is the maximum possible; hence in 
addition to the X-band microwaves fed to the resonant cavity, an extra static 
magnetic field is also applied. The physical interactions are as described for ferrites, 
except that these are amorphous and no long-range order exists and the strong 

Figure 16. 
FMR absorption of microwaves by glass-coated amorphous-conducting ferromagnetic microwires. (a) First 
derivative of absorption intensity as function of delivered microwave power and (b) the total absorption is a 
fast-increasing function of power. The Abs% grows to over 1000% for P = 180 mW. The measured absorption 
for the military material “mu” is shown for comparison, it does not show such effect [42]. 
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crystalline anisotropy does not exist and Hint that goes in Heff is different from the 
Hint present in ferrites. A typical absorption profile is shown in Figure 16. Here 
the quantity of interest is the integral of the absorption curve since it gives directly 
the total microwave power absorbed by the sample. The higher the integral, the 
better in order to use it as sensor-detector of microwaves. The total absorption 
resulted in a fast-increasing monotonic function of power. The Abs% grows to 
over 1000% for P = 180 mW. The measured absorption for the military material 
“mu” is shown for comparison; it does not show such effect. This is a kind of 
amplification effect [42]. 

In, yet, another application, the cavity microwave magnetic field near an extra 
inserted conducting perturbation is greatly enhanced. Nanomagnets and 
micromagnets could require for their study an enhancement of the fields they 
experience inside a resonant cavity. This could be achieved by introducing an extra 
conductor (wire) in the cavity in order to expose its free electrons to the microwave 
electric field in the cavity. Induced currents in the conductor, of the same frequency 
of the microwaves, would produce an extra magnetic field H+ in some small regions, 
γ, very close to the extra wires, w+. Placing a micron- or nano-sized sample, η, in 
region γ of increased field Hincr = H0 + Hint + H+ could produce an amplified 
ferromagnetic resonance absorption, since now ћω = gβH0 is fulfilled as before, but 
more microwave effective power is absorbed by a micro- or nano-magnetic material 
with a not so large total magnetic moment, M, placed at the γ region. This was 
proven experimentally by R. Rodbell in 1952 [39, 40] more than half a century ago; 
we consider it a classic of deep understanding of electrodynamics in cavities and a 
good example of how to use them in novel ways. Present-day microwave experi-
ments of these kinds can be performed on ferromagnetic resonance equipment that 
looks like the one shown in Figure 13. 

One interesting result obtained by Rodbell is that the microwave magnetic field 
strength near the surface of a conducting rod may be easily made to exceed the 
maximum magnetic field strength existing in the unperturbed cavity at the same 

Figure 17. 
The intensity of the ferromagnetic resonance measured for a sample of MnFe2O powder as it depends upon 
position of the sample in a rectangular TE011 X-band microwave cavity. The incident power is 50 mW. 
(a) FMR with the ferrite alone, (b) ferrite near a cooper wire, (c) ferrite powder glued to the copper wire. 
The FMR absorption increase amplification is more than 1000X. 
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incident power level. This would appear to be a useful means of effectively coupling 
microwave energy into a magnetic specimen. The experiment described by Rodbell 
is the measurement of the relative intensity of the microwave magnetic resonance 
absorption of an MnFe2O2 powder specimen (manganese ferrite) as it depends 
upon position within a rectangular (TE) microwave cavity at ≈ 9 kMc=s, Figure 17. 
The powder specimen is cemented onto the outside surface of a quartz capillary 
tube that is 3 mm long and of 0:25 mmo:d: The capillary is attached to a quartz post 
so that it can be positioned along the central “E” plane of the cavity with the 
capillary axis along the microwave E field. The total resonance absorption here is 
composed of contributions from many, essentially isolated, randomly oriented par-
ticles of the ferrite powder; the line width of the composite absorption is about 
1000 Oe. The resonance absorption is used here as an indication of the square of the 
microwave magnetic field strength averaged over the sample. This is the variation 
expected for a magnetic resonance absorption that is driven by the usual microwave 
magnetic field strength for this cavity geometry. The experiment is now repeated 
after introducing into the capillary tube a bare copper wire that is 3 mm long and of 
0:025 mmdiam. The cavity coupling and incident microwave power are constants of 
the experiment. The small variation of the cavity Q with dc magnetic field is used as 
a measure of the magnetic resonance absorption in the standard way. 

The results indicate that the electric field “drives” the absorption; that is, the 
microwave electric field is locally perturbed and gives rise to a locally large mag-
netic field. Further confirmation is found in curve (c) of Figure 17 which displays 
the result of an experiment in which a copper wire of the same size as in (b) is 
coated directly (no intervening quartz capillary) with approximately the same 
amount of the ferrite (MnFe2O4) powder. The increased absorption, here relative to 
(b), is interpreted to be the result of the larger microwave magnetic field that 
occurs closer to the perturbing conductor. 

8. Conclusions 

An overview of the universality of the microwaves in the universe and in the 
modern technology world was given. Maxwell’s equations are placed in the center of 
the electrodynamics universe and in particular in all the technological applications 
that were mentioned: microwaves in open spaces as in radar, Wi-Fi, guided micro-
waves, and microwaves in closed resonant cavities with very good conducting walls. 
Solutions of Maxwell’s equations are given in tables, and the phenomena of reflec-
tion, refraction, and absorption are shown to be universal. The Snell and Fresnel 
reflection and refraction equations are given. The fundamental physics of propaga-
tion is given, and the main features of electromagnetism in resonant cavities were 
described. Real waveguides and cavities and microwave equipment were presented, 
and general ideas of their use for research were also given. Few applications of 
absorption measurements under ferromagnetic resonance and nonresonant 
conditions for ferrites, amorphous microwires, and conductors with magnetism 
were given. 
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Chapter 7 

Electromagnetic Field Interaction 
with Metamaterials 
Mohammed M. Bait-Suwailam 

Abstract 

It is well known that constitutive parameters, namely, the electrical permittivity, 
ε, and the magnetic permeability, μ, in a medium determine the response and 
reaction of such medium or material when exposed to external time-varying elec-
tromagnetic fields. Furthermore, most materials are lossy and dispersive, that is, 
both permittivity and permeability are complex and frequency-dependent. Inter-
estingly, by controlling the sign of real parts of ε and μ in a medium, unique 
electromagnetic properties can be achieved that are not readily available in nature. 
Recently, subwavelength composite engineered structures, also known as 
metamaterials, have evolved in many engineering and optical applications, due to 
their unique electromagnetic properties that are not found in nature, including but 
not limited to negative refractive index, backward wave propagation, 
subwavelength focusing and super lenses, and invisibility cloaking. The main aims 
of this chapter are to provide an overview of electromagnetic field behavior and 
interaction with metamaterials and to explore such behavior in various 
metamaterials both analytically and numerically. 

Keywords: double negative medium, electromagnetic waves, metamaterials, 
plane wave, single-negative medium 

1. Introduction 

Electromagnetic field is a physical behavior that is produced in a space due to 
time-varying electric charges and represents the interaction between electric and 
magnetic fields. Unlike static charges that can only produce static electric fields in 
space, time-varying electric charges are one of sources for the rise of magnetic 
fields, which in turn produce time-varying electric fields. This is summarized in the 
four time-varying Maxwell’s equations given in differential form: 

∇:E ¼ ρvð Þt =ε (1) 

∇:B ¼ 0 (2) 

∂H 
∇ � E ¼ �μ (3) 

∂t 
∂E 

∇ � B ¼ J t (4) ð Þ þ ε 
∂t 

where ρv is time-varying volume charge density, ε and μ are the electric permit-
tivity and magnetic permeability, respectively, J is the time-varying electric current 
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density in a medium, D and B are time-varying electric and magnetic flux densities, 
respectively, and E and H are time-varying electric and magnetic field intensities, 
respectively. 

In 1864, James Maxwell showed through Eqs. (1)–(4) that oscillating electric 
and magnetic fields give rise to electromagnetic waves that travel at the speed of 
light in free space [1], which also implies that light is electromagnetic in nature. By 
taking the curl of Eqs. (3) and (4), it is also straightforward to show that electro-
magnetic wave propagation can exist. 

In a medium, there are two main quantities, also known as the constitutive 
parameters, namely, electric permittivity, ε, and the magnetic permeability, μ, in 
addition to the conductivity, σ, that determine the nature of electromagnetic wave 
and its behavior in such a medium. In other words, the aforementioned parameters 
along with the boundary conditions in a medium determine uniquely the response 
of such medium to an incoming electromagnetic wave. This is also summarized 
through two equations, given below, that describe the relationship between electric 
and magnetic field quantities in a simple linear and isotropic medium: 

D ¼ εE (5) 

B ¼ μH (6) 

where in Eqs. (5)–(6), both ε and μ in a lossy dispersive medium are commonly 
complex and frequency-dependent and are real quantities in a lossless isotropic 
medium. From such relations, Eqs. (1)–(6), important parameters, such as the 
wavenumber, k, the refractive index, n, and the intrinsic wave impedance, η, in a  
medium can be determined, which are given respectively as: 

ffiffiffiffiffi p 
k ¼ ω με (7) 

ffiffiffiffiffiffiffi p 
η ¼ μ=ε (8) 

ffiffiffiffiffiffiffiffip 
n ¼ μrεr (9) 

where ω = 2πf is the radian frequency (in rad/sec), f is the frequency (in Hz), and 
μr = μ/μ0 and εr = ε/ε0 are the relative permeability and permittivity, respectively, 
while μ0 and ε0 are the free-space permeability and permittivity, respectively. 

2. Overview of metamaterials and their realizations 

Figure 1 depicts a general overview of possible materials based on their consti-
tutive parameters: the electric permittivity and the magnetic permeability values. 
The aforementioned constitutive parameters are in principle complex, and their 
signs are based on the signs of their real parts, while their imaginary parts indicate 
the presence of electric or magnetic losses, respectively. While in naturally occur-
ring materials, both real parts of the permittivity and permeability are positive (i.e., 
>0); it is possible that either one of the real parts of the constitutive parameters or 
even both have negative values. In the second quadrant, while permeability is above 
zero, the permittivity is below zero (negative), which can be termed as a single-
negative (SNG) or ε-negative (ENG) medium. Similarly, when a medium possesses 
negative permeability value, while its permittivity is positive, this is also termed as 
an SNG medium or μ-NG (MNG) medium, where μ < 0 in this type of material, as 
shown in the third quadrant in Figure 1. An interesting medium is the case when 
both real parts of permittivity and permeability are negative (i.e., the third quad-
rant in Figure 1). This is termed as double negative (DNG) medium or left-handed 
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Figure 1. 
Classification of materials, based on their constitutive parameters, ε and μ. 

medium (LHM), due to its unique resultant electromagnetic features, like negative 
refraction and negative phase velocity, as it follows a left-handed system rule. In 
summary, metamaterials have three classes, depending on the signs of their consti-
tutive parameters: ENG, MNG, and DNG. 

Practically, natural SNG media are available that possess ENG response, for 
instance, metals at visible and near-ultraviolet regime. However, at much lower 
frequencies, one commonly adopted realization of SNG medium is the periodic 
arrangement of metallic wires, which results in possessing negative effective per-
mittivity below the plasma frequency of metallic wires or rods [2]. It is instructive 
to mention here that naturally occurring materials with permeability values below 
zero are not yet available in nature, especially within the radio frequency/micro-
wave regime. However, such response can be obtained through engineered 
arrangement of metallic inclusions printed on a dielectric medium [3], as it will be 
discussed further later on. 

After the seminal work of Veselago in [4], where he investigated mathematically 
the possibility of electromagnetic wave propagation through materials with both 
negative permittivity and permeability values, the word “metamaterials” evolved, 
which refers to what is beyond naturally occurring materials. Metamaterials can be 
defined as artificially engineered structures that have electromagnetic properties 
not yet readily available in nature. Such artificial composite structures are realized 
in one way by periodically patterning metallic resonant inclusions in a host 
medium, i.e., dielectric or magneto-dielectric material, either in a symmetric or 
nonsymmetric fashion. When exposed to an electromagnetic field, the 
metamaterials alter the electromagnetic properties of the new host medium due to 
mainly the inclusions’ response and features. Figure 2 depicts a general view of one 
possible realization of a metamaterial structure. 

Tremendous efforts had been put forward in the past with the goal to provide 
efficient numerical means for the retrieval of constitutive parameters of arrays of 
metamaterials in order to advance the design and characterization of metamaterials 
[5–7]. Such numerical retrievals provided engineering and physical means in 
replacing local electromagnetic response details of individual metamaterials ele-
ments with averaged or homogenized values for the effective electric permittivity, 
εeff, and effective magnetic permeability, μeff. As a matter of fact, this retrieval 
approach is a direct translation of the characterization of natural media, which 
consist of atoms and molecules with their dimensions that are much smaller in 
magnitude than the wavelength. The electromagnetic wave response and propaga-
tion within the effective metamaterial medium can then be fundamentally 
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Figure 2. 
General sketch of a metamaterial composite structure. 

described using constitutive parameters along with Maxwell’s equations. In princi-
ple, this effective response would be permissible if the unit cell dimension is suffi-
ciently small enough or a fraction of an operating wavelength [5], say, for example, 
L, as shown in Figure 2, satisfies the relation below: 

L ≪ λ (10) 

where L is the unit cell dimension and λ is the operating wavelength of the 
incoming electromagnetic field. When the condition in Eq. (10) holds, quasi-static 
behavior for the artificial metamaterials can be applied, in which an equivalent 
resonant circuit, composed of resistor-inductor-capacitor (RLC) elements, is permis-
sible to use in order to provide qualitative description of the physical behavior of the 
artificial materials [8]. 

2.1 Realization of artificial μ-negative (MNG) medium 

Among engineered materials with negative magnetic permeability, artificial 
magnetic materials (AMMs) have been the subject of interest for many years. This 
is due to their unique features, including low cost ease of integration with radio 
frequency/microwave circuits, and the possibility of synthesizing magnetic perme-
ability to certain magnetization and polarization levels at the frequency of interest. 
This is in contrast to ordinary magnetic materials, like ferrite composites, that are 
limited in their magnetization levels and as well as suffer from magnetic losses at 
microwave frequency regime [9]. 

The idea of creating magnetic materials from conductors was first proposed by 
Schelkunoff [10]. A wide variety of artificial magnetic inclusions have been pro-
posed and implemented in the literature. One of the popular and widely applied 
artificial magnetic materials is the split-ring resonator (SRR). Pendry et al. [3] used 
concentric metallic rings in order to provide further enhancement of the magnetic 
properties of the rings. The SRR, as shown in Figure 3a, consists of two concentric 
circular (i.e., edge-coupled) metallic rings printed in a host dielectric medium, with 
splits at opposite ends of the rings. Another form of “SRR-based” AMM is realized 
by placing the two split-rings in opposite sides (broadside-coupled) within the host 
medium [11, 12], which can provide two advantages: firstly, the effects of bianiso-
tropy, or cross polarization, are eliminated due to the broadside nature of the 
metallic rings (see Figure 3c), and secondly, there is additional capacitive coupling 
to the composite structure, hence achieving stronger resonance behavior [8, 11, 12], 
as shown in Figure 3b. Other forms of resonant metallic inclusions, like spiral, 
omega, Hilbert, can also be adopted to achieve artificial magnetic media, as shown 
in Figure 3. Significant miniaturization factors can be achieved using either spiral-
or Hilbert-type resonators [13, 14]. 

The physical principle of operation behind the artificial magnetic materials, as 
shown in Figure 3, is almost the same. Let us consider the subwavelength resonant 
inclusion in Figure 3c and assume that it occupies an infinite space with large number 
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Figure 3. 
Possible resonant metallic inclusions for synthesizing artificial magnetic materials, (a) edge-coupled circular 
SRR, (b) edge-coupled square SRR, (c) broadside-coupled SRR, (d) spiral resonator, and (e) Hilbert 
resonator. 

of periodicity in two- or three-dimensional planes (i.e., periodicity implies here repe-
tition factor that is much smaller than λ). Upon an excitation of an external magnetic 
field, which is orthogonal to the paper plane, to such an infinitely large and homoge-
nized artificial structure, the external magnetic field induces an electromotive force in 
the inclusions, which in turn results in a circulating effective current flowing around 
the inclusions. Upon such excitation, a general form for the effective magnetic per-
meability of any of the AMM structures as shown in Figure 3 can then be expressed as 

K jωLeff 
μeff ¼ 1 � (11) 

Zinc þ jωLeff 

where K is a normalized fractional surface area that is enclosed by the AMM 
inclusion and Leff is the effective inductance of the AMM, which is given by 

μ0S 
Leff ¼ (12) 

p 

where S is the surface area of the AMM and p is the periodicity of the AMM inclusion 
that mimics an infinitely large AMM structure. The parameter Zinc in Eq. (11) consists 
of two parts: Reff, which represents the encountered ohmic losses due to the finite 
conductivity of the metallic rings within the AMM inclusions, and Ceff, which is the 
mutual capacitive effect due to the close proximity of the AMM metallic rings/strips. 
Comprehensive analytical modeling approaches can be found in [3, 8, 12–14]. 

2.2 Realization of artificial ε-negative (ENG) medium 

As discussed in the previous section, the realization of metallic resonant inclu-
sions patterned in a homogenized host medium had made it possible to synthesize 
magnetic permeability in the microwave and optical regimes [3]. Similarly, it is 
possible to engineer the permittivity of a bulk medium by facilitating patterned 
metallic inclusions. In solid metals, negative permittivity response commonly 
occurs at the visible and near-ultraviolet regime, due to the entire oscillation of 
plasmons [15]. Pendry et al. showed that an array of thin rods or wires arranged in a 
cubical lattice can indeed exhibit negative effective permittivity response at the 
microwave regime given by the Drude function [2]: 
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2 

ε ω  
ωp (13) ð  Þ ¼ 1 � 

ω ωþ jΓÞ ð 
where Γ is the energy dissipation factor of the plasmon into the system (i.e., 

damping factor). In solid metals, like aluminum, the dissipation factor, Γ, is usually 
small as compared to the plasmon frequency, ωp. If losses were neglected, (i.e., 
Γ ≈ 0), it is evident from Eq. (13) that electromagnetic waves below the plasma 
frequency (ωp > ωp) cannot propagate, since ε < 0 (μ here >0). It is also evident 
from Eq. (13) that the refractive index, n, will be imaginary and a wave in such a 
medium will be evanescent. 

The electric permittivity response in Eq. (13) can be used to represent the 
effective electrical permittivity response of a synthesized homogeneous medium 
comprising an array of very thin metallic wires. Note that in the realization of the 
composite periodic lattice of wires, wires’ diameter is essentially much smaller than 
the operating wavelength in order to mimic an effective homogenized negative 
permittivity media from such periodic metal rods. The term ωp represents the 
plasma frequency for metals and can be expressed in terms of the electron proper-
ties by following relation [2]: 

nq2 
2ωp ¼ (14) 

ε0me 

where q is the electron charge, ε0 is the free-space permittivity, and n and me are 
the effective density and mass of electrons, respectively. 

From classical electromagnetic theory, metallic wires behave collectively as 
small resonant dipoles when excited with an applied electric field parallel to the 
wires plane, similar to the electric dipoles response of atomic and molecular systems 
in natural materials [2]. Although the metallic wire structure, discussed earlier, can 
tailor effective permittivity response within the radio frequency and microwave 
regime, the arrangement of metallic wires in a cubic structure is still bulky and may 
appear undesirable for planar radio frequency and microwave applications. 

Recently, Falcone et al. introduced in [16–18] a subwavelength resonant planar 
particle, known as the complementary split-ring resonator (CSRR) as shown in 
Figure 4b, which is the dual counterpart of the SRR. In other words, by following 
Babinet’s principle [19], the complementary of the planar SRR structure is obtained 
by replacing the SRR metallic rings with apertures and the apertures (surrounding 
free-space region of SRR) with metal plates. By etching the SRR rings from the 
metallic ground screen, complementary SRRs form the basis of realizing compact 
microstrip-based bandstop filters [16]. Such bandstop behavior is attributed to the 
existence of negative electrical permittivity response, due to an axial time-varying 
electric field parallel to the CSRR ring plane. Interestingly, as it is practically 
straightforward to excite CSRR particle with an axial electric field, CSRR particle is 
very easy to integrate with other planar microstrip circuits. 

With the assumption that the largest dimension in CSRR unit cell is much 
smaller than the operating wavelength, a quasi-static equivalent circuit model can 
be considered to estimate the effective permittivity response of such inclusion [18]. 

Consider an axial external uniform time-varying electric field that is parallel to the 
CSRR inclusion plane, as shown in Figure 4b; the composite structure will react 
and oppose the applied external electric field by creating internal electric dipole 
moments that give rise to electrical polarization effect. Following the analytical for-
mulation given in [20] and assuming a homogenized artificial CSRR structure, the 
overall effective electrical permittivity response of the homogenized artificial CSRR 
structure can then be written in the form below in terms of basic RLC circuit elements: 

128 



Electromagnetic Field Interaction with Metamaterials 
DOI: http://dx.doi.org/10.5772/intechopen.84170 

Figure 4. 
Two-dimensional view of (a) an artificial magnetic material inclusion, the circular SRR; (b) complementary 
SRR (CSRR), with dimensions; rout is radius of outer ring, rin is internal ring radius, a represents metallic 
(aperture) width, b is spacing between rings in SRR (spacing between etched rings in CSRR), and g represents 
the SRR ring’s cut (CSRR etched rings’ left metallization). The gray area represents structure metallization. 

K Zinc εeff ¼ 1 þ (15) 1 Zinc þ jωCeff 

where K is a normalized fractional surface area of CSRR inclusion and Ceff is the 
effective capacitance of a parallel plate capacitor with surface area being the CSRR 
inclusion surface, while the thickness of the capacitor is the periodicity of the CSRR 
as a composite infinitely large structure. The term Zinc in Eq. (15) represents the 
effective impedance of the CSRR inclusion and is given by 

Zinc ¼ Reff þ jω Leff (16) 

where Reff is the effective ohmic losses due to the finite conductivity of the 
metallic rings around the CSRR slots and is given by the alternating current resis-
tance of the rings. The term Leff in Eq. (16) accounts for the mutual inductive effects 
between the external and internal strips around the slotted rings. More analytical 
modeling of the effective electric permittivity and CSRR equivalent circuit param-
eters can be found in [18, 20]. Table 1 summarizes the most common artificial 
magnetic and electric inclusions (i.e., SRR and its dual, CSRR) in order to realize 
single-μNG and -εNG media, respectively, and their equivalent basic circuit 
representations (Figures 5–7). 

2.3 Realization of artificial double negative (DNG) medium 

In 1968, Veselago investigated theoretically that electromagnetic waves can 
propagate in a medium, where both permittivity and permeability are negative [4], 
which was then termed as metamaterials, DNG media, or LHM materials. The 
realization of artificial DNG media evolved after the theoretical studies by Pendry 
in [2, 3] in order to synthesize AMMs and artificial ENG media at low frequencies, 
and afterward practical realizations and demonstrations of DNG media by Smith 
and his team in [21, 22], which was achieved by producing a large bulk structure 
composed of repeated patterns of artificial MNG, in the form of SRRs, and ENG 
media, in the form of planar metallic strips. 

Several interesting properties that are not yet in nature can be achieved with 
DNG media, including but not limited to backward wave propagation and nega-
tively refracted waves and perfect lens [23]. 
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2.4 Potential applications of metamaterials 

Table 2 summarizes possible families of artificial metamaterials based on the 
signs of their permittivity and permeability, assuming such materials are passive, 
along with a list of suggested engineering applications that had been demonstrated 
in literature. Metamaterials have been adopted in various engineering fields in wide 
scope, leading to many existing findings, and are still being explored. It is believed 

Parameter(s) Artificial magnetic materials Artificial electric materials 
(MNG media) (ENG media) 

Commonly adopted unit inclusion SRR CSRR 

Geometry See Figure 5(a) See Figure 5(b) 

Equivalent circuit topology See Figure 6(a) See Figure 6(b) 

Typical response to external See Figure 7(a) See Figure 7(b) 
electromagnetic field 

Table 1. 
Commonly adopted MNG and ENG metamaterial building blocks and their equivalent circuit topologies. 

Figure 5. 
(a) SRR geometry and (b) CSRR geometry. 

Figure 6. 
(a) SRR simplified equivalent circuit model and (b) CSRR simplified equivalent circuit model. 
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Figure 7. 
(a) Expected effective permeability response of SRR and (b) expected effective permittivity response of CSRR. 

Artificial Sign Sign Sign Sign Possible engineering applications 
synthesized of Re of Re of Im of Im 
metamaterial type (ε) (μ) (ε) (μ) 

MNG medium + - + + • Bandstop/band-pass filters for radio 
frequency/microwave circuits and 
systems [24, 25] 

• Mutual coupling reduction between 
antennas [26–28] 

• Electromagnetic shielding of electronic 
circuits and devices [29] 

• Gain enhancement of antennas, when 
used as superstrate [30] 

• Electromagnetic energy harvesting and 
absorbers [31, 32] 

ENG medium - + + + • Planar, miniaturized filters for radio 
frequency/microwave and millimeter 
wave circuits and systems [16–18] 

• Mutual coupling reduction between 
antennas [33] 

• Electromagnetic shielding of electronic 
circuits and devices [29, 34, 35] 

DNG medium - - + + • Demonstration of backward wave 
propagation and negative refraction 
[21, 22, 36] 

• Focusing, imaging, and superlensing 
[23, 37] 

• Invisibility cloaks [38–40] 

Table 2. 
List of general metamaterials families, based on the sign of their constitutive parameters, including possible 
engineering applications. 

that metamaterials can find lots of applications in other physics and engineering 
areas, especially in the millimeter and terahertz regimes that might not yet have 
been reported to date. Note that the number of applications is not limited to those 
listed in Table 2. 

3. Electromagnetic wave interaction with metamaterials 

In this section, the behavior of electromagnetic wave interaction with 
metamaterials is studied both analytically and numerically. Analytical formulation of 
electromagnetic field behavior on a one-dimensional artificial lossless and isotropic 
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metamaterial slab due to an external plane wave excitation is presented first. Numer-
ical demonstration of two-dimensional electromagnetic wave interaction with artifi-
cial DNG, MNG, and ENG metamaterial slabs is then illustrated and discussed. 

3.1 Normal plane wave interaction with metamaterials 

We consider the problem of a uniform plane wave that is traveling along the +z-
direction in free space and is incidental normally on an infinitely large metamaterial 
slab of thickness, h. The metamaterial slab is placed between z = 0 and z = h, as 
shown in Figure 8, and is made infinitely large along x and y directions. For 
convenience, the incident electric field of the uniform plane wave will be assumed 
to be in the +x -direction, while its associated magnetic field will be in +y -direction. 

Without loss of generality, the phasor notation will be used to express the total 
electric and magnetic fields in each region of the problem geometry in Figure 8. In 
region 1, the electric and magnetic fields are given as: 

Eþ �jk0zþE� jk0z E0 ¼ 0 e 0 e ax (17) 

�jk0zþH� jk0z H0 ¼ 
� 
H0

þe 0 e 
� 
ay (18) 

where Eþ
0 , E

� 
0 , H

þ = Eþ
0 =η0, and H� = � E0 

� =η0 are the electric and magnetic 0 0 
field amplitudes in the forward and backward directions in region 1 (free space),pffiffiffiffiffiffiffiffiffiffiffiffi pffiffiffiffiffiffiffiffiffiffi 
respectively. The parameters k0 = ω μ0ε0, and η0 = μ0 =ε0 are the wavenumber 
and wave impedance in free space, respectively. 

In the second region, in which the metamaterial slab is located, the phasor form 
of total electric and magnetic fields is given as 

�jk1zþE� jk1z E1 ¼ E1
þe 1 e ax (19) 

�jk1zþH� jk1z H1 ¼ 
� 
Hþ

1 e 1 e 
� 
ay (20) 

where Eþ
1 , E

� 
1 , H

þ = Eþ=η1, and H� = � E� =η1 are the electric and magnetic field 1 1 1 1 
amplitudes in the forward and backward directions in region 2 (metamaterial slab), 

Figure 8. 
Normal incidence of a uniform plane wave on an infinitely large metamaterial slab of thickness, h. 
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pffiffiffiffiffiffiffiffiffiffiffi pffiffiffiffiffiffiffiffiffi 
respectively. The parameters k1 = ω μ1ε1 and η1 = μ1 =ε1 are the wavenumber and 
wave impedance in the metamaterial slab, respectively. 

The electric and magnetic fields in region 3, which represents free space, are 

�jk0z E3 ¼ Eþ
3 e ax (21) 

�jk0z H3 ¼ Hþ
3 e ay (22) 

where Eþ and Hþ = Eþ=η0 are the electric and magnetic field amplitudes in the 3 3 3 

forward and backward directions in region 3 (free space), respectively. 
After applying the boundary conditions at the metamaterial slab walls, z = 0 and 

z = h, the following four relations summarizing the relationship between the 
reflected/transmitted electric field components, E� 

0 , E
þ , E1 

�, and Eþ
2 , respectively, 1 

and the incident electric field amplitude, Eþ
0 , are obtained: 

2 j ðη12 � η0 Þ sin ðk1hÞ E� 
0 ¼ 2 

Eþ
0 (23) 

2η0η1 cos ðk1hÞ þ jðη12 þ η0 Þ sin ðk1hÞ 
Þ e�jk1h η1ðη1 þ η0 Eþ ¼ Eþ (24) 1 2 0 2η0η1 cos ðk1hÞ þ jðη12 þ η0 Þ sin ðk1hÞ 

jk1h η1ðη0 � η1Þ e E� 
1 ¼ 2 

Eþ
0 (25) 

2η0η1 cos ðk1hÞ þ jðη12 þ η0 Þ sin ðk1hÞ 
2η0η1 e�jk0h 

Eþ ¼ Eþ (26) 2 2 0 2η0η1 cos ðk1hÞ þ jðη12 þ η0 Þ sin ðk1hÞ 

To simplify Eqs. (23)–(26) further, we define a normalized wave impedance in pffiffiffiffiffiffiffiffiffiffiffi 
the metamaterial slab, as ηm = η1/η0 = μr =εr and Eqs. (23)–(26) are read as 

j ðηm 
2 � 1Þ sin ðk1hÞ E� ¼ Eþ (27) 0 k1h 0 2η0η1 cos ð  Þ þ jðηm 

2 þ 1Þ sin ðk1hÞ 
Þ e�jk1h ðηm 

2 þ ηm Eþ ¼ Eþ (28) 1 0 2ηm cos ðk1hÞ þ jðηm 
2 þ 1Þ sin ðk1hÞ 

jk1h � η2 e ηm m E� ¼ Eþ (29) 1 0 2ηm cos ðk1hÞ þ jðηm 
2 þ 1Þ sin ðk1hÞ 

e�jk0h 2ηm Eþ ¼ Eþ (30) 2 0 2ηm cos ðk1hÞ þ jðηm 
2 þ 1Þ sin ðk1hÞ 

where ηm denotes the normalized wave impedance in the metamaterial slab. 
Eqs. (28)–(29) can be used to compute the fractional electric field components 

in the forward and backward directions, i.e., along the three media. In this analyt-
ical study, the electric field strength inside an artificial lossless metamaterial slab is 
computed using Eq. (19), at a frequency of 10 GHz. We consider the case of a very 
thin subwavelength homogeneous DNG metamaterial slab, where real parts of 
permittivity and permeability are both negative at 10 GHz. One possible imple-
mentation of such artificial DNG medium can be realized with sufficient number of 
repeated patterns of composite AMM (SRRs) along with periodic arrangement of 
metallic rods or planar metallic strips, as demonstrated in [21, 22]. Since evanescent 
(non-propagating) waves are expected to exist inside single-negative media with 
exponentially decaying electric field, such cases are not considered here. 
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Figure 9 shows the analytically computed electric field strength as a function of 
the DNG metamaterial slab of thickness, h. In this study, the overall DNG slab 
thickness is considered as h = 10 mm. The effect of increasing the effective magnetic 
permeability of the DNG slab from ˜1 to ˜10 is also presented, as shown in 
Figure 9, where higher mismatch along the interface of DPS-DNG is observed as 
the effective permeability is increased. The case of matched DNG constitutive 
parameters with those of DPS (air medium) shows zero reflection from such an 
interface, as expected. For convenience, the 2D structure is illuminated with an 
x-polarized normal incident plane wave that originates from z = 0 plane. The plane 
wave has an electric field amplitude peak of 1.5 kV/m and phase of 0°. 

For validation purposes, this problem of interest was numerically modeled and 
simulated using ANSYS HFSS simulator [41]. Figure 10 presents the developed 
structure to study the problem of normal plane wave incidence on a one-
dimensional DNG metamaterial slab. One possible excitation of such plane wave 
can be numerically realized using a set of periodic boundary conditions; in other 
words, using perfect electric conductor (PEC) and perfect magnetic conductor 
(PMC) symmetry planes along four sides of the geometry, x-axis and y-axis walls, 
respectively, ensure plane wave excitation along with proper excitation of the DNG 
metamaterial slab (see Figure 10). Good agreement can be seen between analyti-
cally and numerically computed electric field strength inside the DNG metamaterial 
slab, as shown in Figures 9 and 11. 

3.2 Numerical demonstration of electromagnetic wave interaction with 
artificial DNG, MNG, and ENG metamaterial slabs 

In this section, numerical demonstration of electromagnetic cylindrical wave 
interaction with various artificial isotropic and lossy metamaterial slabs is illus-
trated. Figure 12 depicts the numerical full-wave simulation model, where an 
artificial lossy DNG slab was placed between two natural, lossy DPS slabs. In this 
numerical study, DPS, DNG, and MNG media are all considered as lossy and 
isotropic, where for the case of DNG slab, effective constitutive parameters are 
εr = ˜1 and μr = ˜2.2, with dielectric and magnetic losses of 0.002, while the 
constitutive parameters are εr = 2.2 and μr = ˜1 for the MNG medium case, and 
εr = ˜2.2 and μr = 1 for the ENG medium slab case, with similar losses as those 

Figure 9. 
Analytical computation of electric field strength inside a lossless DNG metamaterial slab. Note that in this 
study, εr was set as ˜1. 
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Figure 10. 
The numerical full-wave model used to study the normal incidence of plane wave on a one-dimensional DNG 
lossless metamaterial slab. 

Figure 11. 
Numerical computation of electric field strength inside a lossless DNG metamaterial slab. Note that in this 
study, εr was set as -1. 

Figure 12. 
Numerical model used to study the electromagnetic wave interaction with DNG medium. 

considered in the DNG slab. The constitutive parameters of the DPS medium are 
εr = 2.2 and μr = 1, with dielectric and magnetic losses of 0.002. Cylindrical waves 
were excited from a point source that was placed 7.5 mm away from all the afore-
mentioned slabs. For the electromagnetic wave interaction with MNG medium, the 
DNG medium in Figure 12 is replaced with MNG medium. The same is also applied 
to ENG medium. This numerical demonstration was carried out using the numerical 
full-wave simulator of ANSYS HFSS. 

Figure 13 presents the electric field intensity distribution for the DNG, MNG, 
and ENG media that were captured at a phase of 0 degree and compared against the 
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Figure 13. 
Numerically computed electric field intensity distribution for the studied lossy isotropic homogenized slabs of 
(a) DNG medium, (b) MNG medium, (c) ENG medium, and (d) reference DPS medium. 
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reference case of lossy DPS slab. In Figure 13(a), which represents the DNG case, 
several interesting features can be observed, including negatively refracted waves 
inside the DNG slab and backward wave propagation (see animated figure, 
Figure 14(a) as compared against the DPS case of Figure 14(b)), and focusing 
phenomena of the original electromagnetic cylindrical waves can be seen at the 
middle of the DNG slab and also at the DPS slab next to the DNG exit face, in which 
focusing depends on the selection of the refractive indices along with the DNG 
medium slab thickness. 

While electromagnetic wave propagation inside DNG medium is permissible, 
since both permittivity and permeability are negative and hence result in a positive 
real wavenumber, evanescent (non-propagating) waves exist in the MNG medium, 
as shown in Figure 13(b), that only propagate along the interface and decay expo-
nential away from the MNG slab. This is because in the MNG medium, only the 
permeability is negative, which results in an imaginary negative wavenumber (see 
Eq. (7)). Similar behavior to the MNG case is also expected for the single-negative 
ENG medium slab, as shown in Figure 13(c), where evanescent decaying waves are 
only present in such single-negative medium. For comparison, the case of all DPS 
media showed normal forward electromagnetic propagation in such lossy media, as 
shown in Figure 13(d). 

A one-dimensional plot of electric field profile inside the aforementioned 
artificial metamaterials DNG, MNG, and ENG slabs is also presented as shown in 
Figure 15 and compared against the normal dielectric DPS medium case. As can be 
seen from Figure 15, propagating electromagnetic field inside the DNG medium 

Figure 14. 
Animated snapshots for the electric field distribution for (a) DNG medium and (b) DPS medium cases. 

Figure 15. 
A one-dimensional plot of electric field strength inside the (a) DNG medium, (b) MNG medium, (c) ENG 
medium, and (d) DPS medium. 
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slab is visible through the recorded electric field profile at a frequency of 10 GHz. 
Unlike electric field behavior inside the DNG medium, exponentially decaying 
electric field profile is recorded inside the single-negative MNG and ENG media 
slabs. Despite the fact that non-propagating (evanescent) waves existed in both 
MNG and ENG media slabs, the electric field profile is much stronger at the DPS-
MNG interface than the strength at the DPS-ENG interface. 

4. Conclusions 

In this chapter, a short review of metamaterials and their realizations based on 
subwavelength resonant inclusions was presented, along with suggested real-world 
metamaterial engineering applications that were explored and presented in litera-
ture. Over the past 20 years, much interest from researchers and industry was seen 
to target the use of artificial DNG metamaterials for various engineering applica-
tions and physics-based problems. It is important to highlight here that although 
single-negative media do not permit electromagnetic wave propagation, such arti-
ficial media are good candidates for various electromagnetic waves filtering scenar-
ios and harmonic suppression, since they provide high level of electromagnetic 
wave mitigation and ease of fabrication and integration with radio frequency/ 
microwave circuits and systems. 

Analytical and numerical studies of electromagnetic field behavior and response 
inside an artificial metamaterial medium were presented. Firstly, the problem of a 
one-dimensional normal plane wave incidence on an artificial DNG metamaterial 
slab was analytically formulated, and results were discussed. Furthermore, numer-
ical demonstrations of two-dimensional electromagnetic wave interaction with var-
ious lossy metamaterial slabs DNG, MNG, and ENG media were presented and 
discussed. 
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Chapter 8 

Metamaterial: Smart Magnetic 
Material for Microwave Absorbing 
Material 
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Didin Sahidin Winatapura, Ade Mulyawan, Yosef Sarwanto, 
Yohanes Edi Gunanto and Yana Taryana 

Abstract 

Metamaterial is an artificial, advanced material that has properties such as 
electromagnetic waves (EM), namely isotropic materials with permittivity and 
permeability in a single phase at a certain frequency. Smart magnetics is one of 
the metamaterials that is a modified magnetic material that has a single-phase 
permeability and permittivity as a function of frequency depending on the type 
of magnetic material used. Smart magnetics in this study include perovskite, 
ferrite, hexagonal ferrite, and composite systems. Research that has been carried 
out on perovskite, ferrite, hexagonal ferrite and composite smart magnetic sys-
tem materials are La0.8Ba0.2FexMn½(1-x)Ti½(1-x)O3, NixFe3-xO4, and Ba(1-x)SrxFe2O4, 
Ba0.6Sr0.4Fe12-zMnzO19 and composite silicon rubber—iron oxide. The four smart 
magnetic material systems have an average microwave absorption in the X-band 
frequency range. Very varied reflection loss characteristics depend on the smart 
magnetic material system formed. It was concluded that smart magnetic material 
is a microwave absorbent that has reflection loss values in the X-band frequency 
range. Smart magnetic material is certainly not able to absorb microwaves on all 
band frequencies because each smart magnetic material has different resonance 
characteristics, so the maximum effort that can be done is to find the right com-
position of smart magnetic material which is expected to have the maximum wave 
absorption capability. 

Keywords: metamaterial, smart magnetic, microwave, absorbing, perovskite, 
ferrite, hexagonal ferrite, composite 

1. Introduction 

The rapid progress in communication technology in recent years has been noted 
by scientists and engineers working in this field. These technological advances have 
motivated people to utilize them with the purpose to improve their quality of life. 
A good level of life always strives for ease of communication, among others, by the 
presence of cellphone abbreviated as hand phone, a type of wireless telephone that 
is easy to carry everywhere and practical because of its small size so that it is easily 
inserted into a pocket. A cellular telephone or hand phone is a device that can make 
and receive phone calls transmitted via electromagnetic waves and can be used 
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Electromagnetic Fields and Waves 

around a large geographical area. Because communication using this cellphone uses 
electromagnetic waves in the microwave frequency range, the microwave radiating 
out of the mobile emitter will theoretically affect the human body, especially the 
head around the ear as shown in Figure 1. 

Radiation emitted can also affect the function of enzymes and proteins, which 
is a change in albumin protein that functions in supplying blood flow to the brain. 
For this reason, we need a microwave absorbent material that can reduce and even 
eliminate the effect of microwave radiation on human health [1, 2]. 

In the electronics field, microwave absorbers are used to reduce the presence of 
electromagnetic wave interference (EMI) [3, 4]. In general, electronic components 
that work at high frequencies often experience problems such as frequency signal 
leakage. EMI will not be present if the electronic device is in an open condition or 
is not in a closed medium. However, signals travelling in a closed medium will be 
reflected back to the device. This will cause the energy to increase in phase at certain 
frequencies due to the appearance of EMI emitted in the form of noise, which then 
interferes with the performance of these electronic devices. But after the closed 
media are protected by microwave absorbers, the effect of EMI can be avoided. An 
illustration of this phenomenon is shown in Figure 2. 

In the field of defense (military) [5, 6], this microwave absorber is used for coating 
or painting on defense equipment and facilities such as stealth aircraft, warships (war 
ship), and for army clothing, especially troops in the guard front. as shown in Figure 3. 

In a radar system, microwaves are transmitted continuously in all directions 
by the transmitter. If there is an object affected by this wave, the signal will be 
reflected by the object and received back by the recipient. This reflection signal will 
provide information that there is a close object that will be displayed by the radar 
screen. Radar (radio detection and ranging) is a microwave system that is useful for 
detecting and measuring distances and making maps of an object. The radar waves 
emitted are able to detect the presence of an object. The radar concept is measur-
ing the distance from the sensor to the target. The measure of distance is obtained 
by measuring the time needed by the radar wave during its propagation from the 
sensor to the target and back to the sensor again. The measured distance based on 
the time needed by the electromagnetic waves emanating from the target is then 
reflected back to the radar sensor. The target is able to reflect electromagnetic 

Figure 1. 
Use of microwave absorbers for shielding radiation. 
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Figure 2. 
Use of microwave absorbers to reduce EMI. 

Figure 3. 
Use of microwave absorbers in the defense sector. 
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waves, so that the radar is able to detect the existence of these objects. However, the 
case is different if the object cannot reflect radar waves, so that the radar is not able 
to detect the existence of the object. This phenomenon is then developed for certain 
interests related to the defense system. 

Because of the vast utilization of these microwave absorbent materials, it is 
generally accepted, recognizing that microwave absorbent material is a material 
that can weaken the energy of electromagnetic waves. These microwave absorbent 
materials can externally reduce or even eliminate reflections or transmissions from 
certain objects and can be used internally to reduce oscillations caused by resonance 
cavities. Besides that, this microwave absorbent can be used to create a reflection 
free space or anechoic space. 

Metamaterial is one of the solutions for the development of microwave absor-
bent materials. Metamaterials that are developing rapidly are smart magnetic-based 
materials. Smart magnetics are modified magnetic materials so these materials have 
a single-phase frequency-dependent permeability and permittivity depending on 
the type of magnetic material used. Smart magnetic is an advanced magnetic mate-
rial in the future in the form of new inorganic crystalline materials with permeabil-
ity and permittivity made from interpenetrating lattices with magnetic field and 
electric field responses. 

2. Conceptual 

2.1 Electromagnetic wave 

Electromagnetic waves are a form of energy emitted and absorbed by charged 
particles, which shows wavelike behavior because it travels through space [7]. 
Electromagnetic waves are transverse waves that oscillate and consist of electric 
field and magnetic field vector components as shown in Figure 4. 

Electromagnetic energy propagates in waves with several parameters that can 
be measured, namely, wavelength, frequency, amplitude (amplitude), and speed. 

Figure 4. 
Schematic propagation of electromagnetic waves. 
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Amplitude is the wave height, while the wavelength is the distance between two 
peaks. Frequency is the number of waves that pass through a point in a unit of 
time. The frequency depends on the speed of the wave climbed. Because the speed 
of electromagnetic energy is constant (the speed of light), the wavelength and 
frequency are inversely proportional. The longer the wave, the lower the frequency, 
and the shorter the wave, the higher the frequency. 

The general characteristics of electromagnetic waves are that changes in the 
electric and magnetic fields occur at the same time, so that both fields have maxi-
mum and minimum values at the same time and at the same place. The direction 
of the electric field and magnetic field is perpendicular to each other, and both 
are perpendicular to the direction of wave propagation, electromagnetic waves 
are transverse waves, and electromagnetic waves experience events of reflection, 
refraction, interference, polarization, and diffraction. Fast propagation of elec-
tromagnetic waves depends only on the electrical and magnetic properties of the 
medium that it passes through. 

2.2 Microwave 

The arrangement of all forms of electromagnetic waves based on their wave-
lengths and frequencies covers a very low range of energy to very high energy called 
the electromagnetic wave spectrum, as shown in Figure 5. 

Microwaves are electromagnetic waves which have a frequency range of about 
0.3–300 GHz with wavelengths of around 1–1 mm. The microwave frequency range 
consists of several bandwidths, namely, L band to D band [8]. 

2.3 Absorption mechanism 

Coherent and polarized microwaves obey the optical law; this wave can be 
reflected, transmitted, and absorbed, depending on the type of material it passes. 
In general, the use of microwaves is based on the phenomenon of reflection and 
transmission only (Figure 6). 

But in the last few decades, the phenomenon of microwave absorption has also 
become very popular as the core concept in the development of rapidly advancing 
electronic and telecommunications technology as shown in core (Figure 7) [9–15]. 
The main requirement that is needed as microwave absorbing material is that this 
material has a value of permeability (magnetic loss properties) and permittivity 
(dielectric loss properties) material [16]. 

Figure 5. 
Spectrum of electromagnetic waves and microwaves. 

147 

http://dx.doi.org/10.5772/intechopen.84471


 
 

                   

                   

 
 

 
 

 
 

 

  
  

 

                
     

    

 

 

___ 

Electromagnetic Fields and Waves 

Figure 6. 
Rules of optical law in microwaves. 

Figure 7. 
Microwave absorption mechanism for materials. 

In general the electrical and magnetic properties of a microwave absorbent 
material are characterized by complex permittivity and complex permeability, as 
shown by the following equations [17–19]: 

εr =  ε′ + ε′′ (1) 

μr =  μ ′ + μ ′′ (2) 

The real part of permittivity (ε′) states the measure of the amount of energy 
from the external electric field stored in the material, while the imaginary part 
(ε″) states the measure of energy lost due to the external electric field. If the 
imaginary part is zero then the material is a lossless material and is called a 
loss factor. The same for permeability, the real part (μ′) expresses a measure of 
the amount of energy from the external magnetic field stored in the material, 
while the imaginary part (μ″) shows the amount of energy dissipated due to the 
magnetic field. 

Permittivity is present from material dielectric polarization. The quantity ε′ 
can also be referred to as the dielectric constant of a material. The quantity ε″ is a 
measure of attenuation from the electric field caused by material. Loss of tangent 
permittivity of a material is defined as follows: 

Tan δε =  ε′′ (3) 
ε′ 
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The greater the loss tangent of a material, the greater the attenuation when the 
wave moves through the material. The same applies to magnetic fields, namely: 

μ ′′ 
Tan δμ =  (4) 

μ ′ 

Both components contribute to the compression of wavelengths in the material. 
Because electromagnetic waves (EM) are a combination of two waves between 
electric and magnetic waves, loss of both magnetic and electric fields will weaken 
the energy in waves. In most dampers, both permittivity and permeability are 
functions of frequency and can vary significantly even in small frequency ranges. If 
permittivity and complex permeability are known in a certain frequency range, the 
material effect on the wave will be known. 

It is well known that dielectric and magnetic parameters include electric
→ → → → 

field vectors E, magnetic fields H, induction fields B, displacement D, polar-
ization P 

→
, and magnetization M 

→ 
. The interaction of electric fields in materials 

follows a pattern similar to magnetic interactions in materials. One of the 
requirements that must be met for practical application as an absorbent of elec-
tromagnetic waves is that this material must have the highest permeability and 
permittivity values with high magnetic saturation. The SI unit of permittivity 
and permeability respective are farad per meter and henry per meter. In terms 
of absorption of EM wave energy, the overall interaction can be represented by 
the dielectric and magnetic impedance matching of the material (Zin) equal to 
the air impedance (Zo) as a frequency function. 

μr 2�fd ____ 
Zin =  √εr 

tanh[ j c √μr εr] (5) 

where Zin is the impedance of material, (μr) and (εr) are the complex relative 
permeability and permittivity of the material, d is the absorber thickness, and c and 
f are the velocity of light and frequency of microwave in free space, respectively. 

Zin − Zo RL = − 20 log| | (6) Zin + Zo 

This impedance adjustment is important in the microwave frequency range. A 
transmission line that is given the same load as the characteristic impedance has a 
standing wave ratio (SWR) equal to one and transmits a certain amount of power 
without wave reflection. Also the absorption efficiency is optimum if there is no 
reflected power. Matching means giving the same impedance as the characteristic 
impedance of electromagnetic waves. Measured parameters are reflection loss (RL), 
if there is a matching impedance Zin = Zo, meaning that RL will be infinite or all 
waves have been absorbed perfectly. 

3. Microwave absorbing material 

This chapter focuses specifically on microwave absorbent materials from smart 
magnet materials which have been thoroughly studied by the authors, which include 
perovskite, ferrite, hexagonal ferrite, and composite systems. The results have all 
been reported and published in several globally indexed journals. 
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3.1 Perovskite system 

Perovskite systems have an empirical formula ABO3. In this research, the authors 
have focused on the LaMnO3-based system. An LaMnO3 is a magnetic material 
that has high permittivity but low permeability because it is paramagnetic at room 
temperature [20]. In a previous study [21], after LaMnO3 was substituted with 
barium atoms forming the compound La0.8Ba0.2MnO3, this material was ferromag-
netic where the permeability of the material increased. However, the results of 
testing microwave absorption are still relatively low, only in the range of ~6.5 to ~3 
dB at a frequency of 14.2 GHz. In this chapter book, we will also present the results 
of advanced material engineering based on the results obtained previously, namely, 
manganite-based materials with a composition of La0.8Ba0.2FexMn½(1-x)Ti½(1-x)O3 
(x = 0.1–0.8) [22]. A designed La0.8Ba0.2FexMn½(1-x)Ti½(1-x)O3 composition was 
prepared using a conventional milling technique. Stoichiometric quantities of 
analytical grade BaCO3, Fe2O3, MnCO3, TiO2, and La2O3 precursors with a purity 
of greater than 99% were mixed and milled using a planetary ball mill to powder 
weight ratio of 10:1 for up to 10 h. The quasicrystalline powders were then com-
pacted into pellets and sintered in the electric chamber furnace at 1000°C for 5 h to 
obtain crystalline materials and confirmed using an X-ray diffractometer (XRD). 
The results of XRD analysis show that the highest fraction of the LaMnO3 phase was 
found in the sample with composition x < 0.3 to 99%, while the LaMnO3 phase mass 
fraction decreased for composition x > 0.3 as illustrated in Figure 8. 

The results of magnetic properties analysis were measured using vibrating 
sample magnetometer (VSM). The results of the VSM analysis show that in all 
samples, La0.8Ba0.2FexMn½(1-x)Ti½(1-x)O3 (x = 0.1–0.8) contains a BaFe12O19-based 
hard magnetic phase. This magnetic phase increases with increasing composition of 
x as shown in Figure 9. 

The characteristic of microwave absorption is measured using vector network 
analyzer (VNA) in the frequency range 9–15 GHz as illustrated in Figure 10. The 
results of the VNA analysis show that the highest reflection loss is found to be three 
absorption peaks of ~9, ~8, and ~23.5 dB which is located at 9.9, 12.0, and 14.1 GHz 
frequency, respectively. Based on the calculation of the reflection value obtained, 
microwave absorption reaches 95% with a sample thickness of 1.5 mm. 

Investigation on this perovskite system has also been carried out by previ-
ous researchers. Zhang and Cao [23] succeeded in synthesizing transition 
metal (TM)-doped La0.7Sr0.3Mn1−xTMxO3±δ (TM: Fe, Co, or Ni) for microwave 
absorbing materials. La0.7Sr0.3Mn1−xTMxO3±δ has shown good properties for 

Figure 8. 
X-ray diffraction pattern of La0.8Ba0.2FexMn½(1-x)Ti½(1-x)O3 (x = 0.1–0.8) [22]. 
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Figure 9. 
The hysteresis curve of La0.8Ba0.2FexMn½(1-x)Ti½(1-x)O3 (x = 0.1–0.8) [22]. 

microwave absorption. The maximum reflection loss was 27.67 dB at a 10.97 GHz 
frequency, which was obtained from a sample thickness of 2 mm. Zhou et al. [24] 
reported the successful synthesis of a modified of manganite-based compound 
La0.8Sr0.2Mn1-yFeyO3 (0 < y < 0.2). They showed that the absorption bandwidth 
reached 8.5 GHz above 8 dB and 6.2 GHz above 10 dB; the highest absorption 
peak reached 34 dB. 

3.2 Ferrite system 

For the ferrite system, we have conducted research on nickel ferrite-based micro-
wave absorbers [25]. A research to study the microwave absorption properties of nickel 
ferrite in the X-band range has been conducted by using high energy milling technique. 
The synthesis of nickel ferrite (NixFe3-xO4) was performed using solid-state reaction 

Figure 10. 
Reflection loss (RL) of La0.8Ba0.2FexMn½(1-x)Ti½(1-x)O3 [22]. 
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method with the material composition (2x)NiO: (3-x)Fe2O3 (x = 0.5, 1.0, 1.5 and 2.0) 
according to the molar ratio. This powder mixture was being milled for 10 hours then 
sintered at 1000°C temperature for 3 hours. Diffraction patterns of all varied NixFe3-

xO4 (x = 0.5, 1.0, 1.5 and 2.0) which have been synthesized by using milling technique 
are shown in Figure 11. It can be noticed that a single phase of all varied NixFe3-xO4 
(x = 0.5, 1.0, 1.5 and 2.0), which had spinel structure with lattice parameters a = b = c 
(space group Fd3m), has successfully formed. 

The magnetic properties were measured by using vibrating sample magnetom-
eter (VSM) as shown in Figure 12. To study the effects of Ni2+ doping on saturation 
magnetization (Ms), coercivity (Hc), and remanent magnetization (Mr) of NixFe3-

xO4 of (x = 0.5–2.0), M-H hysteresis loops were recorded using VSM under the 
applied magnetic field in the range of −10 up to 10 kOe at room temperature. The 
VSM result shows that all the samples exhibited a ferromagnetic behavior and fine 
hysteresis loops with a decrease in magnetization (Ms and Mr) but coercivity (Hc) 
with increase in Ni2+ concentration. Its coercivity value is in the range of 164–217 
Oe, and the maximum value is found at x =1.5 composition. 

The microwave absorption measurement was carried out by Vector Network 
Analyzer (VNA). The VNA characterization shows the ability of microwave absorp-
tion with a parameter of RL (reflection loss) value. Figure 13 shows that the highest 
RL peak reached −28 dB at frequency of 10.98 GHz. It means that the Ni1.5Fe1.5O4 
sample can absorb microwave about ~96% at 10.98 GHz. 

Other ferrite materials, such as barium mono-ferrite-based microwave absorb-
ers, have also been studied by Ade Mulyawan et al. [26]. Barium mono-ferrite 
(BaFe2O4) has a more complex structure that exhibits orthorhombic structure. 
In this study, barium strontium mono-ferrite has been successfully synthesized 
using mechanical milling technique. BaCO3, SrCO3, and Fe2O3 powders are each 
weighed in accordance with the mole ratio of a total weight of 10 g. The chemical 
composition for the Ba(1-x)SrxFe2O4 samples was in the range of 0 < x < 0.5. X-ray 
diffraction patterns of all varied Ba(1-x)SrxFe2O4 (0 < x < 0.5) show a single phase of 
all composition. 

Figure 14 shows the RL result of Ba(1-x)SrxFe2O4 (0 < x < 0.5). The results of VNA 
analysis show that the highest reflection loss of the Ba(1-x)SrxFe2O4 (0 < x < 0.5) was 

Figure 11. 
X-ray diffraction patterns of NixFe3-xO4 of (x = 0.5–2.0) [25]. 
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Figure 12. 
Hysteresis curve of NixFe3-xO4 (x = 0.5–2.0) [25]. 

Figure 13. 
Reflection loss (RL) curve of NixFe3-xO4 (x = 0.5–2.0) [25]. 

Figure 14. 
Reflection loss (RL) curve of Ba(1-x)SrxFe2O4 (0 < x < 0.5) [26]. 
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found in the sample with composition x = 0.1, while the reflection loss of the Ba(1-x) 
SrxFe2O4 (0 < x < 0.5) decreased for composition x > 0.1. A significant property of 
microwave absorption has also been displayed for the composition of x = 0.1, in 
which the value of −38.25 dB (~99.9%) for the reflection loss in the frequency range 
of 11.2 GHz was achieved. 

3.3 Hexagonal ferrite system 

The M-type hexagonal ferrite system (BaFe12O19) is generally an oxide permanent 
magnet. The hexagonal ferrite is one of the hard magnetic materials that is widely used 
in many applications. Apart from being applied to electric motors, they can be used for 
electronic devices because they have good phase stability at high temperatures and very 
high frequency responses and as switching with narrow field distribution. Material 
engineering for this application requires material that has magnetic and electrical 
specifications, and to obtain it, system modification is needed through a substitution 
process where trivalent iron ions Fe3+ will be replaced in part by M2+ divalent and M4+ 

tetravalent metal ions; using a material processing route can vary. We have succeeded 
in modifying this material into a microwave absorbent material. Ba0.6Sr0.4Fe12-zMnzO19 
(z = 0, 1, 2, and 3) was successfully synthesized by solid-state reaction through a 
mechanical milling method [27]. The raw materials of MnCO3, BaCO3, Fe2O3, and 
SrCO3 pro-analytic with purity > 99% were mixed according to stoichiometry com-
position of Ba0.6Sr0.4Fe12-zMnzO19 (z = 0, 1, 2, and 3). Based on the results of quantita-
tive analysis using XRD, it shows that the best phase composition was found in the 
composition z = 1, namely, Ba0.6Sr0.4Fe11MnO19 as shown in Figure 15. Refinement of 
X-ray diffraction patterns reveals that Ba0.6Sr0.4Fe11MnO19 is a single phase and has a 
hexagonal structure with space group P63/mmc. 

Powder Ba0.6Sr0.4Fe11MnO19 has an average particle size of 850 nm. Magnetic 
properties of Ba0.6Sr0.4Fe11MnO19 have a relatively low coercivity field and high 
remanent magnetization as shown in Figure 16. 

The results of the microwave absorption test in the sample Ba0.6Sr0.4Fe11MnO19 in 
the frequency range 8–14 GHz show that the absorption peak values were −8 and −10 
dB at 8.5 and 12.5 GHz, respectively (Figure 17). When compared with the results of 
the study by Azwar Manaf et al. [28], they have conducted research on the Ti2+-Mn4+ 

ions which substituted BaFe12-2xTixMnxO19 samples with x = 0.0–0.8 through a 
mechanical alloying process and have studied the effect of ion substitution on 

Figure 15. 
X-ray diffraction patterns of Ba0.6Sr0.4Fe12-zMnzO19 (z = 0, 1, 2, and 3) [27]. 
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Figure 16. 
Hysteresis curve of Ba0.6Sr0.4Fe12-zMnzO19 (z = 0, 1, 2, and 3) [27]. 

microstructure, magnetic, and microwave absorption characteristics. They obtained 
the results of reflection loss (RL) on series of Ti2+-Mn4+ ions substituted BaFe12-

2xTixMnxO19 samples with x = 0.0–0.8 samples which could be increased from 2.5 dB in 
composition x = 0 to −22 dB in composition x = 0.6 in the 8–12 GHz frequency range. 

The results of this study can be concluded that the modified hexagonal ferrite 
system is also a good candidate for microwave absorbing material. 

3.4 Composite system 

At present there have been many materials developed from other types of 
polymer-based composite materials, because application requires that these 

Figure 17. 
Reflection loss curve (RL) of Ba0.6Sr0.4Fe12-zMnzO19 (z = 0, 1, 2, and 3) [27]. 
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materials should be easy to form and easy to apply to other media such as electronic 
devices. For composite systems we have conducted research on microwave absorber 
sheets that are a composite of silicon rubber—iron oxide [29]. In this study, com-
posites from the raw materials of silicone rubber, toluene, and iron oxide magnet 
powder have been made. The three raw materials are blended in a beaker and stirred 
for 60 min. The mixture is then printed on a media at 70°C and left for 15 min. The 
results of elemental analysis using energy-dispersive spectroscopy (EDS) show that 
the sample contained carbon, oxygen, sulfur, copper, and iron. While the results 
of the analysis of X-ray diffraction patterns show that the sample was classified as 
semi-crystalline with a crystallinity of 46%. So the composite consists of an amor-
phous matrix and a crystalline filler (namely, the phases of CuFeS2, FeS, FeO2, and 
Fe). Based on the results of functional group analysis using Fourier transformation 
infrared (FTIR), it shows that the sulfur addition modifies the polymer by forming 
a cross bond (bridge) between the individual polymer chain and the bond between 
the magnetic filler and the rubber matrix. Figure 18 represents the FTIR spectrum 
between 4000 and 600 cm−1 from the composite sample. The peak transmittance of 
the FTIR spectrum in the composite sample shows the vibrations of O▬H, C▬H, 
Si▬C, Si▬O, and Fe▬O bond. Natural rubber consists of suitable polymers of 
isoprene organic compounds with minor impurities from organic compounds and 
other water. The transmittance peaks of silicone rubber appear at wave numbers 
around 3000, 1250, and 1050–750 cm−1 which indicate the presence of successive 
functional groups C▬H, Si▬C, and Si▬O bonds. Peak transmittance oxide iron 
was also observed at wave numbers around 3700 and 600 cm−1, each of which 
indicated a vibration of H▬O and Fe▬O bonds. From the results of FTIR analysis, 
it is suspected that there is a bond between iron oxide as a filler and silicone rubber 
as a matrix. 

The results of magnetic property analysis on absorber sheets were carried out 
using a vibrating sample magnetometer (VSM) which produced magnetic particle 
hysteresis curves as shown in Figure 19. 

The reflection loss value which is a microwave absorbent indicator from the 
absorber sheet is shown in Figure 20 where each profile for sheet-1, sheet-2, and 
sheet-3 has been compared. Figure 20 shows the relationship between reflection 
loss (RL) of the absorber sheet and the X-band microwave frequency in the range 
10–15 GHz which was measured at a sample thickness of 1.5 mm. There were two 
observed absorption peaks and high RL in the high frequency range for all samples. 

Figure 18. 
The transmittance spectrum (FTIR) of the composite sample of silicon rubber—iron oxide [29]. 

156 



  
 

 
   

  
 
 

 
  

       
        

  

 

 

Metamaterial: Smart Magnetic Material for Microwave Absorbing Material 
DOI: http://dx.doi.org/10.5772/intechopen.84471 

Figure 19. 
Hysteresis curve of composite silicon rubber—iron oxide samples [29]. 

Figure 20. 
Reflection loss curve (RL) of composition of silicone rubber—iron oxide [29]. 

The RL value increases with the addition of filler composition in the matrix. It 
seems that the RL value increases with the same sample thickness and the absorp-
tion frequency slightly shifts. This can be explained by the effects of electromag-
netic properties on attenuation characteristics in each sample. Thus according to the 
results of this study, it was found that the best composite sample was sheet-3 with 
an absorption peak value of −15 dB at a frequency of 12 GHz. 

Based on the results of this study, we conclude that all microwave absorbent 
materials can be made in the form of silicon rubber-based composite sheets as a 
composite matrix. 

4. Conclusions 

Based on the above explanation, wave absorbing materials are composed 
of materials that have magnetic and electrical properties which are shown by 
intrinsic parameters in the form of complex permittivity (εr) and complex perme-
ability (μr) and extrinsic parameters in the form of geometry factors (thickness) 
of a material [14–16]. If a travelling electromagnetic wave is incident upon and 
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absorbed by a microwave absorbent, spin resonance will occur due to the pres-
ence of these material parameters. In smart magnetic materials, the resonance 
that occurs between electromagnetic waves and material is divided into two 
mechanisms, namely, the wall resonance domain and spin electron resonance 
(ferromagnetic resonance). The wall resonance domain is resonance that occurs 
in magnetic domains caused by induction of electromagnetic waves, while spin 
electron resonance is resonance that occurs in electrons that are precise in the 
direction of the internal magnetic field due to the induction of electromagnetic 
waves. However, it should be noted that smart magnetic material is certainly 
unable to absorb microwaves on all band frequencies because each smart magnetic 
material has different resonant characteristics, so the maximum effort that can be 
done is to find the right composition of smart magnetic material which is expected 
to have the maximum wave absorption ability. 
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Chapter 9 

Effects of Electromagnetic Field 
on the Development of Chick 
Embryo: An In Vivo Study 
Najam Siddiqi and Nasser Al Nazwani 

Abstract 

This study was conducted to explore the effects of electromagnetic waves on 
a developing chick embryo. The radiofrequency electromagnetic waves (RFW) 
emitted by different smart phones was measured by using a TriField meter. Chick 
fertilized eggs were placed in an egg incubator, divided into control and exposed 
groups. In the exposed group, a mobile phone was placed inside an incubator in 
call receiving mode, while in the control group, the mobile phone was not used. 
Studies were conducted at low and high exposure (dose) of RFW. Chick embryos 
were sacrificed at day 10 and day 15, and embryos were examined for mortality, 
gross malformation, weight, and length. Histology, electron microscopy, and 
Hsp 70 of liver were done for the high dose group. No mortality was observed in 
the low dose group; however, in the high dose group, the mortality was 14%, and 
deformities of the limbs and skin abnormalities were observed. Weight and length 
in the exposed groups were significantly lower than the control at higher dose. 
Histology and ultrastructure of liver revealed fatty infiltration, increase number 
of mitochondria, deformation, and disappearance of its cristae. Hsp 70 and 
mRNA levels were elevated in the exposed groups for high dose group. 

Keywords: electromagnetic waves, mobile phone, chick embryo, liver, fatty change, 
mitochondria, ultrastructure, mortality, gross morphology, histology 

1. Introduction 

Cellular technology and broadband services are growing rapidly, resulting 
in a dense suffusion of nonionizing low radio frequency electromagnetic waves 
(RFW) in the atmosphere. This adds a new dimension to environmental pollution. 
Radiofrequency electromagnetic radiation is a form of energy used in wireless 
communication and emitted from mobile sets which can be absorbed into body 
tissues and converted into heat. 

These waves were initially thought to be harmless to the humans; however, now 
scientific research has revealed that these waves may cause damage to the living 
cells. Smart phone emits radio waves while in use which include downloading data 
from the internet [1, 2]. Fetus and children are more radiosensitive than adults due 
to the presence of embryonic stem cells [3–7]. A child born in this era will start to be 
exposed to electromagnetic waves exposure as soon as he is born and will remain in 
this environment until he dies. Divan et al. reported behavioral problems in chil-
dren who were exposed to prenatal and postnatal cell phone [8, 9]. This potential 
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hazard is more serious in developing countries, where the reported prevalence of 
mobile phone use by adolescents is more than 90%. Oman is ranked 10th in the 
world after Saudi Arabia, Russia, Kuwait, and Panama [10, 11]. Excessive use of 
mobile phones and base stations in the vicinity of residential areas are linked to 
symptoms such as headaches, sleep disturbances, lack of concentration, dizzi-
ness, memory loss, and increased risk of cancer were first reported as “Microwave 
sickness” in 1978 [2]. The International Agency for Research on Cancer, classified 
RFW as a “possible human carcinogen” which is published in “Agents Classified 
by the IARC Monographs”, Volumes 1–109 (http://monographs.iarc.fr/ENG/ 
Classification/Classifications Alpha Order.pdf). An increase incidence of thyroid 
cancer in South Korea and gliomas in Sweden were recently reported, and excessive 
use of mobile phones was held responsible to be a possible cause [12, 13]. Childhood 
leukemia in children is another disease due to exposer to RFW. Functions of the 
central nervous system [14], permeability of the blood brain barrier [15], and 
melatonin synthesis [16] are also affected. 

To further study the effects of radio waves, the chick animal model has been 
used in the past. Laboratories have reported a high mortality of chicken embryos 
and malformations when exposed to electromagnetic waves emitted from mobile 
phones. The phenomenon was reported to be dose dependent [17–23]. The embry-
onic cells rapidly proliferate, differentiate, migrate, and suffer from apoptosis. 
During these processes, the cells generate electric currents which can be affected 
by the RFW [24]. This study was designed to observe the effects of electromagnetic 
field emitted by a mobile phone on rapidly proliferating cells in the developing 
chicken embryo. 

1.1 Hypothesis 

Rapidly proliferating and dividing cells are affected by RFW exposure, and this 
may be a dose dependent phenomenon. 

2. Mobile phone RFW classification 

The TriField meter revealed different intensities of electromagnetic waves from 
different mobile sets. The intensity of RFW was divided into four groups as follows: 
group 1: 0.01–0.1 mW/cm2, group 2: 0.1–0.2 mW/cm2, group 3: 0.2–0.1 mW/cm2, 
and group 4: >1 mW/cm2. 

All the old mobile sets were placed in group 4 showing the highest levels of 
radiation (>1 mW/cm2) which is recommended dangerous to health. Mostly, the 
smart phones were in groups 1 (0.01–0.1 mW/cm2), 2 (0.1–0.2 mW/cm2), and 3 
(0.2–1 mW/cm2), but few in group 4. It was further observed that downloading 
from the net using WiFi also results in high levels of radiations (Figure 1). 

3. Low dose (total 200–300 minutes) 

3.1 Methods 

This is an animal experimental research study using “Cobb” (Gallus gallus 
domesticus) breed zero-day fertilized chicken eggs. These eggs were provided by 
Sohar Poultry Company S.A.O.G. (PO Box 2808, Ruwi, Postal code 112, Sultanate of 
Oman). 120 fertilized eggs were used for this experiment. 60 eggs were randomly 
divided into either the control or the exposed groups. 
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Figure 1. 
TriField meter measuring the electromagnetic field exposure when the phone is receiving a call (the needle moving 
toward the right with increasing intensity of the electromagnetic waves) (a) group 1, (b) group 2, (c) group 3, 
(d) group 4, and (e) during downloading, the needle is hitting extreme right. 

A 30-egg incubator Model EH-35, Sino-PFE Company, China was used which is 
equipped with temperature and humidity control and forced air ventilation; tem-
perature was programed at 37° centigrade and humidity of 50–60% (Figure 2a). The 
experiment was run in batches of 30 eggs, due to the size of the incubator. The eggs 
were placed in egg holders which were programed to rotate 10 times/day. A mobile 
phone (power of 0.47 W/kg body and SAR 1.10 W/kg) and local service provider 
with 1800 MHz frequency were selected. A TriField Meter, model 100XE was used 
to confirm the emission of electromagnetic field of the mobile phone during the 
experiment (Figure 2b). 

3.1.1 Exposed group 

The selected mobile phone was placed in the center of the incubator in silent 
mode and vibration disabled. The farthest egg was within a radius of 16 cm. This 

Figure 2. 
(a) The egg incubator. (b) TriField meter showing high levels of electromagnetic waves transmitted from the 
mobile during call receiving (≥1 mW/cm2). 
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is important because the radius of single 1800 MHz frequency electromagnetic 
wavelength is approximately 16.5 cm [21]. 

The mobile phone placed inside the incubator was called from outside 4 times a 
day and each call lasted for 5 minutes. There was a gap of 4 hours in-between each 
call with a call free period during the night. Total exposure time/day was 20 minutes. 
To repeat the call on the same time every day, a ringing schedule was made, and call 
was recorded once the call was made. This prevented errors in making the calls. The 
experiment was conducted in batches of two with 30 eggs in each batch. A total of 10 
embryos were scarified each at day 5 (exposure time 100 minutes), day 10 (exposure 
time 200 minutes), and day 15 (exposure time 300 minutes). 

3.1.2 Control group 

It was also conducted in batches of two. There was no mobile placed inside the 
incubator, and the eggs were not exposed to any electromagnetic field. 

A total of 10 randomly selected eggs were removed from the incubator in 
both the groups at day 5, day 10, and day 15 each, the shells were removed, and 
the embryos were dissected from the membranes. Mortality of the embryos 
was observed by observing the movements in the limbs or beating of the heart. 
Hamburger and Hamilton developmental stages were used to assess the embryos 
for gross morphological abnormalities [25]. The embryos were washed in normal 
saline, blotted dry with tissue paper and the dependent variables, the weight, 
CR-length, and eye diameter were recorded. 

A digital balance with a precision of 0.01 g (Universal Impex HA-3202) was 
used for measuring the weight, and a caliper (Mitutoyo Vernier calipers, Nanjing 
Sulang Trading Co., Ltd., China) was used to measure the length which was the 
length from the vertex to the tip of the coccyx and the maximum eye diameter. 

For statistical analysis, student’s t-test was used, and a p-value of <0.05 were 
considered as significant. All data were presented as the mean value ± SEM. 

3.2 Results 

Mortality was not observed among both the control and the exposed groups, and 
all 120 eggs revealed developing embryos. 

3.2.1 Day 5 

No morphological deformities were observed in both the groups. There was 
no significant difference between the average wet body weight in the exposed 
group (0.189 ± 0.035 g) and the control group (0.209 ± 0.031 g); (t = 1.67, df = 28, 
p < 0.11). The CR-length and eye diameter were not measured at day 5. 

3.2.2 Day 10 

Gross malformation was absent in both the groups. In the exposed group, 
small hemorrhages were apparent under the skin with areas of paler skin 
indicating reduced blood flow (Figure 3b). In the control group, the skin was 
pink in color throughout (Figure 3a). The average weight of the exposed group 
(1.572 ± 0.38 g) was significantly lower than the weight of the control group 
(2.331 ± 0.27 g), t = 8.19, df = 48, p < 0.01 (Figure 5a). This trend was also 
observed with the C-R length and eye diameter; all showing significant differ-
ences (Figure 5b and c). 
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Figure 3. 
Low dose: (a) day 10: control group showing normal embryo development. (b) Experimental group: embryos 
were smaller in size than the control group, and marked hemorrhagic areas could be seen under the skin 
alternating with pale areas. 

Figure 4. 
Low dose: (a) day 15: control group showing well developed embryo with no anomalies or deformities. 
Skin pink in color, covered by feathers, well-formed upper and lower extremities and normal toes and eyes 
completely covered by eye lids. (b) Experimental group: no anomalies or deformities were observed and embryo 
showing same features as revealed in the control group. 

3.2.3 Day 15 

Gross appearance in both the groups revealed well-formed skin covered by white 
feathers and well-formed beak. The size of the wings and the limbs was increased, 
and toes can be seen well formed, middle toe the longest. The head size that was 

Figure 5. 
(a) Wet body weight of the chick embryo: experimental and control groups at days 5, 10, and 15 showing 
significant different at day 10 (p < 0.01). (b) Eye diameter was significantly smaller in the exposed group 
than the control group at day 10 (p < 0.01). (c) C-R length of the chick embryo in the experimental group was 
significantly smaller than the control group at day 10 (p < 0.01). 
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much bigger as compared to the body before was now become smaller, which was in 
accordance with the normal development of the embryo. The eyes were now fully 
covered by eye lids. The skin no longer shows any hemorrhage areas, and blood 
vessels no longer visible under the skin (Figure 4a and b). No significant differ-
ences were observed in either average wet body weight, control (14.91 ± 1.73 g) 
and exposed group (14.82 ± 1.57 g), eye diameter, control (1.123 ± 0.051 cm and 
exposed 1.14 ± 0.05) and the average C-R lengths, control (7.013 ± 0.41 cm), and 
the exposed groups (6.978 ± 0.348 cm) (Figure 5a–c). 

4. High dose (total 500–750 minutes) 

4.1 Methods 

A total of 20 fertilized eggs were incubated in the incubator with the mobile 
phone in silent mode with the vibration mode disabled. The distance of all the 
eggs from the mobile phone was maintained within one wavelength (approxi-
mately 16.5 cm) of the emitting 1800 MHz frequency electromagnetic waves [21]. 
The mobile phone was rung from another mobile phone for 5 minutes, 10 times 
daily with an exposure-free period in between the calls. No calls were made at 
night. The total daily exposure duration was 50 minutes in each 24 hours starting 
from day 1. The eggs were sacrificed at day 10 (maximum exposure time 500 min-
utes) and day 15 (total exposure time 750 minutes). For the control groups, 
another 20 eggs were placed in the incubator, and 10 eggs were sacrificed at day 10 
and 15 each. 

Control group’s 20 eggs were incubated at the same conditions in the same incu-
bator. The mobile phone was turned off, battery removed, and placed in the middle 
of the incubator. The embryos were examined just as in the experimental groups at 
days 10 and 15. 

On the scheduled day of sacrifice, mortality, gross morphology, wet weight, 
and length of the embryos were measured. Liver was dissected and placed in 10% 
glutaraldehyde solution and stained by toluidine blue stain for histological and 
ultrastructural preparation. Another five specimens were fixed in RNAlater solu-
tion (Invitrogen) for heat shock protein 70 (HSP70) and messenger ribonucleic acid 
(mRNA). 

4.2 Results 

The results revealed 14% mortality in the exposed group. Gross morphology 
of the chick at day 15 showed deformities of the limbs, hemorrhages under the skin, 
lack of feathers, and few anterior abdominal wall defects (Figure 6a and b). 
The wet weight and head to toe length were significantly less in the exposed 
group at both day 10 and 15 (Figure 7a and b). 

4.2.1 Histology: control group 

At day 10, hepatocytes were seen with rounded central nucleus and nucleoli. 
They were lying in rows with spaces in-between to form the sinusoids. Central veins 
with few RBCs and portal areas were observed. At day 15, typical structure of the 
liver was apparent. Well-formed hepatic lobules formed by rows of hepatocytes 
and sinusoids lining with epithelium and large number of RBCs were clearly seen 
(Figure 8a and b). 
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Figure 6. 
High dose: (a) day 15: control group showing normal embryo development. (b) Experimental group: embryo 
was small in size, has marked deformities of the limbs, hemorrhages under the skin, and no growth of the 
feathers. 

Figure 7. 
High dose: (a) wet body weight of the chick embryo: experimental and control groups at days 15 showing 
significant different (8.84 vs. 7.13 g) (p = 0.29). (b) Head to toe length of the chick embryo in the experimental 
group was significantly smaller than the control group (6.11 vs. 5.17 cm) at day 15 (p = 0.25). 

4.2.2 Exposed group 

At day 10 and day 15, nucleus in many hepatocytes was not seen or pushed 
to the side and without prominent nucleolus. The hepatocytes were seen in rows 
with sinusoids in-between; however, marked infiltration of the fat vacuoles was 
observed in the cytoplasm of hepatocytes. The sinusoids were formed showing 
lining epithelial cells and RBCs. This signifies the beginning of fatty change 
(Figure 8c and d). 

4.2.3 Electron microscopy: Control group 

At day 10 and 15, the control group showed hepatocytes arranged in rows 
forming the hepatic lobules and sinusoids in-between the rows lined by simple 
squamous epithelium (Figure 9a). There was a big central rounded nucleus 
with central chromatin, surrounded by double layered nuclear membrane with 
pores. Cytoplasm contains many mitochondria with well-arranged cristae, rough 
endoplasmic reticulum, ribosomes, and some glycogen vacuoles. Sinusoids were 
formed lined by single layer of simple squamous epithelium, and few Kupffer 
cells were also found lining the sinusoidal wall. Spindle-shaped RBCs with oval 
nucleus were present in the sinusoids. The canaliculi were seen clearly in between 
the hepatocytes (Figures 9a and 10a). 
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Figure 8. 
Control group: (a) day 10 showing developing hepatocytes and sinusoids in between with RBCs and (b) day 15 
showing well-formed hepatic lobules, normal hepatocytes arranged in rows, forming central vein, sinusoids lined by 
epithelial cells, and scattered well-formed RBCs inside the sinusoids. Exposed group: (c) day 10 showing infiltration 
of few lipid vacuoles in the hepatocytes and few necrotic hepatocytes and (d) day 15 showing marked infiltration of 
lipids causing necrosis of the hepatocytes. 

4.2.4 Exposed group 

At day 10, marked increase in the number of mitochondria can be observed 
(Figure 9b). Some of the mitochondria were swollen and surrounded by rough 
endoplasmic reticulum. The nucleus was in the center and circular in shape. Sinusoids 
were filled with red blood cells (RBC) and lined with simple squamous epithelium 
and Kupffer cells. At day 15, cytoplasm showed numerous lipid filled vacuoles 

Figure 9. 
Day 10, (a) in control group, polygonal hepatocytes arranged in row with large central round nucleus and showing 
sinusoids with multiple red blood cells, and canaliculi can also be seen in-between the hepatocytes. (b) Exposed 
group revealed marked proliferation of mitochondria and widening of the canaliculi. 
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Figure 10. 
Day 15, (a) control group showing hepatocytes arranged in rows, with few lipid vacuoles and normal looking 
canaliculi and (b) exposed group revealed mark infiltration of lipid vacuoles in the cytoplasm, and widening 
of the canaliculi was apparent. 

Figure 11. 
(a and b) Day 15, exposed group: mitochondria showed change in shape, some become rounded, while others 
dumbbell shaped and surrounding by rough endoplasmic reticulum. Cristae were not clearly visible, and some 
areas of degeneration were apparent. 

(Figure 10b). At day 15, mitochondria became electron dense, some were swollen, 
while others were elongated and dumbbell shaped. At places, mitochondria was 
degenerated and cristae invisible (Figure 11a and b). A prominent layer of rough 
endoplasmic layer around the mitochondria could be seen which was interrupted. 
Myelin-like figures can also be seen in the cytoplasm at day 15 in exposed groups. 
The canaliculi in-between the hepatocytes have been widened (Figure 9b). 

4.3 Biochemical analysis 

4.3.1 Heat shock protein 70 

Homogenized sample using an automated homogenizer in a phosphate buffer at 
pH 7.6 was ultracentrifugated to separate contaminants and soluble proteins and cells. 
Messenger RNA (mRNA) was extracted from 40 tissue samples using the Qiagen 
RNeasy Mini Kit (QIAGEN, CA, USA) according to the manufacturer’s instructions. 

Next, DNAse treatment was given to the extracted mRNA using DNA-free™ 
DNA Removal Kit (Thermo fisher) according to the manufacturer’s protocol. After 
which, cDNA was synthesized using DNase treated RNA with the help of High-
Capacity cDNA Reverse Transcription Kit (Applied BioSystems, Austin, TX). 
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Quantitative RT-PCR was performed for the analysis of cDNA obtained from the 40 
samples. TaqMan reagents are used to perform qRT-PCR according to manufacturer’s 
protocol. The relative expression level of hsp70 was calculated using the compara-
tive delta Ct method by normalizing the cycle threshold values of hsp70 with those 
of GAPDH. 

Protein extraction was carried out through differential centrifugation to obtain 
separate subcellular fractions of protein from hepatocytes. 

Extracted proteins were analyzed through SDS-PAGE and one step 
ELISA. HSP70—ab187399 Simple Step ELISA® Kit was used for the detection of 
HSP70 protein in the control and experimental samples. 

4.3.2 Results 

Different exposure durations displayed significantly different levels of HSP 70 
mRNA compared to the normal. This increase in mRNA was 14% at day 10 and 
became 39% at day 15 (Figure 12). The amount of HSP70 protein has increased 
with longer exposure time although it did not prove strong correlation with the 

Figure 12. 
mRNA for HSP70 for liver tissue at day 10 and day 15 in the control and experimental groups. 

Figure 13. 
ELISA graphs showing increase in the cytosolic HSP70 in the control and exposed groups in liver at day 10 and day 15. 
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expressed mRNA quantities (Figure 13). The total cellular protein represented 
by the cytoplasmic protein concentration was increased in treated samples than 
in untreated samples demonstrating cellular mechanism in attempting to express 
housekeeping genes and HSP70 for survival. Organs have shown differences. Our 
results indicate that HSP 70 mRNA is over expressed in an attempt to synthesize 
more of the HSP70 in order to resist electromagnetic waves irradiation. 

5. Discussion 

5.1 Measuring mobile phones’ RFW strength 

To confirm the emission of RFW from different mobile sets and to understand 
its strength, we decided to measure the RFW from different mobile sets using a 
TriField meter. It was found that the old mobile sets were emitting very high inten-
sity of RFW which the TriField meter showing above 1 mW/cm2. Absolute hazard 
thresholds have not been established yet; however, studies suggest that RFW above 
0.1 mW/cm2 may not be safe. Our study revealed that most of the smart mobile 
sets are emitting RFW above 0.1 mW/cm2. According to our classification, only 
group 1 comes under 0.1 mW/cm2; groups 2, 3 and 4 are all above this threshold. 

5.2 Mortality 

In the low dose groups (exposure time 20 minutes/day at 1800 MHz), no 
mortality was observed in either the control or experimental groups. Batellier et al. 
also reported a mortality rate of less than 1% when fertilized eggs were exposed to 
900 MHz from day 7 to 14 [13]. 

In the higher dose group, the mortality rose to 14% in the exposed group, while 
no mortality was present in the control group. About 54% mortality was reported 
by Youbicier-Simo in the exposed group and 14% in the control group. He used con-
tinuous mobile phone exposure during the embryonic life of 21 days [14]. Higher 
mortality was also reported by Jyoti et al. in the exposed group. He highlighted 
that increased exposure duration and higher power (20 dBm) must have increased 
mortality in the exposed group [15]. 

5.3 Gross malformations 

In the low dose group, the most significant finding in this study was growth 
retardation of the embryo at day 10 only; body weight, CR length, and eye diameter 
were all significantly decreased at day 10 in the exposure group. However, they were 
indistinguishable from the control group at both day 5 and day 15. No gross malforma-
tion was observed except subcutaneous hemorrhagic areas under the skin at day 10. 

Cox et al. reported no malformations when he exposed the fertilized eggs to 
50 Hz [16]. Al Qusdi et al. using 900–1800 MHz electromagnetic waves and by 
ringing 4 times for 15 minutes/day (60 minutes/day) reported significant increase 
in body weight and length at day 10, which could not be sustained at day 14 [17]. 
Gross malformation in the brain and retina was also reported; however, the incuba-
tor used in that study was not an egg incubator, which could have negative effects 
on the development of the embryo [17]. 

In high dose group in this study, 14% mortality, limb deformities, and changes 
in the skin feathers were observed. There was growth retardation of the embryo at 
both day 10 and day 15. Other studies also reported growth retardation [18]. Other 
malformations reported by Lahijani et al. such as spina bifida, monophthalmia, 
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microphthalmia, anophthalmia, exencephalic embryos, and embryos with asymmetri-
cal faces, crossed or shorter beak, and gastroschisis were not found in this study [18]. 
In an extensive study done by Farrell et al. at five different laboratories and using 60 Hz 
magnetic field (pulsed and sinusoidal by a Tenma function generator) over 2500 chick 
embryos, did not show significant difference in the mortality for 48 hours; however, 
over the period of time, malformations were 6.8% in the exposed group compared to 
1.8% in the control; most common anomaly reported was the neural tube defects [19]. 

Ubeda et al. observed in a study using 100 Hz and electromagnetic field inten-
sity between 0.4 and 104 microTeslas (μT) that the chick embryo is sensitive to 
electromagnetic fields at extremely low frequency and intensity. He further stated 
that pulse shape may influence the development of embryo development [20]. 

Effects of electromagnetic waves on living cells are dose and duration dependent 
[21]. It is likely that growth retardation of the chick embryo in exposed groups was 
a result of interference in the proliferation of the multiplying embryonic cells due 
to the RFW exposure. Development of the embryo is a complicated process which 
includes cell proliferation, differentiation, relocation, and programed cell death. 
These events involve endogenous ionic currents and electric fields which could be 
disturbed by the RFW exposure. Growth retardation in the exposed group is most 
likely due to the adverse effects of RFW on the DNA. Production of heat shock 
proteins is stimulated to repair this damage. This also increases reactive oxygen spe-
cies production and apoptosis [17, 22, 23]. DNA damage if not repaired would most 
likely result in cell death [23]. This cell self-repair depends on the intensity of the 
initial injury by the radio waves. Thus at day 10, the chick embryo cells prolifera-
tion and multiplication declined due to DNA damage by the RFW exposure, hence 
reducing the wet body weight of the embryo as compared to the control group. At 
day 15, the wet body weight, CR length, and eye diameter did not show significant 
difference from the control in low dose because the cells were able to repair the 
damage; however, in the high dose group, the damage could not be repaired and 
significant difference persisted at day 15. 

5.4 Histology and electron microscopy 

In this study, an increase number of mitochondria were observed in the exposed 
group at day 10 and day 15. It has been reported that oxidative stress induced by 
H2O2 leads to increase number of mitochondria and mtDNA in human lung [24]. 
At day 10 in the exposed group, some of the mitochondria were swollen. It has been 
reported that permeability of mitochondrial membrane is dependent on interaction 
between Ca+2 and reactive oxygen species (ROS) system. Increased sympathetic 
activity is considered a primary cause of REW-induced calcium influx into the 
mitochondria [26]. ROS when stimulated on inner surface of mitochondria will 
produce free O+2 which invade thiol protein and cause transition pores in the mem-
brane to open thus increasing its permeability and causing mitochondria swelling 
[26]. Mitochondrial swelling was also observed by Atti [27] in rat hepatocytes in 
response to electromagnetic field exposure. 

At day 15, in the exposed group, most of the mitochondria were elongated, 
dumbbell shaped, and in the process of degeneration. They were surrounded 
by fragments of rough endoplasmic reticulum and lots of free ribosomes. It was 
reported that mitochondria is the source of free radicals produced in response to 
electromagnetic wave exposure in human sperms [22]. It further reported potential 
causative mechanism of electron leakage from the mitochondrial electron transport 
chain which causes oxidative DNA damage. 

The next most significant alteration in the hepatocytes was the increase number 
of lipid filled vacuoles in the exposed groups. It was reported that this marked 
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increase in the cytoplasmic vacuolation is due to disturbances in lipid inclusions 
and fat metabolisms in pathological conditions, blockage of gluconeogenesis due to 
free radicals changing the nature of lipids, protein groups, and cell damage [26]. It 
seems that rough endoplasmic reticulum surrounding the mitochondria is damaged 
and fragmented thus contributing in increase in fat droplets. 

Electromagnetic waves caused fatty change in the hepatocytes of the developing 
chick embryos. In fatty liver, there is an increase in lipid droplets in the cytoplasm 
of the hepatocytes suggesting that cells are under oxidative stress when exposed to 
electromagnetic waves [28–30]. Lahijani et al. had similar results showing abnormal 
lipid droplets in the hepatocyte cytoplasm and pushing the nuclei to one side [26]. 
Similar results were reported in rats and rabbits [22, 31]. The breakdown of fat in 
the liver may be disrupted by radiation exposure, which may be similar to alcohol-
ism, malnutrition, poisoning, and pregnancy. Fatty change is the beginning of 
injury to the hepatocytes, showing an increase in vacuoles filled with triglyceride 
fat, a sign of abnormal metabolism which may be due to the production of oxygen 
radicles species in the hepatocytes [29–31]. 

5.5 Biochemical test 

Heat shock protein70 (HSP70) is a multifaceted chaperon protein that is 
conserved across species and is involved in many cellular metabolic processes. Its 
prime role as an anti-stress agent has been exploited heavily in an attempt to further 
clarify its mode of action and cellular distribution [33]. In this study, Hsp70 was 
also investigated for its role and degree of expression in stress conditions induced 
by electromagnetic waves. Previous studies have demonstrated the overexpression 
of Hsp70 mRNA under stress stimuli but have not elucidated the magnitude and the 
subcellular compartment localization of the protein [34, 35]. 

In this study, we observed significant increase in levels of mRNA and Hsp70 in 
the exposed groups at both day 10 and 15. This increase in mRNA was 14% at day 
10 and became 39% at day 15 (Figure 13). Levels of mRNA and HSP70 in the liver 
tissue are demonstrating an important rule liver plays in combating cellular stress 
using HSP70 as one of the approaches to attenuate the stress stimuli (Figure 12). 

Mobile phone radiation induces reactive oxygen species (ORS) and DNA damage 
as seen by increase in the HSP70 and its mRNA and which causes metabolic, immu-
nological, and carcinogenic effects [2, 36–38]. ORS was also reported in human 
sperm, which affects genes, cell membrane function, and signal transduction [28, 
39, 40]. Rao et al. recently provided new evidence supporting the theory that radio 
waves affect the plasma membrane [39]. Radio waves also induce NADH oxidase 
enzyme, which might play a key role in the various cellular adverse effects [36, 40]. 
Various cellular and physiological processes can be affected as a consequence of 
increased levels of free radicals, including gene expression, cell growth, apoptosis, 
and release of calcium from intracellular storage sites [32, 36, 41–49]. 

6. Conclusion 

We conclude that even at a low dose of radio waves (20 minutes/day) emitted 
by mobile phones, the development of chick embryos as seen on the 10th day of 
incubation would be affected. However, the cells were able to repair the damage by 
day 15 and no significant difference was observed. At higher dose, the significant 
different persisted at day 15, and mortality was increased with morphological 
changes observed. Histological finding in the liver revealed fatty change which was 
confirmed by ultrastructural findings. The increase of HSP 70 and mRNA in the 
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exposed groups supported the assumption that RFW exposure has increased ORS 
which caused damage to the organelles and metabolism in the hepatocytes. These 
effects question the safety of mobile phones and their potential as a hazard to living 
cells. It is recommended that mobile phones should be used with caution. 
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