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Preface to ”Distribution Power Systems and 
Power Quality”

Today, a lot of renewable power generation units, such as wind power systems, photo-voltaic 
and small biomass fired combined heat and power plants, are integrated into the power system. 
The first two generate power depending on weather conditions, and therefore have fluctuating power 
production. Often, the power plants produce power in an on–off controlled way, dependent on heat 
demand, which also leads to power fluctuation. Furthermore, a lot of the new power generation 
units are equipped with electronic power converters, which may inject harmonics into the power 
system. This can also affect power quality. Moreover, at distribution level, the hosting capacity of 
the lines is not only affected by new, small power generation units, which may lead to the voltage 
rising above the limit, but also new, large loads which are seen in the grid, such as electrical 
vehicles and heat pumps, which might lead to voltages below the lower limit. These load units might 
also cause harmonic injections, together with other converter- and rectifier-based loads in the grid. 
Another concern is the reliability of such systems; some claim that, in the future, there will be less 
interruptions, due to higher possibilities for ancillary services from all small units, but others claim 
that the integration of new units will lead to more interruptions, since they will replace some of the 
central power plants. Furthermore, the protection system might be affected by reverse power flow 
and shifting short circuit level.

Therefore, this Special Issue focuses on the hosting capacity of distribution grids, how to 
counteract voltage fluctuations and harmonics, and how to ensure the reliability and stability of 
the future power system, with a special focus on distribution systems with high dispersed power 
generation. In the papers, you will find different applied methods to analyze the grid behavior using, 
for instance, Monte Carlo simulations, piecewise bound constrained optimization, S-transform and 
probabilitic neural networks and wavelet methods.

Birgitte Bak-Jensen

Special Issue Editor
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Abstract: As the number and capacity of photovoltaic (PV) power stations increase, it is of great
significance to evaluate the PV-connected power systems in an effective, reasonable, and quick way.
In order to overcome the challenge of PV’s time-sequential characteristic and improve upon the
computational efficiency, this paper presents a new methodology to evaluate the reliability of the
power system with photovoltaic power stations, which combines intelligent state space reduction
and a pseudo-sequential Monte Carlo simulation (PMCS). First, a non-aggregate Markov model of
photovoltaic output is established, which effectively retains some time-sequential representation
of the PV output. Then, the differential evolution algorithm (DE) is introduced into the sampling
stage of PMCS to carry out an intelligent state space reduction (ISSR). By using the DE algorithm,
success states are searched out and removed, thus the state space is reduced and formed with a
high density of loss-of-load. Hence, unnecessary samplings are avoided, which optimizes the PMCS
sampling mechanism and improves the computational efficiency. Finally, the proposed method is
tested in the modified IEEE RTS-79 system. The results indicate that this new method has a better
computational efficiency than the time-sequential Monte Carlo simulation method (TMCS) and pure
PMCS. In addition, the effectiveness and feasibility of this method are also verified.

Keywords: photovoltaic power stations; power systems reliability; non-aggregate Markov model;
pseudo-sequential Monte Carlo simulation; intelligent state space reduction

1. Introduction

As photovoltaic (PV) power generation is one of the most important renewable energies,
grid-connected photovoltaic power stations have aroused attention around the world and have been
developed and utilized rapidly. With the increasing penetration of PV in power systems, the power
system faces the impact of random fluctuations of PV output. Therefore, it is necessary to make
accurate assessments of the reliability of PV-connected power systems. The reliability indices are of
great significance for the power system to plan its expansion, arrange power generation, and energy
trading [1–3]. However, the time-sequential characteristics and fluctuations of PV output will increase
the computational amount in any reliability assessment. Therefore, it is particularly important to
evaluate the reliability of PV-connected power systems in an effective, reasonable, and quick way.

At present, the reliability assessment methods for power systems are generally divided into the
analytical method and the Monte Carlo simulation (MCS) method. MCS can get rid of the constraints of
the system scale and is particularly suitable for large-scale composite power systems [4,5]. In addition,
MCS includes two types: time-sequential MCS and non-sequential MCS. However, the characteristics

Energies 2018, 11, 1431; doi:10.3390/en11061431 www.mdpi.com/journal/energies1
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of PV makes the reliability assessment work face greater challenges. On one hand, considering the
model of a PV power plant in a simulation method, the computational amount will become extremely
complicated when a PV has a large number of states. On the other hand, due to the continuous
development of modern power systems and the increasing improved reliability level of the system as
well as its components, the computational efficiency of MCS is gradually reduced.

In order to obtain reliability indices with high efficiency, a lot of research has been conducted at
home and abroad. Common methods include the stratified uniform sampling method, the importance
sampling method, and state space reduction. In the stratified sampling method [6,7], the sampled
space is divided into several sub-spaces, sampled separately, and then the indices of these sub-spaces
are integrated. Thus, the variance is reduced by reasonably allocating the proportion of the sampling
results in each sub-space. In [8], an important sampling method based on the optimal multiplier is
proposed, and the optimal multiplier is continuously reconstructed by the component state each time
the system failure occurs. At last, the construction of the importance distribution function is completed.
In [9], the cross entropy algorithm is used in importance sampling, and the optimal probability model
of system components is established, based on the cross entropy algorithm, to reduce the variance
coefficient of the sample space. It is worth mentioning that state space reduction is an effective
methodology by which most of the success states can be reduced out from the original state space by
a certain sampling mechanism. And the remaining state space with a higher density of loss-of-load
states allows the MCS to obtain more loss-of-load states in sampling, which in turn, speed up the
convergence of the variance coefficient. Based on state decoupling, Mitra and Singh et al. proposed a
state space reduction method in 1996, which achieved the reduction of the state space [10–12]. In recent
years, on this basis, scholars at home and abroad have fully exploited the fast and random search ability
of this intelligent algorithm. Therefore, the method of the Intelligent State Space Reduction (ISSR) is
formed systematically. In [13–15], the genetic algorithm and the binary particle swarm both are used in
state space reduction to speed up the convergence of MCS. In [15], the performance comparison of the
intelligent state space reduction is carried out under different heuristic algorithms. In the comparison,
not only are the proposed genetic algorithm and binary particle swarm algorithm considered, but the
mutex binary particle swarm and binary particle swarm optimization are also involved.

However, the methods mentioned above are all applied to the framework of the non-sequential
Monte Carlo method. Taking into account that a large scale of renewable energies and other
components connect to the grid, the non-sequential Monte Carlo method is no longer applicable due to
the time sequential properties of the components and correlation with the adjacent system states cannot
be depicted. Therefore, the improved sequential Monte Carlo method will have a wider application
prospect. As has been confirmed, the parallel computation technique and pseudo-sequential Monte
Carlo simulation can effectively improve the computational efficiency of TMCS [16]. The parallel
computation technique is the parallel computation and information interaction between multiple
computers, analyzing and calculating the power flow for the system states at each time section.
By using this technique, the computational time is reduced and in the meantime it depends on the
computer hardware equipment. The pseudo-sequential Monte Carlo simulation (PMCS) [17] is the
combination of the sequential and non-sequential Monte Carlo method. To be specific, the loss-of-load
states are sampled randomly by the non-sequential Monte Carlo method, followed by constructing
the sub-sequences of the loss-of-load states via the time-sequential Monte Carlo method. Only partial
states need to be analyzed for the time-sequential information, which improves the computational
efficiency and is thus called a “pseudo-sequence”. Although the pseudo-sequential MCS can improve
computational efficiency, it is still at a distinct disadvantage when compared with non-sequential MCS.
In [18], the state transition technique is applied to the pseudo-sequential simulation and this technique
is used to speed up the formation of the sub-sequence of the loss-of-load states. However, it is shown
that the time-consumption of the pseudo-sequential simulations is mainly due to a large number of
ineffective states (success state) that are sampled and evaluated in the non-sequential process [19].
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The adoption of a more advanced state sampling mechanism will further improve the computational
efficiency of PMCS.

In view of all the above considerations, this paper proposes a kind of PMCS method based on
an ISSR. First, a non-aggregated Markov model of photovoltaic power generation is built to make
it appropriate to the process of a pseudo-sequential simulation. Secondly, the differential evolution
algorithm is introduced in the process of intelligent state space reduction, so the success states can be
quickly sought and the set of success states can be established. By this way, the sampling mechanism
is optimized by ISSR, which greatly increases the probability of sampling loss-of-load states and
reduces the amount of work in the states’ evaluation. Therefore, the improvement of the existing
PMCS is realized.

2. Non-Aggregate Markov Model of Photovoltaic Output

As a result of the photovoltaic power out being time varying, the best option to assess the
reliability of a PV-connected power system is by using the time-sequential Monte Carlo simulation.
However, a huge amount of CPU time is needed for such a detailed simulation, which can make the
evaluation unfeasible for large and complex systems. Considering this difficulty, in order to retain the
time-sequential characteristics of PV output as much as possible, a non-aggregate Markov model of the
photovoltaic power generation is proposed here, which can make it better applied to the evaluation
method that is going to be proposed in the following sections.

As is shown in Figure 1, in the photovoltaic output model, the total hours of a year T is divided
into Q intervals with the same length ΔT. For the interval i, the photovoltaic output Pi takes the mean
value of statistical data during the interval i. Then, according to the time sequence of the PV output
curve, all the PV output states are linked in chronological order. In this model, a constant transition
rate of λ = 1

ΔT between two connected states is adopted. Thus, a non-aggregate Markov model of
photovoltaic power generation is formed.

P1 P2 PQ-1 PQ

Figure 1. Non-aggregate Markov model of photovoltaic output.

3. Power System Reliability Evaluation Based on Pseudo-Sequential Monte Carlo Simulation (PMCS)

3.1. Basic Theory of PMCS

PMCS is a combination of the sequential Monte Carlo simulation (TMCS) and the non-sequential
Monte Carlo simulation, which also maintains the flexibility and accuracy of TMCS while speeding
up the system reliability evaluation. Compared with the TMCS, PMCS only takes into account
the sequential information of the sub-sequences of the loss-of-load states, which contributes to the
reliability indices in the simulation process. In PMCS, the system states are randomly sampled based
on non-sequential MCS. If the sampled state is in the loss-of-load state section, then mark this section
as the starting point. Based on the state transition equation of the loss-of-load states set, the time
duration is respectively extended backward and forward from the starting point until to a certain
success system state is achieved, thus forming the subsequence of the loss-of-load state.

The subsequences of the loss-of-load states are formed via forward and backward simulation,
which is shown in Figure 2, and the procedures are as follows:

3
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(1) Forward time-sequential simulation: starting from the selected loss-of-load state Xs, the state
transition process continuously goes on until it reaches a success state. The probability for the
state transition from Xs to Xt is expressed as:

Pst =
fst

f out
s

= [P(Xs)λst]/[P(Xs)
Ms

∑
i=1

λsi] (1)

where fst is the frequency of system state Xs transferring to Xt; fsout is the frequency of departure
from state Xs; P(Xs) is the occurrence probability of the state Xs, λst is the transition rate of the
component whose state changes during the transferring process from Xs to Xt; Ms is the number
of states which the system can turn into after leaving the state Xs.

(2) The time-sequential backward simulation: starting from the selected loss-of-load state Xs,
continue the state transition process of backwards until success state is found. The probability of
the state transition from Xt to Xs is:

Prs =
frs

f in
s

= [P(Xr)λrs]/[
Mr

∑
i=1

P(Xi)λis] (2)

where frs is the frequency that the system state Xr transferring to Xs; fsin is the frequency of
arriving at state Xs; P(Xi)is the occurrence probability of the state Xr; λis is the transition rate of
the state changing component whose state changes during the transferring process from Xi to Xs;
Mr is the number of states that the system can arrive at the state Xs.

time duration of failure states

backward to a success state forward to a success state

Xn+2

The time section of 
a failure state

Xn+1

Xn-4

Xn-3

Xn-2

Xn-1
Xn

Figure 2. The schematic diagram of forward and backward method used in pseudo-sequential Monte
Carlo simulation (PMCS).

For the failure subsequence formed by the forward/backward simulation, the total time
expectation of the failure duration can be expressed as:

E[Ds] = ∑
i∈s

E[Di], (3)

where

E[Di] = 8760/

[
∑

j
λj

]
(4)

where E[Di] is the time expectation of failure duration in the ith system state within the failure
subsequence, and λj is the transition rate.

4
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3.2. Computation of PMCS Reliability Indices

During the simulation process of PMCS, only the failure sequences are taken into account.
Therefore, in order to decrease the error deviation, it is necessary to force the reliability indices
to map back to the original state space. The basic principle of computing the PMCS reliability indices
is to convert the reliability indices based on the failure subsequence into those based on the common
sampled states. In the PMCS, the expected values of LOLP (Loss of Load Probability) and EENS
(Expected energy not supplied) can be expressed as [19]:

E[HLOLP] =
1
N

N

∑
i=1

HLOLP(Xi), (5)

E[HEENS] =
1
N

N

∑
i=1

HEENS(Xi) (6)

where N is the overall times of non-sequential sampling. HLOLP(Xi) and HEENS(Xi) are the test results
of sampled state Xi corresponding to the reliability indices, which are given as follows:

HLOLP(Xi) =

{
1 Xi ∈ X f

0 Xi /∈ X f
, (7)

HEENS(Xi) =

⎧⎪⎪⎨⎪⎪⎩
∑

Sj∈Mi
PS(Sj)D(Sj)

∑
Sj∈Mi

D(Sj)
Xi ∈ X f

0 Xi /∈ X f

, (8)

where Mi is the sub-sequence generated from loss-of-load states; PS(·) is the load curtailment of a
certain state; D(·) is the duration of a certain state Sj; Xf is the set of loss-of-load states.

4. Pseudo-Sequential Monte Carlo Simulation Based on Intelligent State Space Reduction

4.1. The Concept of Intelligent State Space Reduction

For the power system, the vast majority of system states are success states, while the loss-of-load
states just account for a small proportion (The distribution of the power state space is shown in
Figure 3). However, the success states contribute less to the reliability indices calculation, resulting in a
large number of invalid samples during the sampling process.

failure 
statessuccess states

 

Figure 3. The constituents of the system state space.

The ISSR is an effective method to facilitate the sampling of loss-of-load states. The first step
is to guide the generation evolution via the intelligent algorithm, and in the process of population
generation, the success states are quickly searched and stored in the set of success states. Then the set

5



Energies 2018, 11, 1431

of success states is moved out of the original overall state space, and as a result of which, due to the
remaining state space having a higher density of loss-of-load states, the probability of loss-of-load states
to be sampled is greatly increased. With the same convergence accuracy, compared with traditional
Monte Carlo sampling, this approach features fewer samples needed and less time-consumption.
The sketch of the ISSR is shown in Figure 4.

failure 
states

success 
states

remove the success 
states set

Figure 4. The schematic diagram of Intelligent State Space Reduction (ISSR) algorithm.

4.2. The Intelligent State Space Reduction Based on Differential Evolution Algorithm

The differential evolution algorithm is a heuristic random search algorithm based on population
differences, attracting much more attention because of its simple principle, less control parameters,
and strong robustness. The operation flow of DE is similar to that of other evolution algorithms,
including mutation, crossover, and selection. A differential strategy is used for DE’s mutation operation,
that is, by using the differential vectors between individuals within a generation to interrupt the
individuals, the mutation of individuals can be achieved. DE’s mutation operation effectively utilizes
the population distribution to improve the search ability, and in this way, the deficiency of mutation in
the Genetic Algorithm is overcome. Therefore, this paper adopts DE to guide the generation evolution,
thus completing the rapid search for success states. Let Xi,t denote the individual i (i.e., the system
state) in generation t, which is expressed as follows:

Xi,t = (x1
i,t, x2

i,t, · · · , xn
i,t), i = 1, 2, · · · , M, (9)

xj
i,t =

{
0, success state
1, f ailure state

j = 1, 2, . . . , n, (10)

where xj
i,t indicates the state of component j in the ith individual, tth generation. 0 represents success

state, 1 represents failure state, n is the number of system components, and M indicates the size of the
generation population.

For all individuals in the generation population, it is important to set the appropriate fitness
function. In this paper, referring to previous work, the fitness function Fit(k) is defined as follows [13]:

Fit(k) = Copyk × Pk × Ek, (11)

where Copyk represents the number of all possible permutations of the system state k, the generator
set can be divided into m groups according to its rated capacity, Gj represents the total number of
generators in the jth group, and Oj is the total number of normal working generators in the jth group,
which can be represented by:

Copyk =

[
G1

O1

]
...

[
Gj
Oj

]
...

[
Gm

Om

]
, (12)

6
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where Pk represents the probability that the system state k occurs, which can be represented by:

Pk =
n

∏
i=1

pi, (13)

pi =

{
1 − FORi, Normal working component i

FORi, Failed component i
, (14)

where: FORi represents the unavailability of component i; Ck represents the total power generation
capacity in state k generators set, and Uk represents the actual power generation capacity in state k
generators set after the optimal power flow (OPF); Ek is the surplus power supply in state k, which is
expressed as:

Ek =

{
Ck − Uk, success states
Uk − Ck, f ailure states

, (15)

The fitness function will guide the system to increase the total power generation capacity and
circuit capacity, which can further facilitate the intelligent search for the success states. The intelligent
algorithm aims to search out more success states in a short period of time rather than to solve
an optimization problem. Therefore, the stopping criterion of ISSR is supposed to be the number
of generations.

The steps for the state space reduction based on DE are as follows:
Step 1: Generate the first generation of population according to the unavailability of individual

components, and the fixed size of population is M.
Step 2: Identify each individual in the population and judge whether it is a success state; if so,

store the individual in the set of success states.
Step 3: Individual evaluation. The fitness function values for each individual Xi,t are calculated

by Equation (11).
Step 4: Mutation operation. For each individual Xi,t in the population, the three mutually different

integers r1, r2, r3 ∈ {1, 2, . . . , M} are randomly generated, and the four numbers r1, r2, r3, and i are
required to be different from each other. Since each individual is represented by a binary bit string,
the logical operation is adopted instead of the arithmetic operation to ensure that each individual
bit string in the evolution generations can only be 0 or 1. As “⊕” is used to indicate “exclusive OR”
operation, “⊗” indicates “and”, and “+” indicates “or”, finally the mutation individual Vi,t is produced
according to the Equation (16):

Vi,t = Xr1,t + F ⊗ (Xr2,t ⊕ Xr3,t), (16)

where the mutation factor F is a randomly-generated binary bit string.
Step 5: Cross operation. For the mutation individual Vi,t and the target Xi,t in the population,

based on Equation (17), the test individual is Ui,t = (u1
i,t, u2

i,t, . . . , un
i,t). In order to ensure the

evolution of the individuals, first of all, make sure that at least one in the Ui,t is attributed by Vi,t

and the others are attributed either by the Vi,t or by the Xi,t, which is determined by the crossover
probability CR.

uj
i,t =

{
vj

i,t, i f randj ≤ CR or j = jrand

xj
i,t, otherwise

, (17)

where randj is an evenly distributed real number randomly chosen between [0,1], and jrand is a random
integer of [1, 2, ..., n].

Step 6: Selection operation. The “greedy selection” strategy is adopted in this operation. The test
individual Ui,t and the target individual Xi,t are made to compete with each other, and the one with
better fitness value is selected as the individual of the generation t + 1.

7
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Xi,t+1 =

{
Ui,t Fit(Ui,t) < Fit(Xi,t)

Xi,t Fit(Ui,t) ≥ Fit(Xi,t)
i = 1, 2, · · · , M, (18)

Step 7: Determine if the convergence criteria are met, that is, whether the fixed generations
have been reached or not. If not, return to step 2; otherwise, stop the process of intelligent state
space reduction.

4.3. The Evaluation Process of the PMCS Based on the Intelligent State Space Reduction

In view of the rare occurrence of loss-of-load events in the power system, it always takes much
time to sample and evaluate the loss-of-load states in the non-sequential process of the PMCS. Therefore,
in this part, a PMCS method based on ISSR is introduced to improve the probability of sampling the
loss-of-load states and accelerate the computational speed. The simulation process can be divided
into two parts. The first part is the process of intelligent state space reduction, which establishes the
set of success states via ISSR. And the second part comes to the computational process of reliability
indices via PMCS. In the computational process, firstly, the system states are randomly sampled by the
non-sequential Monte Carlo simulation to search for the loss-of-load states in the reduced state space.
For a sampled loss-of-load state, on the one hand, the loss-of-load state subsequence is determined by
the forward/backward simulation until arriving at a success state. On the other hand, the point-in-time
needs to be randomly sampled, at which point the loss-of-load event occurs. Once it is determined,
in the duration of the loss-of-load state subsequence, the power generation of renewable energy can be
obtained according to its time-sequential power curve. The flow chart of this algorithm is shown in
Figure 5.

Judge whether the  
sampled state has existed in the 

set of success states or not

Generate the random state 
sequences via the sampling of  

non-sequential MCS

Calculate the reliability indices 
LOLP and EENS according to 

equation (5), (6)

Yes

No

Yes

Yes

No

No
Form the subsequence of 

loss-of-load states via backward 
and forward simulation

Whether the variance 
coefficient reaches the convergence 

criterion or not

Judge whether it is a success 
state or not via OPF

Reduce the state 
space via DE

End

Figure 5. The reliability evaluation process by using PMCS based on the ISSR.

5. Case Study

In this paper, the methodology was implemented in a MATLAB platform and all computations
were performed on a 64-bit Windows 7 system with an Intel i7-2600 CPU (4 cores at 3.4 GHz), 4 GB RAM.
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A modified IEEE RTS-79 is taken as the test system, which has a total installed capacity of 3405 MW and
a total peak load value of 2850 MW, consisting of 24 nodes, 38 lines, 32 generators, and a compensator.
It is assumed that the size M of each generation population is 300, the crossover probability CR is 0.5,
and the variation factor F is a randomly generated binary string (the probability for each bit to generate
0 or 1 is equal). At node 16, a PV power station is added, which has a total installed capacity of 150 MW,
including 500 PV units with a capacity of 300 kW each. Figure 6 shows the real-time power curve
and a non-aggregated Markov model for an individual PV unit in a typical day as well as in a certain
region of northwest China. The real-time power curve is obtained from an individual photovoltaic
unit in a PV power station, which is located at 34◦16′ N, 108◦54′ E. The angle of inclination of the
photovoltaic modules is 19◦ southeast and the angle of orientation is 26◦. The PV output value used in
this paper is taken from the actual output data of the PV rooftop power station on 1 February 2018,
and the acquisition step length is 5 min. For the non-aggregated Markov model of PV output, T is 24 h,
ΔT is 1h. It can be seen from Figure 6, the non-aggregated Markov model simplifies the live power
curve, and meanwhile, it retains some time-sequential characteristic of PV output.

Figure 6. The actual power curve and non-aggregate Markov model of photovoltaic power output.

5.1. The Effects of DE on Generation Superiority

The purpose of the ISSR is to search for more success system states, so this paper regards the
number of the success states in each generation as the reference criterion to measure the excellence
of the population. In the process of reduction, the number of the success states in each generation
changes along with the generation, which is as the curve shows below.

Figure 7 indicates that the number of success system states presents an upward trend along with
the generations, which proves that the DE has successfully optimized the generations and achieved
the generation evolution.
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Figure 7. The trend graph that the number of success states change along with the generation.
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5.2. The Effects of Generations on Computational Efficiency

The pseudo-sequential Monte Carlo simulation based on the ISSR can be generally divided into
the process of ISSR and the reliability indices computation. The number of the generations, on the one
hand, influences the scale of the individual states to be assessed in the process of ISSR. On the other
hand, the density of the loss-of-load states in the reduced state space is also changed, which influences
the computational efficiency of the reliability indices. The EENS variance coefficient of 5% is taken as
the convergence index, and the computational time is compared and analyzed when the set number of
generations is 50, 60, 70, and 80. The computational time change alongside the generations is shown in
Table 1.

Table 1. The computational time under different generation numbers.

Generation Number 50 60 70 80

ISSR time/s 795.22 952.53 1104.4 1259.2
computation time/s 3760.3 3179.7 2038.2 1968.4

Total time/s 4555.6 4132.2 3142.5 3227.6

As it is shown in Table 1, the ISSR time increases linearly along with the increase of generations,
while the computational time for the reliability indices decreases. This is because in the process of
ISSR it is necessary to evaluate all individual states in the generations by calling OPF. Because the
evaluation time spent on each individual is of little difference, as a whole, the spending time shows a
linear increase. The more the generations, the larger the scale of the success states set will be, and the
higher the density of the loss-of-load states in the reduced state space will be. Therefore, the variance
convergence becomes faster with more generations, thus shortening the computational time of the
reliability indices. When a generation increases from 60 to 70, the computational time of the reliability
indices decreases the most. However, from 70 to 80, the decrease becomes the smallest. This is mainly
because during the multiplying process from 60 to 70 generations, some success states newly emerge
with larger probability. In this case, the set of success states includes the vast majority of the success
states. Thus, the density of the loss-of-load states in the reduced state space increases greatly and the
computational time decreases dramatically. However, during the multiplying process from 70 to 80,
the generations have almost completely evolved. The diversity of generations and the scale of the
success states have not improved so greatly. Therefore, compared with 70 generations, the decrease of
the computational time is not obvious. When it is 70 generations, the total time is 3142.54 s, which is
the optimum process of state space reduction and computation of the reliability indices.

5.3. Algorithm Comparison

In this section, the EENS variance coefficient of 5% is taken as the convergence index,
and the proposed method is compared with traditional PMCS and TMCS. In the proposed method,
with 70 chosen as the number of generations, the process of state space reduction as well as the
computation of reliability indices is in the optimum. The results of the computation are shown in
Table 2. According to (5) and (6), for PMCS and the new algorithm, reliability indices should be
updated once after each time of the non-sequential sampling process. With LOLP and EENS obtained
via TMCS made as the benchmark, the convergence processes of LOLP and EENS, as well as their
variance change curves, are shown in Figures 8 and 9.

Table 2. Comparison of indices with different algorithms.

Algorithm LOLP EENS/MWh Computation Time/s

TMCS 0.0400 5.5501 41,107
PMCS 0.0405 5.5207 5481.0

New algorithm 0.0395 5.5967 2038.2
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β

Figure 8. Convergence process of the Loss of Load Probability (LOLP) index in different algorithms.

β

Figure 9. Convergence process of the expected energy not supplied (EENS) index in
different algorithms.
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Figures 8 and 9 indicate that the LOLP and EENS indices calculated by the PMCS and the new
algorithm are almost equal to that calculated by the TMCS, which verifies the effective feasibility of
PMCS and the new algorithm proposed in this paper. Table 2 shows that, the total computational
time of the new algorithm is 3142.54 s, including the time of 2038.17 s spent for the computation of
reliability indices and the time of 1104.37 s spent for the ISSR (see Table 1). When compared with the
TMCS and PMCS, the computational efficiency of the new algorithm increases by 13.08 times and
1.74 times respectively. The PMCS only considers the time-sequential information of the loss-of-load
subsequence, so its computational efficiency is higher than that of TMCS. As for the new algorithm,
the state space with a high density of loss-of-load is established by ISSR, which greatly reduces the
computational time of reliability indices and the total computation efficiency has been improved.

The subsequent work further verifies the improvement of ISSR to PMCS in the new algorithm.
In the following analysis, T indicates the total number of non-sequential random samplings in PMCS,
and D indicates the number of samplings in which the sampled states belong to the set of success
states. For the remaining T-D samplings, the density of loss-of-load states is much higher via ISSR,
that is, the majority of the states are loss-of-load states. By contrast, the traditional PMCS tends to
a much lower density of loss-of-load states, that is, most of them are the success states. Here the
number of non-sequential samplings of loss-of-load states is represented by S, and so the density of
the loss-of-load states is represented as S/(T-D). The comparing results are shown in Table 3.

Table 3. Comparison of sampling amounts with traditional PMCS and the ISSR-based PMCS.

Content T S D T-D S/(T-D)

PMCS 66,913 2707 0 66,913 4.04%
New algorithm 30,964 1223 28,134 2830 43.43%

As can be seen from Table 3, in the random sampling process via traditional PMCS, D equals 0.
This is so because the set of success states is not established, and thus it is necessary to evaluate all the
sampled states. In this case, its density of the loss-of-load states is 4.04%. But in the new algorithm,
there is no need to evaluate the states in the set of success states by calling OPF. The results of LOLP
and EENS both are 0, the total number of times for the non-sequential sampling is 30,964, and 28,134 of
them are for the success states. Therefore in the new algorithm, only 2830 samplings are used for the
state evaluation, hence the computational time for evaluating success states is greatly shortened. In the
new algorithm, the density of loss-of-load events in the reduced state space is up to 43.22%, which is
more than ten times that of using a traditional PMCS. On the basis of PMCS, the introduction of ISSR
effectively optimizes the sampling mechanism of non-sequential simulation, further improving the
efficiency of sampling the loss-of-load states and accelerating the computation speed.

In the above study, the modified IEEE RTS-79 system is a calculation example mainly used to
verify the computational efficiency of this algorithm. In practice, this study has been supported by the
practical project and is successfully applied to the electric power system of Zhejiang province in China.
According to the original data provided by Zhejiang Electric Power Company, Zhejiang’s 500 kV
and main 220 kV grids have a total installed capacity of 190,684 MW and a total peak load value of
24,732 MW, consisting of 126 nodes, 85 load points, 197 lines, and 84 generators. And the system
spare capacity is 1852 MW. This paper uses the algorithm to evaluate and analyze the reliability of the
actual system. Table 4 shows the reliability indices obtained as well as the computation time via the
different algorithms.
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Table 4. The reliability indices of practical system obtained via different algorithms.

Algorithm LOLP EENS(MWh/Year) Computation Time/s

TMCS 0.0213 20,992 7 h 43 min
PMCS 0.0218 21,140 4 h 18 min

New algorithm 0.0216 21,385 2 h 24 min

From Table 4, it can be seen that the new proposed algorithm has significant advantages in the
reliability evaluation of practical complex systems and its computational efficiency is much higher
than the TMCS and PMCS. Therefore, the proposed method has achieved important application value.

6. Conclusions

This paper proposes a fast reliability evaluation method based on the pseudo-sequential Monte
Carlo simulation and intelligent state space reduction, and this proposal is tested in the modified IEEE
RTS-79 system. The following conclusions are obtained: (1) Compared with the TMCS and traditional
PMCS in reliability indices calculation, the proposed algorithm is performed with higher precision and
computational efficiency; (2) The ISSR technique optimizes the traditional PMCS sampling mechanism
to a large extent, reducing the times of invalid states sampling. But in the state evaluation process,
OPF is still adopted for computation. If the state space can be directly divided by artificial intelligence
technology, such as in support vector machines or neural networks, the speed of the reliability
evaluation will be further accelerated; (3) The computational time decreases with the increase of the
number of normal states reduced, while the computational time for state reduction increases. Thus,
as for the use of ISSR, future research will focus on how to reasonably choose the optimal level of state
space reduction and harmonize the contradiction between the pruning time and simulation time.
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Abstract: Wind-diesel hybridization has been emerging as common practice for electricity generation
in many isolated power systems due to its reliability and its contribution in mitigating environmental
issues. However, the weakness of these kind of power systems (due to their small inertia) makes the
frequency regulation difficult, particularly under high wind conditions, since part of the synchronous
generation has to be set offline for ensuring a suitable tracking of the power demand. This reduces
the power system’s ability to absorb wind power variations, leading to pronounced grid frequency
fluctuations under normal operating conditions. This paper proposes some corrective actions aimed
at enhancing the frequency control capability in weak and isolated power systems: a procedure
for evaluating the system stability margin intended for readjusting the diesel-generator control
gains, a new wind power curtailment strategy, and an inertial control algorithm implemented in
the wind turbines. These proposals are tested in the San Cristobal (Galapagos Islands-Ecuador)
hybrid wind-diesel power system, in which many power outages caused by frequency relays tripping
were reported during the windiest season. The proposals benefits have been tested in a simulation
environment by considering actual operating conditions based on measurement data recorded at
the island.

Keywords: wind-diesel power systems; power system modeling; variable-speed wind turbine;
frequency control; stability analysis; wind power curtailment; inertial control

1. Introduction

Historically, stand-alone diesel power generation has shown to be the most suitable solution for
electrification in remote populated areas and islands, due to its reliability and its quick installation [1].
However, burning diesel fuel for that purpose might be expensive and contribute to the emission of
greenhouse gasses and to local pollution. In order to tackle these drawbacks, many countries have
raised policies and incentives aimed at promoting the integration of alternative power generation
technologies, mainly based on the use of renewable energy resources. In this sense, wind-diesel
hybridization has been emerging as common practice in many weak and isolated power systems in
last years [2]. In such kind of systems, diesel generators are able to correct the power imbalances
caused by the load variation as well as the fluctuating nature of wind power. Nevertheless, during
high wind condition periods, the grid frequency control could be a challenging task, which deserves
special treatment compared to that given to large power systems. In many cases, the system operator
could force to limit part of the available wind power in order to preserve an adequate frequency
regulation margin to face any frequency event, for example, caused by a sudden loss of power
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generation [3–5]. This procedure, also called wind power curtailment, is necessary since modern
wind turbines incorporate a grid connection interface based on power electronics, and do not provide
inertia to the system as the conventional synchronous generators actually do in a natural manner.
When the penetration of wind energy increases, the inertial response of the system tends to degrade
progressively, which represents a threat for the power supply continuity [6]. Real situations that confirm
the aforementioned technical difficulties took place in the San Cristobal Island hybrid wind-diesel
power system (SCHPS), located at the Galapagos Islands-Ecuador, where the high participation of
wind energy in the load sharing caused partial and total power outages during the windiest season
of 2015. These events were caused by the tripping of certain frequency relays installed to protect the
generation units. Given the seriousness of that situation, it has been found interesting to consider such
power system as a case of study in this work.

Nowadays, it is possible to find in the literature many scientific contributions aimed to face
the technical issues associated with the significant integration of wind turbines into small power
systems. For instance, works presented in [6–11] propose the use of additional energy storage systems
such as batteries, ultra-capacitors, and flywheels, in order to absorb the fluctuating nature of the
power injection from wind and, therefore, to reduce the induced frequency deviations in the grid.
Although these solutions have proven to be the most effective, from a technical perspective, the costs
associated with their installation and maintenance could constitute a drawback to consider. On the
other hand, there are also control strategies that focused on taking advantage of the available kinetic
resources existing in the wind turbines in order to enable the frequency support provision while
avoiding additional hardware installation. These contributions, as in [12–16], are conceived to provide
a variable speed wind turbine with a suitable inertial response to support the grid frequency in normal
operating conditions and in case of contingency. Since these strategies force the wind turbine to operate
under non-optimal conditions, the cost of the wind energy waste could represent a clear disadvantage.
However, many grid codes consider the possibility of sacrificing part of the generated energy in order
to safeguard the quality, stability, reliability and continuity of the power supply [17,18]. This paper
presents some proposals aimed at enhancing the frequency response of a weak and isolated power
system with a significant share of wind energy by using the approach offered by the second group of
solutions, that is, by leveraging the existing equipment installed in the system.

The first contribution of this paper is to present a procedure for evaluating the stability margin of
the power system based on the classical root-locus analysis in order to foresee the consequences of
manipulating certain parameters of the diesel-engine speed governors in the grid frequency response.
From the previous analysis, an adjustment of the speed governor gains towards improving the
frequency support capability from conventional generators is suggested. The proposed procedure
is based on the conventional generation only, since variable-speed wind turbines do not provide,
in principle, inertial response to the grid. Next, to go beyond this approach, the solutions proposed
below are intended to make it possible for the wind turbine to mitigate its negative effects to the grid,
and are designed to be implemented in its power controllers.

The second improvement proposal, which constitutes the main contribution of this paper, consists
in a new wind power curtailment strategy with better benefits compared to those strategies based
on the pitch angle regulation. This approach proposes the combined use of electromagnetic and
mechanical variables to perform an effective wind power limitation. This results in an almost constant
power injection to the grid when the available wind power exceeds a maximum limit established by
the system operator, leading to a significant reduction of the grid frequency fluctuations under wind
curtailment conditions.

Complementarily, in order to get a milder evolution of the grid frequency in those intervals where
the wind energy is delivered under the criterion of optimal conversion (non-curtailment condition),
the implementation of an inertial control based strategy in the wind turbine controllers is presented as
a third corrective action. Such strategy enables the participation of the variable-speed wind turbines
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in the grid frequency support in cooperation with the conventional synchronous generation under
normal operating conditions and under contingency scenarios.

This paper is organized as follows: Section 2 introduces the description and modeling of the
SCHPS along with its implementation in MATLAB/Simulink®. All the proposals devised to enhance
the frequency control tasks by the test power system when it is subjected to normal operating conditions
are presented in Section 3. In order to assess the effectiveness of the improvement proposals under
more critical operating conditions, Section 4 presents a detailed study of the test system when it
experiences a frequency event caused by a sudden loss of wind power. Finally, the most relevant
conclusions are established in Section 5.

2. Power System under Study

2.1. Description and Modeling

Figure 1a shows the configuration of the hybrid wind-diesel power system of San Cristobal
Island. The conventional power plant consists of three 813 kVA-synchronous generation units
(DG1, DG2, and DG3), each coupled to a diesel engine. These units inject the produced energy
to a three-phase 13.2 kV bus of the distribution substation (DSS) located in the courtyard of the diesel
power plant. From the DSS, three primary feeders distribute the distribution of the generated energy
at different consumption points of the island. The San Cristobal wind farm, located 12 km from the
DSS, is composed of three 800 kW-full converter wind turbines (WT1, WT2, and WT3) whose delivered
energy is dispatched to the DSS through a 13.2 kV transmission line. Table 1 provides some relevant
parameters from the nameplate of individual generation units installed at SCHPS.

Figure 1. Wind-diesel hybrid power system of San Cristobal Island: (a) Layout diagram; (b) Load
frequency control scheme.

Table 1. Dataset of generation units.

Wind Turbine Diesel-GENSET

Model MADE A-59 Model CAT-3512 DITA
Type IV-Full converter Type -

Rated power 800 kW Rated power 650 kW
Generator speed range 750–1650 RPM Capacity 813 kVA

Gearbox ratio 1:66.185 Output voltage 480 V ± 5%
Synchronous speed 1500 RPM Frequency 60 Hz

Converter output voltage 1000 V ± 10% Synchronous speed 1200 RPM

Converter output frequency 60 Hz Equivalent constant of inertia
(base 3 × 813 kVA) 0.4208 s
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The load frequency control (LFC) scheme that represents the short-term behavior of frequency
and power of the SCHPS is depicted in Figure 1b. That scheme is derived from the swing equation
of a synchronous generator (1) [19]. In this equation, that considers small deviations of power and
rotor speed, the inertial characteristics of the synchronous generators are described by the equivalent
constant of inertia, HT. The electric load is characterized by its deviation ΔPL from its pre-disturbance
value and its damping effect, D. Δω is the equivalent synchronous rotor speed deviation, which is
equivalent to the grid frequency deviation, Δf, if both are expressed in per unit. ΔPm is the mechanical
power deviation introduced by the speed governor in response to a grid frequency change Δf, and ΔPg

denotes the deviation of the active power injected by the wind turbine. v is the horizontal component
of wind speed incoming to the wind rotor.

ΔPm[pu] − ΔPL[pu] = 2HT[s]
dΔω[pu]

dt
+ DΔω[pu] (1)

The factors wi are the energy share weights and represent the ratio between the i-th synchronous
generation unit capacity and a specified base power. Complementarily, wNSi are the energy share
weights from the non-synchronous generation units (variable-speed wind turbines, in this case) whose
definition is similar to wi. The use of these factors allows the expression of all the power deviation
signals from the generation units in the same per unit base chosen for the whole power system.
However, as it is expressed in (2), only the factor wi must be considered for the evaluation of HT. In this
definition, Hi is the constant of inertia of each synchronous generation unit computed in its own base
power, and m is the total number of online synchronous generators.

HT =
m

∑
i=1

wi Hi (2)

The model that represents the time-domain behavior of the diesel generation unit has been taken
from [20] and schematized in Figure 2, where ωr is the rotor shaft speed, Tm denotes the mechanical
torque, and Pm is the mechanical power. Tmax and Tmin are the mechanical torque limits, Pm0 is the
pre-disturbance value of Pm, and ΔPm is the mechanical power deviation.

Figure 2. Simplified model of the diesel generation unit.

In addition, the general scheme of the wind turbine model installed at the San Cristobal wind farm
is shown in Figure 3a. A three-blade wind rotor is coupled to a two pole-pairs synchronous generator
throughout a gearbox. The stator windings of the electrical generator are connected to the grid via a
back-to-back power electronics converter (PEC). The decoupling provided by the DC-link allows the
wind turbine to operate with variable speed regardless the grid frequency value. The PEC consists of
two converters: Machine Side Converter (MSC) and Grid Side Converter (GSC) [21]. The MSC controls
the active power delivered by the synchronous generator following a maximum power point tracking
(MPPT) characteristic, which is devised to maximize the mechanical power extraction by the turbine,
while the GSC regulates both the DC-link voltage and the output reactive power at the grid connection
point [22]. Finally, the rotor of the synchronous generator is excited by an external DC power supply.
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In order to represent the short-time dynamics of the variable speed wind turbine, the simplified
electromechanical model proposed in [23] and depicted in Figure 3b has been used. This model,
originally designed for a doubly-fed induction generator based wind turbine, can be applied to
represent a wind turbine with a synchronous generator via full converter due to the similarities between
their mechanical topologies and because, within the time frame considered in the load frequency
control studies, the electromagnetic time constants are negligible compared to the mechanical ones.
This fact allows to represent the dynamics of the power electronic converter and the electrical generator
by a first order transfer function with time constant τC. In Figure 3b, Tt and Tem are the mechanical and
the electromagnetic torque, respectively. Pg is the total output active power, ωt and ωg are the angular
speed of the turbine and the electric generator, and β denotes blade pitch angle. Pg0 and ΔPg are the
pre-disturbance value and the deviation of the output active power, respectively. The variables with
the superscript * represent their set-point values. The rest of parameters of both models are defined in
the Appendix A.

Figure 3. Wind turbine installed at the San Cristobal wind farm: (a) General layout; (b) Simplified
electro-mechanical model.
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Based on commercial datasheets and real data recorded in field tests performed at the SCHPS,
all the parameters of those models have been assigned and tuned in order to represent, in a reliable
way, the actual power system performance. Figure 4 shows the power curves particularized for the
commercial wind turbine model. In this illustration, the MPPT curve is also plotted, whose analytical
representation is expressed in (3). In this equation, Kopt is the optimization constant which depends on
constructive characteristics of the wind rotor, and Pmax is the maximum active power to be delivered
by the wind turbine. The different operating zones of the wind turbine along with their associated
parameters are graphically defined in Figure 4a. Appendix A contains all the numerical data necessary
for the evaluation of (3).

Pt =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Koptω0
3

(ω0−ωmin)

(
ωg − ωmin

)
, ωmin ≤ ωg < ω0

Koptωg
3, ω0 ≤ ωg ≤ ω1

Pmax−

Pv(base)︷ ︸︸ ︷
Koptω1

3

(ωmax−ω1)

(
ωg − ωmax

)
+ Pmax, ω1 < ωg ≤ ωmax

(3)

Figure 4. Wind turbine power curves: (a) ω-P chart; (b) Power-wind speed curve.

The models depicted in Figures 2 and 3 were validated by considering some real contingency
situations in the studied power system. For instance, Figure 5 shows the time domain behavior of some
variables recorded in the SCHPS as a consequence of a sudden loss of 700 kW of wind energy caused
by the intentional disconnection of wind turbines WT1 and WT2. Such disturbance was introduced
elapsed 18 s from the beginning of data recording. Prior to the contingency, the electric load was
supplied only by the machines: DG1, DG2, WT1, and WT2, whose active power values are provided
in Table 2. During the time frame covered by the data acquisition, the actual demanded power
hardly experiences any variation, hence, this variable will be kept unchanged along the time domain
simulation (ΔPL = 0).

Table 2. SCHPS real contingency scenario.

Inertial Characteristics of Power System

HT D
2 × 0.4208 s 0.5 pu

Pre-Disturbance Values

Wind Diesel
Pg1(0) = 370 kW (v1 = 8.1 m/s) Pm1(0) = 240 kW
Pg2(0) = 330 kW (v2 = 7.8 m/s) Pm2(0) = 260 kW
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Figure 5. Real contingency scenario at the SCHPS: (a) Power generation; (b) Grid frequency.

For the implementation of the LFC-scheme in MATLAB/Simulink®, the set of values assigned
to the parameters of the speed governor of diesel-generation units has been replicated on the three
thermal machines, for simplicity. Therefore, an identical response of the power and rotor speed
is expected for DG1–DG3 under both normal operation and contingency. A similar reasoning has
been applied to the model parameters of the wind turbines WT1–WT3. The base power for per unit
calculation is chosen as the total installed capacity of the diesel power plant (Sbase = 3 × 813 kVA), so,
the energy share factors will be w1 = w2 = w3 = 1/3 and wNS1 = wNS2 = wNS3 = 0.328. Table 2 presents
relevant information for the representation of this specific contingency scenario, where the generators
DG3 and WT3 remain offline. The time domain behavior of the variables of interest recorded in the
real power system and that obtained in simulation are compared in Figure 6. Note that, it exists
a high correlation, in amplitude and time, between the response of grid-frequency and total active
power of the wind turbine. The similarities between the curves obtained by simulation and from real
measurements allow to validate the SCHPS model presented in this section.

Figure 6. SCHPS model validation: (a) Grid frequency; (b) Wind farm generated power.
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2.2. Operation and Control

According to the proceeding manual of the SCHPS, the total active power produced by the
wind farm, PWF, is regulated by a wind farm controller (WFC) structure as it is shown in Figure 7a.
Two criteria are used for dispatching the energy production of the wind farm: ecological and technical.
For addressing the first, the active power reference signal, P*WF, is set so that the power demand can
be supplied by both the wind farm and the diesel power plant by burning the least possible fossil-fuel.
For preserving the efficiency and lifespan of the diesel-engines, it is desirable that they operate above
their minimum mechanical power, Pm,min, defined about 25% from its rated value. The total number
of online diesel generators is denoted by nDG.

Figure 7. Wind farm controller structure: (a) General scheme; (b) Implementation of the WTC.

For meeting the second criterion, it is expected that each online diesel generator must be able to
withstand a sudden loss of wind power by using its spinning reserve (SR) to preserve the power system
stability. In the SCHPS, the power reserve is calculated as: SR = (Pnom − Pm,min). For implementing
this criterion, a saturation block is added to the control scheme and its output is applied to the WFC.
The WFC sends a maximum active power reference, Pset, to the i-th wind turbine controller (WTC).
The WTC uses the pitch angle, βWTC, as a control variable in order to limit the wind power captured
by the i-th turbine. This signal is applied to the blade pitch angle controller of each wind turbine as
Figure 7b illustrates. If the actual total wind power production is below its maximum specified value,
each wind turbine is required to operate according to a MPPT-characteristic to extract the optimal
power from wind.
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2.3. Simulation of the SCHPS under Normal Conditions

The historical dispatching records of the SHSC reveal that between June and September there
is a surplus of wind energy production every year [24]. In a particular case, high favorable wind
conditions were registered in the San Cristobal wind farm on August 2015. This condition led
wind turbines to cover the energy needs of the island up to 66% under the maximum demand
scenario (PLmax = 2424 kW). During the same period, several unplanned power outages were reported.
These were mainly caused by the trip of certain frequency protection relays both in the wind farm and
in the diesel power plant, by causes still unknown by the operators. Given the technical seriousness
of these events, such scenario will be taken as the main case of study in this work. Tables 3 and 4
list relevant information concerning to the real status of the SHSC for the scenario described above,
that approximately corresponds to the highlighted point in the wind speed profile shown in Figure 8.
This illustration was generated by using real data measured at the hub height of the wind turbines
(51 m) under gusty conditions.

Table 3. SCHPS power production *.

Magnitude
Wind Diesel

WT1 WT2 WT3 DG1 DG2 DG3

Wind speed (m/s) 10.0 10.9 11.2 - - -
Active power (kW) 508 508 575 319 239 275
Total power (kW) 1591 833

Demand covering (%) 65.65 34.35

* Actual measurements from the San Cristobal hybrid wind-diesel power system on 08/08/2015 at 19:10:00
(UTC—6:00).

Table 4. SCHPS power consumption *.

Primary Feeder Number 1 2 3 TOTAL

Active power (kW) 1072 1045 307 2424.00

* Actual measurements from the San Cristobal hybrid wind-diesel power system on 08/08/2015 at 19:10:00
(UTC—6:00).

Figure 8. Actual wind speed profile used in the time domain simulations.

For the reproduction of this case of study in MATLAB/Simulink®, the numerical value of all the
parameters of both the conventional power plant and the wind farm have been assigned by using
the same criteria than in Section 2.1. Nevertheless, in this case, the three synchronous generation
units are online, leading to have an equivalent constant of inertia of HT = 3 × 0.4208 s. Additionally,
the geographic distribution of the wind turbines, wake effect and wind transportation delay are
neglected in the simulation, so, the wind profile of Figure 8 is applied simultaneously to the three
wind turbines. According to the procedure described in Section 2.2., the set-point value P*WF for this
specific case, which corresponds to a wind curtailment situation, is established as follows:
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• First control criterion:

PL − nGD × Pm,min = 2424 − 3 × 162.5 = 1936.5 kW

• Second control criterion:

SR = (Pnom − 0.25Pnom) = 487.5 kW ≈ 500 kW

nDG × SR = 3 × 500 = 1500 kW
• WFC active power set-point: P∗

WF = 1500 kW

Figure 9a shows the active power dispatched by each wind turbine obtained by simulation.
The total power injected by the wind farm into the grid is illustrated in Figure 9b, along with the
theoretical optimal wind power which is not dispatched due to the activation of the curtailment
operation mode in the WFC.

Figure 9. Dispatched active power: (a) Wind turbines; (b) Wind farm.

Finally, the simulated dynamics of the active power delivered by the SCHPS generation agents
and the grid frequency are shown in Figures 10 and 11, respectively.

Figure 10. Delivered active power: (a) Wind farm; (b) Diesel power plant.
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Figure 11. Time domain behavior of grid frequency.

2.4. Analysis of the Results and Problem Statement

The time domain behavior of the output power delivered by the wind turbine shown in Figure 10a
reveals a correct performance in power curtailment around the predefined set point, P*WF = 1500 kW.
When the available active power is below the set point value, the wind energy is dispatched according
to the optimal wind power conversion criterion, as expected. Complementarily, in Figure 10b, it can be
seen that the fluctuating wind power injection is effectively absorbed by diesel generators in order to
match the power generation and consumption. It should be noted the similarity between the values
highlighted in Figure 10 and those provided in Table 3. This fact allows to validate the implemented
SCHPS-model in terms of accuracy.

In reference to Figure 11, the grid frequency presents an inadmissible evolution in terms of power
quality. This figure shows the permissible frequency ranges established by the Ecuadorian Grid Code
(EGC) [25], which are mandatory for any generation unit integrated to the National Bulk Power System.
The EGC requires that the nominal frequency be set to 60 Hz, with a control range of ± 0.15 Hz (under
normal conditions). In order to avoid unnecessary trip of frequency relays, the EGC recommends to
maintain the grid frequency excursion between the values 59–61 Hz. However, since the particular
characteristics of the SCHPS (isolated operation, small-capacity of synchronous generators, high wind
energy penetration levels, and others) make the frequency control tasks difficult, some solutions aimed
at improving the power quality indexes have to be proposed. These solutions are discussed in the
following sections and are applied to both the diesel power plant and the wind farm.

3. Proposals to Enhance the Power System Frequency Control under Normal Conditions

In this section, some proposals intended to enhance frequency control actions in a weak and
isolated power system with high wind energy penetration are presented. These solutions consider
the adjustment of certain parameters of the diesel-engine speed governors and the incorporation of
additional control strategies to the wind turbine controllers.

3.1. Adjustment of the Control Gains of the Diesel-Engine Speed Governor

The first improvement proposal, and the only one applied to the conventional power plant,
consists of readjusting the controller gains associated to each diesel-engine speed governor (Figure 2)
based on a stability analysis. By considering identical characteristics of the diesel generator units and
their speed governors (a real situation in the SCHPS), it is possible to obtain an aggregate representation
of the thermal power plant and incorporate it in the LFC-scheme as shown Figure 12. In this scheme,
wT denotes the equivalent energy share factor that, in this case, can be calculated as a sum of the
individual energy share weights, wi (see the definition of wi in Section 2.1).

Figure 12. Aggregate representation of the diesel power plant in the LFC-scheme.
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The linear system schematized above corresponds to an alternative representation of the
LFC-scheme shown in Figure 1b, which is derived by considering the torque difference in the swing
Equation (1) instead of small power deviations, as it is expressed in (4). In this equation, Tm and TeL
are the mechanical and the electromagnetic-load torque expressed in per unit. Since the variable-speed
wind turbine lacks a natural response to the grid frequency deviations, its model is not considered in
the stability analysis presented in this section. However, its potential contribution to the grid frequency
support will be studied in detail in Section 3.3.

Tm[pu] − TeL[pu] = 2HT[s]
dωr[pu]

dt
+ Dωr[pu] (4)

In order to evaluate the disturbance rejection ability of the speed governor while maintaining the
rotor speed around its set-point (nominal grid frequency), the closed-loop transfer function that relates
the output variable, ωr, and the input variable, TeL, in Figure 12, can be formulated as (5). The transfer
functions G1(s)–G4(s) are graphically defined in this figure.

ωr(s)
TeL(s)

= − G4(s)
1 + wTG1(s)G2(s)G3(s)G4(s)︸ ︷︷ ︸

Characteristic equation

(5)

For obtaining a rational transfer function form from (5), the time-delay characteristic introduced
by G3(s) is approximated by using the first-order Páde approximant [26], as follows:

e−T1s ≈ 2/T1 − s
2/T1 + s

(6)

By substituting (6) in (5), the following symbolic equation is attained:

ωr(s)
TeL(s)

= − s(T1s + 2)(T2s + 1)(T3s + 1)
s(T1s + 2)(T2s + 1)(T3s + 1)(2HTs + D)− wT(T1s − 2)(KI + KPs)

(7)

For a numerical evaluation of the previous equation, the real case of study depicted in Section 2.1.
will be considered (where: HT = 2 × 0.4208 s, D = 0.5, and wT = 2/3, and the information summarized
in the Appendix A). The resulting expression is:

ωr(s)
TeL(s)

= − 0.001s4 + 0.1933s3 + 10.17s2 + 83.33s
0.001683s5 + 0.3259s4 + 17.21s3 + 143.8s2 + 168.1s + 81

(8)

Now, the stability margin of the SCHPS is determined by analyzing the trajectory described by
the eigenvalues on the s-plane as a consequence of a gradual increase of a system gain, K. According to
the classical control theory, such gain is introduced in the characteristic equation as follows:

1 + K[wTG1(s)G2(s)G3(s)G4(s)] = 0 (9)

Note in (9) that, for the particular linear system studied in this work, the K gain affects to the
entire set of parameters of the speed governor as well as the inertial characteristics of the power system.
Given the difficulty of modifying the value of some intrinsic parameters of the LFC-scheme (such as
time constants, constant of inertia and damping effects), the only parameters that can be adjusted to
produce a change in K are the control gains of the speed governor of the diesel generator: KP and KI.

Figure 13 shows the root-locus plot generated from (8). It reveals that the SCHPS is stable when
K = 1 (that is, by using the default values of the controller gains specified in the Appendix A) and it
will remain under this condition as long as the gain K is less than 33.6. This critical value gives the
maximum multiplying factor of the controller gains, KP and KI, that ensures a stable response of the
system under contingency and guarantees a proper load sharing in normal operating conditions.
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Figure 13. Root-locus stability analysis of the SCHPS: (a) All poles; (b) Detailed zone of dominant poles.

Complementarily, Figure 14 shows the effect of increasing K on the dynamics of the frequency of
the SCHPS model implemented in MATLAB/Simulink®. As expected, larger values of K improve the
frequency recovery process in terms of the maximum instantaneous frequency deviation (absolute
peak value), the recovery time, and the settling time. However, increasing values of K give place to
complex conjugated poles (See dominant poles trajectory in Figure 13b), and an oscillation will appear
after the frequency rebound, the higher value of K, the more sustained the oscillation. When K reaches
its critical value, the power system becomes unstable.

Figure 14. Effect of increasing K on the frequency recovery process of the SCHPS.

From the results presented in Figure 14, it can be concluded that there is a specific margin for
increasing the K gain that could enhance the frequency response of the power system in amplitude
and time. However, due to the subjectivity of the term “most suitable” to define the desired frequency
response, the selection of the multiplying factor K has to be made by using a purely technical criterion
based on three specific objectives: (1) attain a faster response from the controller in the frequency
recovery process; (2) reduce the frequency drop and; (3) after the frequency rebound, damp the
remaining frequency oscillations in a relative short time. Objectives 1 and 2 are designed to maintain
an adequate power quality index and the latter is aimed to avoid causing additional mechanical stress
in the diesel engine drives during the frequency control process. In this work, it has been verified that
a factor of multiplication of K = 10 allows to fulfill the objectives described before. Figure 15 shows the
results obtained by adjusting the diesel-engine controller gains and applying such modifications to
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the SCHPS model implementation particularized to the case of study presented in Section 2.3. In this
figure, it can be seen that the power delivered by diesel generators improves the absorption of the
fluctuating wind power injection in order to match the generated and demanded power in the power
system. As a consequence, the excursions of the frequency are appreciably reduced, being great part of
these within the band of control required by the applicable grid code. Similar benefits can be observed
in the evolution of the rate of change of frequency (ROCOF). With the implementation of the corrective
actions on the conventional generation, the average value of this variable is reduced by approximately
89%, which leads to substantially reduce the risk of triggering of frequency relays installed at different
points in the SCHPS.

Figure 15. Adjustment of the control gains of the diesel-engine speed governor and its effect on the
power system dynamics: (a) Wind farm generated power; (b) Diesel power plant production; (c) Grid
frequency and; (d) ROCOF.

3.2. Improvement of the Wind Power Curtailment Strategy

The wind power curtailment strategy implemented in the SCHPS, and presented in Section 2.2.,
acts directly on the blade pitch angle to limit the power delivered by each wind turbine to a maximum
value established by the centralized wind farm control, WFC. Although the results obtained in the
simulation reveal that these control actions are performed properly, the handling of mechanical
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variables might introduce transient errors in the set-point tracking Pset, inducing small grid frequency
deviations as a consequence of the non-continuous wind power injection under curtailment operation
mode (Figures 10a and 11). At first glance, it would seem that an increase of the gains of the PI
controller implemented in the WTC (Figure 7b) could improve the effectiveness of the existing
control strategy. However, it is not a suitable solution since it would subject the turbine blades
to an additional mechanical stress caused by greater variations of the pitch angle for wind power
limitation. The control strategy proposed in this section aims to improve the performance of the
control philosophy implemented in the real wind farm and is based on the idea of combining the use
of electromagnetic and mechanical variables for wind power curtailment.

The method consists of modifying the MPPT curve, implemented in the wind turbine speed
controller, by adjusting the upper limit of the active power to be generated, Pmax, to the curtailment
level required by the WFC, Pset, as illustrated in Figure 16a. If the incoming wind speed causes the
mechanical power transmitted to the shaft to be below Pset, the wind turbine will dispatch its active
power under the default optimal conversion criterion. On the contrary, if the mechanical power
delivered by the turbine exceeds Pset, the wind turbine will inject at most the set-point power Pset.
Since, in this situation, the inner wind turbine power mismatch would cause an undesirable rotor
over-speeding, it is necessary to compensate such imbalance by acting on the blade pitch control
system. In order to address this, a new maximum rotor speed reference, ω’max, has to be specified.
A new operating zone (points C’ and D’ in Figure 16b) is defined by displacing the quasi-constant
speed zone of the MPPT curve along the optimal power locus until its maximum power value coincides
with the specified Pset. Such operating zone is characterized by the power values Pset and P1, and the
rotor speeds ω’1 and ω’max.

Figure 16. Active power curtailment procedure: (a) MPPT curve clipping; (b) Quasi-constant speed
zone under curtailed condition.

The displacement of the quasi-constant speed zone is achieved by substituting the values Pset,
P1, ω’1 and ω’max, by Pmax, Pv(base), ω1 and ωmax, in Equation (3), respectively. The values associated
to the new operating points, C’ and D’, can be calculated by considering the same power and speed
ratios than in the quasi-constant speed zone of the default MPPT curve, as follows:

P1

Pset
=

Pv(base)

Pmax
(10)

ω′
max

ω′
1

=
ωmax

ω1
(11)

Since point C’ is still located in the optimization zone, ω’1 can be calculated by using (3) as follows:
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ω′
1 =

(
P1

Kopt

) 1
3
=

(Pv(base)

Pmax

Pset

Kopt

) 1
3

(12)

Figure 17 shows the schematic implementation of the proposed strategy in the wind turbine.
The values Pset, P1, ω’1 and ω’max, are applied to the WTC, in order to evaluate the MPPT curve and,
ω’max to the blade pitch angle controller for a proper rotor speed limitation. Since the proposal is
designed to be implemented locally in the WTC associated with the i-th wind turbine, the external
configuration of the wind farm controller will maintain its original topology (Figure 7a).

Figure 17. Implementation of the wind power curtailment proposal on the i-th WTC.

Figures 18 and 19 show the results obtained by implementing the proposal in the SCHPS model
for the case of study described in the final part of previous subsection (with the diesel-engine speed
governor gains readjusted). These results are compared with those generated by considering the
original wind farm controller (blue line curves in Figure 15). In order to better show the time evolution
of the variables of interest, only those intervals where the wind power is curtailed (defined as A,
B, and C in Figure 15a) are shown in Figure 18. This is because outside these temporal ranges,
the dynamics obtained in the two cases compared are practically the same.

Figure 18. Time-domain simulation results by implementing the wind curtailment proposal: (a) Wind
farm output power; (b) Blade pitch angle and; (c) ROCOF.
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Figure 19. Effects of the proposal on the grid frequency.

In Figure 18a, it can be seen the notorious improvement in the wind curtailment performance
achieved with the proposed method, as expected. Since the control strategy is based on a combined
action of electromagnetic and mechanical variables to perform a finer tracking of the set-point signal
Pset, the evolution of the blade pitch angle is much smoother as it can be seen in Figure 18b. Regarding
the ROCOF, the implementation of the proposal allows to achieve an average reduction of this variable
by 21.66% as shown in Figure 18c. Finally, Figure 19 shows the reduction of frequency fluctuations
obtained by applying the proposal, specifically in those intervals corresponding to the actions of wind
power curtailment. In order to better show the grid frequency excursions in this figure, the scale of the
y-axis has been adjusted around the control frequency range specified by the grid-code described in
Section 2.4., and it will be kept that way for depicting the rest of results.

3.3. Inertial Control Strategy Applied to the Wind Turbines

This section presents a third improvement proposal aimed to reduce the fluctuating wind power
injection to the grid under normal operating conditions and, to provide grid frequency support in
case of contingency. The inertial control strategy presented below is based on [12] and has been
named Extended Optimal Power Point Tracking (EOPPT). It has been designed to be implemented
in the speed controller of the wind turbine (Figure 3) and its principle of operation is based on
the extraction of kinetic energy stored in the rotating masses to produce controlled variations of
the output active power depending on two input variables: the deviation of the grid frequency, Δf,
and the time derivative of frequency, df /dt. Unless this kind of control strategy is implemented, a full
converter based wind turbine would not be able to reveal its inertial resources to the grid in a natural
manner, because the DC-link decouples the frequencies of both sides of the converter (MSC and
GSC), so that frequency variations in the grid do not reflect in frequency variations in the electrical
generator terminals. To briefly explain the mechanics of the method, let us assume that the wind
turbine is operating at point A in Figure 20 under a fixed wind speed condition. In case the power
system experiences an under-frequency event, the wind turbine is required to increase its active power
injection to the grid. This action can be done by moving the operation point to B immediately by means
of a controlled shifting of the MPPT curve to the left. At this operating point, the imbalance between
the mechanical power developed by the turbine and the electrical power required by the generator
causes the rotor angular deceleration until a new equilibrium condition is reached at point C. Through
the path A→B→C, the wind turbine will have to deliver part of its kinetic energy to provide frequency
support to the grid. After that, the method will force the wind turbine to recover its pre-disturbance
operating point, A. On the contrary, if an over-frequency event takes place, the active power set-point
applied to the speed controller of the wind turbine will have to follow the path A→D→E→A.
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Figure 20. MPPT curve shifting procedure.

Figure 21 shows the general scheme for the implementation of the EOPPT-method in the wind
turbine. This scheme is made up of two subsystems: the frequency deviation dependent loop and
the time derivative of frequency loop. The first loop receives the rotor speed, ωg, and the deviation
of the grid frequency, Δf, as input variables. The latter variable is passed through a first-order low
pass filter (with time constant, Two) in order to remove the steady-state error of the grid frequency
introduced by the primary frequency regulation tasks. The control actions provided by this subsystem
are driven by (13), which has been derived in [12]. In this equation, fKopt, is the virtual inertia factor,
ωr0 is the pre-disturbance rotor speed, kvir is the virtual inertia coefficient, Δf ’ is the filtered frequency
deviation, and p is the number of pole pairs of the electrical generator. The shifting of the MPPT curve,
either to the left or to the right, is achieved by multiplying fKopt by the optimization constant Kopt in (3).
CTRL is a binary control signal that is activated whenever a non-zero frequency deviation is detected,
which is necessary for allowing a continuous updating of ωr0. Finally, in order to restrict the shifting
of the MPPT curve within safe and stable operating ranges, the limits fKopt,max and fKopt,min, have been
included in the control scheme.

fKopt =
ω3

r0[rad/s](
ωr0[rad/s] + 2πkvirΔ f ′ [Hz]/p

)3 (13)

Figure 21. Extended Optimal Power Point Tracking method scheme.

On the other hand, the time derivative of frequency loop is conceived to provide a complementary
frequency support and is focused on the reduction of the ROCOF. The control actions resulting from
this subsystem are given by (14), which have been also derived in [12], where: Δfkopt is the virtual
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inertia factor deviation, fs is the measurement of the grid frequency (fs[pu] = ωs[pu]), Heq is the equivalent
constant of inertia of the wind turbine, ωmax and ωmin are the rotor speed limits, graphically defined
in Figure 4, and Tlp is the time constant of the low pass filter designed to eliminate the measurement
noise. The values assigned to the parameters of the EOPPT-method are summarized in Appendix A.

Δ fkopt =
ΔPWT[pu]

Koptω
3
g[pu]

(
ω2

g − ω2
min

ω2
max − ω2

min

)
(14)

where:

ΔPWT[pu] = 2

(
ωr0[pu]

ωs[pu]
kvir Heq[s]

)
fs[pu]

d fs[pu]

dt
(15)

Figure 22 depicts the dynamics obtained by implementing the EOPPT-method in the wind turbines
WT1, WT2 and WT3 under operating conditions similar to those presented in Section 3.2. Note in
Figure 22a that the generated wind power is slightly smoothed in those intervals outside the power
curtailment condition. This produces a noticeably reduction of the ROCOF (Figure 22b), whose average
value decreases in an additional 15% compared to the results achieved in the previous subsection.
In addition, the application of the EOPPT-method in the wind turbines allows a milder evolution of
the grid frequency as shown in Figure 22c.

Figure 22. Time domain simulation with the application of the EOPPT-method: (a) Dispatched wind
power; (b) ROCOF and; (c) Grid frequency.

4. Assessment of the Improvement Proposals under Contingency Conditions

The proposals aimed to improve the frequency control actions of the SCHPS, in the previous
section, have been discussed and tested by considering normal operating conditions, characterized
by a fluctuating behavior of the grid frequency due to the injection of a realistic wind power profile.
Although the previous results reveal a significant reduction of frequency deviation and an important
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decrease of the average ROCOF by applying these solutions, it is essential to consider more severe
operating scenarios in which the loss of generation or demand may involve a risk to the power supply
continuity. The most probable scenario for the occurrence of a contingency in the actual power system
corresponds to the sudden loss of wind generation, a fact that will be considered in the following
study. For the test power system, similar operating conditions to those described in Section 3.3.
are taken into account, and a new base case is defined. It considers all the improvement proposals
introduced throughout the previous section, except the EOPPT-method (red line curves in Figure 22).
The disturbance is generated by disconnecting the wind turbine WT3 (Figure 1) at three different
instants within the time frame considered in the simulations: points P, N, and M, which have been
highlighted in Figure 22a. These points correspond to three operational status of the wind farm that
are interesting for the assessment of the EOPPT-method under contingency conditions:

Case P: Tripping of WT3 when the incoming wind speed is increasing (dv/dt > 0)
Case N: Tripping of WT3 when the incoming wind speed is decreasing (dv/dt < 0)
Case M: Tripping of WT3 under highly favorable wind conditions (Curtailment)

Figure 23 summarizes the results obtained by simulating each case of study.The performance
of the power system for the first contingency scenario (Case P) is depicted in Figure 23a. The upper
subfigure illustrates the time-domain behavior of the power delivered by each machine installed in the
wind farm along with the maximum output power set-point imposed by the wind farm controller, Pset.
Note that, at the moment of the disconnection of WT3, the value of Pset increases from 500 to 750 kW.
This is because the wind farm output power reference P*WF (Computed as 1500 kW in Section 2.3.)
has to be fulfilled only by the remaining two online wind turbines. Since a non-variable load demand
profile is considered in the simulation, the value of P*WF will remain unchanged throughout the
simulated time frame. The subsequent subfigures show the dynamics of the power dispatched by
the wind farm, the behavior of the power delivered by the diesel power plant, the response of the
grid frequency, and the evolution of the ROCOF. These illustrations reveal that a sudden loss of wind
power of 400 kW causes a grid frequency drop which is effectively mitigated by the wind turbines
by implementing the EOPPT-method: the maximum instantaneous frequency deviation (MIFD) is
reduced in 42.88% in comparison with the base case. The inertial response from wind turbines helps to
the conventional generation in the frequency controls tasks, a fact that can be seen in the diesel power
generation subplot, where a milder dynamic of the mechanical power is achieved. Since the increase
of active power required for frequency support is backed up by an increase in the available mechanical
power, due to dv/dt > 0, a reduction of the maximum rate of change of frequency, |ROCOF|max,
is achieved.

For the case N (Figure 23b), similar conclusions can be drawn: the wind turbines contribute to the
reduction of the MIFD in 39.15% and facilitate the frequency regulation performed by synchronous
generation. However, in this particular situation, where dv/dt < 0, the kinetic energy stored in the wind
turbine will be spent faster during the frequency support stage which leads to have a minimum effect
on the reduction of |ROCOF|max. In the third case, the contingency occurs when the wind turbines
are operating under curtailment conditions (Figure 23c). According to the curtailment philosophy
discussed in Section 3.2., the wind turbine will be operating at power and rotor speed maximum
conditions, Pset and ω’max, and, unless these values undergo a change imposed by the WFC, the wind
turbine will not be able to provide frequency support to the grid. Nevertheless, as it has been explained
before, the disconnection of one wind turbine forces the others to cover the missed power by increasing
the individual reference signal Pset until the total wind farm power reaches its set-point value, P*WF.
This enables the online wind turbines to play an important role in the frequency recovery process,
attaining a significant reduction of MIFD of 47.53% and a slightly improvement of |ROCOF|max.
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5. Conclusions

This paper presents some proposals aimed at enhancing frequency control actions in a weak and
isolated power system with an important penetration of wind energy. As a case of study, the San
Cristobal hybrid power system (Galapagos Islands-Ecuador) has been considered, whose time-domain
behavior has been studied by using the Load Frequency Control approach described in the first part
of this work. The implemented model has been validated after recreating certain actual operative
situations of the power system and comparing the results with the available records acquired in field
tests. The preliminary results show the technical challenge experienced by this type of systems in the
frequency control tasks, specifically under scenarios characterized by high share of intermittent wind
energy in the power demand covering. This results in prominent frequency fluctuations under normal
operating conditions, which might cause under/over frequency relays tripping at different points of
the power system, putting at risk the power supply continuity.

A first action intended to solve this problem, consists of a procedure to quantify the stability
margin of the power system, whose frequency control is completely governed by the conventional
synchronous generation. It has been found that a readjustment of the speed governor gains,
by respecting the stability margin previously computed, allows to substantially improve the frequency
quality indicators. The final selection of the controller gains has been done by applying a purely
technical approach based on three objectives: fast frequency recovery, frequency drop reduction,
and frequency rebound stage with small oscillations. However, better results could be obtained if an
optimization process for tuning the controller gains is performed. Unfortunately, the applicable grid
code does not provide enough criteria for defining an objective function (according to the objectives
described above) and even for the constraints of the optimization problem, so, further studies on this
topic is recommended as future work.

Another two improvement proposals are devised to be implemented in the wind turbine,
as causing agent of the main issue addressed in this work. In this sense, a second corrective action,
which constitutes the main contribution of this paper, consists in proposing an improved wind power
curtailment strategy. This strategy combines the use of electromagnetic and mechanical variables
to carry out such limitation in a more effective way, in response to the requirements established
by the wind farm controller, either for technical or environmental reasons. As positive aspects of
the implementation of this proposal, the results obtained by simulation show that the injection of a
practically constant wind power under highly favorable wind conditions considerably reduces the
associated frequency fluctuations, providing an additional margin of improvement in this regard. Also,
the proposal produces a smaller and milder variation of the pitch angle during the power limitation,
which could positively impact to the wear and tear of the wind turbine due to the reduction of the
mechanical stress exerted on the blades. Nevertheless, it must be kept in mind that the actual effects
of the proposal on the wind turbine aging can be only evaluated by long-term field research on real
prototypes, therefore, a specialized study in this regard is suggested.

In addition, in order to cover those intervals where the wind energy is dispatched under the
criterion of optimal conversion (non-curtailment condition), the implementation of an inertial control
based strategy is presented as a third corrective action. Such strategy is designed to be incorporated
in the wind turbine controllers to enable its participation in the grid frequency support tasks in
cooperation with the conventional synchronous generation. After subjecting the test system to normal
operating conditions and to contingency situations, it was found that this solution allows to enhance the
overall performance of the system during the frequency recovery stage. This improvement would allow
the system operator to define less restrictive wind power curtailment levels for a greater participation
of the wind power in the electrical demand covering without compromising the security of the power
system. This would lead to a smaller wind energy waste while increasing the economic and ecological
benefits derived from electrical exploitation in the San Cristobal Island.
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Appendix

A. Diesel-engine speed governor parameters: T1 = 0.024 s, T2 = 0.1 s, T3 = 0.01 s, Tmax = 1.1 pu, Tmin = 0
pu, KP = 2.294, KI = 1.458.

B. Variable-speed wind turbine parameters:

Table A1. Wind turbine parameters.

Parameter Symbol Value

Rated power (base power) Pbase 800 kW
Max./Min. active power Pg,max/Pg,min 1/0.04 pu

Max./Min. electromagnetic torque Tem.max/Tem.min 0.91/0.08 pu
Base wind speed vbase 10 m/s

Active power at vbase Pv(base) 697 kW
Generator pole pairs number p 2
Generator nominal frequency fg,nom 50 Hz

Base speed of the turbine ωt,base 2.37 rad/s
Base speed of the generator ωg,base 157.08 rad/s

Gearbox speed ratio nt 66.185
Air density ρ 1.225 kg/m3

Radius of the rotor R 29.5 m
Equivalent constant of inertia Heq 4.18 s

Optimization constant Kopt 0.6728
Min./Max. blade pitch angle βmin/βmax 0/88◦

Maximum blade pitch angle rate (dβ/dt)max 10◦/s
Generator and converter time constant τC 20 ms

Blade pitch servo time constant τP 0.3 s
Pitch controller gains KPpc/KIpc 150/25
Speed controller gains KPsc/KIsc 0.3/8

C. MPPT curve parameters: ωmin = 0.5 pu, ω0 = 0.51 pu, ω1 = 1.09 pu, ωmax = 1.1 pu.

Power coefficient equation [27]:

Cp(λ, β) = 0.5176(116/λi − 0.4β − 5)e−21/λi + 0.0068λ (A1)

where:
1/λi = (λ + 0.08β)−1 − 0.035

(
β3 + 1

)−1

D. Wind farm controller parameters (Figure 7b): KPWTC = 300, KIWTC = 150.
E. Extended OPPT method parameters: Dead band = 1 mHz, kvir = 4, fKopt,max = 1.6, fKopt,min = 0.4, Two =

10 s, Tlp = 0.8 s.
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Abstract: After a brief historical introduction to the hosting-capacity approach, the hosting capacity
is presented in this paper as a tool for distribution-system planning under uncertainty. This tool
is illustrated by evaluating the readiness of two low-voltage networks for increasing amounts of
customers with PV panels or with EV chargers. Both undervoltage and overvoltage are considered
in the studies presented here. Probability distribution functions are calculated for the worst-case
overvoltage and undervoltage as a function of the number of customers with PV or EV chargers.
These distributions are used to obtain 90th percentile values that act as a performance index.
This index is compared with an overvoltage or undervoltage limit to get the hosting capacity.
General aspects of the hosting-capacity calculations (performance indices, limits, and calculation
methods) are discussed for a number of other phenomena: overcurrent; fast voltage magnitude
variations; voltage unbalance; harmonics and supraharmonics. The need for gathering data and
further development of models for existing demand is emphasised in the discussion and conclusions.

Keywords: hosting capacity; power quality; solar power integration; electric vehicle integration;
electricity distribution; distribution-system planning

1. Introduction

Changes in society are typically initiated and mainly take place outside of the power grid, however,
such changes might still affect the electric power grid. Three specific types of changes are currently
taking place at the same time, causing a range of serious challenges to the design, planning and
operation of the grid:

i) New types of electricity production. There is a shift from large production units connected to the
transmission grid to small units connected to the distribution grid, sometimes even connected
at low voltage on the customer side of the electricity meter. Driven by the need for a more
sustainable energy system, this new production is often of the renewable type and connected
through a power-electronics interface. This shift in production, including the expected future
developments, is rather well documented in papers, books, and government reports [1–4].

ii) Changes in electricity consumption. The electricity consumption is where societal changes often
have the first impact. There is since many years a general increase in the number of electric
devices used. The transition to a sustainable energy system is driving a shift towards more
energy-efficient equipment, equipment with a power-electronics interface, and the introduction
of new types of equipment. Examples of the latter are electric vehicles [5–7] and heat pumps
(as a replacement of either gas heating or as a replacement for resistive electric heating) [8].
The replacement of incandescent lamps by compact fluorescent and LED lamps should be
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mentioned specifically [9]. In developing countries, an increase in wealth is strongly correlated to
a growth in electricity consumption.

iii) Changes in the grid. A combination of technical developments on the one hand and societal,
environmental and regulatory requirements on the other hand is leading to new types of solutions
being used as part of the power grid. The shift from overhead lines to underground cables is
one example, but also the slow but on-going introduction of a range of technology that comes
under the term “smart grids” [10–12]. This new technology is obviously intended to offer better
and/or more cost-effective solutions, but unintended consequences of the new technology may
still pose a challenge. An overview of some of the unintended consequences for power quality of
smart-grid technology is presented in [13].

All these changes create a range of challenges and a lot of research and practical studies have been
done and are ongoing to address those changes and the possible challenges. Many studies have been
done on the impact of local generation on the distribution grid, where overcurrent and overvoltage are
typically the risks being studied [2,14–18]. An overview of the power-quality related challenges for
some of the major changes is presented in [19,20]. Some of the specific conclusions from those studies
are:

i) The large-scale introduction of active power electronics, in production as well as consumption
equipment, results in additional phenomena becoming of importance: interharmonics; DC
components and low-frequency subharmonics (“quasi-DC”); and components above 2 kHz
(“supraharmonics” [21]).

ii) The amount of capacitance connected to the grid is expected to increase at all voltage levels.
This will result in a shift of resonances to lower frequencies. The increased emission at higher
frequencies may be (partly) compensated by the shift in resonance to lower frequencies. However,
at the same time, the transfer of disturbances will become less predictable.

An international working group [22] recently presented a number of recommendations, key
findings and open issues to be addressed because of the integration of solar power. Recommendations
were given for a number of power-quality phenomena, including harmonics, supraharmonics, fast
voltage variations (faster than 10-min time scale), slow voltage variations (slower than 10 min),
overvoltage, flicker, and voltage unbalance. The hosting capacity approach, as was proposed by an
international cooperation project in 2004 (see Section 2) is put forward in the report as an important
tool for quantifying the impact of solar power on the power system. Additional work is needed,
according to the report, for establishing suitable performance indices and corresponding limits.

This paper consists of three main parts. It starts in Section 2 with an overview, partly from a
historical insider perspective, of the hosting-capacity approach. This part also includes a discussion on
different kinds of uncertainly. A hosting-capacity-based planning approach is presented in Section 3,
applied in Section 4.1 through Section 4.6 and discussed in Section 4.7. The description and the
application are for overvoltage and undervoltage as these are the phenomena, with the possible
exception of overcurrent, for which the best calculation tools, performance indices and limits are
available. The third part of the paper contains a detailed discussion about including other phenomena
in hosting-capacity studies. For each phenomenon, performance indices, limits and calculation
methods are discussed.

2. Hosting Capacity

The term “hosting capacity” was coined in the context of distributed generation by André Even in
March 2004 during discussions within the integrated European EU-DEEP project [23,24]. An approach
for quantifying the hosting capacity was developed further by others within that same project [25].
The term “hosting capacity” was already in use before 2004, but in rather different context, for example
for internet servers [26], for watermarking of images [27] and for the settlement of refugees [28].
Hosting capacity is now widely used as a term and as a methodology by network operators, by

42



Energies 2017, 10, 1325

energy regulators and by researchers. Many studies have been done where the hosting capacity was
calculated, especially for distribution networks and especially for new production, for example [29].
The hosting capacity has also been used to quantify the impact of electric vehicle charging on the
grid, for example [30]. The basic hosting-capacity approach was later extended, among others to
cover solutions like curtailment [24]. Studies towards estimating hosting capacity are common part of
studies by large network operators as part of their strategies towards allowing the integration of more
renewable electricity production into their electricity networks [31–33].

An important recent development is the introduction of a stochastic approach to hosting
capacity [34–39]. The stochastic element introduced concerns especially the unknown location of
future PV installations in the distribution grid, but it can be extended to include other uncertainties
(see Section 2.2).

2.1. Definition and Aim of Hosting Capacity

The hosting-capacity approach, for distributed generation, has been introduced as a transparent
communication tool between stakeholders concerning the connection of distributed generation to the
grid. The hosting capacity is defined as the amount of new production or consumption that can be
connected to the grid without endangering the reliability or voltage quality for other customers [2,25].
Essential to the approach are the selection of performance indices for the grid and acceptability limits
for those indices. The hosting capacity is the amount of new production or consumption where the
first performance index reaches its limit. This is illustrated in Figures 1 and 2, for two cases involving
new production. For example, the risk of overvoltage already increases with very small amounts of
new production connected to a part of the grid with only consumption (like in Figure 1); the risk of
overcurrent will initially decrease (like in Figure 2). In cases like in Figure 2, it sometimes makes sense
to introduce a second hosting capacity value (HC1) at which the performance is the same as for the
system without any new generation.

Figure 1. Hosting capacity approach, where the performance deteriorates already with small amounts
of local generation.

 
Figure 2. Hosting capacity approach where the performance initially improves and only deteriorates
with larger amounts of local generation.
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2.2. Uncertainties

When determining the hosting capacity of the grid at a certain location or for a certain part of
the grid, several uncertainties play a role. The uncertainty that is most discussed and studied is the
variation of wind or solar power production with time. This is somewhat incorrectly referred to
as “intermittent” and regularly (but somewhat unwarranted) mentioned as the main concern with
integration of renewable electricity production. It is admittedly not possible to predict the solar or
wind-power production accurately, more than a few days ahead (for most countries). Even prediction a
few hours ahead is often difficult. This limits the usefulness of wind and solar power as a dispatchable
source of electricity.

It is however possible, with a reasonable accuracy, to obtain probability distributions for the
amount if solar or wind-power production at a certain location, from some basic information about the
size of the installation. Weather data, often obtained over several decades with high accuracy, is the
basis for the calculation of such distribution functions. Long-term trends are most likely present in
the weather, but their impact on the stochastic properties of wind and solar-power production is still
expected to be smaller than the impact of other uncertainties.

In a similar way, probability distributions and time series can be obtained for the consumption of
individual customers or for groups of customers (from the load of a single distribution transformer, up
to the consumption of a whole country). Time series over many years are rare, but the introduction
of smart metering makes that data for a few years becomes increasingly available. Consumption
patterns are prone to change, and likely faster than weather patterns, but not to the extent that the
measurements become useless.

Not all time variations in (renewable-electricity) production and consumption are uncertain.
The daily and seasonal variations in solar-power production are very predictable, as an example.
When studying solar-power integration for a limited part of the year (e.g., around noon during
Summer) the appropriate probability distribution function should be used.

Next to the above-mentioned uncertainties, there exists another level of uncertainty. That kind of
uncertainty cannot be obtained from past measurements. Some examples (all related to small-scale
solar power), are:

i) Which customers will have a PV installation and how big will these installations be?
ii) Will these installations be three-phase or single-phase connected?
iii) With single-phase connection: to which phase will it be connected?
iv) What will be the direction and tilt of the panels?
v) Will any of the panels follow the sun through single-axis or double-axis mounts?
vi) What type of inverter will the installation have? Will it be one large inverter or a number of

smaller inverters?
vii) Will the installation have on-site storage or not? When it has on-site storage, what will its size

be, which control algorithms will it use, and will the owner use the storage to participate in
day-ahead and balancing markets?

viii) Will the inverter be equipped with voltage and reactive power control?

The answers to all of these questions need to be known before an accurate hosting capacity can be
calculated. However, the answers will most likely not be known. Either an educated guess will have
to be made or a stochastic approach is needed. The latter is the approach that will be illustrated in
Section 4.

2.3. Impacts on the Hosting Capacity

The hosting capacity approach has been developed as a transparent approach aimed at enabling a
more open discussion between the different stakeholders. That does however not imply that there is a
unique value of the hosting capacity, as resulting from the calculations.
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The before-mentioned uncertainties all have their impact on the results of the calculations.
In addition, the calculations themselves affect the results. Certain assumptions will have to be made
and certain parameter values are needed. The choice of these assumptions and parameter values
can have a big impact. Data, especially on the consumption patterns, is not always available when
the studies are made and assumptions can have a serious impact. A sensitivity analysis is needed to
evaluate if additional data collection and model development are needed. Alternatively, additional
stochastic variables can accommodate for the uncertainty.

What has an even bigger potential impact, and where no amount of data collection or
model development may help, is the choice of the performance index and the limit (as shown in
Figures 1 and 2). These choices depend strongly on the amount of risk that the stakeholders (especially
the network operators and their customers) are willing to take. The lower the risk the network
operators are willing to take, the lower the hosting capacity.

3. A Hosting-Capacity-Based Planning Approach

A range of hosting-capacity studies are presented in the literature and more are being used in
various studies without being published. The hosting-capacity-based planning approach proposed
here, consists of the following steps:

i) Estimate the no-load voltage variations in the low-voltage distribution network during those
hours of the year that the production from solar power may be high. These are the voltage
variations originating from the medium-voltage network.

ii) Estimate the range of the lowest consumption during those hours of the year that the production
from solar power may be high.

iii) Estimate the production per installation, during the 10-min period with the highest impact
from all installations together. This is not the same as the maximum production per panel, but
it can be referred to as an “after diversity maximum production”, next to an “after diversity
minimum consumption”.

iv) Add solar power installations in a random way and calculate the distribution of worst-case
voltage with increasing amount of solar power.

v) Define a performance index for the network, an appropriate limit for this index, and determine
the hosting capacity.

This approach for distribution-system planning can be seen as an adapted version of the classical
approach, where an “after diversity maximum consumption” is compared with the capacity of lines,
cables and transformers.

The difference between the planning approach used here, and the time-series approach often
used in other studies, is that the proposed planning approach immediately considers the worst-case
during a longer period, like several years. Distribution-network planning is largely about making
sure that the network can cope with for example the highest current through a transformer. It is this
worst case that matters. However, also the worst-case value can be treated as a random variable,
which is the base for the planning approach presented here. Probability distributions are used, for
example for the consumption. These are not the same as the probability distributions obtained from
time series. Instead, they are the range of values during those hours of the year that the worst-case
situation can occur.

The result of the calculations is thus not the probability distribution of the voltage magnitude,
but instead the probability distribution of the worst-case voltage magnitude. Alternatively, one may
consider this as the probability distribution obtained over a range of possible futures, all with a different
worst-case value. Important advantages of the approach proposed here and applied in Section 4, are:

i) The approach fits closely to existing planning approaches used by distribution companies.
ii) A limited amount of input data is needed.
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iii) The results are such that they can be interpreted relatively easy by distribution companies.
iv) Different kinds of uncertainties can be added without changing the basic approach.
v) Any power-system analysis tool can be used to perform the actual calculations.

The limitation of the approach is that it requires certain assumptions, like in step (i) and (ii) above.
In practical planning studies, these assumptions might become more based on expert opinions than on
actual reproducible studies. Different persons may obtain different results. Such is however common
in practical planning studies for distribution grids. With the proposed approach, the assumptions
become clearly visible and might trigger further studies.

4. Overvoltage and Undervoltage

4.1. Two Swedish Low-Voltage Networks

To illustrate the calculation of the hosting capacity in a stochastic way for planning purposes, two
low-voltage networks in the North of Sweden have been used: a 6-customer rural network; and a
28-customer suburban network. Both networks were used in [39], where the details of the networks
can be found. Both networks contain only domestic customers and both networks are three-phase
down to the customer. The customer has the possibility of connecting three-phase equipment and of
spreading the equipment over the three phases. Note that this is not possible in distribution networks
with single-phase laterals, as are common in North America.

4.2. Risks Due to Single-Phase Equipment

In this section (Section 4), the risk of overvoltage and undervoltage due to single-phase equipment
will be quantified. Both new production (domestic PV installations) and new consumption (domestic
EV chargers) are included in the study. The connection of single-phase equipment is more severe for
the grid than the connection of three-phase equipment with the same power rating. Not only is the
voltage rise or drop higher for single-phase equipment (three times the current and about twice the
impedance), but the other phases are also impacted. Connection of a single-phase EV charger in one
phase results in a voltage drop in that phase and a voltage rise in the other phases.

Many hosting capacity studies consider detailed time series of both consumption and production
to find at which amount of production voltage or current limits are reached. At higher voltage levels,
the data is more likely available than at lower voltage levels. The additional time needed to obtain
the data (often several years of data collection are needed) will probably not result in a more accurate
result because of remaining uncertainties for example in the details of the installations. This holds
especially when the hosting-capacity study concerns the introduction of many devices or installations.
In this paper, the authors have therefore chosen for a probability distribution instead of time series.
Both methods should be further developed and compared. Some aspects of such comparison are
discussed in Section 4.7.3.

4.3. Single-Phase PV in a Rural Network—Overvoltage

The risk of overvoltage due to the introduction of single-phase-connected PV has been studied for
the six-customer rural network (see Section 4.1). The probability distribution for the highest voltage is
shown in Figure 3 for one through six customers with PV. The following input data has been used for
obtaining these distributions:

i) Each installation is connected single-phase and each installation produces 6 kW.
ii) The consumption per customer per phase, during the worst case, is uniformly distributed between

0 and 250 W. This range was obtained from measurements of 10-min values of two customers (one
in the rural network and one in the suburban network) and the study of hourly consumption from
other customers. The worst case, when considering the risk of overvoltage, is when consumption
is low and production is high. High production will likely last a period of one or two hours
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around noon. The regulation in most European countries sets limits to 10-min values of rms
voltage. The lowest 10-min consumption values during one or two-hour periods were considered
to obtain the range from 0 to 250 W. Only measurement values around noon during the summer
months were used here.

iii) The no-load voltage in the low-voltage network, during the worst case, is uniformly distributed
between 238 V and 242 V. The highest 10-min values during one or two-hour periods around
noon in the summer months (as obtained from the same measurements) were used to obtain
this distribution.

All the random variables in the model are non-correlated. It is further assumed that the PV
installations are randomly distributed over the customers and over the phases. The network model
used is a simple, linear one, consisting of the node-impedance matrix calculated from the positive and
zero-sequence series impedance of the different branches. Positive-sequence and negative-sequence
impedances are considered equal. The difference between positive and zero-sequence impedance is
considered in the calculations. From the injected and consumed power for each customer and phase,
a current vector is calculated. This vector is multiplied with the node-impedance matrix to obtain the vector
with phase-to-neutral voltages for all customers and phases. All calculations are performed in Matlab.

A Monte-Carlo simulation is used to generate a large number of combinations of customers and
phases with PV. For each combination, the highest phase-to-ground voltage is calculated for each
customer terminals. The probability distribution for this voltage is shown in Figure 3. In this case, each
distribution was obtained from 10,000 samples.

Figure 3. Probability distribution (cumulative distribution function) for the highest voltage (worst-case
voltage) for increasing amount of single-phase connected solar power in the 6-customer rural network.
The different colours refer to the six different customers. The red dashed vertical line is the overvoltage
limit at 110% of the nominal voltage.

The plots show how the distribution shifts towards higher voltage magnitudes with increasing
amount of solar power. The probability that the overvoltage limit (110% of nominal voltage) is
exceeded increases because of this. Already for one customer with PV, there is a small probability that
the voltage with one of the customers exceeds the overvoltage limit.

An important advantage of the hosting-capacity approach is its transparency: a well-defined
performance index is compared with a well-defined limit. The same should hold when the hosting
capacity is used as a planning tool. In this example, the 90th percentile of the distribution shown
in Figure 3 has been used as an index and 110% of nominal voltage as a limit. The index value
with increasing amount of solar power is shown in Figure 4, where each point is the result of
100,000 simulations. The results are shows for each of the six customers. When one of the 90th
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percentiles exceeds the 110% limit for one of the customers, the hosting capacity has been exceeded.
The hosting capacity is in this case equal to only one customer with PV.

Figure 4. 90th percentile of the worst-case overvoltage as a function of the number of customers with
PV in the 6-customer rural network.

It has been mentioned before (in Section 2.3) that the hosting capacity is not a unique value.
Instead, it depends strongly on the model and data used to calculate the index, on the choice of index
and on the choice of limit. An example of the latter, with reference to Figure 4, is that the hosting
capacity increases to two customers when 112% instead of 110% of nominal is used for the limit.

Figure 5 shows the performance index when it is assumed that each PV installation injects 4 kW
instead of 6 kW during the worst case. The resulting hosting capacity is five customers. An example of
the impact of the choice of performance index is shown in Figure 6, where the 75th percentile is used
instead of the 90th percentile. The production per installation is again assumed 6 kW. The resulting
hosting capacity is two customers with PV. In the latter example (Figure 6), it is clear that the increase
in hosting capacity goes together with an increase in risk. However, even for the example in Figure 5,
the risk of overvoltage increases, as installations may contribute more than 4 kW to the worst case.
The choice of model, data, etc. with hosting-capacity calculations is strongly related to the risks that
the different stakeholders are willing to take. A brief discussion on this is part of Section 4.7.7.

Figure 5. 90th percentile of the worst-case overvoltage as a function of the number of customers with
PV in the 6-customer rural network; 4 kW production per PV installation.
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Figure 6. 75th percentile of the worst-case overvoltage as a function of the number of customers with
PV in the 6-customer rural network.

4.4. Single-Phase PV in a Rural Network—Undervoltage

When considering the risk of undervoltage, other distributions have to be considered for the
no-load and no-PV voltages than when considering the risk of overvoltage (Section 4.3). Undervoltage
occurs in the phases without PV during periods with high production and at the same time high
consumption and low no-load voltages. The high production can occur, like before, around noon
during the summer months. Instead of the lowest consumption and the highest no-load voltage, the
highest consumption and the lowest no-load voltage should be used as input to the calculation. From
the same data as in the previous section, the following input data to the hosting-capacity calculation
has been used:

i) Consumption: 1000 W–2500 W per customer per phase. Note again that this is not a typical
consumption but an estimation of the amount of consumption that may occur during a worst
case for undervoltage due to PV.

ii) No-load voltage: 232 V–236 V.

Like before, 6 kW production per PV installation has been assumed. The resulting probability
distributions are shown in Figure 7. Compared to the previous figures, the lowest of the three
voltages for each customer has been used as input to the probability distribution function (also known
as “cumulative distribution function” or CDF). The results in the figure show that a voltage drop
may occur due to solar power, but values less than 95% of nominal during sunny hours are very
unlikely. Undervoltage does not set the hosting capacity in this network. However, when the highest
consumption occurs during periods with high solar power production, undervoltage may be a bigger
concern than overvoltage.

A further look at the results (not presented here), including simulations with 1,000,000 samples,
showed that voltages as low as 92% of nominal are actually possible, but with extremely small
probabilities: of the order of one per million. This is a good example showing that considering
a stochastic approach is the way to go. Such low probabilities do not need to be considered in
distribution-system planning.
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Figure 7. Probability distribution (cumulative distribution function) for the lowest voltage (worst-case
voltage) for increasing amount of single-phase connected solar power in the 6-customer rural network.
The different colours refer to the six different customers. The black dashed vertical line is the
nominal voltage.

4.5. Single-Phase PV in a Suburban Network—Overvoltage

The calculations presented in the previous two sections have been repeated for a suburban
network with 28 customers (see Section 4.1). The distributions for no-load voltage and consumption
are the same as used for the rural network. The results are shown in Figures 8 and 9. The hosting
capacity, using the same values as before, equals three customers (see Figure 9).

 
Figure 8. Probability distribution (cumulative distribution function) for the highest voltage
(worst-case voltage) for increasing amount of single-phase connected solar power in the 28-customer
suburban network.
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Figure 9. 90th percentile of the worst-case overvoltage as a function of the number of customers with
PV in the 28-customer suburban network.

To illustrate how different parameters affect the outcome of the calculation, a sensitivity analysis
has been done. The results of this are shown in Table 1. The hosting capacity turns out to be most
sensitive to the percentile used and to the produced power per installation. The percentile used is
a matter of how much risk the network operator is willing or even allowed to take in the planning stage.
This remains largely an un-explored but very important area. The value of the produced power used
in the calculation depends on the size of the individual installations and on the spread in tilt direction
and angle between the installations. Some specific studies, with more detailed models including this,
are needed for a more accurate estimation of the hosting capacity. See Section 4.7.6.

Table 1. Sensitivity Analysis of the Hosting Capacity.

Case Parameter Default Value New Value Hosting Capacity

0 3 customers
1 Produced power per installation 6 kW 7 kW 2 customers
2 5 kW 6 customers
3 4 kW 11 customers
4 Percentile 90th 95th 1 customer
5 85th 5 customers
6 75th 8 customers
7 load per customer per phase [0, 250 W] [0, 150 W] 3 customers
8 [0, 350 W] 3 customers
9 No-load voltage [238 V, 242 V] [240 V, 244 V] 2 customers
10 [239 V, 243 V] 2 customers
11 [237 V, 241 V] 4 customers
12 [236 V, 240 V] 6 customers

The hosting capacity turns out to be most sensitive to the percentile used and to the produced
power per installation. The percentile used is a matter of how much risk the network operator is
willing or even allowed to take in the planning stage. This remains largely an un-explored but very
important area. The value of the produced power used in the calculation depends on the size of
the individual installations and on the spread in tilt direction and angle between the installations.
Some specific studies, with more detailed models including these parameters, are needed for a more
accurate estimation of the hosting capacity. See also Section 4.7.6.

51



Energies 2017, 10, 1325

4.6. Single-Phase Electric Vehicle Chargers in the Suburban Grid

The same methodology as before has been used to study the risk of undervoltage due to large
numbers of single-phase EV chargers. Charging may take place any time of the day and any time of
the year. Therefore, lower no-load voltages and higher consumption should be considered than when
studying the risk of undervoltage due to PV. The following values have been used for the calculations:

i) Active-power consumption: uniformly distributed between 1500 W and 3000 W.
ii) No-load voltage: uniformly distributed between 230 V and 234 V.
iii) Charging power: 2300 W, 3680 W, 4600 W and 5750 W (corresponding to 10 A, 16 A, 20 A and 25 A).

The resulting performance index is shown in Figure 10 as function of the number of EV chargers
that are drawing current at the same time, for 5760 W per charger. The hosting capacity equals nine EV
chargers. Assuming 4600 W per charger results in a hosting capacity of 14 chargers (not shown here).
For 3680 W and 2300 W per charger, 22 and 28 chargers, respectively can be operating at the same time
without the undervoltage limit being exceeded.

Figure 10. 10th percentile of the lowest voltage (worst-case voltage) as a function of the number of EV
chargers in a 28-customer suburban network. A consumption of 5750 W (25 A) per charger has been
used in the calculations.

4.7. Discussion

The subsections below present some points of discussion, including the need for further work
resulting from the presented study. The discussion text refers only to the impact of new production,
but a similar discussion is possible for new consumption.

4.7.1. Reactive Power

In this study, only the active power has been included. The reason for this is that the
reactive-power consumption of modern domestic customers is small and that the X/R ratio with the
supply terminals in a low-voltage network is small. For connection of installations to medium-voltage
networks, e.g., solar parks and wind turbines, the reactive power needs to be considered.

4.7.2. Probability Distributions

The study presented here used uniform distributions for the no-load voltage and the consumption
during critical hours. More studies, based on measurements as well as on simulations, are needed
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to find out what are reasonable distributions for these input variables. More advanced stochastic
load models exist (for example [40]) and further development and application of those is important.
There is, however, a risk of over-sophistication here, where the other uncertainties dominate and make
that such advanced models have no higher accuracy than simplified models. With advanced models,
there is also the risk that the study loses generality. The development of appropriate load models is
an essential part of hosting-capacity studies, next to the development of appropriate models for new
production and consumption.

In the study, it was assumed that the no-load voltage was independent on the amount of customers
with PV. It requires further study to find out to which extent this no-load voltage is affected by solar
power elsewhere in the same medium-voltage network. Some positive correlation can be expected
here: when the number of customers with PV increases in a low-voltage network, it is also likely to
increase in neighbouring low-voltage networks supplied from the same medium-voltage feeder.

4.7.3. Time Series

The study presented here used probability distribution functions together with a fixed value of
the solar-power production. An alternative, commonly used in other studies, is to use time series
for both production and consumption. A discussion is needed on the advantages and disadvantages
of these two methods. In that discussion, the main comparison should be between time series
based on measurements and probability distributions or time series obtained from stochastic models.
With the former approach, all the time series should be obtained over the same or an equivalent
measurement period. The time series should be sufficiently long to cover all combinations (maximum
and minimum production, maximum and minimum consumption, but even medium values that
could combine towards a worst case). This requires data collection over several years, to include
year-to-year variations.

The main advantage of using measured time series is that these are closest to reality and therefore
include all phenomena and correlations as they occur in reality. An example is the relation between
solar power production and electric heating or cooling [41].

Comparison studies are needed, between measured time series, probability distributions, and
time series obtained from more advanced stochastic models. Differences between the results from the
different approaches do however not always imply that one method would be superior compared
to another.

The approach presented here can be combined with the use of (measured or generated) time
series. Instead of taking one value for consumption and no-load voltage for each spread of the PV
panels over the customers and phases, time series are used for each of such spreads. This will bypass
the discussion on when the production is expected to be highest (Section 4.7.6), but it will require
much more data and calculations.

The voltage-quality regulations in many countries set limits to the 95th percentile of the rms
voltage calculated over a 10-min window. This value shall not exceed the overvoltage limit, typically
at 110% of nominal voltage. During the planning, the distribution company may still decide to use the
highest voltage as a criterion. Alternatively, the 95th percentiles can be used for planning. The plots
in Figure 3 and similar would in that case have to show the distribution of the 95th percentile of the
voltage for random customers and phases with PV. The use of time series would be a possible choice;
but not necessarily, time series for the whole year would be needed. Those time series can be limited to
periods with high or low production and/or consumption; for example around noon during summer.
Alternatively, the estimated values (i, ii and iii) in Section 3 can be adjusted (see Section 4.7.2).

4.7.4. Need for Data Collection

Much of the work towards further developing the hosting-capacity approach requires measurement
data. The use of measured time series obviously requires large amounts of data. The choice of probability
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distribution for the consumption and the development of more advanced load models is also not
possible without significant amounts of data available.

Such data might be available to the network operator, for example in the form of hourly metering.
However, the data is in most cases not available to universities or research institutes that work on
model development. There is no direct solution to this dilemma as this involves consumption patterns
from individual domestic customers with important privacy implications.

Data collection on consumption and consumption patterns for many domestic customers should
however still be pursuit. One way or the other, such data should become available for research and
education. The set of test feeders, some with load data, collected by [42] is an appropriate platform for
making such data available.

4.7.5. Generality of the Results and of the Method

The results of the study presented here are not valid beyond the specific two networks studied,
and even for those only under the assumptions presented. The example’s only aim is to illustrate the
method. Network operators should use data from their own networks to estimate the hosting capacity
as part of their distribution-system planning.

The calculations used here were performed using Matlab only, but any other power-system
analysis package can be used for this. In fact, several network operators are developing tools using
such packages to estimate the hosting capacity and to create hosting-capacity maps.

Although the specific results are only valid for the studied networks, the method itself has
a broader applicability. The method should be applied to different low and medium-voltage networks,
to find out how general the results are, but also to evaluate the broader applicability of the method.

The two example networks used here are typical Swedish low-voltage networks, dimensioned
to accommodate electric heating. This will result in a higher hosting capacity than for grids only
dimensioned for non-electric domestic consumption. The approach should be applied to networks in
countries without electric heating, like in the more southern parts of Europe. Both networks, like all
Swedish distribution grids, are three phase all the way down to the domestic customer. Two-phase
and three-phase equipment is common with domestic customers in Sweden. The approach should be
applied to networks dominated by single-phase laterals, like in North America.

The consumption of domestic customers in Sweden is rather constant, with mainly a small
downward trend due to increased energy efficiency. This allows the use of a “background consumption”
based on measurements with the new production or consumption added to this. This approach is not
possible for grids in developing countries where load growth could be significant.

4.7.6. Production per Installation during the Worst Case

In the study presented here, a fixed production per PV installation during the worst-case was
used. It was shown from a sensitivity analysis (Table 1) that this value has a big impact on the obtained
value for the hosting capacity.

Studies are needed to determine how to get a good model for the production per installation
during those hours of the year that the highest production can be expected. One of the questions that
has to be answered is, “what are the hours of the year during which the production from solar may be
high?” The answer to this question depends for example on the spread of roof top directions. When all
rooftops face south, the panels will produce the same amount and the period of peak production will
be relatively short. When there is a spread in rooftop direction, the period of expected peak production
will be longer but the peak will be smaller. Both measurements and simulations are needed to answer
this question.

Instead of a fixed value for the production during the worst case, a stochastic model could also be
considered here. The stochastic element is again not in the variation of production with time, but in
the uncertainty of the contribution of an individual panel to the worst-case situation.

54



Energies 2017, 10, 1325

4.7.7. Choice of Performance Indices and Limits

An essential discussion in hosting capacity studies concerns the choice of performance indices.
This discussion started soon after the introduction of the term for the integration of distributed
generation. A subject heavily discussed initially was the choice of the appropriate index to quantify
the performance of the supply, for example the highest 10-min rms voltage or the 95th percentile of the
3-s rms voltages. This is largely a regulatory issue. More recently, and during the study presented here,
the discussion is moving towards the choice of indices for planning under uncertainty. The sensitivity
study (Table 1) showed that the percentile value has a big impact on the obtained hosting capacity.

The choice of percentile value is strongly related to the amount of risk carried by the different
stakeholders. Important input to the choice of percentile values is who carries this risk and what the
possible consequences are. The smaller the consequences, the higher the risk that can be taken.

The selection of the percentile values (and risk management in general) is not a sole
power-engineering issue, but it is still very important. This is where economics, social aspects,
legal and regulatory aspects, politics and even psychological aspects have to be included in the studies.
A new line of interdisciplinary research is needed to address this.

5. Other Phenomena

Section 4 illustrates several aspects of the hosting-capacity approach, through overvoltage and
undervoltage. These are however not the only phenomena that can set the hosting capacity (i.e., can
set limits to the amount of new production or new consumption that can be connected). Several
other phenomena are discussed in the forthcoming sections. As of yet, there is no complete list of
phenomena and indices for hosting-capacity studies. An attempt at creating such a list is presented
in [43]. With reference to Figures 1 and 2, calculating the hosting capacity requires the following tools
and information:

i) A generally accepted performance index.
ii) A limit for the performance index that forms a border between “acceptable performance” and

“unacceptable performance”.
iii) A method for calculating the value of this index, either deterministically or in a stochastic way, as

a function of the amount of new production or consumption.

These three requirements will be used in the forthcoming sections to discuss the hosting-capacity
approach for different phenomena. In those sections, like in Section 4, the aim is to strike a balance
between the need for accuracy on one hand and the availability of data and models on the other hand.

5.1. Overcurrent

5.1.1. Performance Indices

Excessive currents (overcurrent) lead to excessive heating with too high temperatures as a result.
As this is a thermal issue, the rms current is the obvious choice as base for performance indices. As
voltage variations are normally small, the apparent power can be used instead. If reactive power is
small, active power can be used instead of apparent power.

Methods for calculating currents through the grid are very similar to methods for calculating
voltages. In fact, a load-flow calculation will result in both voltages and currents. When considering
them in hosting-capacity studies, some differences need to be considered. The first difference concerns
the importance of the phenomenon for the performance of the grid. In [2] and [44], a distinction is
made between primary and secondary aims of the power system. In the same way, a distinction
can be made between “primary performance indices” and “secondary performance indices” for the
hosting-capacity approach. Voltage magnitude would be a primary performance index: something
that matters directly to the network users. The current through for example a transformer is however
not of direct concern for the network users; it is a secondary performance index. The overloading of a
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component will quickly result in an interruption for all network users downstream of the overloaded
component (either because that component fails or because the protection removes the component to
avoid its failure). Avoiding overloading is thus also in the interest of the network user. The probability
of an interruption due to transformer overloading would be a primary performance index.

The second difference is in the limit values to be used in the hosting capacity studies. The actual
values for current can be obtained in similar ways as before, through “after diversity maximum
production”, “after diversity minimum consumption”, etc. The challenge lies in the choice of
maximum-permitted-value of, for example, the current through the transformer. For voltage-magnitude
variations, the 10-min rms value is defined in standards and regulation, so that the choice becomes easy.

The window over which the value should be calculated depends on the thermal time constant of
the cable, line or transformer under study. Information on this can be obtained, for example, from the
increasing volume of works on dynamic rating [45]. Here it should be considered that much of the
work on thermal time constants is directed towards short circuits where adiabatic temperature rise can
be considered. For the lesser overloads that are part of hosting capacity studies, this assumption would
likely lead to an underestimation of the hosting capacity. From the literature [46–48], time constants
between minutes and hours were found. A 10-min value would be a good compromise, given the
above range of thermal time constants. Nevertheless, when only 1-hour values are available (e.g., from
hourly metering) those also seem to be reasonable.

5.1.2. Limits

In case apparent power or active power is used for the performance index, a margin is appropriate
to compensate for the incompleteness in the model. For example, a 10% reduction in limit could be
used to compensate for the possible 10% reduction in voltage when apparent power is used instead
of rms current. This reduction in limit corresponds mathematically to the assumption that voltage,
active power and reactive power are stochastically independent. A more complete model, supported
by more complete measurement data, will typically result in an increase in hosting capacity, as was
illustrated for a simple case in [49]. With many hosting capacity studies, the more data is available, the
less safety margins are needed, and the higher the hosting capacity.

5.1.3. Calculation Methods

The calculation of the currents through a cable, line or transformer, with increasing levels of new
production or consumption, is straightforward. The new current is added, in the complex plane, to
the existing current. Stochastic methods can be used in the same way as before: a fixed limit for the
maximum-permissible current has to be decided, corresponding to the 110% and 90% limits used for
the studies in Section 4. An example of such a study is given in Section 5.1.4. Alternatively, a detailed
thermal model of the line, cable or transformer can be used together with time series of production and
consumption. Many studies use such time series and compare the resulting currents with a maximum
current value, e.g., [50].

5.1.4. Planning Example

To illustrate the use of the hosting-capacity approach in distribution, assessing the risk
of transformer overload, a similar example as in Section 4 is presented here. This example
concerns a 500-kVA transformer supplying 83 customers. When all customers would have a
single-phase-connected PV installation (6 kW injected power), they would all together produce 500 kW.
When equally distributed over the three phases, this would exactly correspond to the transformer
rating. Note that reactive power has not been considered here, partly to simplify the calculations, but
also because its impact is limited and because reactive-power consumption from domestic customers
is small. For an actual planning study, it is recommended to consider the reactive power and even
its possible changes in the future. The results are shown in Figures 11 and 12. Figure 11 gives the
probability distribution of the highest single-phase current through the transformer. The consumption
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per phase has again been assumed uniformly distributed between 0 and 250 W. The current increases
when more customers install solar power. However, even when 40 (out of 83) customers have
solar power, single-phase connected, the probability that the transformer will be overloaded is still
very small.

 

Figure 11. Probability distribution (cumulative distribution function) of the highest single-phase
current through the distribution transformer, with increasing number of customers with single-phase
connected PV.

Figure 12. Four different percentiles (50th: red star; 75th: green circle; 90th: blue plus; 95th: black
triangle) for the current through the transformer, as a function of the number of customers (out of 83)
with single-phase connected PV.

For the application of the hosting-capacity approach, it is again necessary to define a performance
index and a corresponding limit. For this example, four different percentile values (50th, 75th, 90th
and 95th) have been used as indices, with the (single-phase) transformer rating as a limit. The result is
shown in Figure 12. For up to about five customers with PV, the current index is not affected. For low
amounts of PV, the highest transformer loading occurs for maximum load and not for maximum
production. Here it is important to realize that “maximum load” corresponds to the period of the day
and year when highest solar production can be expected. This is not in any way related to the highest
annual consumption.

57



Energies 2017, 10, 1325

From Figure 12, the hosting capacity is shown to depend on the percentile value, i.e., on the
amount of risk that the network operator is willing and allowed to take. The hosting capacity ranges
from 63 (when using the 95th percentile) up to 76 (50th percentile). The impact of the percentile value
on the hosting capacity is less than for overvoltage (Table 1).

5.2. Fast Voltage Magnitude Variations

Fast voltage magnitude variations occur because of fast variations in production or consumption.

5.2.1. Performance Indices

Standard indices exist for the fastest voltage magnitude variations; at time scales less than one
minute. The short-term and long-term flicker severity (Pst and Plt, respectively) are defined in IEC
61000-4-15; IEC 61000-4-30 gives a definition of (individual) rapid voltage changes. Both definitions
are however strictly measurement based, which especially for flicker severity requires detailed models.

Incandescent lamps, which have been the base for the flicker-severity indices, are replaced by
other types of lamps in most countries. The flicker-severity indices can no longer be considered as
primary performance indices. Their future role as secondary performance indices (of importance to
the network operator but not of direct importance to the network user) remains unclear.

For the time scale between 1 s and 10 min (the lower limit for standards on slow voltage magnitude
variations in most countries) no standardized or generally accepted indices exist. An index referred to
as “very-short variations”, was proposed in 2005 [51,52], but received only limited following [53–59].
However, the need for performance indices in this range of time scale remains big: this is where the
main impact of fast variations in production with solar-power installations will be, as was quantified
among others by [60].

5.2.2. Limits

Limits exist for flicker severity and for the number of rapid voltage changes. No limits exist for
voltage magnitude variations in the time scale between 1 s and 10 min.

5.2.3. Calculation Methods

Three different phenomena were mentioned in Section 5.2.1, all of which require different methods
for calculation. Flicker severity requires either time series with very high time resolution (for example
20 ms) or the use of simplified aggregation rules for example as proposed in IEC/TR 61000-3-7.

For rapid voltage changes, simple voltage calculations (using only the source impedance at the
point of connection or at point of common coupling) are sufficient to obtain the step in voltage due to
a step in current. The latter can be the start of charging of an electric vehicle but also the unnecessary
tripping of a PV installation due to its anti-islanding protection.

5.3. Voltage Unbalance

Voltage unbalance occurs due to the connection of large single-phase devices; both
single-phase-connected PV and electric car chargers fall in this category.

5.3.1. Performance Indices

The ratio between negative-sequence and positive-sequence voltage is used as performance
index in both IEC and IEEE standards. As the magnitude of the positive-sequence voltage shows
limited variation, the negative-sequence voltage can also be used as an index. Next to that, IEEE
and NEMA define some additional indices including the difference between highest and lowest line
voltage. The different IEC, IEEE and NEMA definitions, all referred to as “unbalance”, are compared
in [61–63] where it for example is shown that different definitions can give rather different values for
the unbalance.
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The negative-sequence voltage is a useful index to quantify the impact of unbalance on three-phase
rotating machines directly connected to the grid. The impact of unbalance on such devices is a thermal
issue, so that 10-min values are appropriate.

For machines connected through a three-phase rectifier, like adjustable-speed drives, and for
other equipment connected through a three-phase converter, the difference between the line voltages
is a better index. This difference results in current unbalance for three-phase converters that in
turn can result in unwanted tripping of the converter [64]. As shown in [62] this value is 87% to
101% of the absolute value of negative-sequence voltage, depending of the phase angle of the latter.
As this is a protection issue, a value over a much shorter time scale is needed, like a one-second or
three-second value.

5.3.2. Limits

For the negative-sequence unbalance (the IEC definition), a limit of 2% holds for low-voltage
networks in many countries. See [65] for an overview of regulatory limits in European countries.
Strictly speaking, the indictor is defined as the ratio between negative and positive-sequence voltage.
When the calculations give the negative-sequence voltage (or when nominal positive-sequence voltage
is assumed) a correction might have to be made for the limit. Assuming that the positive-sequence
voltage can be as low as 90% of nominal, and assuming that negative and positive-sequence voltage
are stochastically independent, the limit has to be reduced from 2% to 1.8%. There are no limits based
on the IEEE and NEMA definitions of unbalance. When 3-s values are used instead of 10-min values,
a higher limit than the IEC limit of 2% seems appropriate.

5.3.3. Calculation Methods

The negative-sequence transfer impedance matrix is used in [39] to calculate the increase in
negative-sequence voltage in a low-voltage network with increasing number of single-phase-connected
PV installations. The negative-sequence impedance of lines, cables and transformers is equal to their
positive-sequence value. That can also be generally assumed for the source impedance of public
medium-voltage networks. For industrial medium-voltage networks, large rotating machines might
result in a lower value for the negative-sequence than for the positive-sequence source impedance.

The presence of three-phase equipment in the low-voltage network may have to be considered as
well in the transfer-impedance matrix. The presence of three-phase equipment, like variable-speed heat
pumps (common in Sweden), results in a reduction of the negative-sequence transfer impedance and
thus in an increase of the hosting capacity. For a planning study, a value or range of values has to be
estimated for three-phase equipment that is connected during hours with high amount of production
from solar power. In [39] it was assumed that this could be a very small amount, so that its impact on
negative-sequence impedance could be neglected. This assumption may result in an underestimation
of the hosting capacity.

In [39] the same networks were used as in Section 4. That allows a comparison of the results.
The hosting capacity for unbalance, assuming a 1.5% limit for the negative-sequence voltage and
the 90th percentile as performance index, was estimated as 3 customers for the 6-customer network
and 26 customers for the 28-customer network. The results from the overvoltage studies were: two
customers for the 6-customer network (from Figure 4) and up to 22 customers for the 28-customer
network (from Table 1).

Important for a complete picture of the hosting capacity is to consider the background voltage
unbalance, i.e., the voltage unbalance without connection of any new production or consumption.
Here it is important to consider that negative-sequence voltage is a complex quantity, consisting
of magnitude and phase angle. During power-quality measurements, the phase angle of the
negative-sequence voltage is normally not recorded. This is partly because there is no measurement
definition of this angle available.
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When the NEMA/IEEE definition of unbalance is used, the negative-sequence transfer impedance
is not sufficient for the calculations. Either the complex phase voltages should be used; or separate
impedances for positive, negative and zero-sequence components. The latter allows the incorporation
of the impact of three-phase-connected equipment on the unbalance. In addition, information on
background unbalance may be hard to obtain and require dedicated measurement campaigns.

5.4. Harmonic Voltage Distortion

Harmonic voltage distortion occurs because the current injected by the device is not sinusoidal.
The bigger the device, the bigger the impact is of even a small amount of waveform distortion.
Even when the relative emission (in percent of rated current) is small, the total impact on the grid
can still be significant. With the connection of multiple devices, both the transfer impedance and
aggregation rules should be considered.

5.4.1. Performance Indices

Standard indices are defined for each of the individual harmonics and interharmonics, and for
total harmonic distortion in IEEE 519, IEC 61000-4-7 and IEC 61000-4-30. Normally, only 10-min
values are considered as the impact of harmonics is considered a thermal phenomenon. However,
for power-electronic converters and for certain types of protection of other equipment, unwanted
protection operation can result from high harmonic or interharmonic distortion. Values obtained over
shorter periods, like 1 or 3 seconds, should be used to study such impacts.

In IEC 61000-4-7, both groups and subgroups are defined for harmonics up to order 40 (i.e., 2 kHz
in a 50 Hz system) and interharmonics. However, in IEC 61000-4-30 it is stated that the harmonic and
interharmonic subgroups should be used when quantifying power quality. Therefore, those are also
most appropriate for hosting-capacity studies.

5.4.2. Limits

The selection of limits for use in hosting-capacity studies is not obvious, despite the presence of
a range of limits (“objective values”) in national and international standards. Voltage characteristics
are given in EN 50160; compatibility levels in IEC 61000-2-2; planning levels can be selected by each
network operator themselves, but most of them follow the indicative planning levels from IEC/TR
61000-3-6. Especially the latter deviate a lot from the other ones and it is not obvious which limits
should be used.

One approach is to consider a hosting-capacity study as a planning study, in which the planning
levels would be appropriate. However, in more and more countries are the planning levels replaced by
the limits set in local regulations. These are in turn, at least in Europe, strongly based on the voltage
characteristics in EN 50160.

The final decision on the choice of limits, as many other choices in a hosting-capacity study, is part
of the risk management between the different stakeholders. A complete hosting capacity study should
therefore also consider a mapping of the risks as carried by the different stakeholders. Such a mapping
is beyond the scope of this paper.

5.4.3. Calculation Methods

The choice of performance indices and limits is relatively straightforward for harmonics. However,
the main barrier is the lack of appropriate calculation models, especially when considering low-voltage
and medium-voltage networks.

The basic approach used in the literature is the source impedance or the transfer impedance
matrix [66–70]; for harmonic frequencies instead of for the negative-sequence voltage as in the case
of unbalance [39] or the equivalent impedances for single-phase loads as in the case of overvoltage
due to single-phase PV. Once the injected harmonic currents and the impedance values are known,
the harmonic voltage distortion can be calculated as a function of the amount of new production
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or consumption. Obtaining those values is however not easy and with the current state of the art
no generally accepted method is available. This was illustrated by several studies on the impact of
compact fluorescent lamps and LED lamps on the waveform distortion. Simulation studies concluded
that the voltage and current distortion would increase [71,72]; measurements showed however that
this was not the case and that the distortion was simply not impacted [73–76]. Acceptable harmonic
models exist for the components of the power system (cables, lines and transformers) but several
barriers remain before a complete model is available for use in hosting-capacity studies:

i) The emitted harmonic current is impacted by the voltage distortion at the terminals of the
equipment. This phenomenon has been observed early for diode rectifiers like the ones used in
televisions [77] and was explained and quantified by a model in [78]. That impact was shown to
be limited and the emission for a clean supply voltage was in most cases the worst case and the
one reasonably useable for harmonic studies. With modern power-electronic equipment, with
an actively controlled interface, there are observations showing the contrary, the emission for a
distorted supply voltage can be much higher than for a sinusoidal supply [79–82].

ii) No suitable models exist for the customers connected to a low-voltage network. Some recent
studies [83–85] show that the customer model is the main determining factor for the resonant
frequency and thus for the harmonic transfer impedance.

iii) The connecting of new production or consumption will change the impedance of the low-voltage
customer and therewith the harmonic transfer impedance. There exist no acceptable models
for new devices like PV inverters or EV chargers. Some measurements are presented in [86–89]
but there are big variations between manufacturers and for future equipment guesses have to
be made.

iv) The statistical aggregation between different sources of harmonics is not known. This holds for
the aggregation between different new devices (e.g., between different PV inverters) but also
for the aggregation between the new devices and the background distortion. The aggregation
between individual wind turbines has been studied by some authors [90–92] but it is not known
if similar conclusions hold for PV inverters, EV chargers or other large low-voltage equipment
like heat pumps [22,71,93].

5.5. Supraharmonics

Supraharmonics (waveform distortion in the frequency range between 2 kHz and 150 kHz) are
injected by an increasing amount of devices connected to the grid. Supraharmonics are mainly due to
active switching in the grid-interface of the devices. The transfer and aggregation of supraharmonics
is significantly different from the transfer and aggregation of harmonics. To do a complete hosting
capacity study of supraharmonics is to date not feasible, simply because there are no established limits
or indices for distortion in this frequency range. This section will instead give a general description of
supraharmonics, what levels can be expected and how they are transferred through the grid.

Supraharmonics commonly originate from two sources: power-electronic converters and
transmitters of power line communication [21], the former being the focus here. Magnitude, frequency
and duration of the emission vary between different devices but come in three general types: constant
in magnitude and/or frequency over one cycle of the power system frequency; varying in magnitude
and/or frequency over one cycle of the power system frequency or having a transient character [94].
For household devices the emission is in most cases of the varying type, two examples can be seen in
Figure 13, where the Short Time Fourier Transform of a fluorescent lamp and a heat pump is shown.
The emission from the fluorescent lamp varies in frequency and in magnitude during 20 ms whereas
the emission from the heat pump varies only in amplitude as it appears and disappears four times
per cycle.
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Figure 13. Supraharmonics from a fluorescent lamp (left) and from a heat pump (right).

In most cases, supraharmonics do not propagate over long distances. Damping in cables is one of
the causes of this. More importantly, other devices connected to the low voltage network offer a low
impedance path for these currents so that they tend to flow mainly between devices [95,96]. However,
it is still feasible that supraharmonics can transfer through the grid. In [97] it is shown, through both
measurements and simulations, that a resonance between the distribution transformer and an 800 m
long cable amplified a 35 kHz voltage component on the low-voltage side of the transformer five times.
To predict how the emission from an installation or device will transfer through the grid is difficult
because of the dominating impact from connected. To correctly predict what is connected at a certain
grid at any given moment in time would not be possible.

Many modern household devices emit supraharmonics to some extent. In [94] it is concluded
that more than half of the household devices on the market have identifiable supraharmonic emission.
There is a large diversity in magnitude and frequency between different devices, even if they are of
the same type. For instance, measurements of about 80% of the types of EV chargers on the German
market show that the switching frequency is between 9 and 100 kHz with a magnitude between 8 mA
and 1.8 A [98].

The emission from a PV inverter and a heat pump are shown in Figure 14. The dominating
emission is seen at 16 kHz from the inverter and at 18 kHz from the heat pump (note that these are
just two examples, other PV inverters and heat pumps on the market will typically show a completely
different behavior). For the measurements seen on the left in Figure 14, the devices are connected alone
at the test site. For the measurements seen on the right, other devices are connected nearby; a TV close
to the PV inverter and an induction stove close by the heat pump. When other devices are connected
to the same phase, the emission at 16 kHz and 18 kHz originating from the inverter and the heat pump
is increased, two and five times respectively. This indicates a resonant frequency close to 16 kHz or
18 kHz. The impact of neighbouring equipment on the emission level of supraharmonics from an EV
charger is discussed in detail in [99].
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Figure 14. Supraharmonics from a PV inverter connected alone (upper left), the same inverter while
neighbouring devices are connected (upper right). A heat pump connected alone (lower left), the same
heat pump while neighbouring devices are connected (lower right).

6. Conclusions

The concept of hosting capacity has been introduced as a transparent tool allowing an open discussion
between different stakeholders with the integration of distributed generation. This transparency remains
an important characteristic of the hosting-capacity approach also when it is used as a planning tool for
both new production and new consumption, as illustrated in this paper. Any hosting-capacity study
requires (directly or indirectly) three parts: a performance index; a corresponding limit; and a method
to calculate the value of the performance index as a function of the amount of new production or
consumption. Further work is needed towards almost all of these before complete hosting-capacity
studies can be done.

A hosting-capacity-based planning approach has been presented in this paper. The approach
requires a network model, limited input data and a Monte-Carlo simulation to address the uncertainties.
The approach has been applied to overvoltage and undervoltage due to increasing amounts of solar
power and electric-vehicle chargers in low-voltage networks. A sensitivity analysis shows that the size
of the PV inverters and the performance index have the main impact on the hosting capacity.

It is shown that, with single-phase connection of PV, not only overvoltage but also undervoltage
limits may be exceeded. The hosting-capacity values obtained from the case studies cannot be
generalized and applied to other low-voltage networks.

For the main impacts of new production and consumption, overvoltage, undervoltage and
overcurrent, the calculation tools are available. However, suitable models to describe the existing
situation in terms of voltage and current are missing. Different approaches are discussed in the paper,
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but as of yet no method is the dominating one. Data gathering is an important step in the development
of such models.

For harmonics and interharmonics, acceptable calculation models remain missing and further
work is needed towards those. Measurements are needed to develop component models so that
harmonics and supraharmonics can be sufficiently accurately predicted for future grids. Generally,
further work is needed towards selecting appropriate performance indices and the corresponding
limits. This requires an interdisciplinary research effort.
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Abstract: Considering the effect of the utility harmonic impedance variations on harmonic
responsibility, a method based on piecewise bound constrained optimization is proposed in this
paper to evaluate the load harmonic responsibilities. The wavelet packet transform is employed to
determine the change times of the utility harmonic impedances. The harmonic monitoring data is
divided into several segments where the utility harmonic impedances are considered as constants.
Then, the problem of harmonic responsibility assessment under utility harmonic impedance changes
are settled by the piecewise bound constrained optimization model. Furthermore, the interior point,
the sequential quadratic programming and the active set algorithm are respectively adopted to
calculate all the instantaneous harmonic responsibilities of harmonic loads. Finally, the weighted
summation is used to calculate the total harmonic responsibility. To demonstrate the validity,
simulation tests are carried out on an experimental circuit and the IEEE 13-bus distribution system.

Keywords: harmonic responsibilities assessment; utility harmonic impedance changes; wavelet
packet transform; piecewise approach; bound constrained optimization

1. Introduction

With the development of smart grids, increasing numbers of power electronic devices have
been connected to distribution networks, which inject a large amount of harmonics [1–5]. Various
electrical power equipment and electronic products have a strong sensitivity to the harmonics in the
distribution network, making harmonic elimination of great importance [6]. To address the problem of
harmonic pollution, appropriate punishment scheme should be executed according to the harmonic
limits recommended by the IEEE or IEC standards. To ensure its implementation, it is necessary
to quantitatively evaluate the harmonic responsibility of the major harmonic loads at the point of
common coupling (PCC) in distribution networks [7–9].

In traditional methods, the key of harmonic responsibility evaluation is to determine the utility
harmonic impedance. These works can be mainly classified as fluctuation quantity methods [10,11], linear
regression methods [12–14] and independent component analysis (ICA) [15,16] methods. Fluctuation
quantity methods rely on the fluctuation quantity proportion of harmonic voltage to current for
calculating the harmonic impedance. The various regression analysis methods, such as the complex
linear least squares [12], non-parametric regression [13] and multiple linear regression [14] methods,
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formulate an equation and solve the regression coefficient so as to get the utility harmonic impedance.
The complex ICA [15] and FastICA [16] are usually used to estimate the utility harmonic impedance
when the utility harmonic variations are neglected. Meanwhile, most of the above methods are
based upon the supposition that the utility harmonic are invariant. In a real power grid, the utility
harmonic voltage fluctuates due to the load fluctuation. The utility harmonic voltage has a certain
influence on the amplitude as well as angle of the harmonic current which affects the harmonic
voltage [17,18]. Under certain condition, the harmonic voltage and current all fluctuate simultaneously.
The methods above cannot reflect the variation of harmonic voltage and current while the influence
of utility harmonic voltage fluctuation is considered in [19–21]. In the previous study of the authors,
an adaptive assessment approach [19] for harmonic responsibility under utility harmonic voltage
variation was proposed. It has been proved that the utility harmonic voltage can be segmented by
hierarchical K-means clustering under the condition of the same utility harmonic impedance. Then,
regression methods can be effectively used to calculate the harmonic responsibilities. In the study
of utility harmonic voltage fluctuation, the utility harmonic impedance is supposed to be invariant,
but the switching of the equipment [22], changes in the reactive power compensation, the state of the
distributed generators and the adjustment of the interruptible loads [23] can all result in variations
in utility harmonic impedance. Under such an unrealistic assumption, a series of errors may be
introduced in the assessment results. Therefore, it is of great significance to evaluate the harmonic
responsibility in the presence of utility harmonic impedance changes.

Based on the analysis above, and considering the utility harmonic impedance changes, this
paper firstly adopts the wavelet packet transform to detect the change points of the utility harmonic
impedance. Then, the harmonic measurement data are segmented. Besides, in order to more
accurately evaluate harmonic responsibility, the piecewise bound constrained optimization model and
nonlinear optimization method are used to calculate the responsibility of each segment. Finally, the
total harmonic responsibility of each harmonic load is obtained based on the data segment length.
Section 2 describes the basic principles and conventional method of harmonic responsibility assessment.
In Section 3, determination method of the change times of utility harmonic impedance is formulated.
Section 4 introduces the piecewise bound constrained optimization method for harmonic responsibility
assessment. The process of the novel method for harmonic responsibility assessment, numerical
experiments and conclusion are provided in Sections 5–7, respectively.

2. Basic Principle and Conventional Method of Harmonic Responsibility Assessment

The Norton equivalent circuits can be applied for harmonic modelling of utility and loads [19,24].
Figure 1a shows a typical distribution system with two major harmonic loads, where h stands for the

harmonic order; Zh
s and

.
I

h
s are the equivalent harmonic impedance and injected current at the utility

side, respectively, while Zh
k and

.
I

h
k(k = 1, 2) are the equivalent harmonic impedance and injected

current of each nonlinear load;
.
I

h
bk(k = 1, 2) is the branch harmonic current;

.
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h
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Figure 1. A typical distribution system with two major harmonic loads and its harmonic voltage
phasors: (a) The Norton equivalent circuit; (b) Phasor diagram of the h-th harmonic voltages.
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According to the superposition principle, the h-th harmonic voltage at the PCC is:

.
V

h
pcc =

.
V

h
pcc,1 +

.
V

h
pcc,2 +

.
V

h
pcc,0 = Zh

pcc,1

.
I

h
b1 + Zh

pcc,2

.
I

h
b2 +

.
V

h
pcc,0 (1)

where dots represent the phasors of the voltages or currents,
.

V
h
pcc,1 and

.
V

h
pcc,2 denote the harmonic

voltage at harmonic load 1 and 2 at the PCC, respectively; Zh
pcc.1 and Zh

pcc,2 are the equivalent harmonic

impedance but harmonic load 1 or 2, respectively;
.

V
h
pcc,0 is the harmonic voltage from the utility at the

PCC, also known as the utility harmonic voltage. The phasor diagram of the h-th harmonic voltages is
shown in Figure 1b.

The harmonic responsibility of harmonic load i (i = 1, 2) at the PCC can be calculated as:

μpcc,i =

∣∣∣∣ .
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h
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where βi is the phase angle between
.

V
h
pcc,i and

.
V

h
pcc.

Linear regression is a common assessment method for harmonic responsibilities [12,13], which is
based on monitoring the harmonic voltage and current at the PCC.

The normalized h-th harmonic voltage and current at the PCC are related by:∣∣∣∣ .
V

h
pcc

∣∣∣∣ = K
∣∣∣∣ .
I

h
pcc

∣∣∣∣+ B (3)

Figure 1 indicates the harmonic voltage at the PCC is:∣∣∣∣ .
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h
pcc

∣∣∣∣ = ∣∣∣∣ .
V

h
pcc,0

∣∣∣∣+ ∣∣∣Zh
pcc,1

∣∣∣∣∣∣∣ .
I

h
b1

∣∣∣∣ cos β1 +
∣∣∣Zh

pcc,2

∣∣∣∣∣∣∣ .
I

h
b2

∣∣∣∣ cos β2 (4)

Let
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It can be seen from Equations (3)–(5) that in the application of linear regression methods, the
harmonic data should meet that the change of the utility harmonic voltage cannot influence the change
of the harmonic current. Furthermore, if either the harmonic voltage, current or impedance changes,
the accuracy of the regression analysis will be affected. Therefore, the variations of utility harmonics
are the main error sources when the regression methods are employed.

3. Determination of the Change Time of Utility Harmonic Impedance Using Wavelet
Packet Transform

In the distribution system, the changes of the operation mode, load or reactive compensation
can all lead to changes of the utility harmonic impedance. To accurately calculate the harmonic
responsibility, harmonic monitoring data must be properly segmented according to the identified
utility harmonic impedance. In this article, the roughly estimates of utility harmonic impedance are
used to segment the data.

Due to the complexity of the actual distribution system and the existence of transient processes,
the actual utility harmonic impedance changes in a gradual manner. Therefore, it is necessary to choose
an effective method to adaptively detect the change. In view of the good performance of wavelet
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package transform in signal singularity detection, this paper employs the wavelet package transform
to detect the change points of the utility harmonic impedance.

In wavelet packet transform, the input signal can be decomposed into low frequency and
high frequency components level by level to represent the approximations and details of signal
respectively [25]. Figure 2 shows a wavelet packet transform tree with three decomposition levels.
The wavelet packet coefficients at each level can be obtained by:

D2n
j (t) = ∑

ω
G(ω)Dn

j−1(2t − ω)

D2n+1
j (t) = ∑

ω
H(ω)Dn

j−1(2t − ω)
(6)

where G and H represent a low-pass filter and a high-pass filter, respectively; t is the sampling point; ω

is the displacement factor; Dn
j−1 represents the component at the level j − 1, D2n

j and D2n+1
j represent

the low frequency and high frequency components at the level j, respectively.
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Figure 2. Wavelet packet decomposition tree with three decomposition levels.

The main idea of identifying the variation of utility harmonic impedance using wavelet packet
transform is described in the following paragraphs. Since the boundary of the utility harmonic
impedance change is not obvious, this paper transforms the identification of change point into the
identification of change time window by adding windows, in order to reduce the identification error.
The window length is denoted by L. According to Equation (3), if the values of the load harmonic
impedances and injected harmonic currents can be considered as constants, the slope of the fitting
curve is then a rough estimate of the utility harmonic impedance, and the slopes are approximately
equal in this period. If mutation exists in the utility harmonic impedance, the slope of the fitting curve
will change sharply compared with the adjacent window.

With regard to small samples, the window length L = 3 can be used to carry out the regression
analysis. In the harmonic responsibility assessment, the data points in the time window, which
correspond to the mutational utility harmonic impedance, are deleted. The sampling data points in the
segments on both sides of the deleted time window can be considered as the data points under the
same utility harmonic impedance.

For large samples, a long window length, such as L = 30, should be used to carry out the regression
analysis, and the utility harmonic impedance change time can be directly determined through the
wavelet packet decomposition curve.
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Since high frequency components can reflect the mutational point of the signal, the high frequency
band D1

1, D3
2 and D7

3 and obtained by wavelet packet transform are used. Set the threshold value
T = σ

√
2 ln(M), where M is the sampling number, σ is the standard deviation of the high frequency

band signal, σ =

√
1
M

M
∑

i=1
(Swp(i)− μ)2, Swp represents the wavelet packet coefficients of a high

frequency band and its mean is μ. The value below the threshold T is considered to be noise, and the
value above T that is the mutation of the signal. Set A, B, and C as the sampling point sets of the change
time window in the high frequency band D1

1, D3
2 and D7

3 respectively. According to the importance of
the three high frequency components, in this article, the change time window of the utility harmonic
impedance determined by:

M = A ∪ (B ∩ C) (7)

4. The Piecewise Bound Constrained Optimization Model of Harmonic Responsibility
Assessment and Its Solution Algorithms

In order to accurately calculate the single sampling point harmonic responsibility and the total
harmonic responsibility of harmonic loads, upon the segmentation of the harmonic monitoring data,
the harmonic responsibility is then assessed by the piecewise bound constrained optimization in this
paper. According to the law of cosines [26], for the triangle XYZ:

z2 = x2 + y2 − 2xy cos ϕ (8)

where ϕ represents the angle contained between sides of lengths x and y and opposite the side of
length z.

For Figure 1b, the following equations can be obtained for each measurement at time ti:∣∣∣∣ .
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For simplicity, let
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cos θ2 = γ5. In order to estimate the independent variables γ = [γ1, γ2, γ3, γ4, γ5], the absolute value
of square error can be used as the objective function. The bound constrained optimization model is
established as:

min f (γ1, γ2, γ3, γ4, γ5) =
T
∑

i=1

∣∣∣∣∣
∣∣∣∣ .
V

h
pcc(γ1, γ2, γ3, γ4, γ5, ti)

∣∣∣∣2 − ∣∣∣∣ .
V

h
pcc(ti)

∣∣∣∣2
∣∣∣∣∣

=
T
∑

i=1

∣∣∣∣∣
∣∣∣∣ .
V

h
pcc,12(ti)

∣∣∣∣2 + ∣∣∣∣ .
V

h
pcc,0(ti)

∣∣∣∣2 − 2
∣∣∣∣ .
V

h
pcc,12(ti)

∣∣∣∣∣∣∣∣ .
V

h
pcc,0(ti)

∣∣∣∣ cos θ2 −
∣∣∣∣ .
V

h
pcc(ti)

∣∣∣∣2
∣∣∣∣∣

=
T
∑

i=1

∣∣∣∣∣γ2
0 + γ2

4 − 2γ0γ4γ5 −
∣∣∣∣ .
V

h
pcc(ti)

∣∣∣∣2
∣∣∣∣∣

s.t. γ1 > 0
γ2 > 0
−1 ≤ γ3 ≤ 1
γ4 > 0
−1 ≤ γ5 ≤ 1

(10)

73



Energies 2017, 10, 936
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sample points;
.

V
h
pcc(γ1, γ2, γ3, γ4, γ5, ti) is the calculated value of harmonic voltage,

.
V

h
pcc(ti),

.
I

h
b1(ti)

and
.
I

h
b2(ti) are the measured values of harmonic voltage and currents respectively.

Once the estimated γ = [γ1, γ2, γ3, γ4, γ5] is obtained, according to Equation (2), the harmonic
responsibility from two major harmonic loads, for each sampling point at ti can be calculated as:

upcc,1(ti) =

⎛⎜⎝
∣∣∣∣ .
V

h
pcc(ti)

∣∣∣∣2+γ2
0−γ4

2

2
∣∣∣∣ .
V

h
pcc(ti)

∣∣∣∣2
⎞⎟⎠
⎛⎜⎝ γ2

0+γ2
1

∣∣∣∣ .
I

h
b1(ti)

∣∣∣∣2−γ2
2

∣∣∣∣ .
I

h
b2(ti)

∣∣∣∣2
2γ2

0

⎞⎟⎠
upcc,2(ti) =

⎛⎜⎝
∣∣∣∣ .
V

h
pcc(ti)

∣∣∣∣2+γ2
0−γ4

2

2
∣∣∣∣ .
V

h
pcc(ti)

∣∣∣∣2
⎞⎟⎠
⎛⎜⎝ γ2

0+γ2
2

∣∣∣∣ .
I

h
b2(ti)

∣∣∣∣2−γ2
1

∣∣∣∣ .
I

h
b1(ti)

∣∣∣∣2
2γ2

0

⎞⎟⎠
(11)

Assuming that the monitoring data is divided into N segments and each segment
Sj(j = 1, 2, · · · , N) corresponds to different utility harmonic impedance, the harmonic responsibility
at each segment can be determined by:

μ
Sj
pcc,i =

Tj

∑
i=1

μpcc,i(i)
/

Tj (12)

where Tj(j = 1, 2, · · · , N) is the number of data points in the segment Sj.
Total harmonic responsibility can be calculated by:

μpcc,i =
N

∑
j=1

ωjμ
Sj
pcc,i (13)

ωj = Tj

/ N

∑
j=1

Tj (14)

where μ
Sj
pcc,i is the harmonic responsibility of segment j; ωj is the weight of each segment.

Numerous methods have been developed to figure out the bound constrained optimization
problem. In this article, the interior-point (IP), the sequential quadratic programming (SQP) and the
active set (AS) algorithm, which are all regarded as effective tools for solving nonlinear optimization
problems, are selected.

A typical constrained programming problem can be expressed as:

min f (γ)
s.t. hi(γ) = 0;

gi(γ) ≤ 0;
γ = (γ1, γ2, · · · , γn)

T

(15)

The interior-point [27] for constrained optimization is mainly used to solve a variety of
approximate optimization problem. For each η > 0 the approximate model can be expressed as:

min
γ,s

fη(γ)− η ∑
i

ln(si)

s.t. h(γ) = 0
g(γ) + s = 0

(16)
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where si denotes the slack variable. As η decreases to 0, the minimum of fη approaches to the minimum
of f.

The SQP [28] is a kind of approximate Newton’s method for solving constrained optimization
problems. In each major iteration, the quasi-Newton updating method is firstly used to approach the
Hessian of the Lagrangian function. The result is then employed to solve the QP (17) sub-problem:

min∇ f (γk)
T

q + 1
2 qT Hq

s.t. hi(γ
k) +∇hi(γ

k)
T

q = 0;

gi(γ
k) +∇gi(γ

k)
Tq ≤ 0;

γ = (γ1, γ2, · · · , γn)
T

(17)

where H ∈ �n×n and q = γk+1 − γk, d ∈ �n.
For the constrained optimization problem, the following equation can be derived by

Newton’s method:
min∇ f (γ)TΔγ + 1

2 ΔγT∇2
γγL(γ, λ)Δγ

s.t. h(γ) +∇h(γ)TΔγ = 0
g(γ) +∇g(γ)TΔγ ≤ 0

(18)

where λ is the multiplier; L(γ, λ) denotes the Lagrangian expression for (17); and ∇2
γγL(γ, λ)

represents the Hessian of the Lagrangian.
The active set [29] solves the constrained optimization problem by determining the constraints

that impact the results. Equation (15) can be rewritten as:

min f (γ)
s.t. Ai(γ) = 0; i = 1, · · · , ne

Ai(γ) ≤ 0; i = ne + 1, · · · , n
(19)

where A(γ) is a n-dimensional vector containing the evaluated values γ.
In the AS algorithm, the solutions of the Karush-Kuhn-Tucker (KKT) equations can be used to

calculate the Lagrange multipliers (Li, i = 1, 2, ..., n). For Equation (19), the KKT equations can be
expressed as:

∇ f (γ∗) +
n
∑

i=1
Li∇Ai(γ

∗) = 0

Li Ai(γ
∗) = 0; i = 1, · · · , ne

Li ≥ 0; i = ne + 1, · · · , n

(20)

Equation (20) demonstrates a cancelling of the gradients between the objective function and the
active constraints at the solution point. Since the cancelling operation only involves active constraints,
the Lagrange multipliers are therefore equal to 0.

5. The Proposed Harmonic Responsibility Assessment Approach

The working process of the proposed method for harmonic responsibility assessment is illustrated
in Figure 3, where εc and εt represent the calculation error and the termination tolerance. Firstly, the
utility harmonic impedance is roughly calculated by least squares linear regression. Second, the change
time windows of the utility harmonic impedance are identified by the wavelet packet transform.
Then, the harmonic responsibility of each segment is evaluated by the piecewise bound constrained
optimization method. Finally, the total responsibilities of harmonic loads can be obtained by the
weighted summation, based on the point numbers of segments.
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Figure 3. The process of the proposed approach.

6. Numerical Experiments

For the distribution system with two major harmonic loads as shown in Figure 1a, a Norton
equivalent circuit model is established in MATLAB [30]. Taking the fifth harmonic as example, Table 1
presents the setting of parameter values. The harmonic impedance is modelled as the resistance R and
reactance L in series. The system parameters and the injected harmonic currents are set and modified
on the basis of [24]. In order to simulate practical engineering data, stochastic fluctuations are added
to the harmonic data. For harmonic load 1 and 2, the means of the injected harmonic current data are
2.0788 + j0.1356 (A) and 3.8849 − j0.8549 (A) respectively, while the variances are 0.0018 and 0.0061
respectively. For the utility side, the mean of the injected utility harmonic current is 1.0243 − j0.3233 (A).
The variances of all the harmonic impedances are 0.001. A total of 1440 harmonic sampling points of
harmonic voltage and current data are generated. The change time of utility harmonic impedance are
set as 501 and 1001.
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Table 1. Parameter values of the distribution system Norton equivalent circuit.

Parameters Values (Ω) The Numbers of Sampling Points

Z5
s

Z5
s,1 = 0.5000 + j0.7854 500

Z5
s,2 = 0.2500 + j0.3927 500

Z5
s,3 = 1.0000 + j1.5708 1440

Z5
1 15.0000 + j47.1239 1440

Z5
2 9.0000 + j23.5619 1440

For all the measured harmonic data, the least squares are used to carry out linear regression when
the value of significance level is 0.05, and the regression coefficient is:

α =

⎡⎢⎣ α̂0

α̂1

α̂2

⎤⎥⎦ =

⎡⎢⎣ 4.4903
−0.1373
0.7400

⎤⎥⎦
where α̂0, α̂1, α̂2 are the estimated values of α0, α1, α2 in Equation (5), that is,

∣∣∣∣ .
V

h
pcc

∣∣∣∣ ≈ 4.4903 −

0.1373
∣∣∣∣ .
I

h
b1

∣∣∣∣+ 0.7400
∣∣∣∣ .
I

h
b2

∣∣∣∣.
The 95% confidence intervals for the coefficient estimations are:

C0.95 =

⎡⎢⎣ −5.1372 14.1178
−3.3517 3.0772
−1.0726 2.5527

⎤⎥⎦
The R2 statistic, the F statistic and its p value can be calculated as R2 = 4.44781 × 10−4, F = 0.3219

and p = 0.7248, respectively. From the above results, the R2 statistic and the F statistic are insignificant,
and p > 0.05. It is indicated that the regression should be rejected, and the harmonic responsibilities
cannot be accurately calculated by the linear regression method under the changes of utility harmonic
impedance. Thus, identifying the change times of the utility harmonic impedances is considered in
this paper. It is solved by the wavelet packet decomposition method.

The wavelet packet decomposition results of the rough estimation of utility harmonic impedance
using the Haar wavelet bases function are shown in Figure 4a,b. In order to select the appropriate
wavelet basis, the Haar wavelet ‘haar (db1)’, Daubechies wavelet ‘db4’, Symlet wavelets ‘sym1’ and
‘sym4’, Coiflet wavelet ‘coif4’, and Demy wavelet ‘dmey’ [31] are used respectively to perform analysis
and compared in this paper. The identification results of the change time window of utility harmonic
impedance under different wavelet bases are shown in Table 2. As the sampling window length is
3, the sampling points of utility harmonic impedance changes set preciously (501 and 1001) are all
included in the change time windows determined by wavelet packet transform. It can be seen from
Table 2, the various wavelet basis functions can all deliver good performances in identifying the change
time window, especially for haar (db1) and sym1 wavelet.

According to the change time window of the utility harmonic impedance [167, 168, 333, 334,
335, 336] determined by wavelet packet transform with haar wavelet, the sampling points (499–504)
and (997–1008) are deleted. Then, the harmonic data are divided into three segments, that is (1–498),
(505–996) and (1009–1440).
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Figure 4. Wavelet packet decomposition curves: (a) Wavelet packet decomposition curves of the utility
harmonic impedance rough estimation values; (b) The three concerned high frequency components.

Table 2. Identification results of the change time windows of utility harmonic impedance under
different wavelet bases.

Wavelet Basis Identified Change Time Window Actual Change Time Window

haar (db1), sym1 167 168 333 334 335 336

167
334

db4 166 167 333 334 335 336 337
sym4 168 331 332 333 334 335 336 338
coif4 167 330 331 333 334 335 336 337 339
dmey 167 331 333 334 335 337
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On the basis of data segmentation, the piecewise bound constrained optimization methods with
three algorithms are used respectively to assess the harmonic responsibility. To accelerate convergence,
the least square is adopted to solve the regression coefficients, which are taken as the initial values of the
load harmonic impedances

∣∣∣Ẑh
pcc,1

∣∣∣ and
∣∣∣Ẑh

pcc,2

∣∣∣. Then, the boundary constraints of the load harmonic

impedances are set as
[
0, 2

∣∣∣Ẑh
pcc,1

∣∣∣] and
[
0, 2

∣∣∣Ẑh
pcc,2

∣∣∣]. The initial values for the cosine of phase angle

value are set to be 0. Since
∣∣∣∣ .
V

h
pcc,0

∣∣∣∣ ≤ ∣∣∣∣ .
V

h
pcc

∣∣∣∣ in general, the initial values and the boundary constraint

of
∣∣∣∣ .
V

h
pcc,0

∣∣∣∣ are set to be 0.5
∣∣∣∣ .
V

h
pcc

∣∣∣∣ and
[

0,
∣∣∣∣ .
V

h
pcc

∣∣∣∣], which means the initial value of the independent

variable is
(∣∣∣Ẑh

pcc,1

∣∣∣, ∣∣∣Ẑh
pcc,2

∣∣∣, 0, 0.5
∣∣∣∣ .
V

h
pcc

∣∣∣∣, 0
)

, and the boundary constraint values are (0, 0,−1, 0,−1)

and
(

2
∣∣∣Ẑh

pcc,1

∣∣∣, 2
∣∣∣Ẑh

pcc,2

∣∣∣, 1,
∣∣∣∣ .
V

h
pcc

∣∣∣∣, 1
)

. The implementation of IP, SQP and AS are based on the ‘fmincon’

function in MATLAB. In order to ensure the fairness of algorithm comparison, the parameter settings
of the three algorithms in Matlab are modified as follows. The maximum number of iterations is 1000,
the maximum number of function evaluations is 5000, the termination tolerance εt is 1 × 10−10, and
the values of other parameters are the default values of the ‘fmincon’ function [30].

For each segment, the theoretical harmonic responsibilities and calculated values obtained by the
three algorithms, as well as the means and variances of the relative error between the calculated value
and the theoretical value are presented in Table 3.

Table 3. The harmonic responsibilities obtained by the three algorithms and error statistics.

Segment
No.

Algorithm

Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 2

Theoretical
Value (%)

Calculated
Value (%)

The mean
of the

Relative
Error

The Variance
of the

Relative
Error

Theoretical
Value (%)

Calculated
Value (%)

The Mean
of the

Relative
Error

The Variance
of the

Relative
Error

1
IP

28.61
28.63 1.07 × 10−3 6.45 × 10−7

56.73
57.40 1.18 × 10−2 9.21 × 10−7

SQP 28.61 9.12 × 10−4 4.20 × 10−7 57.36 1.11 × 10−2 9.41 × 10−7

AS 28.96 1.22 × 10−2 1.53 × 10−5 58.05 2.32 × 10−2 3.32 × 10−6

2
IP

28.72
27.92 3.10 × 10−2 3.90 × 10−4

56.44
55.51 1.75 × 10−2 1.28 × 10−4

SQP 2760 3.91 × 10−2 1.16 × 10−4 54.84 2.85 × 10−2 3.90 × 10−5

AS 29.55 3.39 × 10−2 5.63 × 10−4 58.75 4.06 × 10−2 2.34 × 10−4

3
IP

28.37
28.88 1.78 × 10−2 2.15 × 10−5

57.28
58.75 2.56 × 10−2 3.91 × 10−6

SQP 28.91 1.89 × 10−2 2.36 × 10−5 58.81 2.67 × 10−2 4.33 × 10−6

AS 28.86 1.70 × 10−2 1.89 × 10−5 58.70 2.47 × 10−2 3.39 × 10−6

Total
IP

28.58
28.46 1.65 × 10−2 2.98 × 10−4

56.80
57.16 1.80 × 10−2 7.67 × 10−5

SQP 28.35 1.96 × 10−2 3.01 × 10−4 56.93 2.19 × 10−2 7.77 × 10−5

AS 29.13 2.12 × 10−2 2.96 × 10−4 58.49 2.97 × 10−2 1.46 × 10−4

For the two harmonic loads, the harmonic responsibilities for each sample point obtained by the
three algorithms are shown in Figure 5.

From the tables and figure above, the calculated values of harmonic responsibility are basically
consistent with the theoretical values. For the three algorithms, the mean and the variance of the
relative error are all below 0.05 and 4 × 10−4 respectively. It is evidenced that the piecewise bound
constrained optimization model with the three algorithms can assess the harmonic responsibility of
harmonic load accurately. In addition, compared with the AS algorithm, the results of IP and SQP
algorithms are closer to the theoretical values.

In order to examine how the fluctuation of the harmonic data can affect the three algorithms,
the harmonic responsibilities are evaluated while the variances of the load harmonic impedances are
set within the range of 0.005 to 0.1. The calculated values of the harmonic responsibilities obtained by
the three algorithms are shown in Table 4. In comparison, the SQP algorithm can provide the most
accurate and stable results.

79



Energies 2017, 10, 936

(a)

(b)

0 500 1000 1500
0.24

0.25

0.26

0.27

0.28

0.29

0.3

0.31

0.32

0.33

0.34
Harmonic load 1

Sampling sequence

H
ar

m
on

ic
 re

sp
on

si
bi

lit
ie

s

 

 

Interior point
SQP
Active set
Theoretical value

0 500 1000 1500
0.5

0.52

0.54

0.56

0.58

0.6

0.62

0.64
Harmonic load 2

Sampling sequence

H
ar

m
on

ic
 re

sp
on

si
bi

lit
ie

s

 

 

Interior point
SQP
Active set
Theoretical value

Figure 5. The harmonic responsibilities for each sample point of harmonic loads: (a) The harmonic
responsibilities of load 1; (b) The harmonic responsibilities of load 2.
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Table 4. The harmonic responsibilities under different variances of the load harmonic impedances.

Variance of Load
Harmonic

Impedances
Algorithm

Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 1

Calculated
Value (%)

Theoretical
Value (%)

Calculated
Value (%)

Theoretical
Value (%)

0.005
IP 29.27

28.58
58.53

56.80SQP 28.49 56.97
AS 29.24 58.47

0.010
IP 29.54

28.58
59.22

56.80SQP 28.39 56.95
AS 29.40 58.93

0.050
IP 29.76

28.58
59.83

56.80SQP 29.42 59.14
AS 29.39 59.08

0.100
IP 29.00

28.58
58.04

56.80SQP 28.52 57.09
AS 28.94 57.93

To compare the calculation times of the three optimization algorithms, the statistic results of
calculated time including the maximum values, minimum values, mean values and standard deviations
of 100 consecutive runs are shown in Table 5. The results show that the AS algorithm is the fastest,
while the IP algorithm is the slowest. Since the harmonic responsibility is usually assessed over a
period of time, such as 24 h, the computation times of all three algorithms are acceptable.

Table 5. The calculated time statistic results of the three optimization algorithms.

Algorithms
Statistical Value of Calculation Times

Maximum Values (s) Minimum Values (s) Mean Values (s) Standard Deviations

IP 38.6060 32.1420 33.9347 1.1632
SQP 4.3210 3.5920 3.8050 0.1344
AS 2.6990 2.2150 2.3595 0.0986

In order to further reflect the complexity of the actual distribution system, this article also carries
out simulations on the IEEE 13-bus distribution system [19,32] as shown in Figure 6. The introduction
of IEEE 13-bus distribution system can be seen in Appendix A.

Figure 6. IEEE 13-bus distribution system.
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The system parameters are referred to [32] and Table A1. In this work, the parameters of the
IEEE 13-bus system are converted into the per unit values. In addition, all loads are modeled as the
resistance R and reactance L in series. We take bus 3 as the bus of interest, and set load 8 and 10 as
the harmonic load 1 (HL1) and harmonic load 2 (HL2), respectively. To simulate the harmonics at the
utility side, the harmonic source (HS) is also injected into bus 3. In this work, the change of the reactive
power compensation which can lead to the utility harmonic impedance change is analyzed.

The reactive power compensation of the system is set as 4500 kvar, 5500 kvar, and 6500 kvar.
As mentioned above, the variances of the injected harmonic currents are set to be 0.005 and 0.1 so as to
evaluate how different data fluctuations influence the harmonic responsibility assessment. The injected
harmonic currents of each bus for the two cases are shown in Table 6. The simulations of harmonic
responsibility assessment are performed in MATLAB. In the simulation process, the harmonic loads
are regarded as known PQ constant loads. The Newton-Raphson method [33] is used to calculate the
fundamental power flow, and the injected harmonic currents are calculated according to the typical
harmonic current frequency spectrum in [32]. The fifth harmonic is taken as the example for simulation.

Table 6. The injected harmonic current for the two cases.

Case Injected Bus
Injected Harmonic Current

Mean (p.u.) Variance

Case 1
3 I3 = 0.6073 − j0.8896

0.0058 I8 = 1.1757 − j1.7222
10 I10 = 2.2429 − j3.2855

Case 2
3 I3 = 0.6324 − j0.9263

0.1008 I8 = 1.1877 − j1.7398
10 I10 = 2.2482 − j3.2932

A total of 14,400 sampling points are generated, and the reactive compensation quantity is changed
for every 4800 points. The results of harmonic load flow are assumed as the measured harmonic data.
In consideration of the data fluctuations in the actual system, the window length of wavelet packet
transform is set to L = 30. Figure 7 presents the wavelet packet decomposition curves for the harmonic
data of the two cases when a Haar wavelet is applied.
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Figure 7. The wavelet packet decomposition curves for the harmonic data of the two cases:
(a) The Case 1; (b) The Case 2.

Referring to Figure 7, the change time window can be approximatively identified as 160 and 320.
As the sampling window length is 30, the sampling time of the utility harmonic impedance changes
is approximatively to 4800 and 9600, which is consistent with the settings of change times. Thus,
the harmonic data are divided into three segments (1–4800), (4801–9600) and (9601–14,400). Then,
the piecewise bound constrained optimization model, the three algorithms and the weighted
summation are also utilized to compute the total harmonic responsibility for the two cases. The setting
of parameters for the three algorithms, as well as the initial values and the boundary constraints
have been described previously. Tables 7 and 8 present the theoretical values and calculated values
of the harmonic responsibilities obtained by the three algorithms for Case 1 and Case 2, as well as
the corresponding means and variances of the relative error between the calculated value and the
theoretical values.

Table 7. The harmonic responsibilities and error statistics (Case 1).

Segment
No.

Algorithm

Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 2

Theoretical
Value (%)

Calculated
Value (%)

The Mean
of the

Relative
Error

The Variance
of the

Relative
Error

Theoretical
Value (%)

Calculated
Value (%)

The Mean
of the

Relative
Error

The Variance
of the

Relative
Error

1
IP

29.84
30.78 3.12 × 10−2 2.03 × 10−4

55.51
55.71 7.09 × 10−3 2.85 × 10−5

SQP 30.77 3.11 × 10−2 2.04 × 10−4 55.70 7.06 × 10−3 2.83 × 10−5

AS 33.48 1.22 × 10−1 1.02 × 10−4 66.50 1.98 × 10−1 2.95 × 10−5

2
IP

29.86
30.12 8.77 × 10−3 2.44 × 10−6

55.52
56.19 1.21 × 10−2 2.51 × 10−6

SQP 29.95 3.17 × 10−3 2.48 × 10−6 55.87 6.43 × 10−3 2.64 × 10−6

AS 30.31 1.53 × 10−1 2.26 × 10−6 56.55 1.86 × 10−2 2.27 × 10−6

3
IP

29.83
30.26 1.43 × 10−2 2.99 × 10−6

55.53
55.17 6.42 × 10−3 2.87 × 10−6

SQP 30.24 1.36 × 10−2 3.02 × 10−6 55.13 7.12 × 10−3 2.90 × 10−6

AS 30.24 1.36 × 10−2 3.02 × 10−6 55.13 7.12 × 10−3 2.90 × 10−6

Total
IP

29.84
30.38 1.81 × 10−2 1.61 × 10−4

55.52
55.69 8.53 × 10−3 1.77 × 10−5

SQP 30.32 1.59 × 10−2 2.02 × 10−4 55.57 6.87 × 10−3 1.14 × 10−5

AS 31.34 5.02 × 10−2 2.59 × 10−3 59.39 7.45 × 10−2 7.63 × 10−3
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Table 8. The harmonic responsibilities and error statistics (Case 2).

Segment
No.

Algorithm

Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 2

Theoretical
Value (%)

Calculated
Value (%)

The Mean
of the

Relative
Error

The Variance
of the

Relative
Error

Theoretical
Value (%)

Calculated
Value (%)

The Mean
of the

Relative
Error

The Variance
of the

Relative
Error

1
IP

29.822026
30.082117 1.13 × 10−2 7.12 × 10−5

55.184464
55.330464 6.04 × 10−3 3.65 × 10−5

SQP 30.081910 1.12 × 10−2 7.11 × 10−5 55.330081 6.04 × 10−3 3.65 × 10−5

AS 30.081926 1.12 × 10−2 7.11 × 10−5 55.330075 6.04 × 10−3 3.65 × 10−5

2
IP

29.792924
32.418823 8.72 × 10−2 1.20 × 10−4

55.226745
59.116948 7.40 × 10−3 5.48 × 10−5

SQP 32.418871 8.72 × 10−2 1.20 × 10−4 59.117040 7.40 × 10−3 5.48 × 10−5

AS 32.418872 8.72 × 10−2 1.20 × 10−4 59.117016 7.40 × 10−3 5.48 × 10−5

3
IP

29.828965
30.810225 3.32 × 10−2 4.03 × 10−5

55.172325
57.453403 6.40 × 10−3 4.10 × 10−5

SQP 30.814266 3.34 × 10−2 4.03 × 10−5 57.460951 6.40 × 10−3 4.09 × 10−5

AS 30.814327 3.34 × 10−2 4.03 × 10−5 57.461059 6.40 × 10−3 4.09 × 10−5

Total
IP

29.814638
31.103722 4.39 × 10−2 1.09 × 10−3

55.194512
57.300272 3.98 × 10−2 7.03 × 10−4

SQP 31.105015 4.39 × 10−2 1.09 × 10−3 57.302691 3.98 × 10−2 7.03 × 10−4

AS 31.105042 4.39 × 10−2 1.09 × 10−3 57.302717 3.98 × 10−2 7.03 × 10−4

For the segment 1 of Case 1, the convergence curves of the three algorithms are shown in Figure 8.
It can be observed that the minimum objective function values obtained by IP and SQP algorithms are
approximately 173, while the minimum objective function value obtained by AS algorithm is around
184. Compared to IP and SQP, the calculation error of AS algorithm is slightly larger due to the fact it
is subject to the premature convergence.
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Figure 8. The convergence curves of the three algorithms.

For the segment 1 of Case 2, the harmonic responsibilities for each sample point of harmonic
load 1 obtained by the three algorithms are shown in Figure 9, where Figure 9a shows the results of all
the 4800 sampling points, and Figure 9b shows the results of the first 480 sampling points. In order to
compare with the conventional regression analysis methods, the harmonic responsibilities obtained
by the least square method [12] and the robust least square method [24] are also shown in Figure 9.
As shown in Figure 9, the computational accuracy of the proposed method is superior to that of least
square method and robust least square method.
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(a) 

(b) 

Figure 9. The harmonic responsibilities for each sample point of harmonic load 1: (a) The results of all
the 4800 sampling points; (b) The results of the first 480 sampling points.
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The results above illustrate that the proposed approach can get accurate and stable assessment
results as the means and variances of the relative error are small. In addition, the calculated values
obtained by the three algorithms in Case 2 are similar and close to the theoretical values, which indicate
that the impacts of harmonic data fluctuation are insignificant to the three algorithms. In accordance
with the test results, the IP and the SQP algorithm are recommended with the priority.

7. Conclusions

In existence of the utility harmonic impedance variations, the harmonic responsibility cannot
be calculated directly using the linear regression method. Thus, this article proposes a technique for
harmonic responsibility assessment by combining wavelet packet transform with piecewise bound
constrained optimization approach on the condition of utility harmonic impedance changes. The first
contribution lies in the determination of change times of the utility harmonic impedance by the
wavelet packet transform, which aims to accurately segment the measured harmonic data according
to different utility harmonic impedances. Secondly, the piecewise bound constrained optimization
model is established to evaluate the harmonic responsibility of each data segment, which can provide
accurate assessment results. Furthermore, the interior point, the sequential quadratic programming
and the active set algorithms are utilized to solve this optimization model. Based on the results, the
interior point and the sequential quadratic programming can deliver better performance compared
with the active set. In the simulation process, the time variation characteristics of the harmonics have
been considered. The proposed method has good robustness against the harmonic data fluctuation.
Except for the measurement data of harmonic voltage and current, no additional data is required by
the proposed method. The future works may focus on the adaptive modeling method for the piecewise
bound constrained optimization model, which can conveniently calculate the harmonic responsibility
of multiple harmonic loads.
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Appendix A. The Introduction of IEEE 13-Bus Distribution System

The IEEE 13-bus system is a medium-sized industrial plant, which is extracted from a typical
test system in the IEEE Color Book series. The system has been employed as a benchmark system to
develop novel harmonic analysis approaches. The system is fed from a utility supply at 69 kV and
the local distribution system operates at 13.8 kV. Because of the balanced nature of the test system,
only the data of positive sequence is given. Capacitance of all cables and the short overhead lines are
ignored. In addition, frequency dependence of model resistance and transformer magnetizing branch
effects is ignored. The main parameters of the IEEE 13-bus distribution system are listed in Table A1.
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Table A1. The main parameters of IEEE 13-bus distribution system.

Bus No.
Load Bus No. Line Impedance Transformer Impedance

P (p.u.) Q (p.u.) From To RL (p.u.) XL (p.u.) RT (p.u.) XT (p.u.)

1 0.0000 0.0000 3 4 0.00122 0.00243 0.00000 0.00000
2 0.0000 0.0000 1 2 0.00139 0.00296 0.00000 0.00000
3 0.2240 0.2000 3 6 0.00075 0.00063 0.00000 0.00000
4 0.0000 0.0000 3 9 0.00157 0.00131 0.00000 0.00000
5 0.0600 0.0530 3 12 0.00109 0.00091 0.00000 0.00000
6 0.0000 0.0000 2 3 0.00000 0.00000 0.00313 0.05324
7 0.5150 0.8290 4 5 0.00000 0.00000 0.06395 0.37796
8 0.1310 0.1130 6 7 0.00000 0.00000 0.05918 0.35510
9 0.0000 0.0000 6 8 0.00000 0.00000 0.04314 0.34514
10 0.0810 0.0800 9 10 0.00000 0.00000 0.05829 0.37887
11 0.0370 0.0330 12 11 0.00000 0.00000 0.05575 0.36240
12 0.0000 0.0000 12 13 0.00000 0.00000 0.01218 0.14616
13 0.2800 0.2500
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Abstract: Modular multilevel converters (MMCs) have become one of the most attractive topologies
for high-voltage and high-power applications. A double-carrier phase disposition pulse width
modulation (DCPDPWM) method for MMCs is proposed in this paper. Only double triangular
carriers with displacement angle are needed for DCPDPWM, one carrier for the upper arm and the
other for the lower arm. Then, the theoretical analysis of DCPDPWM for MMCs is presented by
using a double Fourier integral analysis method, and the Fourier series expression of phase voltage,
line-to-line voltage and circulating current are deduced. Moreover, the impact of carrier displacement
angle between the upper and lower arm on harmonic characteristics is revealed, and further the
optimum displacement angles are specified for the circulating current harmonics cancellation scheme
and output voltage harmonics minimization scheme. Finally, the proposed method and theoretical
analysis are verified by simulation and experimental results.

Keywords: modular multilevel converter; double-carrier phase-disposition pulse width modulation;
double Fourier integral analysis; harmonic characteristic; carrier displacement angle

1. Introduction

Nowadays, modular multilevel converters (MMCs) have become one of the most attractive
multilevel converter topologies available for high-voltage and high-power applications such
as voltage-sourced converter high-voltage direct current (VSC-HVDC) transmission [1–6], static
synchronous compensators (STATCOMs) [7], unified power flow controllers (UPFCs) [8], active power
filters (APFs) [9], medium voltage motor drives [10], integration of renewable energy sources into
the electrical grid [11–13] and battery energy storage systems [14,15]. Compared to other multilevel
converter topologies, the salient features of MMC include: high degree of modularity, high efficiency,
superior harmonic performance, high reliability and absence of dc-link capacitors [5].

Many academic papers have focused on modeling [16–19], control [20–24], and modulation
techniques [25–41] for MMCs. The multilevel converter pulse width modulation technique is one
of the key technologies for MMCs as it affects the harmonic characteristics, voltage balancing and
system efficiency. Various pulse width modulation techniques have been applied for MMCs, and
each technique has advantages and drawbacks [25,26]. The selective harmonic elimination-pulse
width modulation (SHE-PWM) method can provide good harmonic features with low switching
frequency of sub-modules (SMs). However, the calculation of angles increases significantly as the
number of output voltage levels increases [27–29]. The space vector modulation (SVM) method can
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provide more flexibility to optimize switching waveforms. However, when the number of voltage
levels increases, the complexity of the algorithm for SVM grows exponentially [4]. In [30], a simplified
SVM scheme was proposed for MMCs, which reduces the computation demands and can be used
for any level MMC. The main advantage of the nearest level modulation (NLM) method is its simple
implementation. However, the NLM method generates poor quality waveforms with small numbers
of SMs [31,32]. The application scope of NLM is extended by introducing one SM operating in the
PWM mode [33,34]. The phase-shifted carrier pulse-width modulation (PSCPWM) method achieves
even power distribution among the SMs [35,36]. However, dedicated capacitor voltage balancing
controllers for each SM are mandatory, which reduces the harmonic performance of the output
voltage. Compared with PSCPWM, the phase-disposition pulse width modulation (PDPWM) method
has superior harmonic characteristics by placing significant harmonic energy into the first carrier
component in the phase voltage and relying upon the elimination of this component when the
line-to-line voltages are created [25]. The main drawback of the PDPWM is the uneven loss distribution
among the SMs, which can be solved by the voltage balancing method based on sorting [37–40]. In [41],
an improved PDPWM method using a single carrier was proposed for MMCs, which reduces the
control hardware requirement. However, the upper arm and lower arm use the same carrier, and the
impact of the carrier displacement angle between the upper arm carrier and the lower arm carrier
on the harmonic characteristics has not been considered. The circulating current and output voltage
for MMCs are determined by the interactions between the upper arm voltage and the lower arm
voltage [42]. Therefore, the carrier for the lower arm and the carrier for the upper arm need to be
analyzed separately with an interleaved displacement angle. The displacement angle will influence
the high-frequency interactions between the upper arm and lower arm, and further affect the harmonic
characteristics of MMCs [43].

A double-carrier phase-disposition pulse width modulation (DCPDPWM) method for MMC
is proposed in this paper. Only double triangular carriers with displacement angle are needed for
DCPDPWM, one carrier for the upper arm and the other for the lower arm. The theoretical analysis
of DCPDPWM for MMC is presented based on double Fourier integral analysis method, and the
Fourier series expression of phase voltage, line-to-line voltage and circulating current are deduced.
Moreover, the impact of carrier displacement angle between the upper and lower arms on harmonic
characteristics is revealed, and the optimum displacement angles are specified for the circulating
current harmonics cancellation scheme and output voltage harmonics minimization scheme.

The paper is organized as follows: Section 2 introduces the topology and mathematical model
of MMC. Section 3 proposes the DCPDPWM method for MMC. Section 4 presents the theoretical
analysis of DCPDPWM for MMC by using double Fourier integral analysis method, and the optimum
displacement angles are specified for the circulating current harmonics cancellation scheme and output
voltage harmonics minimization scheme. Sections 5 and 6 show the simulation and experimental
results, respectively. The conclusions are summarized in Section 7.

2. Topology and Mathematical Model of MMC

The schematic diagram of a three phase MMC is shown in Figure 1. The MMC comprises upper
and lower arms per phase-leg. Each arm consists of N series-connected, nominally identical SMs and a
series buffer inductor. The buffer inductors for the upper and lower arms can be chosen as coupled or
separate ones. The coupled inductor is adopted in this paper as it has lighter weight and smaller size
than two separate inductors [34,35]. The power loss of SMs and the resistances of the inductors are
ignored. Based on Kirchhoff’s voltage law, the following equations can be obtained:

Lp
dipj

dt
+ Mu

dinj

dt
=

Udc
2

− upj − uj (1)

Ln
dinj

dt
+ Mu

dipj

dt
=

Udc
2

− unj + uj (2)
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where Udc is the dc-link voltage. uj denotes the output voltage phase-j (j = a, b, c). upj and unj are the
output voltage of the upper and the lower arms, respectively. ipj and inj refer to the current of the upper
arm and the lower arm, respectively. Lp and Ln are the self-inductances of the coupling inductance for
the upper and lower arms, respectively. Mu is the mutual inductance, assuming the two inductors are
closely coupled and the leakage inductance can be ignored (i.e., Lp = Ln = Mu = L).
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Figure 1. Schematic diagram of three phase modular multilevel converter (MMC). SM: sub-module.

According to Kirchhoff’s current law, the upper and lower arm current of phase-j can be
expressed as:

ipj = icj +
ij

2
(3)

inj = icj −
ij

2
(4)

where ij and icj are the output current and circulating current of phase-j, respectively.
Combining (1)–(4), the output voltage and circulating current of phase-j can be derived as:

uj =
1
2
(
unj − upj

)
(5)

icj =
1
2
(
ipj + inj

)
(6)

Combining (1), (2) with (6), the following equation can be obtained as:

4L
dicj

dt
= Udc − upj − unj (7)

According to (7), the circulating current of phase-j can be calculated as:

icj = Icj +

t∫
0

Udc − upj − unj

4L
dt (8)

where Icj is the dc component of circulation current icj.
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3. Implementation of Double-Carrier Phase Disposition Pulse Width Modulation for MMCs

The principle of DCPDPWM for MMCs is shown in Figure 2, where N is the number of SMs for
each arm (e.g., N = 10). Only two carriers with displacement angle are needed for DCPDPWM, one
carrier for the upper arm and the other for lower arm. Where θ is defined as the displacement angle
between the upper arm carrier and lower arm carrier, and the range of θ can be obtained as [0, 2π).
Note that the displacement angle θ between upper arm carrier and lower arm carrier has a significant
impact on the harmonic characteristics of MMC, which will be analyzed in Section 4.

pj caru ,

pj remu ,

,intnjN

pju ,mod

pjN ,int

nj caru ,

nj remu ,

,nj pwmN

,pj pwmN

,nj dcmN

,pj dcmN

nju ,mod

Figure 2. Principle of double-carrier phase-disposition pulse width modulation (DCPDPWM) for
MMCs: (a) integer portion of the upper arm modulation signal; (b) integer portion of the lower arm
modulation signal; (c) modulation of the remainder for the upper arm; (d) modulation of the remainder
for the lower arm; (e) pulse width modulation (PWM) signal of the upper arm; (f) PWM signal of the
lower arm; (g) number of on-state SMs for the upper arm; and (h) number of on-state SMs for the
lower arm.
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The reference voltages of the upper and lower arm for phase-j can be expressed as:

upj,re f =
Udc

2
[
1 + M cos

(
ωot + π + φj

)]
(9)

unj,re f =
Udc

2
[
1 + M cos

(
ωot + φj

)]
(10)

where M (0 < M ≤ 1) denotes the modulation index. ωo is the angular frequency of output voltage. φj
is the phase angle of phase-j (φa = 0, φb = –2π/3, φc = 2π/3).

The modulation signals of the upper and lower arms for phase-j can be obtained as:

upj,mod =
upj,re f

UC
=

N
2
[
1 + M cos

(
ωot + π + φj

)]
(11)

unj,mod =
unj,re f

UC
=

N
2
[
1 + M cos

(
ωot + φj

)]
(12)

where UC is the capacitor rated voltage of SMs. Given that UC = Udc/N. The range of modulation
signals are [−N/2, N/2].

As shown in Figure 2a,b, the integer portion of upper arm and low arm modulation signals can
be calculated as:

Npj,int = f loor
(upj,re f

UC

)
(13)

Nnj,int = f loor
(unj,re f

UC

)
(14)

In which the function floor(x) obtains the largest integer that is less than or equal to x. Npj,int, Nnj,int
are the integer portion of modulation signals, respectively.

As shown in Figure 2c,d, the remainder of reference voltage for upper and lower arms can be
derived as:

upj,rem = upj,re f − UC × Npj,int (15)

unj,rem = unj,re f − UC × Nnj,int (16)

where upj,rem and unj,rem are the remainder of reference voltage for upper arm and lower
arm, respectively.

The expressions of upper and the lower arms carriers can be obtained as:

upj,car =

{
UC
π (ωct − θ − 2kπ) , 2kπ ≤ ωct − θ < 2kπ + π

−UC
π (ωct − θ − 2kπ − 2π) , 2kπ + π ≤ ωct − θ < 2kπ + 2π

(17)

unj,car =

{
UC
π (ωct − 2kπ) , 2kπ ≤ ωct < 2kπ + π

−UC
π (ωct − 2kπ − 2π) , 2kπ + π ≤ ωct < 2kπ + 2π

(18)

where upj,car and unj,car are the carriers of upper and lower arms, respectively. k is the number of carrier
period (k ∈ [0, 1, ..., n]). ωc is the angular frequency of triangular carrier.

As shown in Figure 2e,f, the PWM signals of upper and lower arms can be obtained by comparing
the remainders with the carriers of upper and lower arms, respectively. The PWM signals of upper
and lower arms can be calculated as:

Npj,pwm =

{
1, upj,rem > upj,car
0, upj,rem ≤ upj,car

(19)

Nnj,pwm =

{
1, unj,rem > unj,car
0, unj,rem ≤ unj,car

(20)

93



Energies 2017, 10, 581

As shown in Figure 2g,h, the number of on-state SMs for each arm can be obtained by adding the
integer portion and corresponding PWM portion. The number of on-state SMs for upper and lower
arms can be obtained as:

Npj,dcm = Npj,int + Npj,pwm (21)

Nnj,dcm = Nnj,int + Nnj,pwm (22)

where Npj,dcm, Nnj,dcm are the number of on-state SMs for upper and lower arms, respectively.
The block diagram of double-carrier phase-disposition pulse width modulation with a capacitor

voltage balancing algorithm is shown in Figure 3. Firstly, the number of on-state SMs for each arm is
obtained through the DCPDPWM. Then, the selection of the SMs is performed based on the reducing
switching frequency (RSF) voltage balancing algorithm [44], which can achieve capacitor voltage
balancing of SMs and reduce the average device switching frequency. upj[i] (i = 1, 2, . . . , N) and unj[i]
are the capacitor voltages of SMs for the upper and lower arms, respectively.

1−
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U

Figure 3. Block diagram of double-carrier phase-disposition pulse width modulation for MMCs.

As the circulating current control can influence several performance features of MMCs such as
suppressing the low frequency circulating current, increasing the switching frequency, reducing the
capacitor voltage ripple and so on, for simplicity, it is assumed that the circulating current control
method is not applied in the block diagram as shown in Figure 3. Note that this assumption is
reasonable as the circulating currents flowing through the three phase legs of the MMC caused by the
voltage differences among the dc-link voltage and three phase legs, which will not affect the output
voltages and currents [5,22]. Moreover, this paper mainly focuses on the high frequency (switching
frequency) circulating current caused by DCPDPWM method for MMCs, whereas the circulating
current control method focuses on low frequency circulating currents (mainly second-order harmonic
currents), which can be suppressed by adding a circulating current control method [36,43]. Thus
the circulating current control method affects significantly the low frequency harmonic circulating
current and has a relatively small influence on switching frequency circulating current. The switching
frequency harmonics caused by circulating current control method can be suppressed by selecting the
arm inductance properly [24].

4. Theoretical Analysis of DCPDPWM Method for MMCs

The double Fourier integral analysis method is the most well-known analytical method for
determining the harmonic components of a PWM method [45]. In this section, the theoretical
analysis of DCPDPWM for MMCs is presented using the double Fourier integral analysis method.
The Fourier series expression of phase voltage, line-to-line voltage and circulating current are deduced.
Moreover, the influence of carrier displacement angle between upper and lower arms on the harmonic
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characteristics is revealed, and the optimum displacement angles are specified for the circulating
current harmonics cancellation scheme and output voltage harmonics minimization scheme.

4.1. Influence of the Carrier Displacement Angle on Harmonic Characteristic of Output Voltage and Circulating
Current for MMC

Note that the following harmonics analysis focuses on the switching harmonics produced by
DCPDPWM, while the low-frequency harmonics (e.g., second-order harmonic for circulating current)
caused by the energy oscillation between the upper arm and lower arm are not included.

Assuming N is even, and the range of modulation index M can be obtained as [0, 1]. For simplicity,
it is assumed that the capacitance of each submodule is large enough and all the capacitor voltages
of SMs are naturally balanced (i.e., UC = Udc/N), so that the capacitor voltage ripple can be ignored.
Note that this assumption is reasonable as the capacitor voltage ripple is generally a relatively small
portion comparing with the reference voltages of upper and lower arms [36,43].

The analytical technique for determining the spectral components of multilevel PWM method
proposed in [46,47] is applied for DCPDPWM. The phase voltage can be derived as follows (see
Appendix A):

uj =
MUdc

2 cos
(
ωot + φj

)
+ 8Udc

Nπ2

∞
∑

m=0

C0
2m+1 sin

[
(2m+1)θ

2

]
cos

[
(2m + 1)ωct + (2m+1)θ

2 − π
2

]
+ 4Udc

Nπ2

∞
∑

m=0

∞
∑

n = −∞
(n �= 0)

C1
2m+1 sin

[
(2m+1)θ

2

]
cos

[
(2m + 1)ωct + 2n

(
ωot + φj

)
+ (2m+1)θ

2 − π
2

]

+ 2Udc
Nπ

∞
∑

m=1

∞
∑

n=−∞

C2
2m cos(mθ)× cos

[
2mωct + (2n − 1)

(
ωot + φj

)
+ mθ

]
(23)

where m denotes the carrier index variable and n refers to the baseband index variable.
The line-to-line voltage can be calculated as:

uab = ua − ub =
√

3MUdc
2 cos

(
ωot + π

6
)

+ 8Udc
Nπ2

∞
∑

m=0

∞
∑

n = −∞
(n �= 0)

C1
2m+1 sin

( 2nπ
3
)

sin
[
(2m+1)θ

2

]
cos

[
(2m + 1)ωct + 2n

(
ωot − π

3
)
+ (2m+1)θ

2

]

+ 4Udc
Nπ

∞
∑

m=1

∞
∑

n=−∞

C2
2m sin

[
(2n−1)π

3

]
cos(mθ)× cos

[
2mωct + (2n − 1)

(
ωot − π

3
)
+ mθ + π

2
]

(24)

Substituting (23) and (24) into (7), the circulating current can be obtained as:

icj =
Idc
3 + 4Udc

NLπ2ωc

∞
∑

m=0

C0
(2m+1)2 cos

[
(2m+1)θ

2

]
× cos

[
(2m + 1)ωct + (2m+1)θ

2 + π
2

]
+ 2Udc

NLπ2

∞
∑

m=0

∞
∑

n = −∞
(n �= 0)

C1
(2m+1)((2m+1)ωc+2nωo)

cos
[
(2m+1)θ

2

]

× cos
[
(2m + 1)ωct + 2n

(
ωot + φj

)
+ (2m+1)θ

2 + π
2

]
+ Udc

NLπ

∞
∑

m=1

∞
∑

n=−∞

C2
2m(2mωc+(2n−1)ωo)

sin(mθ)× cos
[
2mωct + (2n − 1)

(
ωot + φj

)
+ mθ + π

2
]

(25)

The magnitudes of carrier harmonic components and associated sideband harmonic components
for the phase voltage, line-to-line voltage, circulating current can be expressed as follows:

Uj,m,n =

⎧⎪⎪⎨⎪⎪⎩
Pm,n ×

∣∣∣sin (2m+1)θ
2

∣∣∣, i f ωj = (2m + 1)ωc, 2m + 1 ∈ {1, 3, . . .}
Pm,n ×

∣∣∣sin (2m+1)θ
2

∣∣∣, i f ωj = (2m + 1)ωc + 2nωo, 2m + 1 ∈ {1, 3, . . .}, 2n ∈ {−∞, . . . ,−2, 2, . . . , ∞}
Pm,n × |cos mθ|, i f ωj = 2mωc + (2n − 1)ωo, 2m ∈ {2, 4, . . .}, 2n − 1 ∈ {−∞, . . . ,−1, 1, . . . , ∞}

(26)

95



Energies 2017, 10, 581

Ull,m,n =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0, i f ωll = (2m + 1)ωc, 2m + 1 ∈ {1, 3, . . .}
2Pm,n ×

∣∣∣sin (2m+1)θ
2

∣∣∣, i f ωll = (2m + 1)ωc + 2nωo, 2m + 1 ∈ {1, 3, . . .}, 2n /∈ {0, 3, 6, . . .}
0, i f ωll = (2m + 1)ωc + 2nωo, 2m + 1 ∈ {1, 3, . . .}, 2n ∈ {3, 6, . . .}
2Pm,n × |cos mθ|, i f ωll = 2mωc + (2n − 1)ωo, 2m ∈ {2, 4, . . .}, 2n − 1 /∈ {0, 3, 6, . . .}
0, i f ωll = 2mωc + (2n − 1)ωo, 2m ∈ {2, 4, . . .}, 2n − 1 ∈ {0, 3, 6, . . .}

(27)

Icj,m,n =

⎧⎪⎪⎨⎪⎪⎩
Qm,n ×

∣∣∣cos (2m+1)θ
2

∣∣∣, i f ωcj = (2m + 1)ωc, 2m + 1 ∈ {1, 3, . . .}
Qm,n ×

∣∣∣cos (2m+1)θ
2

∣∣∣, i f ωcj = (2m + 1)ωc + 2nωo, 2m + 1 ∈ {1, 3, . . .}, 2n ∈ {−∞, · · · ,−2, 2, . . . , ∞}
Qm,n × |sin mθ|, i f ωcj = 2mωc + (2n − 1)ωo, 2m ∈ {2, 4, . . .}, 2n − 1 ∈ {−∞, . . . ,−1, 1, . . . , ∞}

(28)

where:

Pm,n =

⎧⎪⎪⎨⎪⎪⎩
8Udc

(2m+1)Nπ2 |C0|, i f ωj = (2m + 1)ωc, 2m + 1 ∈ {1, 3, . . .}
4Udc

(2m+1)Nπ2 |C1|, i f ωj = (2m + 1)ωc + 2nωo, 2m + 1 ∈ {1, 3, . . .}, 2n ∈ {−∞, · · · ,−2, 2, . . . , ∞}
Udc

mNπ |C2|, i f ωj = 2mωc + (2n − 1)ωo, 2m ∈ {2, 4, . . .}, 2n − 1 ∈ {−∞, . . . ,−1, 1, . . . , ∞}
(29)

Qm,n =

⎧⎪⎪⎨⎪⎪⎩
Pm,n

2Lωc(2m+1) , i f ωcj = (2m + 1)ωc, 2m + 1 ∈ {1, 3, . . .}
Pm,n

2Lωc [(2m+1)ωc+2nωo ]
, i f ωcj = (2m + 1)ωc + 2nωo, 2m + 1 ∈ {1, 3, . . .}, 2n ∈ {−∞, . . . ,−2, 2, . . . , ∞}

Pm,n
2Lωc [2mωc+(2n−1)ωo ]

, i f ωcj = 2mωc + (2n − 1)ωo, 2m ∈ {2, 4, . . .}, 2n − 1 ∈ {−∞, . . . ,−1, 1, . . . , ∞}
(30)

where Uj,m,n, Ull,m,n and Icj,m,n are the magnitudes of carrier harmonic components and associated
sideband harmonic components for the phase voltage, line-to-line voltage and circulating current,
respectively. ωj, ωll, and ωcj are the angular frequency of phase voltage, line-to-line voltage and
circulating current, respectively.

As shown in Equations (23)–(30), the phase voltage consists of a fundamental component, odd
carrier harmonic components, even sideband harmonic components of odd carrier groups, and odd
sideband harmonic components of even carrier groups. The carrier harmonic components and triple
sideband harmonic components are cancelled in the line-to-line voltage. The circulating current
consists of dc component, odd carrier harmonic components, even sideband harmonic components of
odd carrier groups, and odd sideband harmonic components of even carrier groups.

It can be seen that the magnitudes of carrier harmonic components and associated sideband
harmonic components for the phase voltage, line-to-line voltage and the circulating current are the
function of displacement angle θ, respectively. Figure 4 shows the magnitudes of the harmonic
components for the phase voltage and circulating current with different displacement angles. Only
the first four harmonic groups (m ≤ 4) are studied here due to the limitations of the paper. Where
P1,2n, P2,2n-1, P3,2n, P4,2n-1 and Q1,2n, Q2,2n-1, Q3,2n, Q4,2n-1 are the maximums of the first four harmonic
groups for phase voltage and circulating current, respectively.

It is found that the changing tendency of the magnitudes for harmonic components in the phase
voltage and circulating current are opposite. When the magnitudes of harmonic components for phase
voltage and line-to-line voltage are at their minima, the magnitudes of the harmonic components for
the circulating current are maximum, and vice versa. Therefore, the displacement angle θ should be
specified according to the specific industry application. When the number of SMs for each arm is
large, such as in HVDC applications, superior harmonics characteristics of the output voltage can be
achieved, so reducing the harmonics of the circulating current is the main problem. On the other hand,
when the number of SMs for each arm is small, such as in STATCOM and motor drive applications,
reducing the harmonics of the output voltage is preferred.
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(a) (b) 

Figure 4. Magnitudes of the harmonic components for the phase voltage and circulating current
with different displacement angles: (a) magnitudes of harmonic components for phase voltage; and
(b) magnitudes of harmonic components circulating current.

4.2. Circulating Current Harmonics Cancellation Scheme for DCPDPWM Method

When displacement angle θ = π, the circulating current harmonics cancellation scheme for
DCPDPWM can be obtained. According to (23), the phase output voltage can be obtained as:

uj =
MUdc

2 cos
(
ωot + φj

)
+ 8Udc

Nπ2

∞
∑

m=0

C0
2m+1 cos[(2m + 1)ωct]

+ 4Udc
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∞
∑

m=0

∞
∑
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∞
∑

m=1

∞
∑
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C2
2m cos

[
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(
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)]
(31)

According to (24), the line-to-line voltage can be expressed as:

uab =
√

3MUdc
2 cos

(
ωot + π

6
)
+ 8Udc

Nπ2

∞
∑

m=0

∞
∑

n = −∞
(n �= 0)

C1
2m+1 sin

( 2nπ
3
)× cos

[
(2m + 1)ωct + 2n

(
ωot − π

3
)
+ π

2
]

+ 4Udc
Nπ

∞
∑

m=1

∞
∑

n=−∞

C2
2m sin

[
(2n−1)π

3

]
cos

[
2mωct + (2n − 1)

(
ωot − π

3
)
+ π

2
] (32)

According to (25), the circulating current can be derived as:

icj =
Idc
3

(33)

It can be seen that the magnitudes of the carrier harmonic components and associated sideband
harmonic components for the circulating current are zero, which means that the carrier harmonic
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components and associated sideband harmonic components of the circulating current caused by
DCPDPWM are completely cancelled out, leaving only the dc component. Therefore, the power loss
and arm current stress are decreased. However, the magnitudes of the carrier harmonic components
and sideband harmonic components for the phase voltage are at their maxima. The equivalent
switching frequency (frequency of the lowest harmonic group) is fdcm, where fdcm denotes the carrier
frequency of DCPDPWM.

4.3. Output Voltage Harmonics Minimization Scheme for the DCPDPWM Method

When carrier displacement angle θ = 0, the output voltage harmonics minimization scheme for
DCPDPWM can be obtained. According to (23), the phase output voltage can be derived as:

uj =
MUdc

2
cos

(
ωot + φj

)
+

2Udc
Nπ

∞

∑
m=1

∞

∑
n=−∞

C2

2m
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[
2mωct + (2n − 1)

(
ωot + φj

)]
(34)

According to (24), the line-to-line output voltage can be obtained as:

uab =
√

3MUdc
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ωot + π

6
)
+ 4Udc
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∞
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3

]
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3
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2
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(35)

According to (25), the circulating current can be derived as:

icj =
Idc
3 + 4Udc
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∞
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∞
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[
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2
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+ 2Udc
NLπ2

∞
∑

m=0

∞
∑

n = −∞
(n �= 0)

C1
(2m+1)((2m+1)ωc+2nωo)

× cos
[
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(
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)
+ π

2
]

(36)

It can be seen that the odd carrier harmonic components and the even sideband harmonic
components of odd carrier groups for phase voltage are completely cancelled, leaving only the odd
sideband harmonic components of even carrier groups. The equivalent switching frequency of phase
voltage increases to 2 × fdcm, which means that the better harmonic characteristics can be achieved for
phase voltage and current. However, the magnitudes of odd carrier harmonic components and even
sideband harmonic components of odd carrier groups for circulating current are maximized, which
increases the current stress upon the power semiconductor devices and decreases the MMC efficiency.

When the carrier displacement angle θ = 0, the carrier for the upper arm and carrier for the lower
arm are the same, which means that only a single carrier is needed. Therefore, single carrier PDPWM is
a special kind of DCPDPWM. Comparing Equations (34)–(36) with Equations (20), (34) and (21) in [43],
it is found that when the equivalent switching frequency is the same (i.e., fdcm = N × fpsc, fpsc is the
carrier frequency of PSCPWM), the phase voltage and line-to-line voltage of DCPDPWM have the same
harmonic characteristics as PSCPWM, whereas the harmonics of the circulating current for DCPDPWM
is different from PSCPWM. The harmonics of circulating current for DCPDPWM consist of odd carrier
harmonics and odd sideband harmonics of even carrier groups, while the circulating current harmonics
of the PSCPWM method comprise the sideband harmonic components of carrier groups.

5. Simulation Results

In order to verify the validity of the DCPDPWM method and the theoretical analysis in this
paper, a MMC-based three phase inverter with ten SMs per arm was developed using PSIM software.
The simulation parameters are listed in Table 1.

Comparison can be made between the proposed DCPDPWM method and PSCPWM method
presented in [43] with circulating current harmonics cancellation scheme and output voltage harmonics
minimization scheme. Note that the carrier frequency of DCPDPWM fdcm = N × fpsc, so that the average
frequency of SMs for DCPDPWM method is basically equal to the PSCPWM method.
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Table 1. Parameters of the simulation.

Parameter Value

Number of SMs per arm N = 10
Frequency of reference voltage fo = 50 Hz

Buffer inductors Lp = Ln = Mu = 0.5 mH
Arm equivalent resistance 0.1 Ω

SMs capacitance C = 10 mF
DC-link voltage Udc = 10000 V

Modulation index M = 0.95
Carrier frequency of DCPDPWM fdcm = 4000 Hz

Carrier frequency of PSCPWM fpsc = 400 Hz
Load inductance Ld = 2 mH
Load resistance Rd = 80 Ω

5.1. Comparison between DCPDPWM and PSCPWM Methods with Circulating Current Harmonics
Cancellation Scheme

The comparison of simulation waveforms and harmonic spectra between the DCPDPWM and
PSCPWM for MMC with circulating current harmonics cancellation scheme are shown in Figures 5
and 6, respectively. As shown in these figures, the voltage levels of phase voltage for both the
PSCPWM and DCPDPWM methods are eleven. The equivalent switching frequency of phase voltage
for PSCPWM method is the same with DCPDPWM method (i.e., fequ = fdcm = N × fpsc = 4000 Hz).

It can be seen that the most significant harmonic for DCPDPWM is the first carrier harmonic
component, which can be cancelled in the line-to-line voltage. The triplen sideband harmonics in
the phase voltage for DCPDPWM are also cancelled in the line-to-line voltage. However, only the
triplen sideband harmonic components of the phase voltage are eliminated in the line-to-line voltage
for PSCPWM. The magnitudes of the sideband harmonic components of line-to-line voltage and phase
current for DCPDPWM method are lower than for PSCPWM, which means that the DCPDPWM can
achieve better harmonic performance than PSCPWM.

Moreover, it is found that the carrier harmonic components and associated sideband harmonic
components of circulating current caused by DCPDPWM are completely cancelled, whereas the
sideband harmonic components of circulating current caused by PSCPWM are also completely
cancelled, leaving only dc components and low frequency harmonics (mainly second-order harmonics).
Therefore, the circulating current harmonics for the PSCPWM method are similar to those of the
DCPDPWM method with the circulating current harmonics cancellation scheme. Note that the low
frequency harmonic components can be reduced by the circulating current control method. In order to
ensure that the harmonic characteristics are only affected by the modulation method, the circulating
current control method is not included in this paper. It can be concluded that the simulation results are
completely consistent with the theoretical analysis with the circulating current cancellation scheme for
the DCPDPWM method.

Note that only transitions caused by DCPDPWM and PSCPWM methods are considered in the
following analysis when the circulating current control method is not applied for MMC. However,
when the circulating current control method is applied for MMC, the transitions will be increased.

Comparison of the simulation results between the DCPDPWM and PSCPWM methods with
circulating harmonics cancellation scheme are shown in Table 2. It can be seen that the total switching
number per arm in 1 power grid period for PSCPWM and DCPDPWM are 80 and 79, respectively.
The total harmonic distortion (THD) of line-to-line voltage and phase current for DCPDPWM are
6.89% and 3.91%, respectively. The THD of line-to-line voltage and phase current for PSCPWM are
9.77% and 7.01%, respectively. It is found that when the total switching frequency is basically the
same, the DCPDPWM has better harmonic characteristics than PSCPWM with the circulating current
harmonics cancellation scheme.
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Figure 7 shows the THD of line-to-line voltage for DCPDPWM and PSCPWM for different
modulation indexes with the circulating current harmonics cancellation scheme. It can be seen that
DCPDPWM method has better line-to-line harmonic characteristics than the PSCPWM method in the
whole modulation index region.

Table 2. Comparison of simulation results between DCPDPWM and PSCPWM methods with the
circulating current harmonics cancellation scheme. THD: total harmonic distortion.

Modulation Methods DCPDPWM PSCPWM

THD of line-to-line output voltage (%) 6.89 9.77
THD of phase current (%) 3.91 7.01

Total switching number per arm (1 power grid period) 79 80

(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

 

 

Figure 5. Comparison of simulation waveforms between DCPDPWM and phase-shifted carrier
pulse-width modulation (PSCPWM) methods with the circulating current harmonics cancellation
scheme: (a) phase voltage of DCPDPWM; (b) phase voltage of PSCPWM; (c) line-to-line voltage of
DCPDPWM; (d) line-to-line voltage of PSCPWM; (e) phase current of DCPDPWM; (f) phase current of
PSCPWM; (g) circulating current of PDPWM; and (h) circulating current of PSCPWM.
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Figure 6. Comparison of harmonic spectra between DCPDPWM and PSCPWM methods with the
circulating current harmonics cancellation scheme: (a) phase voltage of DCPDPWM; (b) phase
voltage of PSCPWM; (c) line-to-line voltage of DCPDPWM; (d) line-to-line voltage of PSCPWM;
(e) phase current of DCPDPWM; (f) phase current of PSCPWM; (g) circulating current of PDPWM; and
(h) circulating current of PSCPWM.

 

Figure 7. THD of line-to-line voltage for DCPDPWM and PSCPWM methods in different modulation
index with circulating current harmonics cancellation scheme.
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5.2. Comparison between DCPDPWM and PSCPWM Method with Output Voltage Harmonics
Minimization Scheme

The comparison of simulation waveforms and harmonic spectra between the DCPDPWM and
PSCPWM methods for MMC with output voltage harmonics minimization scheme are presented in
Figures 8 and 9, respectively.

It can be seen that the voltage levels of phase voltage for both the PSCPWM and DCPDPWM
methods rise to twenty-one. The equivalent switching frequency increases to fequ = 2fdcm = 2N
× fpsc = 8000 Hz. It is found that the odd carrier harmonic components, and even sideband
harmonic components of odd carrier groups in the phase voltage are completely eliminated in the
line-to-line voltage for DCPDPWM, leaving only the even sideband harmonics of odd carrier groups.
The sideband harmonic components of odd carrier groups in the phase voltage are cancelled for
PSCPWM, leaving also the even sideband harmonics of odd carrier groups. It is found that the phase
voltage, line-to-line voltage and phase current for PSCPWM and DCPDPWM methods have the same
harmonic performance.

(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 
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Figure 8. Comparison of simulation waveforms between the DCPDPWM and PSCPWM methods with
output voltage harmonics minimization scheme: (a) phase voltage of DCPDPWM; (b) phase voltage of
PSCPWM; (c) line-to-line voltage of DCPDPWM; (d) line-to-line voltage of PSCPWM; (e) phase current
of DCPDPWM; (f) phase current of PSCPWM; (g) circulating current of PDPWM; and (h) circulating
current of PSCPWM.
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Figure 9. Comparison of harmonic spectra between DCPDPWM and PSCPWM methods with output
voltage harmonics minimization scheme: (a) phase voltage of DCPDPWM; (b) phase voltage of
PSCPWM; (c) line-to-line voltage of DCPDPWM; (d) line-to-line voltage of PSCPWM; (e) phase current
of DCPDPWM; (f) phase current of PSCPWM; (g) circulating current of PDPWM; (h) circulating current
of PSCPWM.

It can be seen that the harmonics of circulating currents between DCPDPWM and PSCPWM
are different. The switching harmonics of circulating current for DCPDPWM includes odd carrier
harmonic components and odd sideband harmonic components of even carrier groups. The main
switching harmonics of DCPDWPM in the circulating current is the first carrier harmonic, while the
switching harmonics of circulating current for PSCPWM consist of the sideband harmonics of carrier
groups. It can be concluded that the simulation results completely agree with the theoretical analysis
when applying the output voltage harmonics minimization scheme for DCPDPWM method.

Comparison of simulation results between the DCPDPWM and PSCPWM methods with output
voltage harmonics minimization scheme are shown in Table 3. It can be seen that when the total
switching number per arm in 1 power grid period are basically the same, the THD of line-to-line output
voltage and phase current for both the DCPDPWM and PSCPWM are 4.78% and 2.44%, respectively.

Figure 10 shows the THD of line-to-line voltage for DCPDPWM and PSCPWM methods in
different modulation index with output voltage harmonics minimization scheme. It can be seen that
DCPDPWM method has the same line-to-line voltage harmonic characteristics with PSCPWM method
in the whole modulation index region.
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Table 3. Comparison of simulation results between DCPDPWM and PSCPWM method with the output
voltage harmonics minimization scheme.

Modulation Methods DCPDPWM PSCPWM

THD of line-to-line output voltage (%) 4.78 4.78
THD of phase current (%) 2.44 2.44

Total number of switching per arm (1 power grid period) 79 80

Figure 10. THD of line-to-line output voltage for DCPDPWM and PSCPWM methods in different
modulation index with output voltage harmonics minimization scheme.

6. Experimental Verification

In order to further verify the proposed method and theoretical analysis, a three-phase MMC
laboratory prototype was built. The parameters of the prototype are shown in Table 4. The dc-link
voltage is 400 V, and the number of SMs per arm is N = 4. A coupled inductor is adopted as the arm
inductor, and a resistance-inductor load is used.

Table 4. Parameters of Prototype.

Parameter Value

DC-link voltage Udc = 400 V
Number of SMs per arm N = 4

Frequency of reference voltage fo = 50 Hz
Arm inductor Lp = Ln = Mu = 1 mH

SMs capacitance C = 2.2 mF
Modulation index M = 0.9

Carrier frequency of DCPDPWM fdcm = 4000 Hz
Carrier frequency of PSCPWM fpsc = 1000 Hz

Load inductance Ld = 2 mH
Load resistance Rd = 20 Ω

Figures 11 and 12 show the experimental waveforms and harmonic spectra of DCPDPWM and
PSCPWM with circulating current harmonics cancellation scheme, respectively. It is found that the
switching harmonics of the circulating current are basically cancelled for DCPDPWM and PSCPWM
methods. It can be seen that voltage level number of phase voltage is five, and the equivalent
switching frequency of phase voltage for both the DCPDPWM and PSCPWM methods is 4000 Hz
(fequ = fdcm = N × fpsc). For the DCPDPWM method, the main harmonic component of phase voltage is
the first carrier harmonic component, which is eliminated in the line-to-line voltage. The harmonic
components magnitudes in the line-to-line voltage and phase current for DCPDPWM are lower than
PSCPWM with circulating current harmonics cancellation scheme.

From Figure 12, it can be seen that the THD of line-to-line voltage and phase current for
DCPDPWM are 18.70% and 4.55%, respectively. The THD of line-to-line voltage and phase current
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for PSCPWM are 30.30% and 9.89%, respectively. The experimental results show that DCPDPWM
has better harmonic characteristics than PSCPWM with the circulating current harmonics cancellation
scheme. It is found that the experimental results match well with the theoretical analysis and
simulation results.

Figures 13 and 14 present the experimental waveforms and harmonic spectra of DCPDPWM and
PSCPWM with output voltage harmonics minimization scheme, respectively. It can be seen that the
voltage level number of the phase voltage increases to nine for both the DCPDPWM and PSCPWM
methods, which means that the lower THD of phase voltage and line-to-line voltage can be achieved.
It is found that the harmonic components of the first carrier groups are basically cancelled in the
phase voltage, and the equivalent switching frequency of phase voltage for DCPDPWM and PSCPWM
methods rises to 8000 Hz (fequ = 2 fdcm = 2 × N × fpsc).

Figure 11. Experimental waveforms of DCPDPWM method and PSCPWM method with circulating
current harmonics cancellation scheme: (a) phase voltage and circulating current of DCPDPWM;
(b) phase voltage and circulating current of PSCPWM; (c) line-to-line voltage and phase current of
DCPDPWM; and (d) line-to-line voltage and phase current of PSCPWM.

 
(a) (b) 

(c) (d) 

Figure 12. Cont.
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(e) (f) 

 
(g) (h) 

Figure 12. Harmonic spectra of experimental waveforms for the DCPDPWM and PSCPWM methods
with circulating current harmonics cancellation scheme: (a) phase voltage of DCPDPWM; (b) phase
voltage of PSCPWM; (c) line-to-line voltage of DCPDPWM; (d) line-to-line voltage of PSCPWM;
(e) phase current of DCPDPWM; (f) phase current of PSCPWM; (g) circulating current of PDPWM; and
(h) circulating current of PSCPWM.

 
Figure 13. Experimental waveforms of DCPDPWM method and PSCPWM method with output voltage
harmonics minimization scheme: (a) phase voltage and circulating current of DCPDPWM; (b) phase
voltage and circulating current of PSCPWM; (c) line-to-line voltage and phase current of DCPDPWM;
(d) line-to-line voltage and phase current of PSCPWM.

Meanwhile, it can be seen that there are many switching harmonics in the circulating current,
which causes high switching ripples in the waveform of circulating current. The circulating current
harmonics for DCPDPWM are different with PSCPWM. The main switching harmonic component
in the circulating current of DCPDPWM is the first carrier harmonic component, while the switching
harmonics in the circulating current for PSCPWM are the sideband harmonic of the carrier groups.
From Figure 14, it can be seen that the THD of line-to-line voltage and phase current for DCPDPWM
are 13.27% and 2.93%, respectively. The THD of line-to-line voltage and phase current for PSCPWM
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are 13.34% and 2.98%, respectively. The experimental results show that DCPDPWM has the same
harmonic characteristics than PSCPWM with the output voltage harmonics minimization scheme.
The experimental results agree with the theoretical analysis and simulation results.
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Figure 14. Harmonic spectra of experimental results for DCPDPWM and PSCPWM methods with
output voltage harmonics minimization scheme: (a) phase voltage of DCPDPWM; (b) phase voltage of
PSCPWM; (c) line-to-line voltage of DCPDPWM; (d) line-to-line voltage of PSCPWM; (e) phase current
of DCPDPWM; (f) phase current of PSCPWM; (g) circulating current of PDPWM; and (h) circulating
current of PSCPWM.

7. Conclusions

This paper has proposed a DCPDPWM method for MMCs. Only double triangular carriers with
displacement angle are needed, one carrier for the lower arm, and the other carrier for the upper arm.
The theoretical analysis of DCPDPWM for MMCs is presented by using a double Fourier integral
analysis method. The Fourier series expression of phase voltage, line-to-line voltage and circulating
current are deduced, and further the influence of carrier displacement angle between the upper and
lower arms on the harmonic characteristics of the output voltage and circulating current is revealed.
Furthermore, the optimum displacement angles are specified for the circulating current harmonics
cancellation scheme and the output voltage harmonics minimization scheme. The proposed method
and theoretical analysis are verified by simulations and experimental results.

It can be concluded that when applying the circulating current harmonics cancellation scheme,
the carrier and associated sideband harmonics of the circulating current caused by DCPDPWM are
completely cancelled, leaving only the dc component and low frequency components, which is similar
to the circulating current harmonic characteristics for PSCPWM. The DCPDPWM method has better
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line-to-line voltage harmonic characteristics than the PSCPWM method with the same equivalent
switching frequency. When applying the output voltage harmonics minimization scheme, the odd
carrier harmonics and even sideband harmonics of odd carrier groups for phase voltage are eliminated,
and the phase voltage and line-to-line voltage of DCPDPWM have the same harmonic characteristics
as PSCPWM. However, the magnitudes of the odd carrier harmonics and odd sideband harmonics
of even carrier groups for circulating current are at a maximum. The harmonic circulating current
characteristics between the PSCPWM and DCPDPWM methods are different. The main harmonic
caused by DCPDWPM in the circulating current is the first carrier harmonic, while the circulating
current harmonics caused by PSCPWM consist of the carrier group sideband harmonics.

Acknowledgments: This work was supported by the National Natural Science Foundation of China (NSFC)
under Grant No. 51477045.

Author Contributions: All the authors conceived and designed the study. Fayun Zhou performed the simulation
and wrote the manuscript with guidance from An Luo and Yan Li. Fayun Zhou, Qianming Xu and Zhixing He
performed the experiment. An Luo, Yan Li, Qianming Xu, Zhixing He and Josep M. Guerrero reviewed the
manuscript and provided valuable suggestions.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

The lower arm voltage can be obtained as:

unj(t) =
Udc

2 + MUdc
2 cos

(
ωot + φj

)
+ 8Udc

Nπ2

∞
∑

m=0

C0
2m+1 cos[(2m + 1)ωct]

+ 4Udc
Nπ2

∞
∑

m=0

∞
∑

n = −∞
( n �= 0 )

C1
2m+1 cos

[
(2m + 1)ωct + 2n

(
ωot + φj

)]

+ 2Udc
Nπ

∞
∑

m=1

∞
∑

n=−∞

C2
2m cos

[
2mωct + (2n − 1)

(
ωot + φj

)]
(A1)

where m denotes the carrier index variable and n refers to the baseband index variable.
The coefficients C0, C1, C2 are as follow:

C0 =
∞
∑

k=0
cos(kπ)J2k+1

[
(2m+1)NπM

2

]
×
{

1
(2k+1)

[
sin
(
(2k + 1)π

2
)
+ 2

N
2 −1
∑

h=1
sin
(
(2k + 1) cos

(
2h

NM

)−1
)

cos(hπ)

]} (A2)

C1 =
∞
∑

k=0
cos(kπ)J2k+1

(
(2m+1)NπM

2

)

×

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1

2n−2k−1

[
sin
(
(2n − 2k − 1)π

2
)
+ 2

N
2 −1
∑

h=1
sin
(
(2n − 2k − 1) cos−1

(
2h

NM

))
cos(hπ)

]

+ 1
2n+2k+1

[
sin
[
(2n + 2k + 1)π

2
]
+ 2

N
2 −1
∑

h=1
sin
[
(2n + 2k + 1) cos−1

(
2h

NM

)]
cos(hπ)

]
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(A3)

C2 = J2n−1(mNπM) cos((n − 1)π) (A4)

where Jn(λ) represents the Bessel coefficient of order n and argument λ.
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The upper arm voltage can be derived as:

upj =
Udc

2 + MUdc
2 cos

(
ωot + π + φj

)
+ 8Udc

Nπ2

∞
∑

m=0

C0
2m+1 cos[(2m + 1)(ωct + θ)]

+ 4Udc
Nπ2

∞
∑

m=0

∞
∑

n = −∞
(n �= 0)

C1
2m+1 cos

[
(2m + 1)(ωct + θ) + 2n

(
ωot + π + φj

)]

+ 2Udc
Nπ

∞
∑

m=1

∞
∑

n=−∞

C2
2m cos

[
2m(ωct + θ) + (2n − 1)

(
ωot + π + φj

)]
(A5)

Substituting (A1) and (A5) into (8), the phase voltage can be derived as:

uj =
MUdc

2 cos
(
ωot + φj

)
+ 8Udc

Nπ2

∞
∑

m=0

C0
2m+1 sin

[
(2m+1)θ

2

]
cos

[
(2m + 1)ωct + (2m+1)θ

2 − π
2

]
+ 4Udc

Nπ2

∞
∑

m=0

∞
∑

n = −∞
(n �= 0)

C1
2m+1 sin

[
(2m+1)θ

2

]
cos

[
(2m + 1)ωct + 2n

(
ωot + φj

)
+ (2m+1)θ

2 − π
2

]

+ 2Udc
Nπ

∞
∑

m=1

∞
∑

n=−∞

C2
2m cos(mθ)× cos

[
2mωct + (2n − 1)

(
ωot + φj

)
+ mθ

]
(A6)
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Abstract: DC distributed systems are highly reliable and efficient means of delivering DC power
or adopting renewable energy resources. However, DC distributed systems are prone to instability
and dynamic performance degradation due to the negative incremental input impedance of DC-DC
converts. In this paper, we propose a generic method to eliminate the impact of the negative
input impedance on DC systems by shaping the source output impedance such that its bode-plot is
restricted in the area that is contained below the product of the source’s duty ratio and its characteristic
impedance. The performance deterioration originates whenever the output impedance of the source
exceeds, in magnitude, the input impedance of the load converter due to deficiency in stability
margins. Hence, confining the impedance in the proposed region helps decouple the interaction
between the converters and preserve their own dynamic performances. The proposed method was
proven by analytical analysis, time-based simulation, and practical experiments. All of their outcomes
were in agreement, proving the effectiveness of the proposed method in preserving the dynamic
performance of distributed systems.

Keywords: active damping; DC distributed systems; dynamic performance; impedance decoupling;
impedance overlap; minor loop gain; non-causal system; stability margins

1. Introduction

DC distributed power systems are a remarkable application of power electronics and include a
wide range of applications, such as in DC microgrids, motor drive systems, hybrid vehicles, aircrafts,
ships, submarines, and satellites [1,2]. Most such applications are size-limited, so they require highly
reliable power sources with high efficiency and power density based on DC distributed systems, to
fulfill their power requirement [3]. A typical distributed DC system consists of a DC-DC load converter
connected in series with a DC-DC source converter or an input filter, as illustrated in Figure 1 [4],
which is also referred to as a cascaded DC system [5]. Each converter in cascaded systems represents
a module that can be designed individually and then integrated with the rest of the components of
the system [6]. Thus, cascaded systems are modular, scalable, and capable of meeting various load
requirements, which adds to their attractiveness.
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Figure 1. A typical cascaded system configuration illustrating the source output impedance (Zo) and
the load input impedance (Zin).

Despite these appealing characteristics of cascaded DC systems, they are susceptible to dynamic
performance degradation and instability problems. These problems arise because the load converter
tightly regulates its output current or voltage, regardless of the voltage or current variations at the
DC bus [7–9]. As a consequence, the load converter supplies its load with constant power, so the load
converter acts as a power sink attached to the source [10,11]. The small-signal ac analysis of DC-DC
converters shows that they have negative input impedance within the bandwidth of their controllers.
Therefore, the source converter or the input filter sees the load converter as a negative impedance [12],
whereas they are designed to supply non-negative resistive loads [13].

The performance of cascaded systems was first investigated by R.D. Middlebrook in the 1970s.
He studied a cascaded system that consisted of a load converter with an input filter. His study
concluded that adding the input filter reduces the relative stability margins of the load converter.
If the output impedance magnitude (|Zo(s)|) of the filter exceeded the input impedance of the load
(|Zin(s)|), the system would become unstable [14]. On the other hand, Zo(s) represents the closed-loop
output impedance, if the source was a DC-DC converter. The ratio of the impedances is referred to as
the minor loop gain (Tm(s) = Zo(s)/Zin(s)), and plays an important role in stability analysis of the
overall system.

Several approaches and criteria have been proposed in the literature to ensure stability and proper
dynamic performance of cascaded systems. R.D. Middlebrook proposed a criterion that confines
the polar plot of Tm(s) within a circle with a radius of 1/GM in order to ensure stability without
degradation in the dynamic performance, where GM is the gain margin of Tm(s) [14]. The criterion
is artificially stringent [8]; it requires high capacitance at the DC bus to be fulfilled. Therefore,
other criteria such as gain margin phase margin (GMPM) [15], the opposing argument [16], Energy
Source Analysis Consortium (ESAC) [17], three-steps [18], and passivity-based [19] were introduced
to relax the conservativeness of the Middlebrook criterion, or to expand its approach to cover a load
system that consists of multiple load modules. All criteria are sufficient to ensure stability and/or
dynamic performance [20]. Applying the Nyquist criterion to Tm(s) is the only necessary and sufficient
condition to ensure both stability and dynamic performance, because all criteria presume that every
converter in the system is standalone stable except the three-steps criterion, which defines its minor
loop gain differently. Since every converter is standalone stable, the polar plot of Tm(s) must not
encircle (−1, j0)—in the complex plane— in order to ensure stability [21].

The Middlebrook, opposing argument, GMPM, and ESAC are design-oriented criteria [8].
They assume that the output impedance of the source converter is known; hence, the load system
must be designed accordingly [22]. This assumption limits the modularity feature of cascaded systems
because the dynamic performance would not be guaranteed for any other load converters. Thus,
passive damping methods were introduced to damp cascaded systems using bulky passive components
connected to the DC bus [7]. Nevertheless, they incur extra power loss, and increase both the system
size and weight. As a result, the efficiency, reliability, and power-density of the cascaded systems
are compromised.

In order to tackle the drawbacks of passive damping methods, active damping methods have
become a popular substitute. The system stability and/or dynamic performance are preserved by
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modifying the control loop of the source or the load converters. These methods do not typically
incur extra power losses; however, some of them reduce the power-density of cascaded systems,
such as the solution proposed in [23]. Several noticeable limitations or disadvantages are observed
in the proposed solutions in the literature, which can be classified into ensuring stability with poor
dynamics (i.e., long settling time) [24], limiting the controller application to a single converter topology
(e.g., buck converters) [25,26], and inability to handle multiple converter load systems [27–30].

In this paper, we propose an active damping method that preserves both the stability and dynamic
performance of cascaded systems. The approach is compatible with any minimum-phase DC-DC
converter configuration and with any linear feedback control scheme. It is based on shaping the output
impedance of the source converter such that its bode-plot is consistently less than the region below the
product of the source characteristic impedance and its duty ratio. In addition, a quantifiable approach
is proposed to shrink the impedance in that area in order to preserve the dynamic performance without
artificial conservativeness.

This paper discusses the dynamic performance of cascaded systems in Section 2. Then, the
proposed controller is demonstrated in Section 3. Section 4 illustrates the proposed reshaping method
of the source output impedance. Next, a prototype cascaded system is analytically discussed in
Section 5, and the analytical results are validated by simulations and experiments in Section 6. Finally,
Section 7 sums up the main conclusions and outcomes.

2. Analysis of Cascaded System Dynamics

2.1. Dynamic Performance

The impact of the negative input impedance on cascaded systems can be studied using the
canonical model [12] of a single-load-single-source, as shown in Figure 1. For such a system,
the input-to-output voltage relationship can be described as

ṽo

ṽin
=

Gvg,sGvg,L

(1 + TS)(1 + TL)(1 + Tm)
(1)

where ṽin is the input voltage of the source converter, ṽo is the output voltage of the load converter,
and Gvg,s and Gvg,L are the input-to-output voltage transfer functions of the source and the load
converters, respectively. TS and TL denote the voltage loop gains of the source and load converters,
respectively. Interconnecting the converters adds more poles to the system due to the added term
(1 + Tm) in Equation (1), which alters the overall dynamic response of the system [31]. According to
Equation (1), if |Tm| � 1, each converter of the cascaded system will operate as it was individually
designed. Hence, the Middlebrook criterion mathematically describes the change in the load converter
control-to-output transfer function (Gvd,L) as:

GS
vd,L = Gvd,L

1 +

Tm︷︸︸︷
Zo

Zin

1 +
Zo

Zin,o

(2)

where GS
vd,L is the source-affected control-to-output transfer function of the load, and Zin,o is the load

input open-loop impedance. In order to minimize the loading impact and eliminate the source-load
dynamic coupling, {

|Zo| � |Zin|
|Zo| � |Zin,o|

(3)
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should hold for the entire range of frequency according to the Middlebrook criterion. Consequently,
the extra poles in (1) will be eliminated and GS

vd,L ≈ Gvd,L. Thus, each converter will operate as initially
designed [32]. The terms |Zo/Zin| and |Zo/Zin,o| are approximately equal to each other within the
load controller bandwidth ( fL_BW) [33,34]. Diminishing |Tm| would preserve the dynamic performance
of the load converter.

2.2. Impedance Interaction and Instability

Tm is crucial to ensuring both stability and dynamic performance. In order to ensure the stability
of the system, (1 + Tm) in (1) must have no zeros in the right-half-plane (RHP). These undesirable
zeros would occur [20] if and only if:⎧⎪⎨⎪⎩

∣∣∣∣ Zo

Zin

∣∣∣∣ ≥ 1

ϕ(Zo)− ϕ(Zin) ≥ 180◦
(4)

where ϕ(Zo) and ϕ(Zin) are the phase angles of source output and load input impedances, respectively.
Figure 2 shows typical plots of Zo and Zin for fL_BW = 1.60 kHz. Any impedance overlap that
occurs within the controller bandwidth would satisfy (4) because ϕ(Zin) = −180◦ and |Zo/Zin| > 1,
which implies that the overall cascaded system will have unstable poles.
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Figure 2. Typical plots of the source output impedance |Zo(s)| and the load input impedance |Zin(s)|,
depicting an impedance interaction.

2.3. The Source Performance

The Middlebrook criterion was initially developed to study the impact of the input filter on the
performance of DC-DC converters. Replacing the filter with a source DC-DC converter has an impact
on the load converter, as described in (2). On the other hand, the loop gain of the source converter is
modified by the load converter, due to the loading impact given by [32].

TL
S =

TS
1 + Tm(1 + TS)

(5)

where TL
S is the loaded loop gain of the source converter. Similarly, diminishing |Tm| would preserve

the dynamic performance of the source because TL
S ≈ TS. In (5), TL

S will have RHP poles if and only if
Tm satisfies (4).
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3. The Proposed Controller

In order to preserve the dynamic performance of voltage mode controlled converters in cascaded
systems, the control loop should not change the relationship between the reference voltage (ṽre f ) and
the output voltage of the converter (ṽo), so their relationship has to be preserved as

ṽo

ṽre f
=

GcGPWMGvd,s

1 + GcGPWMGvd,s
=

TS
1 + TS

(6)

where Gc is the controller transfer function, and GPWM is the pulse-width modulator. In addition,
the controller must be capable of actively shaping the output impedance in order to eliminate the
impedance interaction between the source and the load converters. Thus, we used the controller
topology that is introduced in [35,36], which modified a conventional control scheme, as in Figure 3a,
to the controller that is shown in Figure 3b. Then, we modified it to comply with our proposal.

ṽref ∑
Gc GPWM

Gvd,s

Gvg,s

−Zol

Power Stage

d̃

ṽin

ĩo

ṽo
+

−

(a)

ṽref

−
∑

Gc

HGPWMGvd,s

∑

−H

∑
GPWM

Gvd,s

Gvg,s

−Zol

Power Stage

d̃

ṽin

ĩo

ṽo
+

(b)

Figure 3. The block diagram of (a) the conventional controller; and (b) the modified controller
emphasizing the modifications in red. PWM: pulse-width modulator.

The output voltage of a standalone converter implementing this controller (displayed in Figure3b)
is expressed as:

ṽo = ṽre f
TS

1 + TS
− ĩo

Zo

1 + HGPWMGvd,s
+ ṽin

Gvg,s

(1 + HGPWMGvd,s)(1 + TS)
(7)

where H is the transfer function that is used to shape Zo, and Zo is derived using the open-loop output
impedance (Zol) as Zo = Zol/(1+ Ts). The variations in the input voltage (ṽin) can be ignored, because
the source voltage is assumed to be ideal. It is noteworthy that we aim to preserve (7), because once
the source converter is loaded, the dynamics of the system will be changed by substituting (5) into (7),
resulting in the following:

ṽo = ṽre f
TL

S
1 + TL

S
− ĩo

Zo

1 + HGPWMGvd,s
(8)

The dynamics of the system in (6) would have been modified if |Zo| � |Zin| is violated according
to (8). In order to eliminate the interaction, we propose to shape the output impedance according to:

Zo,new =
Zo

1 + λ
(9)

117



Energies 2017, 10, 470

where Zo,new is the reshaped output impedance of the source, and λ is a constant (its selection method is
illustrated in the next section). Reducing |Zo| as proposed in (9) is challenging because (1+ HGPWMGvd)
in (8) is a transfer function whose magnitude should be converted into a constant that equals 1 + λ.
Choosing H = λG−1

PWMG−1
vd,s is not a practical choice because the reciprocation results in a transfer

function that has more zeros than poles; Gvd,s is a strictly proper transfer function for any DC-DC
converter. A transfer function of more zeros than poles is non-realistic. In control theory, such transfer
functions describe non-causal systems because their current output depends on their future outcomes.
To overcome this impediment, we propose to realize G−1

vd,s within a certain frequency band using
low-pass filters. The transfer function of a low-pass filter (GF) is described [37] as:

GF =
1

(1 + s
wc
)α

(10)

where wc is the cut-off frequency of the filter and α is a constant that dictates the order of the low-pass
filter to be used. The order of the filter is chosen to ensure λGFG−1

PWMG−1
vd,s as a strictly proper

transfer function. For instance, a buck converter has two storage elements (a capacitor and an
inductor), so its Gvd,s will be of second order; α must be at least equal to 2. Other converters, like the
minimum-phase fourth-order buck DC-DC converter [38] have four storage elements; therefore, α

must be at least 4. Setting:
H = λGFG−1

PWMG−1
vd,s (11)

and then substituting (11) in (8) changes the dominator of the impedance (1 + HGPWMGvd,s) to:

1 + λGF �G −1
PWM �G PWM �G −1

vd,s �G vd,s (12)

which can be interpreted as:
1 + λ ω ≤ ωc (13)

Thus, the output voltage of the proposed controller can be re-expressed as:

ṽo ≈ ṽre f
TL

S
1 + TL

S
− ĩo

Zo

1 + λ
ω ≤ ωc (14)

Figure 4a shows the reshaped output impedance (Zo,new), using a low-pass filter with
ωc = 105 rad/s, subjected to different values of λ. With these proposed modifications to the controller,
the magnitude of the source output impedance can be precisely controlled within the filter bandwidth;
however, beyond ωc, the magnitude of Zo,new consistently converges to coincide with the magnitude
of Zo.
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Figure 4. (a) The shaped output impedance magnitudes using a low-pass filter with ωc = 105 rad/s
compared to the original output impedance |Zo|; and (b) demonstrates the selection of ωi.

Thus, in order to effectively reshape Zo such that the source and the load converters are decoupled,
ωc should be greater than ωi, as shown in Figure 4b. Otherwise the shaping will fail to improve the
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dynamic performance. Ultimately, the implemented controller with the proposed modifications is
shown in Figure 5.

DC-DC
Converter

Gc

HGPWMGvd

−HGPWM

+

−
ṽbus

λ

+

+

d̃

−ṽref

Figure 5. The proposed controller, emphasizing the modification to the controller in blue.

4. Impedance Reshaping for Decoupling the Source-Load Interaction

The impedance overlap in cascaded systems tends to occur in the vicinity of the peak impedance
of the source converter [10]. The dynamic response of the system is compromised due to the impedance
interaction around that region. The peak impedance occurs either at the cut-off frequency of the source
controller ( fs_BW) due to low phase margins, or at the source resonant frequency ( fo = 1/

√
LC) if the

the bandwidth of the controller was less than the resonance frequency of the converter. In the latter case,
the peaking is more severe because DC-DC converters are designed to be highly efficient, which lightly
damps the converter. The peaking of the output impedance can be expressed [39] as:

|Zo,max| = |Zol( fs_BW)|√
(2 − 2 cos(φm))

fs_BW > fo (15)

|Zo,max| = |Zol( fo)|
1 − 10(−Ψ/20)

fs_BW < fo (16)

where φm and Ψ are the phase and the gain margins of the source controller, respectively. A low gain or
phase margin causes severe peaking, as depicted in Figure 6. For instance, a phase margin of 30◦ adds
5.8 dB to the output impedance, while a gain margin of 5 dB adds 7.20 dB.
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Figure 6. The peaking caused by the low relative stability margins.

Reducing the magnitude of Zo below Zin to ensure stability is mathematically quantifiable because
Zin, within the load controller bandwidth, can be described as [40]:

Zin = −Vbus2

Po
∀ f < fL_BW (17)
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where Vbus is the DC bus voltage, and Po is the power consumed by the load. Hence, the system will be
stable as long as |Zo| < |Zin|. However, the system dynamic performance would still be compromised
if |Zo| �� |Zin|, so we are proposing a method to quantify (�). The earlier mentioned criteria are
used to design the load input impedance. Yet, we propose to shape the output impedance of the
source converter to be confined in the region that is below the characteristic impedance of the source
converter (Zx = D

√
L/C), as demonstrated in Figure 7. Shrinking the impedance in the proposed

region ensures the dynamic performance of the system, regardless of the attached load. The peaking
is more pronounced as the relative stability margins decrease; as a result, the peak impedance will
exceed the stability limit. The dynamic performance can be ensured if |Zo,max| < |Zx|, so |Zo| can be
reduced to the proposed region of Figure 7 by dividing Zo by:

ρ =
|Zo,max|
|Zx| (18)

where ρ is the reduction factor in the magnitude of Zo, and Zo,max is the peak impedance of Zo. Hence,
equating the dominators of (Zo/ρ)—which falls in the proposed region—with (9) yields:

λ = ρ − 1 (19)
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Figure 7. Plots of |Zo| and |Zx| showing the reduction factor ρ with the shaped impedance |Zo,new|,
where |Zo,new| is proposed to be in the hatched area.

Mathematical Validation of Performance Preservation

The shaped output impedance of the source can be expressed as:

Zo,new =
Zo

ρ
=

Zo D
|Zo,max|

√
L
C

(20)

As a result, the new minor loop gain (Tnew
m ) is given by:

Tnew
m =

Zo,new

Zin
=

Zo D
Zin|Zo,max|

√
L
C

=
Tm D

|Zo,max|

√
L
C

(21)

so substituting (21) in (5) modifies TL
S to TLR

S as follows:

TLR
S =

TS

1 +
Tm(1 + TS) D

|Zo,max|
√

L
C

(22)

where TLR
S is the reshaped loop gain by implementing the proposed shaping in (18).

In order to prove TLR
S ≈ TS, the denominator of (22) is evaluated where |Zo,max| occurs, where:
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|Tm| = |Zo,max/Zin| (23)

δ = |1 + TS| =
{√

(2 − 2 cos(φm)) fs_BW > fo

1 − 10(−Ψ/20) fs_BW < fo
(24)

In addition, the characteristic equation can be rewritten using (18) as:√
L
C

=
|Zo,max|

ρD
(25)

Plugging |Zin|, (23), (24) and (25) into (22) yields:

TLR
S =

TS

1 +
δ

ρVbus2
Zo,maxPo

(26)

By inspecting the second term of the denominator, the term δ/(ρV2
bus) � 1, and hence,

1 + δZo,maxPo/(ρV2
bus)) ≈ 1. As a result, TLR

S ≈ TS, which validates the proposed shaping method.

5. Theoretical Analysis

The effectiveness of the proposed solution to retain the dynamic performance of cascaded systems
has been examined using a prototype that consists of two buck converters connected in series, as shown
in Figure 8. The source converter tightly regulates the bus voltage at 7 V, while the load converter was
designed to supply a resistive load of 16 W, with an output voltage of 4 V. GPWM was chosen to be
1 V−1. Each converter was devised to be standalone stable, as the polar plots of their voltage loop
gains, TS and TL, imply in Figure 9. However, cascading the converters was not possible, because the
overall system would suffer from instability as impedance overlap occurred, as shown in Figure 10a.

Figure 8. The prototype cascaded system used for analysis, simulation, and experiment.
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Figure 9. The loop gains of the source and the load, showing their standalone stability.
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Impedance Reshaping and Performance Improvement

In order to preserve both the stability and the dynamic performance of cascaded systems,
we propose to shape Zo according to (20). The characteristic impedance of the source converter
is 748.02 mΩ, and the peak impedance of the source is 11.5 dBΩ, which corresponds to 3.76 Ω. Thus,
the resultant divisor factor ρ, using (18), is 14.5, which yields λ = 13.5. Using Figure 10a, ωi was found
to be 2.2 × 103 rad/s, so wc was set to 105 rad/s. As buck converters have two storage elements, α was
chosen to be 2 in order to guarantee that H is invertible. Plugging ωc and α in (10) gives:

GF =
1(

1 +
s

105

)2 (27)

so H, using (11), will be:

H =
6.597 × 106s2 + 7.612 × 109s + 2.427 × 1013

s3 + 2.143 × 105s2 + 1.287 × 1010s + 1.435 × 1014 (28)

As a result, the shaped output impedance of the source converter (Zo,new) is substantially reduced
compared to Zo, which emphasizes the ability of the proposed method to decouple the impedances,
as shown in Figure 10b.
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Figure 10. The impedance analysis of the prototype: (a) showing the interaction between |Zo| and
|Zin|; and (b) comparing |Zo| with the shaped impedance |Zo,new|.

In order to show the improvement in the dynamic performance, Figure 11 compares the unity
feedback closed loop response of TS to its counterpart TLR

S . The response of TLR
S closely tracks its

reference response, which highlights the effectiveness of the proposed shaping to stabilize and improve
the dynamic performance of cascaded systems.
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Figure 11. The unity feedback step response of TLR
S compared to TS.

6. Simulation and Experiment Case Studies

6.1. Time-Domain Simulations

The system illustrated in Figure 8 was simulated using PLECS Standalone Package (Plexim,
Zurich, Switzerland) in order to evaluate the effectiveness of the proposed controller. Two test cases
were carried out. The first test was conducted while the system was at the verge of instability; the load
converter was supplying 8 W. Once the system reached steady state, the other 8 W load was added
at t = 0.15 s. The second test was conducted by starting the system while the load converter was
supplying the 16 W in order to compare its response to the theoretical response of TS.
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The system equipped with the conventional controller (as in Figure 3a) was tested in order to
demonstrate the impact of the negative input impedance on the system dynamics. For the first test,
the system was stable at the start-up with compromised dynamic response because the settling time
was 50 ms compared to 20 ms in Figure 11. Connecting the other 8 W destabilized the bus voltage
permanently, as shown in Figure 12a. Then, the second test was run; Figure 12b shows that the system
was also unstable. These tests agree with the analytical analysis, which expected the instability of the
system using the conventional controller.

The system was then equipped with the proposed controller as in Figure 5 or Figure 8. The first
test was conducted, and the system reached the steady state in 20 ms. In addition, increasing the
output power by 8 W had negligible impact on the system as Figure 13a depicts. Conducting the
second test, as shown in Figure 13b, shows that the system response was similar to the of TS in
Figure 11, which proves the effectiveness of the proposed reshaping to stabilize and improve the
dynamic performance of cascaded systems.
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Figure 12. The instability of the system with the conventional controller: (a) sequential loading;
and (b) full loading.
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Figure 13. The improved dynamic response using the proposed method: (a) sequential loading;
and (b) full loading.

6.2. Experimental Cases

The prototype cascaded system was physically built as shown in Figure 14. The digital controller
platform NIcRio 9024 (National Instruments, Austin, TX, USA) was used to control the output voltages
of the converters, with a sampling rate of 30 Ksample/s. Similar to the simulation, the system with
the conventional controller was tested using the two test procedures, where vbus denotes the DC bus
voltage. Increasing the load sequentially—as in the first test—destabilized the bus voltage as soon
as the load power reached 16 W, as shown in Figure 15a. A similar result was yielded by starting up
the system supplying the entire load, as shown in Figure 15b. Hence, the determined impact of the
negative input impedance is obvious.

The proposed controller was implemented to demonstrate its effectiveness in preserving the
dynamic performance of the cascaded system. The first test was run, and Figure 15c shows the
improvement in the response at the start up, while increasing the load had no impact on the stability
of the system. Moreover, the second test was conducted, and the response of the system at the start-up
while supplying the entire load was identical to the simulated and theoretical responses of TS as
Figure 15d depicts. Hence, the experimental results have proven the efficacy of the proposed shaping
in preserving the dynamic response of cascaded systems.
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Figure 14. Experimental prototype set-up.
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Figure 15. Experimental results: (a) The instability using the conventional controller by sequential
loading; (b) The instability at full load with the conventional controller; (c) The improved performance
using the proposed controller with sequential loading; and (d) The response of the system at full
loading using the proposed controller.

7. Conclusions

In this paper, we proposed an active damping method to stabilize and retain the dynamic
performance of cascaded systems by reshaping the impedance of the source converter. The magnitude
of the shaped impedance was absolutely restricted to be in the region limited by the source characteristic
impedance in order to prevent dynamic performance degradation. The proposed method is compatible
with any linearized feedback control scheme and any DC-DC converter topology. The mathematical
approach was developed in order to evaluate every parameter required to shrink the impedance of the
source in the proposed region.

A prototype DC cascaded system was built and analyzed, where the performance of the system
with and without the proposed method were compared. Analytical analyses, time-domain simulations,
and practical experiments have proven the ability of the proposed method to decouple the interaction
of the source and the load converters, and hence preserve their dynamic performances. In contrast, the
conventional control method suffered from permanent oscillations at the DC bus.
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Abstract: This paper describes the detailed analysis of a reactor application for a power plant to
mitigate the voltage rise of a distribution line (DL) caused by the connection of distributed resources
(DRs). The maximum capacity of renewable energy generators (REGs) that meets the acceptable
voltage rise of a DL and the necessary capacity of the reactor to mitigate that voltage rise according to
the different types of REGs are analyzed. The re-coordination of a protection relay and the loss of
generation revenue as well as the installation location of a reactor are described. Finally, the ON/OFF
conditions of the reactor, such as the magnitudes of the grid voltage and generator voltage, and the
duration time of the voltage rise are analyzed. As the voltage rise is mitigated and self-limited in
small power plants, it is confirmed that the capacity of the DRs connected to the DL can be increased
through a field demonstration.

Keywords: renewable energy; reactor; voltage rise; distribution line; distribution resource;
grid connection; generator; power factor; coordination of protection relay

1. Introduction

The locations of power plants sourced by renewable energy, such as wind or solar power
generation, are restricted by the applicable natural conditions. Therefore, it is necessary to consider
how and where to connect them to the power grid. While the large-capacity power plants deliver
power through a dedicated power line, the small-scale generators, such as distributed resources
(DRs), are linked directly to the close distribution line (DL) to decrease the transmission loss and the
construction cost. For example, in South Korea, a 10 MW or larger power plant has to be linked through
a dedicated line [1]. On the other hand, renewable energy generators (REGs) which are generally
smaller than 10 MW are connected to the DL directly. This paper describes what should be considered
when connecting the small-scale REGs to the DL directly.

To connect REGs to the DL, a technological understanding of anti-islanding and power quality
solutions against the harmonics and line voltage fluctuations, etc., are necessary [2]. When any
faults occur in the grid, REGs should stop supplying power to the grid line using the appropriate
anti-islanding method. Nevertheless, with the spread of microgrid technologies, the operation of REGs
in stand-alone mode in all types of line fault conditions has attracted recent attention [3]. The voltage
fluctuations are caused mostly by load variations in the grid, and the application of a static synchronous
compensator (STATCOM) has been studied to improve voltage regulation [4–6]. Harmonics problems
have become more serious with the increased use of power electronics equipment in power utility
applications. The harmonic distortion of currents and voltages occurs at the Direct Current/Alternating
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Current (DC/AC) inverter that feeds power from the REGs and the AC/DC converter that supplies
power to the DC load. To reduce these harmonics problems, passive filters are installed conventionally
as a simple method, but the active power filter (APF) has also been applied as an improved form of
technology [7]. Although the performance of STATCOM and APF is good, the system is expensive and
the controller is complicated.

The increase in REG output influences the voltage rise of the DL, and the voltage rise has a direct
influence on the load linked to the DL. This voltage rise caused by the interconnection of DRs has been
standardized by the IEEE Std. 1547 and there have been many studies aiming to solve grid voltage
rise problems [8–11]. The rate of grid voltage rise related to DRs is limited to 2% in South Korea [1].
The allowable capacity of DRs for connecting to DL can be calculated, but it applies less capacity than
the available renewable energy to meet the regulation of the voltage rise. Therefore, to maximize the
utilization of renewable energy, it is important to suppress the voltage rise in accordance with the
capacity increase of DRs using some technologies.

The grid voltage rise in the DL is dependent on the capacity of DRs, the characteristics of loads,
and the line parameters of DL. The voltage rise of DL could be adjusted by controlling the load [12].
This was based on the policy that customers adjust loads themselves according to the voltage of the
DL, with DRs to regulate the voltage, and the benefit of electricity charges was given to customers
who accepted this policy. However, it was difficult to apply this system in a normal DL because of
the separate electricity rate system. Some studies have been performed to mitigate the voltage rise
with the tap changer of transformers of DL with DRs [13–16], but these are not directly applicable to
systems that attempt to solve the voltage rise problems inside the power plant. Evaluations of the
allowable REG capacities to connect to the DL have been carried out [17–21], but these studies were
usually applied to take less capacity than the available energy. Therefore, they could not satisfy the
original intention to use the available energy as much as possible.

To mitigate the voltage rise of the DL without downsizing the generating capacity, additional
facilities, such as the Static Var Compensator (SVC) [22–24], STATCOM [25–28], and reactors, have
been considered for installation in a power plant. The SVC and STATCOM are generally applied
in large-capacity power plants over 60 MVA, but their system costs are expensive compared to the
construction costs of small-capacity REGs [29,30]. A reactor has been installed in a small-capacity
generator system, but a detailed study of the installation capacity, location, and coordination of
protection relays has not been performed [31,32]. Therefore, its applications have been very limited in
spite of its merits as a simple and cheap method.

This paper describes the detailed analyses of a reactor application of a power plant to mitigate the
voltage rise due to the connection to DL of REGs. Firstly, the maximum capacity of REGs that meet the
acceptable voltage rise of the DL without a reactor and the necessary capacity of the reactor to mitigate
the voltage rise of the DL according to each type of REG is analyzed. Secondly, the installation locations
of the reactor are examined by the comparative analysis of the advantages and disadvantages at each
location considering the necessity of re-coordination of a protection relay and the loss of generation
revenue according to the installation locations. Finally, the ON/OFF conditions of the reactor, such as
the magnitude of the grid voltage and the generator output and the duration time of the set values,
are investigated.

The effects of installing of the reactor are analyzed through field application tests by comparing
the vector diagrams, the daily connection voltage data, and the monthly average grid voltage data
before and after the installing the reactor.

2. Considerations for Reactor Installation

The voltage rise of DL with REGs depends on the load condition of DL. Therefore, the no load
condition of DL is assumed in this study, which provides the maximum voltage rise with REGs [23].
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2.1. Capacity

The capacity of REGs to be installed in DL is dependent on the capacity of the existing DRs in DL,
the allowable load capacity of DL, the available voltage rise rate of DL, and the type of generators to
be newly added. Figure 1 shows the single line and vector diagrams based on the connection point
voltage when a REG is added to DL [5], and the voltage rise rate and DL voltage are described as
Equations (1)–(4).

 

Figure 1. Grid-connected renewable energy generators (REGs): (a) Single line diagram; (b) vector

diagram. VRated: Rated voltage of DL (V);
→
VCP: Connection point voltage (V);

→
I CP: Connection point

current (A); DL: Distribution line;
→
VS: Station voltage (V).

%VVRR =
VCP − VS

VRated
× 100 (1)

→
VS =

→
VCP −

√
3
→
I CP(R + jX) (2)

→
I CP = ICP(cos θCP ± j sin θCP) (3)

VS =
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VCP −√

3ICP(R cos θCP ∓ X sin θCP)
}2
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3ICP(X cos θCP ± R sin θCP)
}2

=
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√

3VCP ICP(R cos θCP ∓ X sin θCP)

(4)

where %VVRR is the voltage rise rate (%), VRated is the rated voltage of DL (V),
→
I CP is the connection

point current (A),
→
VCP is the connection point voltage (V), cos θCP is the power factor of the connection

point, R and X are the line parameters (Ω), and
→
VS is the station voltage (V).
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According to Figure 1 and Equation (4), the voltage rise of DL is dependent on the power factor
under the given value of the line constants of DL and the voltage and current of REG. The lower
the generator lagging power factor, the higher the voltage rise, and the lower the generator leading
power factor, the lower the voltage rise. In addition, the power factor of REGs that does not exceed the
allowable voltage rise rate in DL can be calculated:

kVAR = kVAREG(sin θ1 − sin θ2) (5)

On the other hand, the power factor of REGs is usually fixed excluding the synchronous generator,
so it may be possible to calculate the capacity of the reactor to compensate for the power factor, as
expressed in Equation (5), where kVAR is the capacity of the reactor, kVAREG is the capacity of REG, θ1

is the tuned power factor angle, and θ2 is the REG power factor angle.
Figure 2 presents the single line and vector diagrams of DL with the reactor, where the red parts

show the changes after installing a reactor. The blue θCPN of Figure 2 corresponds to θ1 in Equation (5).
The limited values of ICPN , VsN , and θCPN , shown in blue in Figure 2 that do not exceed the allowable
voltage rise rate in DL are then derived. If the reactor with the value calculated from Equation (5) is
installed, θCPN is the same, but ICPN and VsN are different from ICPR and VsR, such as in the red parts
in Figure 2. Therefore, the voltage rise in DL may be higher than the allowable voltage rise. A larger
reactor should be installed to cover this additional voltage rise.

 
Figure 2. Grid-connected REG with reactor; (a) single line diagram; (b) vector diagram.
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2.2. Selection of Reactor Installing Location

In this paper, the installation locations of the reactor are examined by the comparative analysis
of the advantages and disadvantages at each location considering the necessity of re-coordination
of a protection relay and the loss of generation revenue according to the installation locations. For
these analyses, the reactor locations are selected firstly depending on where they are located, before
or after CT1 or CT2. Therefore, there are only four locations where reactors can be installed in the
plant as shown in Figure 3, and the most suitable place can be chosen among them after considering
the coordination of the protective relays and economic issues. Table 1 lists the currents of CT1 and
CT2 as the ON/OFF operation of reactor for each different location. The currents through CTs are not
the same, so the protection relay must be coordinated differently according to the reactor ON/OFF
condition. Figure 4 gives an example of the re-coordination for overcurrent relay (OCR) of CT2, when
the reactor is installed at the location of 1©, 2©, or 3© [33].

Location 1© is between the generator and the generator CT. The reactor is installed to suppress
the voltage rise, but the line voltage is decreased too much if the reactor is turned on when the line
voltage is not high. Therefore, the reactor should be turned on or off considering the status of line
voltage. For a small synchronous generator, CT1 is usually attached close to the generator; it is difficult
to install the reactor between the generator and CT1 practically.

Location 2© is between the generator CT and the low-voltage side of the transformer. When
the reactor is turned on with the generator start-up, protection relay 1 will detect only the generator
current but protection relay 2 will perform the summing current of the generator and reactor. Therefore,
51 (overcurrent) and 87 (percent differential) of protection relay 2 should be re-coordinated, considering
the two elements carefully.

Figure 3. Candidate for location of the reactor.

Table 1. CT currents according to locations of the reactor.

Location of
Reactor

CT1 CT2

ON OFF ON OFF

1© a + j(b + c) a + jb a + j(b + c) a + jb
2© a + jb a + jb a + j(b + c) a + jb
3© a + jb a + jb a + j(b + c) a + jb
4© a + jb a + jb a + jb a + jb

a is the active current of generator; b is the reactive current of the generator; and c is the reactive current of the reactor.
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Figure 4. Example of re-coordination of overcurrent relay (OCR) due to installing the reactor.

Location 3© is between the high-voltage side of the transformer and the transformer CT.
The re-coordination process should be applied, the same as for location 2©. The more serious issue
with respect to installing a reactor at this location is that the price of the reactor is about twice as much
as that of reactors for locations 1© or 2©.

Location 4© is at DL side of the transformer CT. If a reactor is installed at this location, then there
is no difference at protection relays 1 and 2 as the reactor is in ON/OFF operation. Therefore, it is
sufficient to consider the reactor ON/OFF conditions only.

3. Design and Application of Reactors

3.1. Design of Reactor

Figure 5 shows the single line diagram of the application site. Two 1.5-MVA small hydro
synchronous generators are connected in the grid, of which the output powers are limited to two-thirds
of the rated output power due to the voltage rise. To increase the generator output powers with the
accessible voltage rise, two 215-kVA reactor banks are installed at each generator. As mentioned in
Section 2, it is recommended to install the reactor at the DL side of the transformer CT (location 4©).
However, they are installed between the generator CT and the low-voltage side of the transformer
(location 2©), because there is no space for the reactor to be installed in location 4©.

Table 2 lists the voltage rise rate corresponding to the power factor of the generator. As shown in
Table 2, the leading power factor to connect the 3-MVA generator to DL should be 0.9385 or less to
meet the 2% permissible voltage rise rate in Korea. On the other hand, the leading power factor of the
applied generators is 0.99 and the 3.79% voltage rise rate is more than the permissible range. Therefore,
it is necessary to install reactors to make the leading power factor less than 0.9385. The required
capacity of the reactor can be calculated from Equation (5) and Figure 2, as shown in Table 3. Table 3
shows the voltage rise rates depending on the capacity of the reactor.
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Figure 5. Single line diagram of application site.

Table 2. Voltage rise rate according to power factor. %VVRR: voltage rise rate (%).

cosθCP sinθCP VS (V) %VVRR Remarks

1.000 0.000 21,824.6 4.93%

Gen. capacity: 1.5 MVA × 2 ea
Gen. voltage : 0.69 kV
Connection point voltage: 22.9 kV < 0◦
Station voltage: VS
Rated voltage of DL: VRated

0.990 0.141 22,065.2 3.78%
0.980 0.199 22,170.2 3.29%
0.940 0.341 22,443.5 2.03%
0.9385 0.345 22,451.7 2.00%
0.930 0.368 22,496.8 1.79%
0.910 0.415 22,594.1 1.35%
0.900 0.436 22,639.0 1.15%
0.890 0.456 22,682.0 0.96%
0.840 0.543 22,874.2 0.11%
0.8325 0.554 22,900.5 0.00%

Table 3. Voltage rise rate according to reactor capacity.

Characteristic A B C D

Capacity of REG (kVA) 3000 3145 3177 3235
Power Factor 0.9900 0.9442 0.9348 0.9180

Active Power (kW) 2970 2970 2970 2970
Reactive Power (kVar) 423 1036 1128 1283

Voltage (V) 22,900 22,900 22,900 22,900
Current (A) 75.6 79.3 80.1 81.6

Voltage-rise Rate (%) 3.78 2.22 2.00 1.61
Capacity of Reactor (kVA) - 613 705 860

In Table 3, the reference for all values is the point at which the REG is connected to the DL. A is
the case when the synchronous generators are connected without any reactors. The voltage rise rate is
3.78%, so it is necessary to install a reactor. The maximum capacity of the grid-connected synchronous
generator to guarantee the permissible voltage rise rate without installing a reactor can be calculated
using Equation (4) and 1.55 MVA. B is the case when the 613-kVA reactor calculated using Equation (5)
is installed. The voltage rise rate is 2.22%, so the capacity of the reactor should be increased to meet
the 2% voltage rise rate. C is this case and a 705-kVA reactor is installed. D is the case for the real
implementation in this paper, in which an 860-kVA reactor is installed considering the margin because
the power factor of REG is not fixed.

The inductive generator does not have an excitation system and cannot control the power factor.
The generator has a fixed leading power factor of approximately 0.9, so the reactor is not necessary, as
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shown in Table 2. On the other hand, the solar generating system has a fixed unit power factor, so a
1144 kVA reactor calculated from Section 2.1 should be installed for the DL. The maximum capacity of
the grid-connected solar generator to guarantee the permissible voltage rise rate without installing a
reactor is calculated using Equation (5) and 1.21 MW.

3.2. Operation of Reactor

If the reactor is switched ON–OFF at once, the reactor current flows either fully or not. The grid
voltage is then changed considerably and the peripheral equipment may be adversely affected due to
the switching surge. Therefore, it would be better to install several small capacity reactors to decrease
the abrupt voltage variation. Many divisions allow the system to be controlled linearly but this is not
cost-effective. Therefore, it is recommended practically to operate the reactor in two steps. In addition,
the duration (DT) must be set to avoid repeating ON and OFF of the reactor in a very short time.

Based on the following information on the generator ON or OFF condition (G = 0 or 1), the
number of ON reactors (R = 0 or 1 or 2), the active power of the generator (PG), and the voltage of
DL (VCP) are detected to operate the reactor. The reactor is ON only if both conditions of the active
power of the generator and the voltage of the DL are met. On the other hand, if one of the conditions
is not met after being an ON reactor, the reactor is set to be switched OFF to prevent the voltage of
DL becoming worse due to the operation of the reactor. Figures 6 and 7 present the recommended
set values for the ON and OFF of the reactor, respectively. The duration should be determined by the
control speed of the output. Therefore, it is recommended that the duration of solar or wind with a
quick control speed be five minutes, and hydro with the late control speed duration be one minute.

Figure 6 shows the voltage set criteria for the ON and OFF operation of the reactor, which are
the permissible maximum (VPMax) and minimum (VPMin) voltages of the DL. The voltage condition
(VSTRON), in which two reactors are switched ON is a value obtained by subtracting the permissible
voltage rise rate (%VPVRR) from VPMax. The voltage condition (VSORON), in which one reactor is
switched ON, is the value obtained by subtracting %VPVRR from VSTRON. The voltage condition for
the reactor OFF will be the opposite of the ON condition.

Figure 6. Voltage set of DL for ON and OFF of reactors.
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Figure 7. Output set of REG for ON and OFF of reactors.

Figure 7 presents the output set criteria of REG for the ON and OFF operation of the reactor.
The output condition (PSTRON) in which two reactors are switched ON is 95% of the rated output
(Prated) of the REG. Half of the value obtained by subtracting the reactor-free output (PRFree) of REG
in Section 3.1 from Prated is subtracted from Prated. This is the output condition (PSORON), in which
one reactor is switched ON. The output condition for OFF of the reactor is below 10%Prated of the
ON condition.

Figures 8 and 9 present the flow chart for the ON and OFF operation of the reactor. If the voltage
of DL exceeds VSORON and the generator output exceeds PSORON in the case of reactor OFF state, and
if the duration time exceeds the setting value, one reactor is turned ON, as shown in the left part of
Figure 8. If the voltage of DL exceeds VSTRON and the generator output exceeds PSTRON in case of
one reactor ON state, and if the duration time exceeds the setting value, one reactor is additionally
turned ON as shown in the right part of Figure 8. On the other hand, if the voltage of DL is lower than
VSOROFF or the generator output is lower than PSOROFF in the case of two reactors in the ON state, and
if the duration time exceeds the setting value, one reactor is turned OFF, as shown in the left part of
Figure 9. If the voltage of DL is lower than VSTROFF or the generator output is lower than PSTROFF in
case of one reactor ON state, and if the duration time exceeds the setting value, the reactors are all
turned OFF, as shown in the right part of Figure 9.

 

Figure 8. Flow chart for ON operation of reactors.
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Figure 9. Flow chart for OFF operation of reactors.

4. Demonstration and Effectiveness

To demonstrate the research results, the grid-connected synchronous generators shown in Figure 5
are selected. The field application result is different from the result calculated from the theoretical
equations. This is because the latter calculation has been done under the assumption of a no-load
condition where the voltage rise is maximized by the connection of a generator to the grid, but the
no-load condition cannot be provided in a field test. The load condition of the DL before and after
installing the reactor cannot be the same because of the frequent variations of the load, DL voltage, and
output in grid-connected DRs. Therefore, the effects of field application are analyzed in the following
three ways. The first test is conducted in the connection point of REG, but the second and third tests
are added in the terminal of generators. The data from the second and third tests are per second from
the Supervisory Control and Data Acquisition (SCADA) system.

Firstly, the vector diagram of the no reactor operation and two reactors operation are compared,
as shown in Figures 10a–d and 11a–d. Tests are conducted at similar active outputs for a one-day
interval to meet the same test conditions as much as possible. The vector diagram shows the phase
voltages (VCP) and currents (ICP) at the connection point of the REG to the DL. Compared to Figure 10,
Figure 11 shows that the magnitude and phase angle of the current vector are increased due to the
reactor operation. The substation voltage (VS) is calculated because the substation is very far from the
power plant. The test results are applied in Equations (1)–(4) and Table 4 lists the effectiveness of the
reactor operation. The substation voltages are 22,459 V, 22,449 V, 22,435 V, 22,448 V from Equation (4)
and the voltage rises due to the connection of REG in the two reactors OFF state are 539 V, 549 V, 542
V, 548 V, but the reactor is not switched ON because the DL voltage does not satisfy the condition of
the reactor ON. The substation voltages are 23,125 V, 23,337 V, 23,324 V, 23,331 V using Equation (4)
and the voltage rises due to the connection of REG in two reactors ON state are 1 V, 3 V, 3 V, 6 V.
Accordingly, the mitigations of the voltage rise are 538 V, 546 V, 539 V, 536 V with the installation of the
reactor under similar test conditions.
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Table 4. Effectiveness of reactors.

Electric Values
Without Reactor With Two Reactors

First Second Third Fourth First Second Third Fourth

VCP (V) 22,998 22,998 22,977 22,996 23,126 23,340 23,327 23,337
ICP (A) 70.13 70.48 70.36 70.31 79.93 79.12 79.14 79.05

cosθCP in leading 0.960 0.961 0.960 0.961 0.834 0.834 0.834 0.835
VS by calculation (V) 22,459 22,449 22,435 22,448 23,125 23,337 23,324 23,331

VCP-VS by calculation (V) 539 549 542 548 1 3 3 6
%VVRR by calculation (%) 2.36 2.40 2.37 2.39 0.00 0.01 0.01 0.03

 
(a) (b) 

 
(c) (d) 

Figure 10. Non-reactor operations (a) first (b) second (c) third (d) fourth.
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(a) (b) 

 
(c) (d) 

Figure 11. Two-reactor operations (a) first (b) second (c) third (d) fourth.

Secondly, the daily connection voltage data before and after installing the reactor are analyzed.
To compare the test results before and after installing the reactor, tests are conducted on the
daily-maximum generation day in the same season to provide the same condition. The excessive
voltage rise occurs when the generator output is connected to the grid without a reactor so that the
output-rise can be 1000 kW, which is two-thirds of the rated output. Table 5 and Figure 12a–c present
the comparison data of the output active power and the daily grid voltage before and after installing the
reactor. The voltage of the connection point increases with increasing the output of REGs. On the other
hand, despite the increase in output, the voltage decreased due to the reactor operation. Figure 12a–c
show that the generator outputs are increased by 455 kW and 494 kW on average, respectively, but the
grid voltage is decreased by 56 V.

Thirdly, the monthly average grid voltage data before and after installing the reactor are analyzed.
Similar to the second test, the same month is chosen to provide the same test condition. Figure 13a–c
shows the monthly average grid voltage before and after installation of the reactor. The average grid
voltage without the reactor is 23,279 V on average, whereas it is 23,047 V with the reactor, i.e., the
reactor results in the voltage decrease of 233 V.
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Table 5. Comparison of output active power and daily grid voltage before and after installing reactors.

No. Active Power and Grid Voltage First Second Third

1© No. 1 Active power without reactor (kW) 1001 986.4 971.7
2© No. 2 Active power without reactor (kW) 989 979.4 947.5
3© No. 1 Active power with reactor (kW) 1438 1446 1439
4© No. 2 Active power with reactor (kW) 1474 1471 1452
5© Grid voltage without reactor (V) 23,218 23,380 23,380
6© Grid voltage with reactor (V) 22,895 23,072 22,944

 
(a) 

 
(b) 

 
(c) 

Figure 12. Output active power and daily grid voltage before and after installing reactors; locations 2©,
3©, 4©, 5©, 6© are same as in Table 5 (a) first (b) second (c) third.
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(a) 

 
(b) 

 
(c) 

Figure 13. Comparison of monthly average grid voltage before and after installing the reactor. (a) first
(b) second (c) third.
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5. Conclusions

To mitigate the voltage rise caused by the connection of synchronous generators of DRs to DL, the
adoption of a reactor of a reactor was studied in this paper. From the vector analysis, it was verified
that the capacity of the reactor depends on the power factor of the generator. Therefore, the maximum
grid-connected capacity of the DRs without a reactor can be calculated if the power factor and line
constant are pre-determined, and the necessary capacity of a reactor to mitigate the voltage rise of the
DL can be derived. The advantages and disadvantages at each location considering the necessity of
re-coordination of a protection relay and the loss of generation revenue according to the installation
locations were analyzed comparatively. Among four candidates for a reactor location, it was verified
that the reactor at the grid-connected point did not affect the coordination of the protection relay and
no additional protection was necessary. It was found that the ON–OFF switching of the large reactor
caused an abrupt rise and fall of the DL voltage. Therefore, dividing the reactor into a couple of small
reactors to be switched ON–OFF in two steps was recommended. The adoption of more steps might
allow the easy and smooth control of the DL voltage, but it incurs a higher cost. In addition, the reactor
should be switched ON in the ‘AND’ condition, satisfying both the grid voltage and the generator
output, and be switched OFF in the ‘OR’ condition in the case of not satisfying one of the conditions.
Furthermore, the system must be set to avoid the reactor being switched ON–OFF repeatedly in a
short time frame.

From the field application data for power plants with voltage rising problems, this study concludes
that the generator output could be increased from 1000 kW to 1500 kW, and the daily average voltage
and the monthly average voltage at the connection point could be reduced 300 V and 200 V, respectively.
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Abstract: This paper presents a transient power quality (PQ) disturbance classification approach
based on a generalized S-transform and probabilistic neural network (PNN). Specifically, the width
factor used in the generalized S-transform is feature oriented. Depending on the specific feature to be
extracted from the S-transform amplitude matrix, a favorable value is determined for the width factor,
with which the S-transform is performed and the corresponding feature is extracted. Four features
obtained this way are used as the inputs of a PNN trained for performing the classification of
8 disturbance signals and one normal sinusoidal signal. The key work of this research includes
studying the influence of the width factor on the S-transform results, investigating the impacts
of the width factor on the distribution behavior of features selected for disturbance classification,
determining the favorable value for the width factor by evaluating the classification accuracy of
PNN. Simulation results tell that the proposed approach significantly enhances the separation of
the disturbance signals, improves the accuracy and generalization ability of the PNN, and exhibits
the robustness of the PNN against noises. The proposed algorithm also shows good performance in
comparison with other reported studies.

Keywords: transient power quality; S-transform; width factor; feature extraction; probabilistic neural
network (PNN)

1. Introduction

In recent years, with the development and increasing implementation of distributed generation
and micro-grids, large numbers of high-speed switching devices and non-linear converters are
integrated into the power system. They are sources of power quality (PQ) disturbances such as
sag, swell, interruption, flicker, harmonic, and oscillatory transients, etc. These voltage disturbances
degrade the end user’s experience, and more importantly, it may damage modern precision devices
and seriously affect the production efficiency of the manufacturing industry. Owing to the facts
above, the problem of PQ disturbance detection and classification has received the attention of many
scholars [1].

To understand the PQ disturbance, the time-frequency characteristics of disturbances signals need
to be extracted and analyzed. Various signal processing algorithms, for example, Fourier transform
(FT), short time Fourier transform (STFT) [2], wavelet transform (WT) [3,4], and Stockwell transform
(S-transform) [5,6] have been utilized for this purpose. FT has the advantages of requiring a relatively
less amount of calculation and broad applicability, however it has the disadvantages of spectrum
leakage and fence effect, and it is limited to only detecting steady state signals. STFT transforms a
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signal into a two-dimensional complex function which reveals the frequency characteristics of the
signal at each time instant, however its time window is relatively fixed and it is difficult to balance
the frequency domain resolution and time domain resolution. WT can accurately detect the singular
point and the time instant at which the PQ disturbance occurs, however it is time consuming and
susceptible to noises. To overcome the disadvantages of the WT, Stockwell et al. [7] proposed the
S-transform, which is conceptually a hybrid of STFT and WT. Compared with WT, S-transform can be
treated as an extension of WT, on the other hand, S-transform can be treated as STFT with a variable
window. S-transform has superior characteristics to WT and STFT, and it has good time-frequency
focusing characteristics, satisfactory time-frequency resolution, and noise immunity. The features
extracted with the S-transform of the disturbance signals are directly useable in intelligent algorithms
for classification [8,9].

To make the S-transform more effective for different particular application focuses, various forms
of S-transform have been proposed and examined. For example, to enable a flexible regulation of the
time resolution and frequency resolution, a width factor is introduced into S-transform, which makes
the width of Gaussian window adjustable. To have a better control over the scale and the shape of the
analyzing window, a parameter P is introduced into the Gaussian window function [10–12]. Moreover,
in [13], the frequency domain is segmented into domains of different frequencies, low, medium,
and high. Within in different frequency domain, the width factor of the S-transform is different, which
brings different time-frequency resolution the corresponding frequency domain, so the accuracy of PQ
classification can be improved. In mechanical engineering, to analyze the vibration data, asymmetrical
window function instead of the regular symmetrical one is used in S-transform [14]. To improve the
ability for resolving signals whose frequency changes with time, a complex Gaussian window function
is adopted in S-transform [15].

For PQ disturbance classification, it has been proven that S-transform-based approaches are
effective, but efforts are needed to make them more favorable [16]. Conventionally, the S-transform
used for this purpose takes its basic form—a symmetrical real Gaussian window function without a
width factor or with a width factor but it takes a fixed value throughout. This paper studies how to
make the S-transform more applicable to PQ disturbance classification by investigating its role in the
S-transform-based classification approach. Specifically, an S-transform with a width factor is used; the
determination of the value of the width factor is handled in a systemic view of the PQ disturbance
classification problem itself. In other words, the width factor is treated as a variable. Its value is made
to be feature oriented considering the fact that different features react to the time resolution or the
frequency resolution differently.

As for the classification analysis, PNN is adopted in our study. The considerations are briefly given
as follows. So far, various intelligent algorithms have been used to classify the PQ disturbances, for
example, artificial neural network (ANN) [17], fuzzy logic [18], support vector machine (SVM) [19], etc.
Artificial neural networks are mainly used for pattern matching, classification, function approximation,
optimization, and data clustering. Neural networks have obvious advantages and have been widely
used in PQ classification and fault diagnosis [20,21]. Multi-layer perceptron (MLP) and PNN are
the typical forward neural network structures. Compared with MLP, PNN has many advantages
such as simple structure, fast training rate, high accuracy, good generalization ability, and robustness,
moreover, the training process of PNN is a single-pass network training stage without any iteration for
weight adjustment, and it can be easily retrained to adapt to any network topology changes. In the
comparison between PNN and the other two well-known neural networks i.e., feed forward multilayer
(FFML) back propagation and learning vector quantization (LVQ), PNN provides better performance in
terms of the classification results [16,19,22,23]. Based on the advantages of PNN and the characteristic
of PQ disturbances, PNN is considered to be more favorable for PQ disturbances classification.

In summary, a PQ disturbance classification approach based on S-transform with a feature
oriented regulatory and PNN is proposed and examined. Contents of sections below include:
firstly, four features are selected through investigating the impacts of the width factor on the
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S-transform-Amplitude matrix of eight disturbance signals and the behavior of signal separation
based on the features extracted; secondly, favorable value of the width factor used to extract each of the
four features from the S-transform-amplitude matrix of disturbance signals is determined by examining
the impacts of the width factor on the performance of PNN used for disturbance classification, and
finally the proposed approach is tested, showing that it has higher classification accuracy and performs
well with and without the noises.

2. Power Quality Disturbance Classification Based on Generalized S-Transform and Probabilistic
Neural Network

In this section, first, the PQ disturbance classification algorithm based on S-transform and PNN
is briefly described. Then, details of each functional unit of the algorithm are given, including the
definition of eight disturbance signal types and the normal sinusoidal signal used in this study,
mathematic description of S-transform without and with a width factor, definition of signal features
and corresponding extraction formulation, and PNN. Finally, work of the authors is briefly introduced.
Specifically, it is the implementation of the S-transform with a feature oriented optimal width factor to
realize effective classification of the nine types of signals with a PNN.

2.1. Method Overview

The PQ disturbance classification based on S-transform and PNN is illustrated in Figure 1.
It contains three steps: (1) S-transform, by which the time and frequency information of the given
PQ disturbance signal are obtained; (2) feature extraction, by which the customized feature vectors
are further extracted from the time and frequency information obtained in step (1); (3) disturbance
classification with PNN, the input of which is the feature vector of the PQ disturbance signal and the
output of which is the disturbances classification result.

 

Figure 1. The schematic diagram of power quality (PQ) disturbance classification using S-transform
and probabilistic neural network (PNN).

2.2. Disturbance Signal Types

IEEE Standard 1159 and the European standard EN50160 give definitions for various PQ
disturbances and the corresponding suggested threshold settings [24,25]. For instance, Figure 2
shows the disturbance defined as a sag in the mentioned standards, which occurred to a normal
sinusoidal voltage during the time approximately from 0.02 s to 0.14 s. The disturbance signal was
captured on 21 March 2014 in Jurong East which located in the West Region of Singapore. The official
source said it was due to a customer installation fault at Jurong Gateway Road. The PQ will be
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considered poor if the voltage magnitude is lower than the threshold set by the standard. In this
specific case, the threshold should be 90% of the normal voltage magnitude.

 

Figure 2. The waveform of sag captured from actual power system [26].

Table 1 lists the PQ disturbance types considered in this paper. Each disturbance type is
described with an equation with parameters, with which the disturbance generated comply with the
corresponding disturbance defined in IEEE standard 1159-1995 [24]. S1, S2, . . . , and S8 denote sag,
swell, interruption, flicker, oscillatory transient, harmonic, sag & harmonic, and swell & harmonic,
respectively, S9 denotes normal signal. Where f = 50 Hz; ω = 2πf ; T = 1/f. The parameters for the
equations such as α, α3, α5, α7, t1, t2, αf, β, τ, fn are determined randomly within the thresholds.

Table 1. Mathematical model of PQ disturbances.

Symbol
Type of

Disturbance Signal
Equations Parameters

S1 Sag y(t) = (1 − α(u(t − t1)− u(t − t2) ) ) sin(ωt) 0.1 ≤ α ≤ 0.9, T ≤ t2 − t1 ≤ 9T, t1 ≤ t2

S2 Swell y(t) = ( 1 + α( u(t − t1)− u(t − t2) ) ) sin(ωt)
0.1 ≤ α ≤ 0.8, T ≤ t2 − t1 ≤ 9T

u(t) =

{
1 t ≥ 0
0 t < 0

S3 Interruption y(t) = ( 1 − α( u(t − t1)− u(t − t2) ) ) sin(ωt) 0.9 ≤ α ≤ 1, T ≤ t2 − t1 ≤ 9T

S4 Flicker y(t) = ( 1 + α f sin(βωt) ) sin(ωt) 0.1 ≤ α f ≤ 0.2, 5Hz ≤ β ≤ 20Hz

S5 Oscillatory transient y(t) = sin(ωt) + αe−(t−t1)/τ sinωn
(t − t1)(u(t2)− u(t1))

0.1 ≤ α ≤ 0.8, 0.5T ≤ t2 − t1 ≤ 3T,
8ms ≤ τ ≤ 40ms, 300Hz ≤ fn ≤ 900Hz

S6 Harmonic y(t) = α1 sin(ωt) + α3 sin(3ωt) +
α5 sin(5ωt) + α7 sin(7ωt)

0.05 ≤ α3 ≤ 0.15, 0.05 ≤ α5 ≤ 0.15,
0.05 ≤ α7 ≤ 0.15, ∑α2

i = 1

S7 Sag and harmonic y(t) = (1 − α(u(t − t1)− u(t − t2)))
(α1 sin(ωt) + α3 sin(3ωt) + α5 sin(5ωt))

0.1 ≤ α ≤ 0.9, T ≤ t2 − t1 ≤ 9T,
0.05 ≤ α3 ≤ 0.15, 0.05 ≤ α5 ≤ 0.15,
∑α2

i = 1

S8 Swell and harmonic y(t) = (1 + α(u(t − t1)− u(t − t2)))
(α1 sin(ωt) + α3 sin(3ωt) + α5 sin(5ωt))

0.1 ≤ α ≤ 0.8, T ≤ t2 − t1 ≤ 9T,
0.05 ≤ α3 ≤ 0.15, 0.05 ≤ α5 ≤ 0.15,
∑α2

i = 1

S9 Normal sine y(t) = sin(ωt) -

2.3. Generalized S-Transform and Feature Extraction

2.3.1. Generalized S-Transform

The continuous S-transform of signal x(t) is described as:

S(τ, f ) =
∫ ∞

−∞
x(t)w(τ− t, f )e−i2π f tdt (1)
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where f is the frequency of signal x(t). w(τ − t, f ) is Gaussian window function, it is defined as:

w(τ− t, f ) =
1

σ
√

2π
e
−(τ−t)2

2σ2 (2)

The S-transform matrix is a complex matrix whose rows pertain to frequency and columns to
time. According to the Heisenberg principle, the time and frequency resolution cannot be improved at
the same time. The intent of using the Gaussian window function in Equation (1) is to allow a better
balancing between the time resolution and the frequency resolution. In Equation (2), τ is the point at
the time axis at which the center of w(τ − t, f ) sits. σ is a scale factor, it is defined as:

σ = 1/| f | (3)

To make the Gaussian window function more effective, a width factor λ is introduced to
Equation (3):

σ = λ/| f | (4)

Changing the value of λ adjusts the value of scale factor σ and therefore makes the width of
Gaussian window function adjustable. If a value greater than 1 is assigned to λ, for the same frequency
point, Gaussian window will be wider than in the case where λ takes a value of 1. Thus, higher
frequency resolution can be achieved in time-frequency domain. Inversely, if a value less than 1 is
assigned to λ, for the same frequency point, Gaussian window will be narrower than in the case where
λ takes a value of 1. Thus, higher time resolution can be achieved in time-frequency domain.

For instance, Figure 3 shows the effect of width factor on the time-frequency analysis of
S-transform. The source signal, as shown in Figure 3a consists of two sinusoidal signals of different
frequencies, 50 Hz for the signal from time 0 to 0.1 s, 100 Hz for the signal from 0.1 to 0.2 s. Width
factors under examination are 0.2 and 2.0. In the case of λ > 1.0, the Gaussian window will be wider
and cover more line frequency cycles, and this will help to improve the accuracy of frequency analysis
of the signal. However, a wider Gaussian window will not make it easy to identify the time instant
at which the frequency of the signal changes. In the case of λ < 1.0, the Gaussian window will be
narrower and cover fewer line frequency cycles, this will decrease the accuracy of frequency analysis
of the signal, but a narrower Gaussian window will make it easy to identify the time instant at which
the frequency of the signal changes.

The result presented in Figure 3b shows that by using a width factor greater than 1.0, the frequency
of two sine signals can be satisfactorily identified, as seen the two thin frequency bands in sharp yellow,
however, this brings more uncertainty on the time of the signal changes because the changing part of
the two frequency bands is not clear. This indicates a width factor greater than 1.0 helps to achieve the
better frequency resolution, but the time resolution will get worse. On the contrary, the result presented
in Figure 3c shows that using a width factor less than 1.0, the frequency of two sine signals cannot
be clearly identified, as seen the two thick frequency bands in sharp yellow, however, the changing
part of the two frequency bands is clearly identified. This indicates a width factor less than 1.0 results
unsatisfactory frequency resolution, but the time resolution will get better.

Substituting Equation (4) into Equation (1), the continuous generalized S-transform takes the form:

S(τ, f ) =
∫ ∞

−∞
x(t)

| f |
λ
√

2π
e
−(t−τ)2 f 2

2λ2 e−i2π f tdt (5)
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(a) 

(b) (c) 

Figure 3. Time-frequency analysis results with different setting value of the width factor.
(a) The comparison of the Gaussian windows with different width factor; (b) Time-frequency spectrum
with λ = 2.0 and (c) Time-frequency spectrum with λ = 0.2.

Then, with the definition τ = mT, f = n/NT, the discrete generalized S-transform expression can
be obtained: ⎧⎪⎪⎨⎪⎪⎩

S[mT, n
NT ] =

N−1
∑

k=0
X[ k+n

NT ]e
−2π2λ2k2

n2 e
i2πmk

N n �= 0

S[mT, 0] = 1
N

N−1
∑

k=0
X[ k

NT ] n = 0
(6)

where k, m, n = 0, 1, . . . , N − 1, N is the total number of sampling points. T is the time interval between
two consecutive sampling points. X is the discrete Fourier transform.

Further, for the purpose of extracting the features of disturbance signals,
the S-transform-Amplitude (STA) matrix is calculated as follows:

A[mT, n
NT ] =

∣∣S[mT, n
NT ]

∣∣ m, n = 0, 1, . . . , N − 1 (7)

2.3.2. Feature Extraction

Feature extraction is one of the essential steps of PQ disturbance classification. Below are
definitions of 10 features extracted from STA matrix.

F1: maximum amplitude of TmA-plot (time-maximum amplitude plot), and it has:

F1 = max{TmA(m)} (8)

where TmA-plot is maximum amplitude versus time by searching columns of STA matrix given in
Equation (7) at every frequency, TmA(m) = max

{
A[mT, n

NT ]
}

.
F2: minimum amplitude of the TmA-plot:

F2 = min{TmA(m)} (9)

F3: mean value of the TmA-plot:

F3 =
1
N

N

∑
m=1

TmA(m) (10)
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F4: standard deviation of TmA-plot:

F4 =

√√√√ 1
N

N

∑
m=1

(TmA(m)− F3)2 (11)

F5: the summation of the maximum and minimum of the TmA-plot:

F5 = F1 + F2 (12)

F6: the standard deviation of FmA-plot (frequency maximum amplitude plot, which is maximum
amplitude versus frequency by searching the rows of STA matrix at each time instant) for frequencies
above four times the line frequency. It has:

F6 =

√√√√ 1
N

N

∑
n=1

(FmA(n)− FmA(n))
2

(13)

where FmA(n) = max
{

A[mT, n
NT ]

}
with n

NT > 200, FmA(n) is the mean value of FmA(n).
F7: the subtraction of the maximum and minimum of the FmA(n):

F7 = max(FmA(n))− min(FmA(n)) (14)

F8: the Skewness of FmA-plot:

F8 =
1

(N − 1)F63

N

∑
n=1

(FmA(n)− FmA(n))
3

(15)

F9: the Kurtosis of FmA-plot:

F9 =
1

(N − 1)F64

N

∑
n=1

(FmA(n)− FmA(n))
4

(16)

F10: standard deviation of mr plot, where mr is time-amplitude plot determined by the frequency
which has maximum amplitude in STA matrix above the frequency of 200 Hz, and it has

F10 =

√√√√ 1
N

N

∑
m=1

(mr(m)− mr(m))
2

(17)

where mr(m) = A[mT, nmr
NT ]

}
, and nmr = argmax

n

{
A[mT, n

NT ]
}

with n
NT > 200.

Apparently, when more features are used, a better classification effect may be expected. However,
increasing the number of features results in a substantial increase of the calculation time as the scale
of ANN used for disturbances classification will be increased. Therefore, the number of features
used for the PQ disturbance classification should be as few as possible without obviously decreasing
the classification accuracy. In this paper, four features are chosen according to the characteristic of
disturbance and width factor, which are presented in Section 3.1.

2.4. Probabilistic Neural Network

As shown in Figure 1, a vector of features selected is used to be the input of PNN. The output of
PNN will be the disturbance type. Figure 4 shows the schematic diagram of PNN. It contains four
layers: input layer, pattern layer, summation layer, and competitive layer. The function of each layer is
as follows.
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Pattern layer calculates Euclidean distance between the feature vectors of PQ disturbance testing
sample X and every PQ disturbance training sample Xij, respectively. Below is the equation:

Hij(X) =
1

(2π)n/2
δn

e−
‖X−Xij‖2

2δ2 (18)

where X = [F1 F2 F3 . . . Fn]T is the feature vector of an PQ disturbance testing sample, and F1,
F2, F3, . . . , Fn are the features as defined in Section 2.3; n is the dimension of the feature vector;
Xij is the feature vector of ith training sample of PQ disturbance type Sj, Sj∈ {S1, S2, . . . , S9}; δ is a
smoothing parameter.

Summation layer makes summation of the results output from pattern layer, and the calculated
conditional probability of X belonging to PQ disturbance type Sj is given below:

Cj(X) =
1
Nj

Nj

∑
i=1

Hij(X) (19)

where Nj is the number of training samples belonging to PQ disturbance type Sj.
In the competitive layer, X is assigned to the PQ disturbance type with maximum conditional

probability. It has:
type(X) = argmax

j

{
Cj(X)

}
(20)

 

Figure 4. The schematic diagram of PNN.

3. Power Quality Disturbance Classification Based on Generalized S-transform with Feature
Oriented Width Factor and Probabilistic Neural Network

The goal of this study is to realize an effective and efficient classification with high accuracy
for eight types of disturbance signals plus the normal signal given in Section 2.2 using an approach
based on the S-transform with a favorable width factor and PNN. Contents presented below include:
selection of features used as inputs of PNN—four of ten are selected after examination; favorable value
determination of the width factor for each of the four selected features by investigating the impacts of
width factor on the PNN performance, and implementation of PNN for disturbance classification.

3.1. Method Proposed—Considering the Width Factor to Be Feature Oriented

In conventional PQ disturbance classification based on S-transform, the width factor λ is treated as a
constant. In other words, all features interested are extracted from the S-transform matrix obtained with
a width factor of the same value. Our studies, presented here, reveal that considering the width factor
λ to be feature oriented renders a more satisfactory result. Implementation data and results presented
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below include: how does the STA-matrix of S-transform vary with λ, how does the effect of the feature
separation behavior change with λ, and how does the classification accuracy of PNN vary with λ.

3.1.1. Effect of Width Factor on S-Transform-Amplitude-Matrix

Figure 5a–h shows the 3D plots of the STA-matrix of eight disturbance signals, listed in Table 1.
For each disturbance signal, there are three 3D plots, which are graphical presentation of the STA-matrix
obtained with three different values of the width factor λ, respectively. The STA-matrix is obtained
per Equations (6) and (7); three values of λ are 0.1, 1.0, and 3.0. The values of λ, 0.1, 1.0, and 3.0 are
selected per what was presented in Section 2.3.1: One less than 1.0, 0.1, which is used to examine its
impacts on the low frequency domain resolution; one greater than 1.0, 3.0, which is used to examine its
impacts on the high frequency domain resolution, and the value of 1.0, which is used as the base for
comparison purpose.

Figure 5. Cont.
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Figure 5. Cont.
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Figure 5. Disturbance signal and 3-D time-frequency magnitude spectrum. (a) sag; (b) swell;
(c) interruption; (d) flicker; (e) oscillatory transient; (f) harmonic; (g) sag & harmonic; and (h) swell
& harmonic.

3D plots in Figure 5 illustrate the behavior of the time-frequency characteristic of STA-matrix of
each specific disturbance signal under the condition that different values of λ are used. This information
helps to understand the advantages of introducing the width factor λ and the impacts of different
λ values on distinguishing eight disturbance signals, S1 to S8.

Disturbance signals S1–S8 can be divided into three groups in terms of their characteristics: group 1
which has S1–S4, group 2 which has S5 and S6, and group 3 which has S7 and S8. The characteristic of
group 1 is that the disturbances occur to the amplitude of the signals at the line frequency for a short
period of time. Plots in Figure 5a, as an example, show the S-transform results of sag, and it can be
seen that:

(1) When the width factor takes a value less than 1.0, the contour (TmA curve) represent the actual
behavior of sag at the line frequency (shown by 1©). This indicates that higher time resolution
of the STA matrix is achieved. In other words, a less than 1.0 value of λ results in a satisfactory
presentation of the behavior of sag at the line frequency; however, in the high-frequency domain
(shown by 2©), a less than 1.0 value of λ decreases the frequency resolution of the STA matrix,
as one can find that obvious fluctuation, which is not the characteristic of the sag, appears in the
high-frequency domain. That is, a less than 1.0 value of λ results in a wrong presentation of the
behavior of sag in the high-frequency domain.

(2) When the width factor takes a value greater than 1.0, one can see that the high-frequency domain
is almost flat without any high-frequency component, which is consistent with the actual behavior
of sag in the high-frequency domain. This indicates that higher frequency resolution of the STA
matrix is achieved. That is, a greater than 1.0 value of λ results a better presentation of the
behavior of sag in the high-frequency domain. However, a greater than 1.0 value of λ decreases
the time resolution of the STA matrix at the line frequency. It can be seen that the change of the
TmA curve around line frequency becomes smoother, which may lead to a wrong identification
of sag due to the inaccurate presentation of its amplitude variation with time. That is, a greater
than 1.0 value of λ results an unsatisfactory presentation of the behavior of sag at line frequency.
Similar conclusion can be obtained if examining plots in Figure 5b–d.

The characteristic of group 2 is that the disturbance appears to be the occurrence of harmonic
components for a certain period of time or the harmonic components existing over the entire time
range. The common feature of these two disturbance signal types is that the amplitude of the line
frequency component of them stays unchanged. The difference between these two signals and the
others are in the high-frequency domain. Plots in Figure 5e–f show the S-transform results of oscillatory
transient and harmonic, and it can be seen that: (1) when the width factor takes a value less than 1.0,
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the frequency resolution of the STA matrix gets significantly reduced; High-frequency components
which apparently do not belong to the original signals appear in the high-frequency domain; (2) these
high frequency-components gradually fade away as λ increases. In the case when λ takes a value
greater than 1.0, the high-frequency characteristics of the oscillatory transient and harmonic are well
represented in the high-frequency domain.

Based on what are presented above, one can draw a conclusion that: A less than 1.0 value of λ
results a better presentation of the behavior of the original signal at the line frequency, but distort
the presentation of the behavior of the original signal in the high-frequency domain; A greater
than 1.0 value of λ results a distorted presentation of the behavior of the original signal at the line
frequency, but improves the presentation of the behavior of the original signal in the high-frequency
domain. This indicates that combination of features is needed for the classification of different
signals. As the signals of sag, swell, interruption, and flicker can be distinguished from others by the
characteristic at the line frequency, a less than 1.0 value of λ is needed in the setting of the corresponding
features; As the signals of oscillatory transient and harmonic can be distinguished from others by the
characteristic in the high-frequency domain, a greater than 1.0 value of λ is needed in the setting of the
corresponding features.

Characteristic of group 3 combines the characteristics of groups 1 and 2. Special attention needs
to be paid to disturbance types S7 and S8, which are the combination of sag & harmonics and swell
& harmonics, respectively. Investigation given above tells neither a value less than 1.0 nor a value
greater than 1.0 ensures a successful separation of S7 or S8 form S1–S6, so in this condition, it needs
combination of features to distinguish these disturbances from others.

In summary, to realize classification of the nine signal types defined in Table 1, a combination
of features is needed; to make the classification more effective and efficient, making the width factor
feature oriented may be considered.

3.1.2. Effect of Width Factor on Feature Distribution Behavior

Different features represent different characteristics of signals. Among the 10 features defined
in Section 2.3.2, features F1–F5, give an intuitive description of disturbance signals S1–S9 at
the line frequency. Differently, features F6–F10, give an intuitive description of signals in the
high-frequency domain. Specifically, F6–F9 expresses the frequency characteristic of signals in the
high-frequency domain and F10 expresses the time characteristic of signals in the high-frequency
domain. For a successful distinction of PQ disturbances S1–S9, commonly experienced in power
system, a combination of features is needed per what are presented above. The goal is to use the least
number of features to realize the classification with high accuracy. Various combination possibilities
were examined. Combination of F2, F5, F7, and F10 was found to be the most applicable to our purpose:

(1) F2 and F5 embody the line frequency characteristics of disturbance signals. F2 contributes to the
separation of normal signal, sag, swell, and interruption by assigning a value less than 1.0 to
width factor λ. Additionally, F5 is used to distinguish flicker from others by assigning a value
less than 1.0 to width factor λ.

(2) F7 embodies the frequency characteristic characteristics of signals in the high-frequency domain,
and it contributes to distinguishing S1–S4 (sag, swell, flicker and interruption) from S5–S6
(harmonic, transient oscillation) by assigning a greater than 1.0 value to width factor λ.

(3) F10 embodies the time characteristic of signals in the high-frequency domain, and it contributes
to the separation of transient oscillation and harmonic by assigning a greater than 1.0 value to
width factor λ.

Based on the features F2, F5, F7, F10 above, firstly, to get intuitionistic vision, the distributions
of PQ disturbances are shown in plots with the features combination F5 & F7, F5 & F10, F2 & F10.
By analyzing the separation degree of eight types of PQ disturbances and the normal signal with
different setting of λ (λF2, λF5, λF7, λF10), the distributions of PQ disturbances are shown in Figures 6–8.
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(a) (b) 

Figure 6. Comparison of F5 and F7 distribution behavior: (a) λF5 = 1.0, λF7 = 1.0; and (b) λF5 = 0.2,
λF7 = 3.0.

(a) (b) 

Figure 7. Comparison of F5 and F10 distribution behavior: (a) λF10 = 1.0, λF5 = 1.0; and (b) λF10 = 3.0,
λF5 = 0.2.

(a) (b) 

Figure 8. Comparison of F10 and F2 distribution behavior: (a) λF10 = 1.0, λF2 = 1.0; and (b) λF10 = 3.0,
λF2 = 0.1.

Figure 6 shows distributions of F5 & F7 of signals S1–S9. Figure 6a is the distribution obtained
with both λF5 and λF7 taking a value of 1.0, which is the case of the features extracted from traditional
S-transform. It shows that there is obvious overlapping between areas taken by S1, S3, and S7,
respectively. Also, the areas taken by S2 and S8 respectively are too close to be easily separated.
This will reduce the accuracy of classification algorithm. For comparison, Figure 6b shows the results
obtained with λF5 = 0.2 and λF7 = 3.0, determined per discussion above. It can be seen that areas taken
by S1, S3, and S7 are nicely separated, and there appears a clear space between areas taken by S2 and
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S8. Feature F7 is used to distinguish S1–S4 from S5–S6. Comparison between results obtained with
λF7 = 1.0 and λF7 = 3.0, it can be seen the separation between S1–S4 and S5–S6 along the longitudinal
axis (the direction of F7 axis) are much better in the case which λF7 is equal to 3.0.

Figure 7 shows distributions of F10 & F5 of signals S1–S9. Figure 7a is the distribution obtained
with both λF10 and λF5 taking a value of 1.0. It shows that there are obvious overlapping between areas
taken by S1, S3 and S7; Figure 7b shows the results obtained with λF10 = 3.0 and λF5 = 0.2. It shows that
areas taken by S1, S2, S3, S7, S8 are nicely separated. F10 is used to separate transient oscillation S5 and
harmonic S6, F2 and F10 distribution map given in Figure 7a shows that there is obvious overlapping
between S5 and S6 along the horizontal axis (the direction of F10 axis) with λF10 = 1.0 while Figure 7b,
there appears a clear space between areas taken by S5 and S6 with λF10 = 3.0.

Figure 8 shows distributions of F10 & F2 of signals S1–S9. Feature F2 contributes to the separation
of normal signal, sag, swell and interruption. The result in Figure 8a shows that, along the longitudinal
axis (the direction of F2 axis), there is obvious overlapping between areas taken by S1 and S3, and
also some overlapping between areas taken by S2 and S4 with λF10 = 1.0; the result in Figure 8b shows
that areas taken by S1 and S3, S2 and S4 are nicely separated with λF10 = 3.0. Moreover, comparison
between Figure 8a,b says the S7 can be nicely separated from other signals with λF10 = 3.0, λF2 = 0.1.

In summary, results presented in Figures 6–8 confirm that a combination of features is needed
to separate S1 to S9. The results also verify that making λ feature oriented and using a favorable
value instead of 1.0 for λ helps to achieve a satisfactory separation of S1–S9. In addition, for features
which work better with λ greater than 1.0, λ values greater than 3.0 were tested and the result tells
the improvement of the separation of signals S1 to S9 is insignificant. Similar results were obtained if
values less than 0.1 are applied to λ for those features which work better with λ less than 1.0. Therefore,
the variation range of λ used in the PNN section below is set to be from 0.1 to 3.0.

4. Determination of the Favorable Value of Feature Oriented Width Factor with the Use of
Probabilistic Neural Network

This section presents the determination of favorable width factor set (λF2, λF5, λF7, and λF10) with
PNN. Inputs of PNN are features F2, F5, F7, and F10 of the signal being classified. F2, F5, F7, and F10
are calculated from the S-transform matrix generated with width factor (λF2, λF5, λF7, and λF10); output
of PNN is the classification result. The objective is to obtain the favorable value of (λF2, λF5, λF7, and
λF10), with which and a trained PNN the classification of disturbances which falls into S1–S9 can be
achieved with high accuracy. Steps for finding the favorable width factor (λF2, λF5, λF7, and λF10) are
given in Figure 9.

64 = 1296 combinations of width factor λF2 λF5 λF7 λF10, see the external loop of the flowchart in
Figure 9, are examined, which are generated by assigning each element of [λF2 λF5 λF7 λF10] with 0.1,
0.3, 0.6 1.0, 2.0, and 3.0, respectively. For each width factor combination set [λF2 λF5 λF7 λF10]: (1) in
PNN training, 900 samples of signals are used, which are obtained by randomly generating 100 signals
for each of nine signal types; in PNN testing, similarly, 900 randomly generated samples of signals are
used; (2) the feature vectors [F2 F5 F7 F10] are extracted from the 1800 samples of signals by using
the S-transform with the corresponding width factor combination [λF2 λF5 λF7 λF10]; (3) the PNN are
trained and tested with the feature vectors [F2 F5 F7 F10] (900 for training; 900 for testing), and the
classification error for the corresponding width factor combination [λF2 λF5 λF7 λF10] is evaluated.

In the process explained above, the 200 signals (100 for PNN training; 100 for PNN testing)
of each disturbance type are generated by randomly selecting the value of parameters used by
each disturbance signal type, seen the parameter column of Table 1. To mitigate the possible
randomicity-related classification error, the internal loop is repeated six times, q = 6, as shown in the
flowchart in Figure 9. The classification errors of PNN are calculated six times, and the average of
the obtained six classification errors is taken as testing error of the PNN. The obtained testing errors
of PNN are presented in Figure 10 with spheres, the size of which is proportional to the value of the
corresponding error.
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Figure 9. The flow chart for the PNN classification error.

(a) ΏF5 = 0.1 (b) ΏF5 = 0.3 

(c) ΏF5 = 0.6 (d) ΏF5 = 1.0 

(e) ΏF5 = 2.0 (f) ΏF5 = 3.0 

Figure 10. The error of PNN classification with the width factors combination [λF2 λF5 λF7 λF10]
varying in the range of 0.1–3.0 (the smaller the radius of sphere, the smaller its corresponding
classification error).
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Firstly, take a look at Figure 10a. The size of spheres becomes smallest when λF2 takes the smallest
value 0.1, λF7 and λF10 takes their greatest value 3.0. Similarity exists in Figure 10b–f. In other words,
the smallest spheres on Figure 10a–f all locate at the lower right corner in the back. This tells us that
favorable values for λF2, λF7 and λF10 are 0.1, 3.0, and 3.0, respectively. Then, comparing the size of the
smallest sphere of each individual subfigure, one can see that the sphere at the lower right corner in
the back of Figure 10a has the smallest size. This tells us that the PNN classification error becomes
the least if λF5 takes a value of 0.1. Numbers in percentage format shown on the upper right corner
in the back of each subfigure are the classification error of PNN corresponding to the sphere of the
smallest size of each individual subfigure. It shows that the trained PNN will have the classification
error be less than 1% (0.741% on Figure 10a) if λF2, λF5, λF7, and λF10 take their values to be 0.1, 0.1,
3.0, and 3.0, respectively. The trained PNN, with features F2, F5, F7, F10 as inputs, may provide a
satisfactory classification of PQ disturbance S1 to S8 and the normal sinusoidal signal if F2, F5, F7, F10
are extracted from S-transform matrix obtained with width factors λF2, λF5, λF7, λF10 equal to 0.1, 0.1,
3.0, 3.0, respectively.

5. Accuracy of the Proposed Power Quality Disturbance Classification Approach

Without noise, classification results of PNN corresponding to the favorable width factor
combination are shown in Table 2, and the classification accuracy is 99.259%. To analyze the
effect of noise on the classification errors, different levels of noise are added to the nine types of
signals. The results are listed in Table 3. The level of noise is expressed by the signal-to-noise ratio
(SNR), and SNR = 20log10(AS/AN), where AS and AN are the maximum amplitude of the signal and
noise, respectively.

Table 2. PNN classification results with the favorable width factor combination.

Category S1 S2 S3 S4 S5 S6 S7 S8 S9 Accuracy

S1 592 0 8 0 0 0 0 0 0 98.67%
S2 0 583 0 17 0 0 0 0 0 97.17%
S3 0 0 600 0 0 0 0 0 0 100%
S4 0 9 0 591 0 0 0 0 0 98.50%
S5 0 0 0 0 600 0 0 0 0 100%
S6 0 0 0 0 0 600 0 0 0 100%
S7 6 0 0 0 0 0 594 0 0 99.00%
S8 0 0 0 0 0 0 0 600 0 100%
S9 0 0 0 0 0 0 0 0 600 100%

PNN classification accuracy = 99.259%

Table 3. PNN classification accuracy with noise conditions.

λF2, λF5, λF7, λF10

PNN Classification Accuracy (%)

Pure 40 dB 30 dB 20 dB

0.1, 0.1, 3.0, 3.0 99.26 99.13 98.63 98.38
1.0, 1.0, 1.0, 1.0 96.92 96.78 96.65 95.94
0.1, 2.0, 3.0, 0.6 97.42 96.80 96.62 96.17
2.0, 1.0, 0.1, 1.0 91.40 91.27 91.00 90.07
3.0, 1.0, 2.0, 1.0 97.04 95.98 95.87 95.68

As can be seen from Table 3, for the PQ disturbances without noise, the classification accuracy
corresponding to the optimal width factor is 1.84%–7.86% higher than that of other width factor
settings. The favorable width factor still maintains a good classification accuracy under noise (20 dB)
and the classification accuracy is 2.21%–8.31% higher than the other width factor settings, including
the traditional width factor settings ([λF2 λF5 λF7 λF10] = [1.0, 1.0, 1.0, 1.0]).
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6. Performance Comparison

In order to evaluate the effectiveness and feasibility of the proposed algorithm, Table 4 shows
the comparison between the obtained results in this paper and the reported results by other
studies [4,8,16,17].

Table 4. Performance comparison in terms of percentage of correct classification results.

Category
Classification Accuracy (%)

Proposed Method [4] [8] [16] [17]

S1 98.67 88 98 95 100
S2 97.17 96.5 92 91 100
S3 100 85.55 100 99 100
S4 98.50 - 98 98 94
S5 100 - 100 100 98
S6 100 100 92 96 98
S7 99.00 100 93 98 98
S8 100 100 90 98 97
S9 100 100 100 100 100

Average classification accuracy 99.26 95.71 95.5 97.22 98.33

In [8,16], the classification accuracy of each PQ disturbance is lower than that of the proposed
algorithm. For [4], the classification accuracy of each PQ disturbance is lower than that of the proposed
algorithm except S7. For [17], the classification accuracy of each PQ disturbance is lower than that of
the proposed algorithm, except for S1 and S2. The average classification accuracy shows the ratio of
correctly classified PQ disturbances to the total number of PQ disturbances, and the proposed method
gives the best classification results for this case.

The classification accuracy comparison between the proposed algorithm and other reported
studies is shown in Table 5. For the PQ disturbances without noise, the classification accuracy
corresponding to the proposed algorithm is 99.26% higher than that of other algorithms. For the PQ
disturbances with low level noise condition (40 dB), the classification accuracy corresponding to the
proposed algorithm is 99.13% slightly lower than that of the algorithm in [27], but higher than that of
other algorithms. For the PQ disturbances with high level noise condition (30 dB), the classification
accuracy corresponding to the proposed algorithm is 98.63% higher than that of other algorithms.

Table 5. Comparison between the proposed algorithm and other algorithms with noise conditions.

PQ Classification Studies
Classification Accuracy (%)

Pure 40 dB 30 dB

[4] 95.71 93.64 91.85
[27] - 99.7 98.5
[28] 98.5 96.875 93.625
[29] - 98.8 97.49

Proposed method 99.26 99.13 98.63

7. Conclusions

This paper proposed a PQ disturbance classification approach based on S-transform with
a feature-oriented width factor and PNN. By introducing a width factor into the conventional
S-transform, the time resolution and the frequency resolution presented by the STA matrix of the
signal being analyzed is made adjustable. In this way, the impact of the width factor on the 3D-STA
time-frequency magnitude spectrum of eight disturbance signals are studied and the overall picture of
how the regulator factor affects the description accuracy of the signal in the low frequency domain and
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the high frequency domain is obtained. On the basis of this and according to the joint consideration of
the characteristics of eight disturbance types in frequency domain and the definition of 10 features,
four out of 10 features are selected to be used for the disturbance classification. Three combinations
of four selected features are investigated in terms of the 2D distribution behavior of their values for
the eight disturbance signal types; the influence of the width factor on the separation of data points
denoting the values of each feature combination is presented. From there, association between each
feature and the width factor value favorable for the corresponding feature is established. Further,
it is verified with PNN by examining the classification accuracy with a wide variation range of each
width factor, from 0.1 to 3.0. Furthermore, a PNN satisfactorily trained is obtained. Simulation tells it
renders high classification accuracy (less than 1% error) for 8 type disturbance signals by using only
four features as inputs, which are extracted from the S-transform amplitude matrix with corresponding
favorable width factor. In addition, the obtained PNN shows satisfactory robustness under various
noise conditions. Finally, the proposed algorithm shows better performance in comparison with those
presented in other research studies.
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Abstract: Waveform distortions are an important issue in distribution systems. In particular,
the assessment of very wide spectra, that include also components in the 2–150 kHz range,
has recently become an issue of great interest. This is due to the increasing presence of high-spectral
emission devices like end-user devices and distributed generation systems. This study proposed
a new sliding-window wavelet-modified estimation of signal parameters by rotational invariance
technique (ESPRIT) method, particularly suitable for the spectral analysis of waveforms that have
very wide spectra. The method is very accurate and requires reduced computational effort. It can
be applied successfully to detect spectral components in the range of 0–150 kHz introduced both
by distributed power plants, such as wind and photovoltaic generation systems, and by end-user
equipment connected to grids through static converters, such as fluorescent lamps.

Keywords: waveform distortion; high-frequency spectral components; wavelet transform; modified
estimation of signal parameters by rotational invariance technique (ESPRIT); power quality

1. Introduction

Modern distribution systems are characterized by the simultaneous presence of renewable energy
sources, storage systems and loads that actively contribute to the operation of such systems, along
with an increasingly complex and performing information and communications technology relevant
infrastructure. In this context, power quality (PQ) is one of the most important issue since adequate PQ
levels guarantee the necessary compatibility among all equipment connected to the grid [1]. Among
PQ disturbances, the waveform distortions are considered with much attention as a consequence
of several factors such as: (1) the sensitivity of customers to such disturbances and (2) the growing
penetration of electrical components responsible for new and significant waveform distortions.

Recently, renewable energy sources, especially wind and solar energy, and some high-efficiency
end-user devices, e.g., fluorescent lamps powered by high-frequency ballasts, have attracted great
interest as perturbing devices since they contribute significantly to increasing the distortion levels of
voltage and current waveforms [2–4]. They have a spectrum that includes a wide range of frequencies
that can exceed 2 kHz up to 150 kHz. This spectral content was initially indicated as “high-frequency
distortion”, but recently the term “supraharmonic” was introduced [5] and it is being used more
frequently [2,6–8].
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The presence of these high-frequency spectral components can cause different problems in the
electrical power systems, such as: (i) the potential interferences with the power-line communication
(PLC), that are included in the same range of frequency [7,8], or rather; (ii) the possible appearance
of both series and parallel resonance phenomena [9–11] and (iii) the impact of this distortion on
end-user equipment and on equipment in the grid [5,7–9]. Obviously, the aforesaid problems may be
overcome with the exact knowledge of the high-frequency spectra in terms of both amplitude and
frequency spectral components versus time, also when an active filtering has to be provided for their
compensation [10]. However, these high-frequency spectral components are superimposed to low
frequency spectral components with consequent conflicting needs in term of time window length
(and frequency resolution) for their spectral analysis.

Moreover, such high-frequency disturbances still require not only appropriate analysis tools,
but also adequate standardizations, which allow to define proper indices and their maximum
thresholds for the evaluation and the limitation of the high-frequency spectral components.
Note that the importance of covering the frequency range from 2 kHz to 150 kHz with adequate
standards was also underlined in a European Committee for Electrotechnical Standardization
(CENELEC) report, in the International Electrotechnical Commission (IEC) standard TS 62749,
by different Conseil International des Grands Réseaux Électriques (CIGRE)/Congrès International des
Réseaux Electriques de Distribution (CIRED)/Institute of Electrical and Electronic Engineers (IEEE)
working group and in the application guide for the EN50160. Moreover, several international standard
setting organizations are working on this topic [2,5–7].

As well known, currently, the IEC standards, which address the range from 0 kHz to 9 kHz,
recommend for signal processing the use of the discrete Fourier transform over successive and
rectangular time windows with a duration fixed as an integer multiple of the fundamental period,
also called short time Fourier transform (STFT) [4,12]. The STFT method, together with the other
STFT-based ones, has been proved to be an important tool for the global evaluation of waveform
distortions, but it cannot provide more detailed information about each spectral component. This is
due to the inaccuracies associated with the inherent fixed frequency resolution and spectral leakage
problems. Moreover, in case of waveforms characterized by wide spectra, these problems became
more significant due to the aforementioned different behaviours of low- and high-frequency spectral
components and the increasing desynchronization of high-frequency components. As attempt to
reduce STFT inaccuracies, IEC suggests the use of grouping not only for the low frequency range,
but also for the spectral content from 2 kHz to 9 kHz, assuming high-frequency resolution to be
unnecessary for this range, in opposition to the modern requirements [13,14]. Recently, in [14], some
measurement methods have been also indicated to provide an overview of spectral content in the
range from 2 kHz to 150 kHz, as opposed to detailed measurement methods used for low-frequency
range. These measurement methods for the high-frequency spectral components are informative
and not normative; they include the extension of the grouping from 9 kHz to 150 kHz using a 10 Hz
frequency resolution and 200 Hz bands to group this spectral content [14] and, then, do not allow to
obtain acceptable estimations of amplitudes and frequencies of high-frequency spectral components.

The IEC standard [14] suggests also the use of measurement methods according to Comité
international spécial des perturbations radioélectriques CISPR 16-1-2 for the evaluation of the
high-frequency spectral content; however, it states also that it is not always possible or practical
to apply them. In fact, these measurement methods suffer of complex and expensive implementation;
also, they provide an enormous amount of data to be stored as output. Moreover, IEC standard
highlights that the measurement methods according to CISPR 16-1-2 focus only on emissions from
devices under test, stating that they are “not directly addressed to power quality investigations”. Hence, the
IEC standard suggests also the use of other techniques for the analysis of the high-frequency spectral
content and advises about the possible inclusion of other methods in future editions of the standard.

However, with reference to the low frequency range, to solve the problems associated with the IEC
standard method, many spectral analysis methods have been presented in the relevant literature for the
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assessment of time varying waveform distortions [4,12,14–17]. Among them, wavelet-based methods
are introduced as an alternative tool, exploiting the wavelet insensitive behaviour to the frequency
fluctuations. Moreover, several advanced parametric methods has also been proposed, such as the
sliding-window estimation of signal parameters by rotational invariance technique (ESPRIT) method
and the sliding-window Prony’s method. Although these parametric methods are characterized
by enhanced accuracy and great frequency resolution, their computational burden is excessive.
In recent literature, hybrid sliding-window parametric-STFT methods and new modified sliding-window
parametric methods have been proposed to reduce the computational effort [14–16,18,19].
With reference to the high-frequency range, in the relevant literature, only few methods were
applied to the spectral analysis of waveforms with wide spectra [15,16]. In particular, the method
proposed in [16] was not applied for the simultaneous spectral analysis of the entire range
from 0 Hz to 150 kHz. It requires a high computational effort and a priori knowledge of the number of
spectral components included in the analysed waveform, as well as the order of the correlation matrix.
These two problems were overcome by the method proposed in [15], although it was not applied for
the detection of high-frequency time varying spectral component, when large-spectrum waveforms
are analysed.

Note also that low frequency spectral components and high frequency spectral components can
be characterized by different behaviours in the frequency and time domain; low frequency components
can be stationary while high frequency are usually not stationary.

Motivated by these issues, the new contribution of this study is in proposing a novel scheme
to analyse electrical waveforms with spectral content up to 150 kHz that provides accurate
estimation of parameters (mainly, frequencies, amplitudes and initial phases) of spectral components,
while maintaining acceptable computational efforts. The proposed method allows to have an accurate
contemporary knowledge of low and high frequency spectral components and their time behaviour;
thus, it is useful for:

• the evaluation of supraharmonic emission;
• the definition of adequate power quality indices to introduce standard methods and limits;
• the study of supraharmonic propagation and impact in power systems;
• the definition of new models which can emulate supraharmonic injection;
• the use of proper adaptive active filters to reduce the emission of supraharmonics.

Based on the previously-cited main aspects of the spectral analysis methods offered by relevant
literature, the proposed method applies a discrete wavelet transform (DWT) and a sliding-window
modified ESPRIT method (SW MEM) [15] in two successive steps. The DWT divides the original
signal into low-frequency and high-frequency waveforms. The SW MEM separately analyzes the two
passbands for a separate estimation of the low-frequency and high-frequency spectral components.

The application of the proposed method has the following advantages:

• it allows a detailed estimation in time of each high-frequency spectral component;
• it has ability to provide the optimal time and frequency resolutions in each band to obtain an

accurate time-frequency representation using the strategy of divide and conquer.

Eventually, we evidence that the main contribution of this paper refers to the application addressed
(signal processing in power distribution systems in the entire frequency range) since the spectral
analysis of waveforms in electrical distribution systems with wide spectra (including supraharmonics)
is nowadays of the greatest interest. Moreover, even though the proposed scheme uses basic and well
known methods, these methods are used in a novel and advantageous way.

This article is organized as follows: Section 2 introduces some considerations on the
high-frequency components up to 150 kHz to outline their main spectral characteristics. In Section 3,
the new sliding-window wavelet-modified ESPRIT-based method (SWWMEM) is described in detail.
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Section 4 describes how the numerical validation of the proposed method is affected. The study
conclusions are in Section 5.

2. Spectral Components in the Range from 2 kHz to 150 kHz

Nowadays, the main cause of waveform distortions in modern electrical power systems is the
growing use of devices equipped with static converters. They can inject in the grid distorted currents
with spectral components included in a wide frequency range (up to 150 kHz) [3,4,16,20]. In order
to better underline how the problem of the waveform distortions that involve a wide frequency
range is deeply rooted in modern electrical power systems, a detailed list of common supraharmonic
emitters is provided in [21]. These are: (i) converters for industrial applications that mainly emit
spectral components in the range from 9 kHz to 150 kHz; (ii) oscillation related to the electronic device
commutation that mainly emit spectral components up to 10 kHz; (iii) street lamps that mainly emit
spectral components up to 20 kHz; (iv) electro-vehicle chargers that mainly emit spectral components
in the range from 15 kHz to 100 kHz; (v) photovoltaic and wind turbine inverters that mainly emit
spectral components in the range from 4 kHz to 20 kHz; (vi) household devices, e.g., liquid-crystal
display televisions or highly-efficient loads, that mainly emit spectral components in the range from
2 kHz to 150 kHz; (vii) PLC that mainly emit spectral components in the range from 9 kHz to 95 kHz.

Since, as seen, the supraharmonic emitters are very common the spectral components from 2 kHz
to 150 kHz have recently received great interest in the relevant literature [2,7,16,20–27]. Many research
activities have recently focused on the effects of the high-frequency sources on the power systems
and their propagation [2,6,7]. These studies discerned between primary and secondary emissions.
Primary emissions refer only to the distinctive disturbances of the considered load or production
equipment. Secondary emissions refer to the disturbances caused by other sources near the considered
equipment. Moreover, it was outlined that the frequencies from 2 kHz to 150 kHz are strictly linked to
the switching technique adopted in the interfacing power-electronic converter. Several measurements
taken by low power (up to 100 kW) equipment indicate that the most common switching frequencies
are up to few tens of kHz [28]. Note that, sometimes, the secondary emission might also be due to
PLC, they, as previously observed, generally work in the range from 9 kHz to 95 kHz and interferences
could occur in the power system [8].

The main difference between the high-frequency emissions and low-frequency emissions is that,
while the latter tend to propagate towards the distribution network, the former mainly flow within
the installation, towards the other devices that offer a lower impedance than the network at so high
frequencies (such as the electromagnetic compatibility (EMC) filter). Moreover, the presence of EMC
filter as interface at the point of common coupling (PCC), also provides a low impedance for these
high-frequency components coming from the distribution network. Therefore, high-frequency currents
from both the installation and the network flow through the capacitor, causing high-frequency voltage
distortion at the PCC [6].

Most of waveforms with spectral components from 0 kHz to 150 kHz are related to distributed
generation (DG) and loads equipped with static converters.

With reference to DGs emission, photovoltaic systems (PVSs) and wind turbine systems (WTSs)
are the more spread technologies and they generally are connected to the grid through power static
converters [28]. Thus, high-frequency components are introduced at the PCC as primary emissions by
the interfacing converters.

In PVSs, the high-frequency primary emission is linked to the adopted pulse-width modulation
(PWM) technique of the inverter, although the presence of the electromagnetic interference (EMI) filter,
used to reduce the harmonic emission, influences the amplitude of the high-frequency components
with respect to an ideal PWM spectrum [7]. The high-frequency components can be detected in ideal
operating conditions of the system, in correspondence of the frequencies f PWM

k,m , given by:

f PWM
k,m = [k · fsw ± m · f0] ∀ k ∈ N , ∀ m ∈ N0, (1)
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where fsw is the switching frequency and f0 is the power system fundamental frequency.
They are sidebands centered on integer multiples of the switching frequency, which is generally a few
tens of kHz.

Regarding the WTSs, the schemes equipped with a power static converter are the doubly fed
induction generator (DFIG) and the full-scale power converter wind turbine [29]. For both these
configurations, the power electronic converter is the main source of high-frequency primary emissions
at the PCC.

The high-frequency secondary emissions at the PCC of both PVSs and WTSs are due to
background voltage distortion and could increase significantly in the presence of resonance effects [20].

With reference to loads emission, several types of perturbing loads can introduce high-frequency
components [7,8,30,31]. In particular, the propagation of high-frequency components as primary
emissions of adjustable speed drives (ASDs) with a 6 kHz switching frequency in industrial networks
has been analyzed in [31]. In [7] it was outlined that the electrical vehicles (EVs) produce a weak
primary emission at low frequencies, while in the high-frequency range, the levels of current emission
can be significant. Moreover, in the measured currents at the PCC of EV chargers, spectral components
in a range from 10 kHz to 100 kHz have been detected [7].

The most diffuse disturbing loads are currently the fluorescent lamps powered by high-frequency
ballast and the LED lamps [7,8]. Generally, an electronic ballast has a voltage stiff rectifier
(which create harmonics) and also an inverter that is normally switching at constant frequency
(typically from 30 kHz to 40 kHz). Components in both these frequency ranges can be measured at the
grid side of the lamps as a emission in the current. In addition, since lamps larger than 25 W have to
improve the harmonic emission, an active power factor correction (APFC) stage is placed directly after
the rectifier. This is typically done with a DC to DC converter that make sure that the current drawn
by the lamp is almost sinusoidal. However this means that there is an additional source of emission
that changes amplitude and frequency over the fundamental cycle. The frequency emission from this
part of the lamp is shifting from 30 to 40 kHz to 100 kHz over half of a fundamental cycle [32].

The high-frequency secondary emission at the PCC of the aforesaid loads are generally caused by
background voltage or by the presence of several non-linear loads in the same installation.

3. The Proposed Method

In the most general case, a waveform in a power system can be characterized by both
high-frequency and low frequency (up to 2 kHz) spectral components involving conflicting needs in
term of time window length and frequency resolution for their spectral analysis.

The high-frequency spectrum is generally characterized by spectral components centred
around frequencies not directly linked to the power system frequency and that are commonly
defined as “asynchronous” components. The low frequency spectral components are mainly
constituted by discrete components at frequencies that are linked to the power system frequency [6,7].
Moreover, high-frequency and low-frequency spectral components present different time behaviours,
being high-frequency components often not stationary with fast dynamics, and consequently with
frequencies and amplitudes that can rapidly vary vs. time. Finally, in the absence of resonance
effects, the energy content of high-frequency components usually is very small if compared with the
characteristic low-frequency spectral components.

Eventually, the spectral analysis of waveforms including both low-frequency and high-frequency
spectral components requires an approach different from the traditional approach for the low-frequency
components only. In particular, the method to be used should be characterized by the ability to:

• separate the original signal in different frequency bands;
• analyze different frequency bands with different time and frequency resolutions;
• analyze different frequency bands with adequate accuracy for different levels of distortions

estimating both amplitude and frequency of each spectral component in time.

169



Energies 2017, 10, 97

Motivated by above, the main features of the proposed method are (1) to isolate the different
frequency bands of interest and (2) to separately analyse each band, taking into account the different
behaviour and needs of low-frequency and high-frequency components (Figure 1).

Figure 1. Scheme of the proposed method.

The proposed method involves a two-step procedure as shown in Figure 1. In particular,
the selected values fbs and fmax are the bands’ separation frequency and the maximum frequency of
interest, respectively. In the first step, the number of decomposition levels is calculated, the waveform
is adequately resampled and then filtered by the decomposition of a discrete wavelet transform
(DWT), which produces a low-frequency band and a high-frequency band of the original waveform.
Then in the second step, the two parts of the waveform are resampled and analyzed separately by the
sliding-window modified ESPRIT method (SW MEM).

In the first step, we take the advantage of wavelet suitability for studying signals in different
frequency bands with different frequency resolution [33,34]. Moreover, the DWT, differently to a
common low/band-pass filter, performs a waveform decomposition that guarantees no phase-shifting
and no signal leakage among the decomposed bands of frequency. This allows that, if all of the
reconstructed signals of the different bands of frequency are added up, the original waveform is again
obtained. In the second step, we use ESPRIT method which is one of the most accurate parametric
methods; in particular: (i) ESPRIT method performs better than Prony’s method when the waveform
to be analysed is corrupted by noise; (ii) DWT can be couplet better with ESPRIT method than with
other parametric methods; in fact, if fs is the waveform sampling rate, ESPRIT method, as well as
DWT, is able to detect spectral components up to fs/2. In the following subsections, the main features
of each of these steps are described in detail.

3.1. First Step

The first step of the proposed hybrid method is based on the application of a DWT obtained by
using a sampled mother wavelet with discrete scale and translation parameters, applied to a sampled
waveform [12].

Specifically, given a sequence of samples x(n) with n = 0, 1, . . . , N − 1 and the chosen continuous
mother wavelet ψ

(
t−b

a

)
with a and b continuous scale and translation parameters respectively, selecting

a = aj
0 and b = kaj

0b0, the sampled discrete mother wavelet ψj,k(n) is:

ψj,k(n) =
1√
aj

0

ψ

(
n − kb0aj

0

aj
0

)
∀ n = 0, 1, . . . , N − 1, (2)

where k and j are integers and the values a0 > 1, b0 > 0 are fixed [12]. Hence, the DWT of x(n) is
provided by:

DWT(j, k) =
1√
aj

0

∑ N−1
n=0 x(n)ψ∗

(
n − kb0aj

0

aj
0

)
, (3)

where the symbol * indicates the complex conjugate [12].
It is well known that the DWT achieves the decomposition of the waveforms on different levels.

Two parts are obtained for each level and they represent the approximation aj and the detail dj of the

170



Energies 2017, 10, 97

waveform in progressively-halved bands of frequency. In particular, by defining the scaling function
ϕ
(

t−b
a

)
as the aggregation of wavelets with scale factor a > 1, and discretizing it as seen for the

mother wavelet, at each level j, the approximation aj and the detail dj of the original waveform can be
evaluated by the inverse DWT of the approximate Aj(k) and detailed Dj(k) coefficients, computed
as follows:

Dj(k) = 1√
aj

0

∑ N−1
n=0 x(n)ψ∗

(
n−k
aj

0

)
Aj(k) = 1√

aj
0

∑ N−1
n=0 x(n)ϕ∗

(
n−k
aj

0

) , (4)

where k is related to the translation in time and j is related to the selected frequency band [12]. Figure 2
shows a representation of the DWT decomposition for a waveform sampled at 2 fmax Hz, where fmax is
the maximum frequency of interest (i.e., 150 kHz).

 

Figure 2. Discrete wavelet transform (DWT) decomposition scheme.

The DWT decomposition is often used as a filter bank, since it appears a sort of high and
low pass band filters in cascade, with two bands of frequency obtained at each level. However,
the bands are affected by overlap and attenuation at their edges. In the proposed method, by using
a Meyer mother wavelet, multi-level DWT decomposition is achieved by assuming, as the number
Lmax of decomposition levels, a value that depends on fmax and on the bands’ separation frequency fbs

(i.e., 2 kHz), i.e., Lmax =
⌈

log2

(
fmax
fbs

)⌉
, where the symbol �·� indicates the rounding up operation.

Note that as shown in Figure 1, the original waveform xo(n) to be analyzed can be pre-processed
to adapt the sampling frequency to the maximum frequency of interest fmax, obtaining the DWT input
waveform x(n). This pre-processing consists in an upsampling of xo(n), in order to avoid filter bounds
to be too close to the frequencies that must be detected.

Once the DWT decomposition is known, two different waveforms, xl(n) and xh(n), are obtained.
They are the waveform xl(n) (“low-frequency waveform”), which includes only the approximation
aLmax −1 at the level Lmax − 1 (Figure 2) and the waveform xh(n) (“high-frequency waveform”),
which includes the sum of all of the details dj (Figure 2). The level Lmax − 1 instead of Lmax was
chosen to avoid the attenuation effects of the overlap introduced by the canonical DWT in the ranges
of frequencies of interest.

Both the low-frequency waveform xl(n) and the high-frequency waveform xh(n) are separately
analyzed in the second step of the proposed method (Figure 1).
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3.2. Second Step

The second step of the proposed hybrid method is based on the application of the sliding-window
modified ESPRIT method (SW MEM) described in [15]. This method is applied for the assessment of
the low-frequency and high-frequency components included in xl(n) and xh(n), respectively.

Specifically, denoting with xi(n), of generic size Ni, either the sequence of the Nl-sized sampled
data xl(n) or the sequence of the Nh-sized sampled data xh(n) (Figure 1), the ESPRIT model is used to
approximate the waveform samples with a linear combination of Mi complex exponentials added to a
white noise r(n) [12]:

x̂i(n) = ∑ Mi
k=1 Akejψk e(αk+j2π fk)nTs + r(n), n = 0, 1, . . . , Ni − 1, (5)

where Tsi is the sampling period and Ak, ψk, fk, and αk are the amplitude, initial phase, frequency and
damping factor of the kth complex exponential, respectively. These are the unknown parameters to be
estimated by using the transformation properties of the rotation matrix associated with the waveform
samples. However in [15], it was shown that a reduction of the unknown parameters in the model (5)
is possible, considering that the damping factors and the frequencies of spectral components in power
system applications generally vary slightly vs. time, especially at low-frequencies. This is the basic
principle of the SW MEM, where the estimation of frequencies and damping factors is realized only
a reduced number of times along the whole waveform to be analyzed, with a great improvement in
terms of computational effort [15]. In particular, the frequencies of the spectral components are initially
evaluated in the first sliding window (also called “basis window”). Then the obtained values are
assumed to be known quantities in the successive sliding windows (also called “no-basis windows”).
The same handling is also performed for the damping factors.

Note that a check is conducted in each no-basis window to evaluate if the frequencies and damping
factors obtained in the basis window can be still considered valid. In particular, the reconstruction
error of the waveform can be checked; if the reconstruction error is greater than a fixed threshold,
a new basis window is generated, the frequencies and the damping factors are updated and these
new values are imposed in the following no-basis windows [15]. This check makes the SW MEM also
suitable for the high-frequency components assessment, since they might significantly vary vs. time as
previously mentioned.

The accuracy of the results and the computational effort of the SW MEM are influenced
significantly by the number of exponentials, Mi, by the selected order Ni1 of the correlation matrix and
by the sampling frequency fsi [14].

In particular, it is worthwhile to outline the following considerations:

(1) Thanks to the DWT decomposition in the first step, both xl(n) and xh(n) include a reduced
number of spectral components than the original sequence x(n), so the analyses of these
waveforms require smaller values of Mi than the analysis of the original sequence x(n).

(2) Since xh(n) include only high-frequency components, the duration of the analysis window for
this waveform can be chosen shorter than that for the spectral analysis of xl(n), consequently
reducing the value of Ni1.

(3) Since the maximum frequency that the ESPRIT method and therefore the SW MEM are able
to detect is half of the sampling frequency fsi [14]. The low frequency waveform xl(n) can be
downsampled to only 2 fbs (two times the bands’ separation frequency), reducing the number of
samples in each window and, once again, the global computational burden.

Note also that to prevent the problem associated with the attenuation introduced by the DWT
decomposition, only the spectral components over fbs (i.e., 2 kHz) were stored when analyzing xh(n),
whereas the spectral components up to fbs were stored when analyzing xl(n).

Finally, it is important to observe that since the duration of window for the spectral analysis
of xh(n) is shorter than that for the spectral analysis of xl(n), the proposed method could provide a
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number of high-frequency spectra greater than the number of spectra of the low-frequency waveform.
This result is in accordance with the need for having a higher time resolution for the detection of
the high-frequency components, since these components generally vary vs. time more than the
low-frequency components.

4. Numerical Validation of the Proposed Method

Several numerical analysis of synthetic and measured waveforms in different operating conditions
of typical generation systems and loads were performed. For sake of conciseness, only three case
studies are shown in this Section. Specifically, the first two case studies analyse synthetic waveforms
while the third case study is an actual waveform measured at the PCC of fluorescent lamps installation.
In order to test the effectiveness of the proposed hybrid method (SWWMEM) in terms of both
computational burden and accuracy, the same waveforms were analyzed also through the STFT
method (STFTM), selecting a 5 Hz frequency resolution, and through the Sliding-Window ESPRIT
method (SWEM) [12].

Moreover, also the spectrogram presented in [23] is included for all of the considered case
studies, in order to underline the different approach of SWWMEM in respect to the currently available
high-frequency signal processing technique.

All of the waveform analysis were performed in MATLAB environment. The MATLAB programs
were developed and tested on a Windows PC with an Intel i7-3770 3.4 GHz and 16 GB of RAM.

4.1. Case Study 1

A synthetic 3 s waveform that emulates a current at the PCC of a PV system equipped with
a full-bridge, unipolar inverter, is analyzed (Figure 3). Specifically, the waveform was assembled
assuming a fundamental current of 40 A at 50.02 Hz and a frequency modulation index mf of the
inverter PWM technique equal to 200; then all odd harmonics up to the 27th order (low-frequency
components) and a white noise with a standard deviation of 0.001 were added.
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Figure 3. Case study 1: Synthetic current waveform.

The sampling frequency of the waveform was 50 kHz, in order to provide the most appropriate
operating conditions for the parametric methods; this choice allowed the detection of the spectral
components around the order 2mf, that are the most significant introduced by the inverter PWM and
whose amplitudes were fixed up to 2% of the fundamental, in order to emulate the behavior of the PV
system during high-irradiance conditions [35].

A resampling to 100 kHz was required in the first step of the proposed method, in order to
guarantee an uncorrupted estimation of the spectral components of our interest. Moreover, fixing the
bands’ separation frequency fbs equal to 2 kHz, the number Lmax of decomposition levels was 5.
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For the SWEM, the error threshold was fixed equal to 10−5, and the window of analysis moves by
0.04 s without overlap. The same setting was chosen also for the spectral analysis of the low-frequency
waveform (downsampled to 5 kHz) through the SWWMEM. For the analysis of the high-frequency
range waveform, instead, the error threshold was fixed equal to 10−4, and the window of analysis
moves by 0.018 s without overlap.

Table 1 shows the average percentage errors of the frequencies (Table 1a) and of the amplitudes
(Table 1b) for five selected spectral components. These spectral components are the fundamental, the
3rd and the 11th harmonic (low-frequency components) and two components (2m f + 1 and 2m f + 5)
linked to the inverter switching frequency (high-frequency components). The proposed method seems
to outperform the STFTM, since it provides average percentage errors that are globally very similar to
those obtained by the SWEM, both for amplitude and frequency estimation.

Table 1. Case study 1: (a) Average percentage errors of frequency; (b) Average percentage errors
of amplitude.

(a)

Average Errors of Frequency (%)

Fundamental 3rd Harmonic 11th Harmonic 401st 405th

SWEM 2.84 × 10−5 6.55 × 10−4 4.12 × 10−5 3.36 × 10−6 1.89 × 10−5

SWWMEM 8.74 × 10−6 2.59 × 10−4 3.65 × 10−5 1.38 × 10−7 1.67 × 10−5

STFTM 0.04 0.04 0.04 0.04 0.04

(b)

Average Errors of Amplitude (%)

Fundamental 3rd Harmonic 11th Harmonic 401st 405th

SWEM 1.44 × 10−4 0.017 0.0031 0.011 0.092
SWWMEM 4.59 × 10−4 0.0029 0.0011 0.010 0.023

STFTM 0.06 0.70 0.25 82.02 87.63

In particular, for the low-frequency spectral components, the errors of SWWMEM are slightly
lower than that of SWEM, while the proposed method provides average percentage errors on frequency
and amplitude that are two and three orders of magnitude lower than those obtained through
the STFTM.

For the high-frequency components, the average percentage errors on the amplitudes obtained
by the proposed method show a significantly improved accuracy compared to the errors obtained
through STFTM; in fact, STFTM errors are greater than 82% and are affected by spectral leakage
problems that increase as the frequency increases. Also in this range of frequencies, the SWWMEM
provides errors very close to the SWEM errors, and they do not exceed 0.09% in amplitude
and 2.5 × 10−5% in frequency. Similar mean errors were observed for all the spectral components
of the whole waveform using both the SWWMEM and the SWEM. However, the proposed method
generally seemed to produce slightly lower amplitude mean errors than SWEM.

Note that also the grouping, recommended by the IEC, both for the low-frequency components
(using a 200 ms analysis window) and for the high-frequency components (using a 100 ms analysis
window) was evaluated. This post-processing provides, for the low-frequency components, percentage
errors on the amplitude practically coincident with the values obtained for the STFTM in Table 1.
Conversely, for the high-frequency components, the grouping provides an aggregation of spectral
components centered around fixed frequencies equal to 19.9 kHz and 20.1 kHz, as shown in Figure 4.
It is clear that at high-frequency, this aggregation allows only to detect approximatively the allocation
of the energetic content around the fixed frequencies.
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Figure 4. Case study 1: Comparison between high-frequency International Electrotechnical Commission (IEC)
grouping and actual high-frequency spectrum.

In Figure 5 the spectrogram with 1 kHz frequency resolution and 1 ms time resolution is shown
for the considered waveform, in order to underline the different approach of the spectrogram to the
spectral analysis of wide-spectra waveforms in respect to SWWMEM.

Figure 5. Case study 1: Time-frequency representation obtained by means the spectrogram with 1 kHz
frequency resolution and 1 ms time resolution.

As shown in Figure 5, the spectrogram was able to detect the spectral content both at low-and
high-frequency with reduced computational effort, even if a great spread of colour intensity around the
real spectral components can be observed, cause of the spectral leakage and of the too large frequency
resolution. In particular, the high-frequency spectral components related to the switching frequency
appear concentrated around 20 kHz, but, unlike the proposed method, it is impossible to individuate
both the correct number of spectral components included in that range and each specific frequency
and/or amplitude. Moreover, also a fake periodical variability in time seems to be introduced by this
spectral analysis method. Similar behaviour can be observed at low-frequency.

Finally, Table 2 shows the computational times required by all of the methods to analyze the 3 s
waveform, per unit of computational time required by STFTM. It is evident that SWWMEM requires a
computational time comparable to that required by STFTM and that SWEM requires a computational
time that is about 22 times greater than SWWMEM, providing however results that are globally affected
by similar errors. This is due to the presence of the DWT decomposition and of the resampling in the
proposed method. In fact, they allow to model both the low-frequency and high-frequency waveforms
with a reduced number of exponentials and with a reduced number of samples per analysis window
than the SWEM. In this way, the computational burden of the SWWMEM is low although the method
holds the accuracy of a parametric method.
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Table 2. Case study 1: computational times in per unit of computational time required by STFTM.

Computational Time (p.u.)

SWEM 221.40
SWWMEM 4.31
STFTM 1

4.2. Case Study 2

In this case study, a frequency-modulated, high-frequency spectral component was added to
the synthetic waveform of the previous case study. This was made in order to both emulate the
presence of secondary emission and to test the performance of the proposed method in the detection
of time-varying spectral components, that are typical in the high-frequency range. The added spectral
component stv(t) was a tone at ftv = 17, 598 Hz with a sinusoidal modulation in frequency, according
to Equation (6):

stv(t) = Atv cos(2π ftvt + ϕtv(t)) (6)

where:

ϕtv(t) = Aϕ sin
(
2π fϕt

)
(7)

and Atv was fixed equal to the 0.5% of the fundamental amplitude, Aϕ was 5 Hz and fϕ was 1 Hz.
The spectral analyses of this waveform were performed through the same settings of the previous
case study.

Figure 6 shows few ms of the actual modulated frequency and its estimations obtained through
STFTM, SWEM, SWWMEM and IEC grouping. Specifically, Figure 6a shows that the IEC grouping
associates the main part of the energetic content in correspondence of the group at 17.5 kHz. Figure 6b
shows a focus on the graphical comparison among the actual modulated frequency, the STFTM, SWEM
and SWWMEM estimations. Note that, since in this case the actual value of the spectral component
was known “a priori”, for STFTM it is assumed that a single component is around 17,598 Hz and
the other components are spectral leakage. So the modulated component in Figure 5 is that with the
maximum amplitude value in a range of 20 Hz around the actual mean value ftv. Still, it is clear that
STFTM fails the detection due to both the spectral leakage problems and the fixed frequency resolution,
while SWEM and SWWMEM are able to clearly identify the modulation. However, the proposed
method seemed to provide the best results for this estimation.

(a) (b)

Figure 6. Case study 2: comparison among the actual time-varying frequency and its estimations
obtained through: (a) IEC grouping, STFTM, SWEM and SWWMEM; (b) STFTM, SWEM and SWWMEM.

Since the average percentage errors on the estimation of the Table 1 spectral components slightly
varied with respect to the results in case study 1, Table 3 shows only the average percentage frequency
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errors and the average percentage amplitude errors for the added spectral component. The results are
coherent with the behaviors shown in Figure 4, since the lowest amplitude and frequency errors were
provided by the proposed method. In particular, STFTM and SWEM amplitude errors were two order
of magnitude higher than SWWMEM amplitude error. Moreover, the average percentage frequency
error provided by SWWMEM was two and three orders of magnitude lower than the SWEM and
STFTM frequency errors, respectively.

Table 3. Case study 2: Average percentage errors of frequency and amplitude for the frequency-modulated
spectral component.

Average Errors of Frequency (%) Average Errors of Amplitude (%)

SWEM 0.0044 24.03
SWWMEM 2.72 × 10−5 0.060

STFTM 0.010 19.18

In Figure 7 the spectrogram with 1 kHz frequency resolution and 1 ms time resolution is shown for
the considered waveform, in order to underline once again the different approach of the spectrogram
to the spectral analysis of wide-spectra waveforms in respect to SWWMEM.

Figure 7. Case study 2: Time-frequency representation obtained by means the spectrogram with 1 kHz
frequency resolution and 1 ms time resolution.

Similarly to the previous case study, in Figure 7 the spectrogram was able to detect the presence
of spectral content both at low-and high-frequency, but, differently to SWWMEM, only rough and
approximated information can be obtained. In particular, also the contribute of the spectral component
around 17.958 kHz can be detected, but, in this case the related frequency appears time-invariant,
since the real frequency modulation of this spectral component is not individuated, cause of the
spectral leakage problems.

Finally, Table 4 shows the computational time required by the three methods to analyze the 3-s
waveform, per unit of computational time required by STFTM. Note that the SWWMEM required
a higher computational time than the previous case study, since the frequency variation of the
high-frequency modulated component prevented to keep the estimated frequencies constant, requiring
often an updating of their value (step 2 of proposed method). However, the time required by
SWWMEM was still one order of magnitude lower than the time required by SWEM.

Table 4. Case study 2: Computational times in per unit of computational time required by STFTM.

Computational Time (p.u.)

SWEM 217.76
SWWMEM 18.85
STFTM 1
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4.3. Case Study 3

A 0.2 s-current waveform measured at the PCC of a single fluorescent lamp powered by
high-frequency ballast was analyzed. The total active power consumption of the lamp was about
0.1 kW. The current waveform was measured with a Pearson current probe, model 411. The probe
has its 3 dB cut-off frequencies at 1 Hz and 20 MHz with an amplitude accuracy of −0%, +1% in
the frequency range of interest. The phase accuracy is less than 1 degree between 60 Hz to 333 kHz.
The current was then sampled with 12 bits resolution and 10 MS/s sampling speed, and a low-pass filter
with a cut-off frequency 1 MHz was used for anti-aliasing purpose. More details on the installation
structure, instrument specification and error verification of measurement are available in [8,36].

The analyzed current is shown in Figure 8; the high-frequency components on the peak of the
waveform are clearly evident, unlike the high-frequency distortion around the zero crossing.

Figure 8. Case study 3: Actual current waveform.

However, according to the measurement procedure, based on 10 MHz sampling rate,
the maximum frequency of interest cannot exceed 5 MHz. In this way, fixing the SWWMEM the
bands’ separation frequency fbs to 2 kHz, the maximum number Lmax of decomposition levels was 11.
A resample to 10 kHz was performed for the low-frequency waveform while the high-frequency
waveform was downsampled to 250 kHz, since our interest was the detection of the spectral
components up to 150 kHz. Then, the two different waveforms, i.e., xl(n) and xh(n), were analyzed
with a sliding window of 0.04 s and of 5 × 10−4 s, fixing an error threshold of 10−4 and 10−3,
respectively. The measured current was downsampled to 250 kHz also for the analyses through SWEM
and STFTM, in order to guarantee a correct comparison of the methods in terms of computational
burden. In particular, for the SWEM, the error threshold was fixed equal to 10−4, and the sliding
window duration was fixed to 0.04 s.

The spectra obtained through the SWWMEM and STFTM were almost similar at low-frequency.
In fact, SWWMEM and STFTM individuated the same significant spectral components, though STFTM
provided lower amplitudes than SWWMEM cause of the high spectral leakage. These low-frequency
spectra included a fundamental component with a peak amplitude equal to about 0.7 A, and all
of the other odd harmonics, whose amplitudes globally decrease as the harmonic order increases.
These harmonic components reached a maximum amplitude equal to 3.6% of the fundamental in
correspondence of the third harmonic, as shown in Figure 9a. Figure 9a shows the low-frequency
spectrum obtained through SWWMEM, in percentage values of the fundamental amplitude. Finally
the SWEM detected a reduced number of spectral components at low-frequency than the other
two methods. Probably, this was due to a too high duration of the analysis window that shifted most
of the detected spectral components to high-frequency.
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Figure 9. Case study 3: (a) Percentage low-frequency spectrum and (b) percentage high-frequency
spectrum obtained through SWWMEM.

At high-frequency, the STFTM spectral leakage increased, spreading the spectral content and
missing the detection of specific tones. In particular, a distributed spectral content from 50 kHz to
90 kHz was observed. The same high-frequency spectrum was also detected by SWEM. In both the
cases, the amplitudes were decreasing from 50 kHz to 90 kHz, with a maximum equal to the 0.1%
and 0.3% of the fundamental amplitude for STFTM and SWEM, respectively. Instead, the proposed
method, due to the shorter analysis window, provided a high-frequency spectrum with defined single
tones, as shown in Figure 9b.

The spectrum in Figure 9b is referred to the first 5 × 10−4 s of the waveform shown in Figure 8,
but it is very interesting to note that in the following analysis windows the SWWMEM provided a
periodic shift of the spectral components around 80 kHz, from 35 kHz to 95 kHz. This means that the
proposed method is able to detect a time varying high-frequency spectra. Figure 10 shows the time
trend of the spectral component with maximum amplitude detected in the aforesaid range of frequency.
Specifically, Figure 10a shows the frequency variation in time, while Figure 10b shows the amplitude
variation in time. This component could be related to the zero-crossing, since, as shown in Figure 10,
both the frequency and the amplitude variations in time had a periodicity of about 10 ms [8]. Note
also that this component reached the maximum amplitude (about 0.03 A) at about 50 kHz, namely
when the positive and negative peaks of the current waveform shown in Figure 8 occurred.
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Figure 10. Case study 3: (a) Frequency and (b) amplitude of a time varying high-frequency component
obtained by SWWMEM.
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In Figure 11 the spectrogram with 1 kHz frequency resolution and 1 ms time resolution is shown
also for the considered measured waveform, always in order to underline the different approach of the
spectrogram to the spectral analysis of wide-spectra waveforms in respect to SWWMEM.

Figure 11. Case study 3: Time-frequency representation obtained by means the spectrogram with
1 kHz frequency resolution and 1 ms time resolution.

Figure 11 shows the time-varying spectral content in the range from 50 kHz to 100 kHz,
so, the spectrogram appeared able to detect significant variations in time of the high-frequency
spectral content. However, differently by SWWMEM, once again, only no-detailed information on the
specific frequency and amplitude of that spectral component can be obtained.

Finally, Table 5 shows the computational times required by all of the methods to analyze the
waveform, per unit of computational time required by STFTM: the results are coherent to what was
theoretically expected, since the computational time required by the proposed method is about four
time of that required by ICEM, but it is four order of magnitude lower than that required by the SWEM.

Table 5. Case study 3: computational times in per unit of computational time required by STFTM.

Computational Time (p.u.)

SWEM 1.17 × 105

SWWMEM 4.35
STFTM 1

5. Conclusions

In this paper, we proposed a new sliding-window Wavelet-Modified ESPRIT scheme that seems
to be particularly suitable for accurate analysis of waveforms that have very wide spectra; the scheme
also guarantees a relatively low computational cost.

The method was based on the DWT decomposition of the original signal into low-frequency and
high-frequency waveforms, separately analyzed by the SWWMEM in order to provide optimal time
and frequency resolutions in each band and, then, an accurate time-frequency representation.

The proposed scheme was tested and evaluated on waveforms measured on an actual power
system and on synthetically-generated data sequences, and was compared to the SWEM and the
STFTM. These waveforms are characteristic emissions of dispersed generations (such as PVs and WTs)
and modern loads (such as fluorescent lamps).

The numerical applications showed that, in presence of slightly time-varying components,
the SWWMEM provided almost the same accuracy of the SWEM for both the low-frequency and the
high-frequency components with a significantly reduced computational burden. In presence of highly
time-varying high-frequency components, instead, the proposed method proved to overcome the
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limits of both the SWEM and STFTM for the detection of the high-frequency components, still with
acceptable computational efforts.

The analyzed case studies give also great emphasis to the inability of the currently available
high-frequency signal processing techniques, i.e., the spectrogram with 1 kHz frequency resolution and
1 ms time resolution, in a proper detection of each spectral component included in the wide-spectra
(from 0 kHz to 150 kHz) waveforms. The sliding-window Wavelet-Modified ESPRIT scheme provides
always detailed information in term of frequency, amplitude and time-variability for both the spectral
components at low- and high-frequency.

Based on the aforesaid observations and on the possibility of properly select the duration of the
SWWMEM analysis windows, in future works, the proposed method could reveal an adequate tool
for the evaluation of new PQ indices in presence of wide spectra. This is due, i.e., to the opportunity
of performing a time-aggregation of the spectral components in the range from 2 kHz to 150 kHz,
in opposition or complementarily to the currently-proposed frequency-aggregation.
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Abstract: This paper addresses the stability issue of the meshed DC distributed power systems (DPS)
with constant power loads (CPLs) and proposes a stability enhancement method based on virtual
harmonic resistance. In previous researches, the network dynamics of the meshed DC DPS are often
ignored, which affects the derivation of the equivalent system impendence. In addition, few of them
have considered the meshed DC DPS including multiple sources with voltage-controlled converters
and CPLs. To tackle the aforementioned challenge, this paper mainly makes the following efforts.
The component connection method (CCM) is employed and expanded to derive the stability criterion
of the meshed DC DPS with CPLs. This stability criterion can be simplified to relate only with the
network node admittance matrix, the output impendences of the sources, and the input admittances
of the CPLs. A virtual harmonic resistance through the second-order generalized integrator (SOGI)
is added in the source with the voltage-controlled converter to lower the peak of the source output
impendence, which can enhance the stability of the meshed DC DPS. The effectiveness of the proposed
stability criterion and stability enhancement method are verified by nonlinear dynamic simulations.

Keywords: meshed DC distributed power systems; stability criterion; virtual harmonic resistance;
stability enhancement

1. Introduction

With the increasing penetration of renewable energy generation into the modern electric girds,
meshed DC distributed power systems (DPS) have been widely adopted [1–3]. The meshed DC
DPS physically is composed of smaller power modules/subsystems. Usually, these smaller power
modules/subsystems are designed only based on the stability requirement in its stand-alone operation,
and thus it can operate well in the stand-alone application. However, the meshed DC DPS may become
unstable due to the interaction among the modules/subsystems and the network [4]. Furthermore,
the negative resistance characteristic of the constant power load (CPL) is an important unstable factor.

Many stability methods in previous researches are given to analyze the stability of
the single-source-single-load system or the parallel-source-parallel-load system [4–6]. However,
the network dynamics of the meshed DC DPS are often ignored, which affects the derivation of
the equivalent system impendence. In addition, few of them have considered the meshed DC DPS
including multiple sources with voltage-controlled converters and CPLs. A general approach for the
stability analysis of the meshed DC DPS is to build its whole state-space model, and to identify the
eigenvalues of the state matrix [7]. However, this method requires the detailed models of loads and
network dynamics, and the formulation of the system matrices may be very complex. To overcome this
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problem, the component connection method (CCM) is introduced for the stability analysis [8]. In the
CCM, the dynamics of network and power modules/subsystems are modeled separately by a set of
two vector-matrix equations, which is beneficial to reduce the computation burden of formulating the
system transfer matrices [9]. For the ac power-electronics-based power system, the CCM is employed to
derivate the closed-loop response transfer matrix of the overall power which can predict the instability
of the power system [10], but it does not separate the source impedance and load admittance with
the network node admittance matrix. Thus, it is difficult to obtain the general stability criterion
intuitionally. In this paper, the CCM is also employed and expanded to derive the stability criterion for
the meshed DC DPS with the CPLs. The stability criterion can be simplified to relate only with the
network node admittance matrix, the output impendence of the source, and the input admittance of the
CPLs which can be separately obtained by theoretical calculation or impedance analyzer measurement.

Many stability enhancement methods have been given in previous researches. An adaptive active
capacitor converter (AACC) is introduced to effectively stabilize the cascaded system [11], but this
method needs additional hardware devices. Another approach is to add a virtual adaptive parallel
impedance [12] or adaptive series-virtual-impedance [13] in the input of the load converter to improve
the stability in the cascaded DC/DC converter system. However, in the meshed DC DPS, it is not
very effective due to the existence of an electromagnetic interference (EMI) filter for the CPL with a
switching-mode power converter. The input admittance of the CPLs is mainly determined by the EMI
filter, and the virtual impedance is difficult to be added by the load converter control part. Another
way is to adjust the source output impedance. Modifying the source output impedance to be zero [14]
and adding virtual impedances in the source output filters [15] are both feasible strategies by the source
converter control part, but both of them will influence the low and high frequency characteristics of the
source output impedance. To overcome the problem, this paper proposes an effective and achievable
method, which is to add a virtual harmonic resistance through the second-order generalized integrator
(SOGI) in the source converter control part to lower the peak of the source output impendence.

The main contributions of this paper are follows. Firstly, the stability criterion for the meshed
DC DPS is derived, which has been simplified to relate only with the network node admittance
matrix, the output impendence of the source, and the input admittance of the CPLs. It is easy to
implement, as the impedance and the admittance can both be separately obtained by the theoretical
calculation or impedance analyzer measurement. Secondly, an effective stability enhancement
method by adding a virtual harmonic resistance is proposed, with which only the small range
middle frequency characteristic of the source output impedance is modified, while the low and
high frequency characteristics of the source output impedance are still unmodified. The results of the
nonlinear dynamic simulations verify the effectiveness of the proposed stability criterion and stability
enhancement method.

The remainder of this paper is organized as follows. The stability criterion for the meshed DC
DPS is given in Section 2. The modeling of the source with voltage-controlled converters and the CPLs
are derived, and the proposed stability enhancement method and the stability analysis for the meshed
DC DPS are given in Section 3. Then, the nonlinear dynamic simulations are conducted in Section 4.
At last, conclusions are drawn in Section 5.

2. Stability Criterion for the Meshed DC DPS

The general form of DC DPS is given in [4], but it ignores the network dynamics. In [4],
any converter in a DC DPS can be classified as either a bus voltage controlled converter (BVCC)
or a bus current controlled converter (BCCC). In this study, a four node meshed DC DPS as Figure 1
is considered as an example, which is composed by two sources with voltage-controlled converters
and two CPLs. The sources with voltage-controlled converters are controlled with constant voltage,
hence they can be treated as BVCCs. The CPLs are controlled to absorb constant power from the
meshed DC DPS, hence they can be treated as BCCCs.

186



Energies 2017, 10, 69

1cableL1cableR

3cableL
3cableR

2
ca
bl
e

L
2

ca
bl
e

R

4i

2i

3i

1i 1v

2v3v

4v

3LR

4LR

1cableC 1cableC

2
ca
bl
e

C
2

ca
bl
e

C

3cableC3cableC

4
cable
L

4
cable
R

4
cable
C

4
cable
C

1vZ

1 1v v refG v

2vZ

2 2v v refG v

2cY 2 2c c refG v

1cY1 1c c refG v

1cablei

2
ca
bl
e

i

3cablei

4
cable
i

 

Figure 1. The block diagram of the component connection method (CCM) applied for the studied
meshed DC distributed power systems (DPS).

Although all of the sources and CPLs are independently designed well, there will be complex
interactions through the power cables in the meshed DC DPS. This consequently necessitates the use
of CCM to analyze the stability of the meshed DC DPS.

The block diagram of the CCM applied for the studied meshed DC DPS is shown in Figure 1,
where the CCM decomposes the overall DPS into four subsystems and the network. The two BVCCs
are modeled by the Thevenin equivalent circuits [16], and the two BCCCs are modeled by the Norton
equivalent circuits [17].

In Figure 1, Zv1 and Zv2 are the closed-loop output impedances of the sources, and Yc1

and Yc2 are the closed-loop input admittances of the CPLs.
[

v1 v2 v3 v4

]T
is the node

voltage column vector, and
[

i1 i2 i3 i4
]T

is the node injection current column vector.[
icable1 icable2 icable3 icable4

]T
is the cable current column vector. RL3 and RL4 are the resistive

loads connected to node 3 and node 4, respectively.
[

Lcable1 Lcable2 Lcable3 Lcable4

]T
is the

inductance column vector of cables,
[

Rcable1 Rcable2 Rcable3 Rcable4

]T
is the parasitic resistance

column vector of cables, and
[

Ccable1 Ccable2 Ccable3 Ccable4

]T
is the capacitance column vector of

cables.
[

Gv1 Gv2 Gc1 Gc2

]T
is the voltage reference-to-output transfer function column vector

of the source and CPLs.
[

vv1re f vv2re f vc1re f vc2re f

]T
is the reference voltage column vector of

the source and CPLs, respectively.
Generally, the source is designed to be a voltage source that is stable when unloaded, and the

CPL is designed to be stable when supplied by an ideal voltage source. That is, the unterminated

behaviors of inverters
[

Gv1 Gv2 Gc1 Gc2

]T
are stable, and

[
Zv1 Zv2 Yc1 Yc2

]T
are stable,

which means that there are no right-half plane poles.
To facilitate the formulation of the nodal admittance matrix, the Thevenin circuits of the BVCCs

are converted to Norton circuits [10]. Then, the studied meshed DC DPS is represented as Figure 2.
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Figure 2. The equivalent Norton circuit of the studied meshed DC DPS.

Applying the node voltage equation to the external dashed box part in Figure 2, it can be derived as⎡⎢⎢⎢⎣
Z−1

v1 Gv1vv1re f
Z−1

v2 Gv2vv2re f
Gc1vc1re f
Gc2vc2re f

⎤⎥⎥⎥⎦ =

⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣

Z−1
v1

Z−1
v2

Yc1

Yc2

⎤⎥⎥⎥⎦+ Ysys

⎞⎟⎟⎟⎠
⎡⎢⎢⎢⎣

v1

v2

v3

v4

⎤⎥⎥⎥⎦ (1)

where Ysys is the network nodal admittance matrix as

Ysys =

⎡⎢⎢⎢⎣
Ccable1s + Ccable1s + Ycable1 + Ycable2 0 −Ycable2 −Ycable1

0 Ccable3s + Ccable4s + Ycable3 + Ycable4 −Ycable3 −Ycable4
−Ycable2 −Ycable3 YL3 + Ccable2s + Ccable3s + Ycable2 + Ycable3 0
−Ycable1 −Ycable4 0 YL4 + Ccable4s + Ccable1s + Ycable4 + Ycable1

⎤⎥⎥⎥⎦ (2)

where YL3 and YL4 are the admittances for loads connected to node 3 and node 4, respectively.
Ycable1~Ycable4 are the admittances for cables and Ycablei = 1/(Rcablei + Lcableis), i = 1∼4 .

Then, the node voltage can be derived from (1) as follows:⎡⎢⎢⎢⎣
v1

v2

v3

v4

⎤⎥⎥⎥⎦ =

⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣

Z−1
v1

Z−1
v2

Yc1

Yc2

⎤⎥⎥⎥⎦+ Ysys

⎞⎟⎟⎟⎠
−1⎡⎢⎢⎢⎣

Z−1
v1

Z−1
v2

1
1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

Gv1vv1re f
Gv2vv2re f
Gc1vc1re f
Gc2vc2re f

⎤⎥⎥⎥⎦ (3)

v =

([
Z−1

v
Yc

]
+ Ysys

)−1[
Z−1

v
Ic

][
Gv

Gc

][
vvre f
vcre f

]

=

([
Iv

Yc

]
+

[
Zv

Ic

]
Ysys

)−1[
Gv

Gc

][
vvre f
vcre f

] (4)

where Zv is the set of the closed-loop output impedances of the sources, and Yc is the set of the
closed-loop input admittances of the CPLs. v is the set of node voltages, and i is the set of the node
injection currents. Gv is the the set of voltage reference-to-output transfer functions of the source,
Gc is the the set of voltage reference to output transfer functions of the CPLs, vvre f is the set of voltage
references of the source, and vcre f is the set of voltage references of the CPLs. Ic is a unit diagonal
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matrix whose dimension is equal to Yc. Iv is a unit diagonal matrix whose dimension is equal to Zv.
And they satisfy the following relations:

Zv =

[
Zv1

Zv2

]
, Yc =

[
Yc1

Yc2

]
, Gv =

[
Gv1

Gv2

]
, Gc =

[
Gc1

Gc2

]
, vvre f =

[
vv1re f
vv2re f

]
, vcre f =

[
vc1re f
vc2re f

]
(5)

v =
[

v1 v2 v3 v4

]T
, i =

[
i1 i2 i3 i4

]T
(6)

Applying the node voltage equation to the internal dashed box part in Figure 2, i can be derived as:

i = Ysysv = Ysys

([
Iv

Yc

]
+

[
Zv

Ic

]
Ysys

)−1[
Gv

Gc

][
vvre f
vcre f

]
(7)

In the above equation, Ysys is the network nodal admittance matrix for a real physical system,
which means Ysys is stable and has no right-half plane poles. Gv and Gc are both stable as in the above
analysis. Therefore, the stability criterion of the meshed DC DPS Tm is

Tm =

([
Iv

Yc

]
+

[
Zv

Ic

]
Ysys

)−1

(8)

If the stability criterion Tm has right-half plane poles, the meshed DC DPS will be unstable.
Through the analysis of the stability criterion Tm, it can be found that the stability of the meshed
DC DPS is only related to the network node admittance matrix Ysys, the output impendence of the
sources Zv, and the input admittance of the CPLs Yc, which can be separately obtained by theoretical
calculation or impedance analyzer measurement.

3. Modeling, Stability Enhancement Method and Stability Analysis

3.1. Modeling of the CPL

The modeling of the CPL connected to node 3 is similar to the CPL connected to node 4. Without
loss of generality, taking the CPL connected to node 4 as an example. The CPL usually exploits
a switching-mode power converter as the interface with the node, and the compliance with EMI
standards usually requires the insertion of an EMI filter between the switching-mode power converter
and the node [18–20]. The close-loop circuit of the CPL with an EMI filter is shown as Figure 3.

2cL2cr

2cC 2cR
2fL

2fC

2dfC

2dfR

2cv

2c refv
2 ( )c vG s2c pwmK

2fv2fi

2dfv 2ci

4v
4i

 
Figure 3. The close-loop circuit of the constant power load (CPL) with an electromagnetic interference
(EMI) filter.
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Applying switch period average, the small-signal model of the CPL with EMI filter can be achieved
as Figure 4.
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2 2ˆc cV v+ˆD d+

 
Figure 4. The small-signal model of the CPL with an EMI filter.

The variables showing in capital letters represent the steady-state values of duty cycle,
inductor current, capacitor voltage, and output current, and the variables with “ ˆ ” indicate the
small-signal disturbance.

It can be derived from Figure 4 that the small-signal disturbance of the output current î4 can be
expressed as:

î4 = −Yc2v̂4 + Gc2v̂c2re f (9)

Yc2 =
a4s4 + a3s3 + a2s2 + a1s1 + a0

Δc2
(10)

Gc2 = − c3s3 + c2s2 + c1s1 + c0

Δc2
(11)

Δc2 = b5s5 + b4s4 + b3s3 + b2s2 + b1s1 + b0 (12)

where Gc2v is the voltage controller, Yc2 is the closed-loop input admittance of the CPL, and Gc2 is
the voltage reference to output transfer function of the CPL. a0 ∼ a4 , b0 ∼b5, and c0 ∼c3 are given in
Appendix A.

3.2. Modeling of the Source with Voltage-Controlled Converters

The modeling of the source with voltage-controlled converters connected to node 1 is similar to
the source connected to node 2. Without loss of generality, taking the source connected to node 1 as an
example, the close-loop circuit of the source with voltage-controlled converters is shown as Figure 5.
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Figure 5. The close-loop circuit of the source with voltage-controlled converters (where Gv1v and Gv1i

are the voltage and current controllers).

Figure 6 shows the small-signal block diagram of the multi-loop control system of the source with
voltage-controlled converters.
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1
r L s+
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1
C s

1̂v

Figure 6. The small-signal block diagram of the multi-loop control system of the source.

Thus, the dynamic behavior of the close-loop system can be given by

v̂1 = −Zv1 î1 + Gv1v̂v1re f (13)

where

Zv1 =
Gv1iKv1pwmV1 + L1s + r1

L1C1s2 + (C1Gv1iKv1pwmV1 + r1C1)s + Gv1iGv1vKv1pwmV1 + 1
(14)

Gv1 =
Gv1iGv1vKv1pwmV1

L1C1s2 + (C1Gv1iKv1pwmV1 + r1C1)s + Gv1iGv1vKv1pwmV1 + 1
(15)

where Zv1 is the closed-loop output impedance of the source with voltage-controlled converters, and Gv1

is the voltage reference-to-output transfer function of the source with voltage-controlled converters.

3.3. Stability Enhancement Method

The source output impedance has a peak at the resonant frequency. Based on the Nyquist criterion,
instability between the source and the network may occur if the network input impedance becomes
lower than the source output impedance at this frequency. Therefore, to ensure the system stability
and to minimize the potential for inadvertent interactions with the source, it is important to lower the
peak of the source output impedance. For this purpose, this paper proposes a method by adding a
virtual harmonic resistance through the SOGI to be in parallel with the capacitor.
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The transfer function Gf (s) of SOGI can be expressed as

Gf (s) =
s2 + ω2

s2 + kωs + ω2 (16)

where ω is the resonant frequency, and k is the frequency coefficient. The frequency-domain
characteristic of Gf (s) is shown as Figure 7. Around the resonant frequency, the amplitude of Gf (s) is
very small, and the amplitude of Gf (s) in other frequency ranges is 0 dB.
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Figure 7. The frequency-domain characteristic of Gf (s).

Figure 8 shows the small-signal control block of the source 1. If a virtual harmonic resistance Rvh
is required to be added in parallel with the capacitor, it is intuitively to introduce Rvh to the block as
a dot-dashed part in Figure 8, which is the basic idea of this control method. However, this method
cannot be realized by control directly. Therefore, Rvh is moved to the output of Gv1v(s) as the dashed
part in Figure 8.

1ˆv refv
1 ( )v vG s 1 ( )v iG s 1v pwmK 1V

1 1

1
r L s+

1̂i

1

1
C s

1ˆvv

( )fG s1

vhR( )fG s
( )RG s

Figure 8. Adding a virtual harmonic resistance through the second-order generalized integrator (SOGI).

GR(s) is expressed as

GR(s) =
L1s + r1 + Gv1iKv1pwmV1

Gv1iKv1pwmV1Rvh
. (17)

With the parallel virtual harmonic resistance Rvh = 1 Ω, the frequency-domain characteristic of
the source output impedance is shown as Figure 9.

192



Energies 2017, 10, 69

-100

-80

-60

-40

-20

0

20

M
ag

ni
tu

de
 (d

B
)

10
0

10
1

10
2

10
3

10
4

-90

-45

0

45

90
P

ha
se

 (d
eg

)

Frequency-domain Characteristic

Frequency  (rad/s)

Without parallel virtual harmonic resistance

With parallel virtual harmonic resistance

Figure 9. The source output impedance with/without parallel virtual harmonic resistance Rvh.

As can be seen, the peak of the source output impedance has been lower, and only the small range
middle frequency characteristic of the source output impedance is modified, while the low and high
frequency characteristics of the source output impedance are still unmodified.

3.4. Stability Analysis

All the main electrical parameters of the studied DC meshed DPS as shown in Figure 1 are listed
in Appendix B.

The closed-loop output impedances of the sources Zv can be represented by using impedance
calculated in Equations (5) and (14), the closed-loop input admittances of the CPLs Yc can be
represented by using admittance calculated in Equations (5) and (10), and the network nodal
admittance matrix Ysys can be represented by using admittance calculated in Equation (2). Then,
the the stability of the meshed DC DPS can be analyzed with the stability criterion Tm expressed
in Equation (8). If the stability criterion Tm has right-half plane poles, the meshed DC DPS will
be unstable.

At first, it is necessry to compare the proposed stability criterion Tm in this paper and the previous
stability criterion Tm2 given in [4] as follows:

Tm2 =
1

1 + (Zv1//Zv2)(Yc1 + Yc2 + YL3 + YL4)
. (18)

The dominant poles of Tm ans Tm2 are displayed as Figure 10, in which the cables are long
Rcablei = 0.05 Ω , Lcablei = 0.5 mH, Ccablei = 100 μF, and i = 1∼4. As shown in Figure 10, all the
dominant poles of Tm2 are both in the left-half plane, which indicates that the meshed DC DPS is stable.
However, there are two right-half plane poles 0.15 ± 94.5i in the dominant poles of Tm, which indicates
the meshed DC DPS is unstable and have an oscillation with approximately period 0.066 s. The results
of the proposed stability criterion Tm and the previous stability criterion Tm2 are not consistent, and the
results of proposed stability criterion Tm will be confirmed to be right with the nonlinear dynamic
simulations in Section 4. Moreover, many poles related to the network dynamics are also lost in Tm2

compared to Tm.
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Figure 10. The dominant poles of Tm ans Tm2 when the cables are long.

With the electrical parameters listed in Table B1, when the power of resistive load 4 PL4 is 50 kW,
which means RL4 = 5 Ω, the dominant poles of Tm are displayed as Figure 11. When the power of
resistive load 4 PL4 reduces from 50 kW to 10 kW, which means RL4 = 25 Ω, the dominant poles
of Tm are displayed as Figure 12. Furthermore, when the power of resistive load 4 PL4 is 10 kW
and the absorbed power of CPL2 Pc2 reduces from 100 kW to 50 kW, which means RL4 = 25 Ω and
Rc2 = 1.25 Ω, and the dominant poles of Tm are displayed as Figure 13.
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Figure 11. The dominant poles of Tm when PL4 = 50 kW, Pc2 = 100 kW.
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Figure 12. The dominant poles of Tm when PL4 = 10 kW, Pc2 = 100 kW.
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Figure 13. The dominant poles of Tm when PL4 = 10 kW, Pc2 = 50 kW.

As can be seen from Figure 11, all of the poles of Tm are in the left half plane, which indicates
that the meshed DC DPS is stable. But there are two right half plane poles 0.48 ± 97i in the Figure 12,
which indicates the meshed DC DPS is unstable and have an oscillation with approximately period
0.0647 s. Furthermore, with the power reducation of CPL2, the meshed DC DPS becomes stable as
shown in Figure 13.

Applying the proposed stability enhancement method in the sources connected with node 1 and
node 2 of the meshed DC DPS when PL4 is 10 kW and Pc2 is 100 kW, the dominant poles of Tm are
displayed as Figure 14. There are no right half plane poles, which means that the meshed DC DPS is
stable. Compared to the poles in Figure 12, the stability of the meshed DC DPS is enhanced by the
proposed stability enhancement method.
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Figure 14. The dominant poles of Tm with the proposed stability enhancement method.

4. Nonlinear Dynamic Simulations

To validate the effectiveness of the proposed stability criterion and stability enhancement
method, the meshed DC DPS in Figure 1 is built in the nonlinear time-domain simulation by using
Matlab/Simulink. The electrical and controller parameters are all given in Appendix B.

To compare the proposed stability criterion Tm and the previous stability criterion Tm2, the cables
are chosen to be long cables with parameters Rcablei = 0.05 Ω , Lcablei = 0.5 mH, Ccablei = 100 μF,
i = 1∼4, the nonlinear dynamic simulation results of the node 1 voltage v1(t) and the cable 1 current
icable1(t) are shown in Figure 15. As can be seen in Figure 15, before 2.5 s, the meshed DC DPS gradually
becomes to a stable state with PL4 = 50 kW, and once the power of resistive load 4 PL4 reduces to
15 kW at 2.5 s, the meshed DC DPS becomes to an oscillation state. The oscillation amplitude gradually
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grows, and the oscillation period is about 0.066 s, which satisfy the theoretical analysis in Figure 10.
The results verify the effectiveness of the proposed stability criterion Tm compared to the previous
stability criterion Tm2 which does not take the network dynamics into account.
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Figure 15. Comparison between Tm and Tm2.

To verify the effectiveness of the proposed stability criterion Tm with power changes of the
resistive load and CPL, and the proposed stability enhancement method, the nonlinear dynamic
simulation results are shown as the following Figures 16–18.

As can be seen in Figure 16, before 1.5 s, the meshed DC DPS gradually becomes to stable
state with PL4 = 50 kW and Pc2 = 100 kW, which confirms the theoretical analysis in Figure 11.
Then, the power of resistive load 4 PL4 reduces to 10 kW at 1.5 s, the meshed DC DPS becomes to
the oscillation state with about period 0.065 s, which confirms the theoretical analysis in Figure 12.
The power of CPL2 reduces from 100 kW to 50 kW at 2 s, and the meshed DC DPS becomes to a stable
state again, which confirms the theoretical analysis in Figure 13.

0 0.5 1 1.5 2 2.5 3
350

400

450

500

550

600

650

t (s)

v1
 (V

)

4 50 kWLP =

2 100kWcP =
4 10kWLP =

2 100kWcP =
4 10kWLP =

2 50kWcP =

0.065T sΔ =

Figure 16. The node 1 voltage v1(t) with power changes of the resistive load and CPL.
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Figure 17. The node 1 voltage v1 without/with the proposed stability enhancement method.
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Figure 18. The currents of cable 1 icable1 and cable 4 icable4.

As can be seen in Figure 17, when the power of CPL2 increases from 50 kW to 100 kW at 3.5 s,
the meshed DC DPS becomes to the oscillation state again between 3.5–4.5 s. Then, the vitural harmonic
resistances are added in the controllers of source 1 and source 2 at 4.5 s. With the vitural harmonic
resistance, the meshed DC DPS becomes to the stable state again, and the node 1 voltage v1 converges
again to the steady value 500 V. The simulation results between 4.5–5.5 s confirm the theoretical
analysis results in Figure 14. The power of resistive load 4 PL4 increases to 50 kW at 5.5 s, and the
meshed DC DPS is maintained at a steady state.

The currents of cable 1 icable1 and cable 4 icable4 are displayed as Figure 18. The steady state and
unstable state are similar to the node 1 voltage v1 as shown in Figures 16 and 17. It is worth noting that
the steady state current values in 0–1.5 s and 5.5–6 s are the same, which means that with or without
the proposed stability enhancement method, the current distributions in the meshed DC DPS are not
affected, which verifies that the low frequency characteristic of the source output impedance has not
been modified.

5. Conclusions

This paper discusses the modeling and stability analysis of the meshed DC DPS including multiple
sources with voltage-controlled converters and CPLs, and proposes a stability enhancement method.
The stability criterion is found to relate only with the network node admittance matrix, the output
impendence of the source, and the input admittance of the CPLs, and the three parts can be obtained
separately. Virtual harmonic resistance through the second-order generalized integrator (SOGI) for the
source proposed in this paper is a decoupling design which is only based on the characteristic of the
source output impedance. Nonlinear dynamic time-domain simulation results verify the effectiveness
of the proposed stability criterion and stability enhancement method.
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Furthermore, the current control sources or loads can be treated as BCCCs, and the input
admittances of current control sources or loads are related to the stability analysis. Multiple sources
with droop control can be treated as BVCCs, and the output impendence of the droop control
sources are related to the stability analysis. So the proposed stability criterion can also deal with
the current control sources or loads and multiple sources with droop control. Related analyses are in
the future researches.
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Appendix A

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

a0 = D2 − Gc2v Ic2Kc2pwmRc2D
a1 = −Rc2Rd f 2Cd f 2Gc2v Ic2Kc2pwmD + (Cd f 2 + Cf 2)(Gc2vKc2pwmRc2Vf 2 + Rc2 + rc2) + (Rc2Cc2 + Rd f 2Cd f 2)D2

a2 = Rc2Rd f 2Cd f 2(Cf 2Gc2vKc2pwmVf 2 + Cc2D2) + Cd f 2Cf 2Rd f 2(Rc2 + rc2) + (Lc2 + Cc2Rc2rc2)(Cd f 2 + Cf 2)

a3 = (rc2Rc2Cc2 + Lc2)Rd f 2Cd f 2Cf 2 + Cc2Lc2Rc2(Cf 2 + Cd f 2

)
a4 = Rc2Cc2Rd f 2Cd f 2Lc2Cf 2

(A1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

b0 = Gc2vKc2pwmRc2Vf 2 + Rc2 + rc2

b1 = (Rc2Rd f 2Cd f 2Vf 2 − Rc2DIc2L f 2)Gc2vKc2pwm + Rc2Cc2rc2 + Rd f 2Cd f 2(Rc2 + rc2) + D2L f 2 + Lc2

b2 = −Rc2Rd f 2Cd f 2DIc2Gc2vKc2pwmL f 2 + (Cd f 2 + Cf 2)(Rc2Vf 2Gc2vKc2pwmL f 2 + Rc2L f 2 + rc2L f 2) + (Rc2Cc2 + Rd f 2Cd f 2)(L f 2D2 + Lc2) + Rc2Cc2Rd f 2Cd f 2rc2

b3 = Rc2Rd f 2Cd f 2Cf 2Gc2vKc2pwmL f 2Vf 2 + (D2L f 2 + Lc2)Rc2Cc2Rd f 2Cd f 2 + Cd f 2Cf 2L f 2Rd f 2(Rc2 + rc2) + (Cd f 2 + Cf 2)(Cc2L f 2Rc2rc2 + Lc2L f 2)

b4 = Cd f 2Cf 2L f 2Rd f 2(Rc2rc2Cc2 + Lc2

)
+
(

Cd f 2 + Cf 2)Cc2Lc2L f 2Rc2

b5 = Cc2Cd f 2Cf 2Lc2L f 2Rc2Rd f 2

(A2)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
c0 = Gc2vKc2pwmVf 2D + Gc2v Ic2Kc2pwm(Rc2 + rc2)

c1 = (Cc2Rc2 + Cd f 2Rd f 2)Gc2vKc2pwmVf 2D +
(

Lc2 + Rc2Rd f 2Cd f 2 + rc2Rd f 2Cd f 2 + rc2Rc2Cc2)Gc2vKc2pwm Ic2

c2 = Rc2Cc2Rd f 2Cd f 2Gc2vKc2pwmVf 2D +
(

Rc2Cc2Lc2 + Rd f 2Cd f 2Lc2 + Rc2Cc2Rd f 2Cd f 2rc2)Gc2v Ic2Kc2pwm

c3 = Rc2Cc2Rd f 2Cd f 2Lc2Gc2v Ic2Kc2pwm

(A3)

Appendix B

This Appendix lists all the main electrical parameters of the studied DC meshed DPS as shown in
Figure 1.

Table B1. Main electrical parameters of the studied DC meshed distributed power systems (DPS).

Parameters Value Parameters Value

Parameters of CPLs Parameters of Sources

Rc1 Rc2 0.625 Ω V1 V1 1000 V
Cc1 Cc2 2700 μF r1 r2 0.001 Ω
Lc1 Lc2 0.32 mH L1 L1 5 mH
rc1 rc2 0.001 Ω C1 C2 4000 μF

L f 1 L f 2 0.32 mH Kv1pwm Kv2pwm 1/1000
Cf 1 Cf 2 2700 μF Gv1v Gv2v 0.24 + 89.39/s

Cd f 1 Cd f 2 1350 μF Gv1i Gv2i 9.6
Rd f 1 Rd f 2 0.9373 Ω Parameters of Cables

Ic1 Ic2 400 A Rcable1∼Rcable4 0.001 Ω
Vf 1 Vf 2 500 V Lcable1∼Lcable4 0.01 mH

Kc1pwm Kc2pwm 1/500 Ccable1∼Ccable4 10 μF
Gc1v Gc2v 0.5 + 500/s Parameters of Resistive Loads

D1 D2 0.5 RL3 12.5 Ω
Vc1re f Vc2re f 250 V RL4 16.67 Ω
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