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Abstract: The coordination of optimal overcurrent relays (OCRs) for modern power networks is nowa-
days one of the critical concerns due to the increase in the use of renewable energy sources. Modern
grids connected to inverter-based distributed generations (IDGs) and synchronous distributed gener-
ations (SDGs) have a direct impact on fault currents and locations and then on the protection system.
In this paper, a new optimal OCR coordination scheme has been developed based on the nonstandard
time–current characteristics (NSTCC) approach. The proposed scheme can effectively minimize the
impact of distributed generations (DGs) on OCR coordination by using two optimization techniques:
genetic algorithm (GA) and hybrid gravitational search algorithm–sequential quadratic programming
(GSA–SQP) algorithm. In addition, the proposed optimal OCR coordination scheme has successfully
employed a new constraint reduction method for eliminating the considerable number of constraints
in the coordination and tripping time formula by using only one variable dynamic coefficient. The
proposed protection scheme has been applied in IEEE 9-bus and IEC MG systems as benchmark
radial networks as well as IEEE 30-bus systems as meshed structures. The results of the proposed
optimal OCR coordination scheme have been compared to standard and nonstandard characteristics
reported in the literature. The results showed a significant improvement in terms of the protection
system sensitivity and reliability by minimizing the operating time (OT) of OCRs and demonstrating
the effectiveness of the proposed method throughout minimum and maximum fault modes.

Keywords: overcurrent relays; optimum coordination; microgrid; distributed generation; nonstandard
time–current characteristics; tripping time

1. Introduction

1.1. Background

One of the major technical challenges facing the microgrid (MG) is the relay coordina-
tion for the different operations of the network. The different operation modes of MG result
in frequent variations, thereby leading to changes in the fault current magnitude and its
direction. The protection scheme needs to guarantee the optimal operation in all network
scenarios, which include meshed and radial configurations as well as the connected grid
and islanded modes of MGs. In case of a fault in the grid connection mode, the fault
current will be fed from distributed generators (DGs) and the utility grid. On the other
hand, when the grid is in islanded mode, the supply of the fault current will result from
DGs as the only connection present in the MG [1,2]. These changes in the fault current
have a significant impact on the basic requirements of the protection system such as speed,
reliability, and sensitivity, which then result in some protection issues such as delay in
tripping, false tripping, loss of mains, and blinding of protection [3,4]. In recent years,
the coordination problem of overcurrent relays (OCRs) has obtained wide attention in the

Energies 2022, 15, 4980. https://doi.org/10.3390/en15144980 https://www.mdpi.com/journal/energies
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protection system research area. These studies are focused on addressing and preserving
the protection schemes’ reliability in interconnected MGs to acquire the optimal configu-
ration for protection approaches in MGs. Optimal relay coordination methods regarding
whole previous studies can be divided into five methods, namely, optimization techniques,
new constraints, dual-setting protection schemes, new or modifying objective functions,
and nonstandard characteristics (NSCs) [3]. Figure 1 illustrates the classification of OCR
coordination methods. The mutual goal among these methods is to obtain the optimal
OCR coordination. Initially, the optimization techniques played an essential role in the
optimal OCR coordination, starting with simple ways and passing through nature-inspired
algorithms and advanced artificial intelligence [3].

Overcurrent 
Relays 

Coordination 

New 
Constraints

Dual 
Setting

Objective 
Function

Non-
Standardand 

Characteristics

O
Optimizatin 
Techniques

Figure 1. Overcurrent Relay Coordination Methods.

1.2. Literature Review

Metaheuristic techniques such as genetic algorithm (GA) have been applied success-
fully for reducing the tripping time of relays and avoiding miscoordination problems [5].
For miscoordination problems that are associated with both discrete- and continuous-time
multiplier settings, in ref. [6], the particle swarm optimization (PSO) algorithm proved its
effectiveness to deal with complex coordination problems. In addition, hybrid techniques
have been established to improve metaheuristic techniques. For instance, a hybrid particle
swarm optimization and moth–flame optimization (PSOMFO), which is a combination
between the PSO and MFO to improve their achievement, and the outcomes proved its
effectiveness compared to PSO and MFO algorithms individually [7]. In ref. [8], the authors
proposed a hybrid gravitational search algorithm and sequential quadratic programming
(GSA–SQP) algorithm that introduces a robust high-quality solution to solving the OCR
coordination problem. It is effective due to it taking the pros of both GSA and SQP tech-
niques; it has been tested and evaluated on various test systems. Secondly, some papers
proposed and considered the effect of the new or reduced constraints on solving the OCR
coordination problem. For the distribution system with a combination of the DGs in ref. [9],
the study relieved about 43% of burdensome constraints from the process of coordination
optimization compared to the two standards. A considerable number of constraints is an
optimization problem; the inactive inequality constraints in the OCR coordination problem
have been detected and removed by using a new proposed index. It is defined as a ratio for
each OCR pair. The given results illustrate that the proposed index detected and removed
more than 90% of unused constraints [10].

Dual-setting directional overcurrent relays (DOCRs) can operate in both directions
which are forward and reverse; it is another solution that has been introduced for over-
coming challenges relating to the MGs’ protection systems. In ref. [11], a new coordination
scheme using dual-setting DOCRs has been proposed to determine two optimum pairs of
settings for each relay in connected and disconnected DGs. The obtained results appear to

2
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demonstrate the effectiveness of the proposed approach and reduce the overall operation
time (OT) by roughly 50% compared to the traditional coordination scheme that utilizes
the DOCRs with a pair of settings. A novel protection scheme for dual-setting DOCRs
in MGs with DGs has been introduced in ref. [12]. This scheme uses a dual-protection
setting in the main and backup operation topologies in one relay. Two strategy cases of
one-point and three-point have been executed by the optimization. During utilization of
the three-point coordination strategy, the total OT has been reduced by 57% compared with
the conventional dual-setting method. The proposed method proves its applicability for
both grid-connecting and islanding modes and improves the system’s reliability by elimi-
nating the demand for communication between relays. One of the suggestions made by
many authors to contribute to preventing the miscoordinations is modifying the objective
function. Multiple modifications in the objective function for DOCRs for meshed networks
have been suggested by Alam et al. in ref. [13]; it minimized the OT for main and backup
relays simultaneously. In ref. [14], a novel objective function is proposed to direct the
settings of the OCRs towards optimal solutions suitably. The proposed approach showed a
significant reduction in the OT of relays and avoided miscoordinations among them.

Investigation of alternative methods to standard protection schemes has required a
considerable amount of effort by researchers by employing NSCs, which will be taken into
consideration in this literature. There is limited literature on designing OCR coordination
schemes based on NSCs for a power network equipped with DGs. For example, a hybrid
application uses an inverse-time characteristic and a definite-time characteristic in parallel
with the absence of the DG units has been proposed in ref. [15]. This novel hybrid NSC
entails no complexity or additional cost, whereas the problem of dynamic coordination has
appeared in these hybrid NSCs which require careful application. Thus, they can lead to
miscoordination and less flexibility. In addition to the fault current characteristic, there are
some NSCs based on the fault voltage that have been proposed and applied [16,17]. The
authors in ref. [16] added per-unit voltage to measure the IEC standard characteristics (SCs)
to reduce the overall OTs of the relays. In ref. [4], a significant reduction in the total OT
of the OCRs has been achieved by employing the fault voltage natural logarithm function
in the denominator of the characteristic equation. However, this logarithm function had a
limited effect on the obtained characteristic. In another study [18], a new scheme excluded
the time multiple setting (TMS) and utilized fault voltage in the numerator as a logarithm
function. The relay OTs are not raised when the location of the relay moves to the source
due to TMS elimination. To achieve lower OTs in comparison with SCs, an NSC-based
algorithm function has been introduced in ref. [19]. However, the major disadvantage of
NSCs in refs. [4,16,18] is the inability of applying the approaches within existing industrial
OCRs. In addition, the new requirements of measuring the fault voltage beside the fault
current will increase the problem’s complexity.

To mitigate and avoid the limitations in the SCs such as the inverse time–current
characteristics of MG systems, a new NSC based on adding the auxiliary variable to the
conventional OCR OT equation is presented by ref. [20], which aims to achieve a fast
protection scheme based on well-defined time–current characteristics (TCCs). All of these
auxiliary variables are measured as coordination constraints; however, it is inapplicable
in existing industrial OCRs. Therefore, a piece-wise linear (PWL) characteristic has been
proposed in ref. [21] to preserve the coordination time interval (CTI) between the primary
and the backup relay pairs for the entire range of the fault current. The successive straight
lines were joined together to formulate the new characteristic curve and a tabular format
is used to adjust the curve for the existing industrial relays. For obtaining the optimal
coordination of OCRs in meshed networks, the piece-wise linear characteristic (PWLC)
has been evolved as a novel method [22]. It used variables coefficients, namely A and
B, of the PWLCs of the OCRs for adjusting purposes and obtaining a more flexible TCC
with the normally inverse (NI) standard; however, the proposed method was not tested by
changing the location and the size of the DGs to evaluate their effect on the performance of
the proposed approach. There are some researchers who have considered the SCs’ constant
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parameters as variable set points, which is another NSC format [23,24]. This NSC format
aims to develop flexible TCCs by creating necessary CTI for the range of the entire fault
current between the primary/backup pairs of the relay. To improve the selectivity and
sensitivity in the OCR coordination and avoid the NI standard curve disadvantages, an op-
timal coordination scheme based on nonstandard time–current characteristics is presented
in refs. [25,26]. However, the nonstandard time–current characteristics are created by using
the logarithmic function and constant coefficients, which lead to significantly minimizing
the overall operational time on maximum fault currents, but it showed limited behavior on
minimum fault currents. Table 1 shows an overview of the literature review that has been
introduced above.

Table 1. A Literature Review Comparison Analysis for Protection of Radial and Meshed Networks.

Ref. Year

Coefficient Types
of Coordination

Protection Scheme
Number of Variables Modes of the Operation DNs Types Curve Used

Constants Variables
One

Variable
Two

Variables
Three

Variables
Without

DGs
Grid-

Connecting
Islanding Radial Meshed

IEC NI
Standard

Logarithmic
Function

[15] 1993 � � � � � � � � � � � �

[16] 2014 � � � � � � � � � � � �

[17] 2017 � � � � � � � � � � � �

[18] 2018 � � � � � � � � � � � �

[19] 2007 � � � � � � � � � � � �

[20] 2017 � � � � � � � � � � � �

[21] 2017 � � � � � - - - � � � �

[22] 2022 � � � � � � � � � � � �

[23] 2015 � � � � � � � � � � � �

[24] 2017 � � � � � � � � � � � �

[25] 2021 � � � � � � � � � � � �

[26] 2022 � � � � � � � � � � � �

Proposed
approach � � � � � � � � � � � �

1.3. Contribution of The Paper

It can be seen that there are some drawbacks or imperfect points that create a research
gap. There is a significant need to find an alternative to the NI standard curve for more
flexible and dynamic protection coordination schemes for radial and ring distribution net-
works (DNs) and MGs, especially at far-end faults (minimum faults). In addition, ensuring
the CTI selectivity between OCRs and minimizing the tripping time in different operating
modes are required. For filling this discussed research gap, optimal OCR coordination
based on a new nonstandard time–current characteristic (NSTCC) with dynamic coeffi-
cients to provide a fast and reliable response in different network scenarios is proposed. An
optimization task to present the OCR coordination problem has been solved by applying
two optimization techniques, namely GA and GSA–SQP algorithms. The main and key
contributions of this article are ordered as follows:

• For improving the performance of the protection system by integrating the DG units
and during the occurrence of different fault currents in the MGs, the novel NSTCC is
created with consideration to the constraints of the existing model.

• In the OCR scheme, an optimum coordination approach is utilizing NSTCC to re-
duce the total OT compared to traditional SCs and other NSCs presented in the
literature. This paper achieves a significant reduction in total OT without a miscoordi-
nation record.
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• The proposed new optimal scheme based on NSTCC is developed with a lower number
of constraints compared to the optimal coordination in the literature because it uses
just one flexible coordination scheme. Therefore, the new proposed approach in this
work achieves the optimal solution with minimum computational costs.

• There is no communication required between the OCRs in the proposed optimal
coordination strategy in this work, where the measurement of the current is acquired
locally. Therefore, the proposed approach provides adequate robustness to the OCR
coordination approach, decreasing the demand for communication infrastructure.
Moreover, it reduces the computational cost as well as the requirement to gain way in
large quantities of the MGs and grid data.

• The sensitivity improvement for the proposed optimal scheme is shown by comparing
the results of the NSTCC and the standard curves under different testing and MG
operation modes.

• Finally, a comparison analysis has been provided for the proposed optimum coordi-
nation approach under various faulty conditions for two DNs types: radial networks
(IEEE 9-bus test system and IEC MG benchmark) as well as meshed networks (IEEE 9-
and 30-bus test system). This comparison proves the proposed approach’s superiority
over others, especially for minimum fault in islanding mode.

1.4. Outline of Paper

This paper is categorized as follows: Section 2 presents the problem statement and
suggested solution. Section 3 illustrates the novel optimal OCR protection scheme method-
ology and the proposed NSTCC. The MG topology and the distribution grid with the
simulation analysis and results are represented in Section 4. Finally, Section 5 presents the
summary, conclusions, and the suggested future work of this paper.

2. Problem Statement: OCR Coordination

OCR is considered the most common apparatus for protection as applied in distri-
bution systems. An OCR is used in measuring the current passing through it and also
determines if a signal for opening a circuit breaker is to be sent or not [27]. Relays are of
different types, some of which include definite-time OCRs and directional relays. However,
one of the most preferred types is the inverse-time OCR since it is a protection relay with a
time characteristic used for grading and, thus, can allow some loads to specifically draw
more currents in a very short period of time [28]. OT is part of inverse-time OCRs, and is
found to be in inverse proportionality with the fault current as indicated by the relay. OCRs
are in two forms: electromechanical and digital. Electromechanical OCRs have dominated
the market for the past two decades. This is because they were not expensive and had
well-known performance, resulting from many years of application. The second form,
which is the digital OCR, has several advantages over the electromechanical type and is
more likely to be preferred in the future for the following reasons [29,30]: first, they are
economically competitive, since they are cheap to acquire, similar to the electrochemical
types. Second, they have increased reliability since they have properties that can detect and
report any internal problems in the relay, thus avoiding any possible malfunction operation.
Third, they have smart grid natives since they are compatible with the concept of the smart
grid due to their digitalized nature. Further, they have a multifunctionality ability; thus,
they can perform other added tasks such as measuring the current and voltage values as
well as performing protection work. Finally, they have the flexibility ability, which arises
from their capability to define TCCs, which are arbitrarily set by the user [28].

To achieve the maximum operation of OCRs, two parameters should be set. These
consist of the TSM and plug setting multiplier (PSM). The former is determined based on
the minimum load current as well as the maximum fault current. The required interrupting
capacities of overcurrent protective devices can be determined by helping the maximum
fault currents, while the minimum fault currents are utilized in overcurrent device coordina-
tion operations [31]. The maximum fault currents have ratings from 50 to 200%, at intervals
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of 25%, whereas minimum fault currents have ratings from 0.05 to 1, with 0.05 intervals.
TSM is calculated in such a way that the system for protection can disconnect easily from
the power system’s faulty part [28,32]. The digital relays, which are new in the market,
however, are able to make these parameters be set at intervals of 0.01 [33]. In general, the
structure of OCR coordination problems in MGs is complex and intensive. This is especially
seen in linked distribution systems, in which the burden of computation increases as the
size and the network intricacy also increases. Figure 2 illustrates the coordination constraint
between primary and backup relays, in which is horizontal axis represents the fault location
and the vertical axis represents the tripping time. As ordinarily in a coordination approach,
the fault is isolated firstly by using the primary OCR (Rp). If the Rp does not operate, the
fault will be isolated by using the backup OCR (Rb) after a particular time, called CTI,
which is represented in Figure 2 between the green curve and black curve [3].

 
Figure 2. Coordination Constraint between Primary and Backup relay.

Most renewable energy sources such as wind turbines and photovoltaic systems have
been used power electronic inverters for connecting to the MG system. In MGs, the inverter-
based distributed generations (IDGs) have been used in protection; however, the inverters
have a limitation of the generated fault current: 150% of the current rating [34]. This
makes the conventional overcurrent devices either stop responding or respond at a much
larger operating time [4]. New challenges and opportunities appeared due to the growing
wind turbine energy share, which led to a preference in the use of doubly fed induction
generators (DFIG) over fixed-speed wind turbine systems. The connection of the wind
farm to the network contains a low-voltage ride-through (LVRT) ability that is the most
important requirement. Furthermore, owing to the DFIG essentially working the same
to synchronous distribution generations (SDGs), power factor control might be applied
at a reduced cost [35]. The contribution of fault current from synchronous distribution
generations (SDGs) can rise to about ten times the current rating [27]. In general, the fault
currents in MGs are dependent on the ratio of ratings between SDGs and IDGs. Likewise,
the fault current contribution ability (FCCA) of IDG is very low (110%). This means that
the mode used is the islanding mode; the OCRs may be unsuccessful in the case the MG
only has IDGs. This is because the ratio of IDGs to SDGs in the mixture causes difficulty
in the protection coordination as well as low fault current. In general, the DOCR aims
to deal with bidirectional flow of power failures evenly. In addition, if the MG is able to
operate in the loop and radial topology, the relay coordination and the detection scheme
under primary fault becomes complex using different types of DGs. In order to handle the
protection challenges in MGs, a fast and robust optimal protection scheme is required. The
main objective of this article is to present an optimal and fast coordination scheme that
minimizes OCR operational times for all operation and fault scenarios in MGs.
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2.1. Problem Description: Illustration-Based Analysis

MGs with sources of renewable energy must be protected to ensure that the operating
conditions are reliable and safe [28–36]. The coordination of OCRs in distribution systems
can be done easily, especially those in radial structures and weakly meshed MGs [37,38].
However, in interconnected and meshed systems, each of the given relays acts as backup
relays, where several delays are set as a backup for one relay. Figure 3a shows the single-line
diagram of DN with three distribution lines (DL1, DL2, DL3) protected by overcurrent
relays (R1, R2, R3). Figure 3a illustrates the OCR coordination from the side of the load
to the source. For instance, a fault at the F1 point results in R1 primary relay and R2
backup relay. If the R1 is unable to detect the fault or tripping delays, the R2 will have
time delays. Figure 3b shows the effect of the fault location on the fault current. It can be
noticed that the fault current is increased whenever closer to the main source. Figure 3c is
an illustration of the OCR coordination curves in three modes, which are a conventional
network (that has no sources of renewable energy), a power network with DG, and an
islanding mode. Ordinarily, the OCR operating time, in the no-DG case, is high due to a
CTI ranging from 0.2–0.5 s, stressing the network equipment, possibly causing the relay
to fall into the precise time region. This is more so for maximal fault modes (when faults
occur near the source) [29,34,36].

Figure 3. (a) The single-line diagram of the distribution grid with DG under three fault modes,
(b) the relationship between fault current and fault location, and (c) the miscoordination between the
primary and backup relays and fault characteristics with the absence and presence of DG.

The conventional protection scheme experiences more challenges because of the
different fault characteristics between the distribution systems in the presence and absence
of sources of renewable energy. The rising number of sources of renewable energy in the
network has widened the variation range between the minimum and maximum levels of
fault current. Consequently, the calculation of the traditional protection setting will not meet
the system requirements of the main protection: sensitivity, speed, and selectivity [4,28].
For instance, when the fault occurs at the F2 point for a distribution grid that has DG as
illustrated in Figure 3c, the fault current value will go up in the R2 primary relay and
go down in the R3 backup relay, resulting in a time delay causing disconnection or OCR
coordination failure [30,36]. Figure 3c illustrates the effect of the connection between the DG
and the fault current, I f . For R2, maximum fault current for DG power network, Iwith DG

f ,max ,
goes up while it goes down for R3 when comparing with the maximum fault current
during the absence of DG, Ino DG

f ,max . Generally, the fault characteristics of a DN with DG

7
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have been altered because of loading/generation level changes, variations in the network
typology, islanding, fault point resistance, and the location of the fault point in relation
to the main relay. Alterations of the fault current will result in OCR miscoordination; for
instance, the R3 will possibly not operate once there is a failure on R2 for the minimum fault
current, Iislanding

f ,max , in which the current value will be reduced compared with the distribution

network in the absence of DG, Ino DG
f ,min . For the islanding case, the fault current is too low,

making its detection based on the conventional scheme difficult [28,30]. As a result, the
conventional coordination and protection scheme will not have the capacity to handle
the issue, which makes the development of a new time–current characteristic to address
the challenges of DG protection very important. Furthermore, a DG-equipped system of
protection for DN is needed to respond to the faults in all modes of DG operation, e.g., grid
and islanded. This study proposes and develops various quick and intelligent schemes of
protection and coordination. The coordination schemes’ main objective is calculating the
PSM and coordination curves which reduce the OT.

2.2. The Coordination of Overcurrent Relay

The traditional coordination between OCRs is generally obtained with the assumption
that the conditions and network parameters such as resistance, current, and voltage during
a fault will remain constant [34,36]. Equation (1) describes the CTI between the OT for
the primary relay and backup relay for short circuits that occurs, for instance, at the F2
point [34,36,39]. The CTI presentation is such that the time of coordination between the
backup relay, tR3, and the main relay, tR2, is equal to or more than the designated CTI.

tR3 − tR2 ≥ CTI (1)

Figure 3b illustrates how DG addition to the distribution grid affects the scheme of
coordination protection [40,41]. The fault current variations will result in a CTI between the
primary relay and backup relay that is lesser than the chosen CTI, causing a miscoordination.
Calculations of the OCR operating time, t, in traditional methods are based on constant
fault currents as well as known fault currents, Isc, as shown in Equations (2) and (3).

t =

⎡⎢⎣ A(
Isc
Ip

)B − 1

⎤⎥⎦× TMS (2)

t =

⎡⎢⎣ A(
Isc
Ip

)B − 1
+ C

⎤⎥⎦× TMS (3)

where TMS represents the time multiplier setting, Isc represents the short-circuit current,
and Ip represents the pickup current. Parameters A, B, and C in Equations (2) and (3) are
related to a variety of relay characteristics that are defined on the basis of the standard of
relay [42,43]. In general, numerical OCRs have the capability to update and modify the time
operating characteristics based on real-time measurements. In this paper, the numerical
OCRs provide the ability to use different time operating characteristics, such as the standard
characteristics (IEC, ANSI), or generate new nonstandard operating characteristics. The
proposed nonstandard time characteristic in this paper, NSTCC, aims to minimize the total
tripping time and improve the performance of power protection in terms of selectivity
and sensitivity.

3. The Proposed Methodology: Nonstandard Time Current Characteristics

This section aims to introduce optimal OCR coordination based on a new nonstandard
time–current characteristic (NSTCC) with dynamic coefficients to reduce the tripping time
associated with the value of fault currents. The proposed NSTCC scheme will be compared
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to the traditional OCR scheme (inverse definite minimum time (IDMT)) [29,36]. Further,
there are different applications, such as the thermal stress issues occurring in the equipment
(such as transformers and cables), that can use the proposed NSTCC. The next equation
represents the proposed NSTCC, and the logarithmic function therein [19] is the basis of
this equation.

t =
(

A − 1.35 × loge

(
Isc
Ip

))
× TMS (4)

To ensure OCR coordination selectivity, the grading time should be kept constant and
free from the network’s location of the fault or the current level of the fault. Equation (4)
represents the NSTCC for all relays through the use of logarithmic [19,36] and variable
coefficients (A) with a range between 2 and 6.5; the time of grading will not be affected
by the degree and point of fault. This will make the selectivity of the protection system
better and independent of the fault location or current. Moreover, it was difficult for the
normal inverse curves to detect the minimum fault. The NSTCC offers ample area for the
detection and coordination of the OCRs in the minimum fault, as illustrated in Figure 4, to
ensure selectivity without missing the tripping time. The following section describes an
optimization task for determining the TMS based on Equation (4) that reduces the OT to a
minimum. Therefore, coordination on the basis of nonstandard tripping characteristics will
result in an optimal time of grading in relation to the time of tripping.

Figure 4. A Standard Tripping Current Characteristic (STCC), Nonstandard Scheme (NSS) and
Proposed Nonstandard Tripping Current Characteristic (NSTCC).

The effect of adding renewable energy sources connected to the DN on the PSM and
miscoordination problems that appear between OCRs during the maximum and minimum
faults is shown in Figure 3b. Generally, the ratio between short-circuit current and the
pickup current (Isc/Ip) is presented as a PSM. This section presents the importance of using
NSTCC in coordinating the OCRs as illustrated in Figure 4. The fault’s location near or
at the end of the protected zone is responsible for obtaining the OCR coordination task.
The fault’s location near the protected line (maximum fault current) is covered by the F1
point, while the end of the protected zone (minimum fault current) is related to the F2
point. The two scenes were selected to attain the required CTI, cover on time attributes,
and raise the OCR OT because of the addition of sources of renewable energy as shown in
Figures 3 and 4.

It can be noticed that in Figure 4, the curve of the standard time–current characteristic
(STCC) has high values of fault currents at both maximum and minimum fault currents.
This curve represents the inverse definite minimum time (IDMT) overcurrent relay. As seen
in Figure 4, the OTs of the STCC at the minimum and maximum fault current are t6 and t8,
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which are unchangeable values. Then, two variables’ coefficients A and B for the maximum
and minimum faults are required to reduce the tripping time effectively to control the two
sides of the curve of the STCC. The researchers in the available literature such as [20,44]
used this approach to reduce the operating time; however, this leads to increasing the
number of constraints which is another disadvantage. In addition, the authors in ref. [25]
have proposed the curve of the nonstandard scheme (NSS), which is represented by the
black curve in Figure 4; they have used Equation (4) with constant coefficient A equal to 5.8.
Yet, due to the curve being constant as seen in Figure 5, the fault currents at minimum faults,
especially in islanding mode, are still slightly high-valued and there is a delay time that
will lead to miscoordination problems between OCRs at t7 as seen in Figure 4. In this work,
this gap can be filled by using the NSTCC which reduces the tripping time compared with
the STCC at maximum and minimum faults and nonstandard curve in ref. [25] by making
the coefficient A a variable needed to have optimal value to achieve the best reduction in
the total OT for relays. The coefficient A in the proposed NSTCC is controllable at both the
maximum and minimum fault currents as shown in Figure 4; the blue curves represent the
NSTCC and they illustrate how just the one variable coefficient A can control at both ends
of the curve and reduce the OCR tripping time. It can be seen that the NSTCC can decrease
the OT from t5 to t3 and from t2 to t1 at minimum and maximum faults.

Figure 5. Proposed Nonstandard Time–Current Characteristics with variable coefficient A (NSTCC)
and Nonstandard Scheme with constant coefficient A (NSS).

For the first point, the minimum tripping time (maximum fault current) must be
guaranteed by each OCR in the DN. A lower OT is provided by using the NSTCC curve
which is represented by the red dotted line compared to NSS which is demonstrated by
the black line, as shown in Figure 5. With the existence of the DG units at the grid at
the minimum fault current (islanding current) for the second point, the OCR OT will
be increased more than the distribution grid in absence of the DGs. The avoidance of
any miscoordination problem or nonoperational cases can be achieved by applying the
proposed NSTCC curve, which minimizes the OCR tripping time as illustrated in Figure 5.

3.1. Formulating the OCR Coordination Problem

This study formulates the problem of OCR coordination in a DN that has DGs as a
problem of optimization to discover the TMS which minimizes the OT for OCRs, insuring
the selectivity between the primary relay and backup relay. This part introduces the
suggested approach, mathematical formulae of the optimization for solving the issue
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of coordination, and the performance of the OCR optimization techniques in the MG
protection in comparison to the traditional protection approaches.

Objective Function

The main variable for the OCR coordination issue in Equation (4) is the TMS which
manages the OT of the relay. In this section, the operational time for OCRs and the
coordination problem, as described in Section 2, is formulated as an objective function. This
objective function (OF) minimizes the overall OT for the main relay and backup relay. The
operational time, t, for the total number of relays, x, and total number fault locations, y, is
formulated as follows [29,36]:

OF = ∑x
j=1 ∑y

k=1 tj,k (5)

where j is the relay number (j = 1, 2, . . . ., x), k is the fault location number (k = 1, 2, . . . , y), and
tj,k is the operational time for j relay at k fault. In this work, the NSTCC is used to calculate
the total tripping time, OT, where the coefficient A is controllable at both the maximum
and minimum fault currents. Equation (5) can be rewritten as follows:

arg min
A

∑x
j=1 ∑y

k=1 tj,k (6)

There are various constraints taken into consideration during application of the OF in
Equations (5) and (6) as shown below:

• Coordination Criteria and Selectivity

The selectivity constraint for OCR coordination aims to add operational time delays
between the primary and backup OCRs, to minimize power outages on the network based
on the location of the fault. The backup OCR will not work except when the main OCR is
nonoperational. The formulation of the criteria for selectivity can be done based on CTI as
constraints of inequality:

tb − tp ≥ CTI (7)

where tp represents the OT for primary relays and tb represents the OT for backup relays.
Generally, the CTI (in seconds) is between 0.2–0.5 to guarantee selectivity [29–37]. The
value of CTI is dependent on various parameters like relay type and circuit breaker speed.
This study works with a CTI from 0.2 to 0.5.

• Relay Setting, Operating Time Bounds:

To keep the limitations of operational time, the constraints should be presented for the
minimal and maximal OCR operational time. Nevertheless, the protective relays should
have quick operation taking the minimum possible time; if the OCR operation takes more
time, there will be damage to the equipment and an unstable power system. The minimal
and maximal operation time bounds are shown below:

TMSmin ≤ TMSj ≤ TMSmax (8)

OTmin ≤ OTj ≤ OTmax (9)

where TMSmin and TMSmax are the minimal and maximal TMS values of relay j and OTmin
and OTmax represent the minimal and maximal time of operation needed for the relay
j [28,30]. The OCRs’ operation must be within the protection scheme’s normal operation
time. As a result, the PSM needs to be set in the domain of the minimal and maximal values
in the minimum and maximum fault currents in the relay, even with light overloads.

• Proposed Setting of Coefficient Bounds:

In this study, the characteristic coefficient in Equation (4) is considered as a decision
variable, as presented in Equation (6). In previous studies, the inverse curve requires more
than one variable coefficient to shift it upwards and downwards [20,45], which leads to
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greater OCR tripping times with a slight shift in steepness and increase in the number
of constraints. This causes miscoordination between primary and backup relays. For
development purposes, the NSTCC is formulated in Equation (4) with just a single variable
coefficient, which is A. The NSTCC tends to shift the curve downwards by changing Ai
values; this leads to a reduction in OCR tripping times and the reduction of constraints. As
a result, the OCR coordination performance is guaranteed. The following equation shows
the maximum and minimum bounds of the variable coefficient A:

Amin ≤ Aj ≤ Amax (10)

where Amin and Amax represent the minimal and maximal variable coefficient needed for
relay j. It has been chosen to be between 2 and 6.5 in this study.

3.2. Optimization Methods for Solving the OCR Coordination Problem

In Section 3.2, the OCR coordination problem in a network connected to DGs is
presented as an optimization task. This section presents two optimization algorithms,
namely GA and GSA–SQP, as common and new powerful optimization algorithms for
solving OCR coordination problems [8,37].

3.2.1. Genetic Algorithm Optimization (GA)

For solving complicated optimization problems, the genetic algorithm (GA) has been
vastly used as an iterative optimization technique [46,47]. The GA technique considers
various applicable solutions to obtain the best solution; it proves its worth in the power
system protection coordination problem. Using GA in [37,47] was solely for power grids,
without considering nonstandard OCR curves and renewable energy sources. In this
study, the GA methodology is utilized as an innovative iterative optimization model to
transact with the overcurrent coordination problem for a distribution system with DGs.
Generally, the simulation of the GA is used with a specific population size, where the
possible solutions for the proposed optimization problem are described by the population.
Chromosome populations or individuals are the possible solutions in the population [37,39].
In the next step, an OF evaluates all solutions for the current generation; this step is called
the fitness function (Equation (6)). The result of the fitness value is mainly associated with
the proposed optimization problem for each solution. Creating a new population uses
fitness evaluation by utilizing selecting, crossing, and mutating techniques.

In this paper, the general GA flowchart for the proposed ORC coordination problem
is presented in Table 2. The process of the GA model launches for a profile group of
first-generation OCR OTs. Therefore, for each OCR OT profile, Equation (6) of the objective
function is used to evaluate fitness. Thus, an appropriate selection technique picks the
parent OCR operating time profiles. For the next generation, the selection of the best
performance (better fitness value or fittest solution) will be selected. These profiles are
chosen for crossover as well as for creating a new generation (population); this step known
as reproduction. From the profiles of the parent, the common genes of parents are retained
to create the profile of a new generation of the OT whereas the residual genes are chosen
at random from the parents. Nevertheless, the power network or relay constraint might
be violated by the child OT profile; consequently, for examination purposes, whether
the profile of the child is under the constraints or not, a feasibility test has been applied.
Sometimes the child profiles are assigned to the impracticable zone. Then, the solution
of the child, in this case, will be refused and an alternative one will be generated by
randomizing the uncommon genes until the feasibility of the child profile is realized. At the
initial time and for the initial iterations, the expectation about child profile will be varied
and far away from parent OCR operation solutions. Nonetheless, in each iteration, the
profiles of both children and parents are nearer to each other, and the search directs closely
to the optimum OCRs operation time profile. Achieving the greatest number of iterations
or reaching the proposed threshold is the goal of this process, which will be repeated many
times until meeting this goal.
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Table 2. The procedures of the GA technique.

Stages Explanation

Stage 1: Initiate the inhabitants Applying IEEE9 and IEC MG models and calculating the short circuits.
Early possible profiles of the OCR operation time (1000 profiles).

Stage 2: Population assessment For each solution, the prime assessment can be obtained via solving the
optimum OF, Equation (5) under bounds from Equations (6) to (9).

Stage 3: Selecting The two most excellent OCR OT profiles will be selected as a parent.

Stage 4: Crossing

For the following generation, a child profile will be launched, which will
keep the popular genes while the rest of them will be chosen from the
parent’s profile at random. The child profile must be a solution within the
bounds of possibility.

Stage 5: Mutating In each iteration, a single gene is mutated to update the child profile
randomly. In this study, the setting of mutation is 0.1

Step 6: The model output and optimal solution Reaching the maximum number of iterations (200 iterations) by repeating
the stages that have been mentioned above, starting with stage 2.

3.2.2. A Hybrid Algorithm Gravitational Search Algorithm–Sequential Quadratic
Programming (GSA–SQP)

The GSA–SQP algorithm is presented by refs. [8,48] as a powerful optimization solver
for OCR coordination. Firstly, the GSA–SQP algorithm is presented as a multipoint method
of search that is based on probability through using the gravitational search algorithm
(GSA). Secondly, non-linear programing (NLP) techniques such as sequential quadratic
programming (SQP), which are the single-point method of search, have the disadvantage
of getting trapped in a local optimum point when the first option is closer to the local
optimum. The NLP techniques offer a globally optimal solution if the correct first choice is
made [48]. The study by ref. [48] suggested a hybrid of GSA with SQP to take advantage
of the methods while overcoming their drawbacks. The SQP routine is introduced in
GSA as a local technique of search to boost the convergence. Initially, the GSA method is
performed and the best fitness for each generation is chosen in each interaction. From this,
the corresponding agent is set as the initial value of the variables in the SQPP technique.
The SQP routine is then executed according to the local search’s adopted probability of
local search (αLS), improving the best fitness obtained from GSA in the current interaction.
This is how the algorithm of GSA–SQP offers the global optimal solution. For calculating
the optimal setting of the OCRs, several agents that represent a complete solution set are
presented as the control variable of the OCR coordination problem, X.

X =
[

TMS1
j , . . . ., TMSm

j , Ip1
j , . . . ., Ipm

j , A1
j , . . . ., Am

j

]
(11)

where N is the population size (agents in the system), j = 1, 2, . . . ; N and m are the numbers
of the relay in the grid. The process of the GSA–SQP started with a set of the first-generation
OCR operation time profiles based on the power network and fault calculation data. Then,
for each OCR operation time profile, the objective function (Equation (6)) is used as an
evaluation and fitness approach in this work. Thus, the best and worst solutions will be
selected. For the next generation, a random number will be generated and compared to
the constant αLS. In the case that the random number is less than the αLS, the model will
calculate the gravitational constant at time t, G(t), masses of agents, M(t), and the total
force that acts on the i-th agent at time t, F(t), to update the velocity and position of the
searching agent. In case of a random number larger than the αLS, the SQP method will be
used to update the next generation by selecting the new agent as the best agent. Finally, the
GSA–SQP model will select the optimal solution among all solutions which is helped to
achieve the global solution as shown in Figure 6. The parameters of the algorithm applied
for the optimal coordination problem in this paper are: constant G0, the initial gravitational
which is set to 100, and constant α, a user-specified value which is adjusted to 20. Both
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constants G0 and α control the GSA performance. t is the current iteration while tmax is
the maximum iteration number which is set to 200; N is adjusted to 50; αLS is 95. For
miscoordination problems, β has been used. Miscoordination decreases with increasing β;
however, the relay OTs rise. Thus, for omitting the miscoordination, a fit β value should
be selected. In addition, there are other parameters related to local search that should be
calculated throughout the process which are: G(t), the gravitational constant at time t, M(t),
the masses of agents, F(t), the total force that acts on the i-th agent at time t, and a(t), the
acceleration of the i-th agent. For meshed network case studies, the weighting factors are
chosen as α1 and α2 which are set to 2 and 15, respectively. IEEE 9-bus system β is set to
500 and the IEEE 30-bus system is set to 1000.

Figure 6. The flowchart of the GSA–SQP algorithm.
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4. Simulation Results and Discussion

This section aims to present the results of the proposed nonstandard OCR coordination
approach, NSTCC, using radial and meshed distribution systems and under different oper-
ating scenarios. Throughout this section, the NSTCC will be compared to the conventional
OCR coordination scheme and nonstandard OCR scheme developed by ref. [25]. For
solving the OCR protection coordination problem, GA and hybrid GSA–SQP optimization
techniques are used in this study based on the following network scenarios:

• Radial Networks: IEEE 9-bus test system and IEC MG benchmark.
• Meshed Networks: IEEE 9-bus and IEEE 30-bus meshed networks.

4.1. Radial Networks

In this part, an IEEE 9-bus test system and IEC MG benchmark have been carried out
as a radial network. Figure 7 shows the flowchart for the implementation of NSTCC in
radial networks. Afterwards, the short-circuit calculations in various modes and locations
were achieved. In this section, the GA method has been used to obtain the optimal setting
(TMS and the coefficient A) for OCRs based on STCC [25], NSS [25], and the proposed
NSTCC in this paper. Furthermore, the NSTCC has been compared with the STCC and
NSS in terms of reducing the relays’ operation time, OT, and ensuring the CTI selectivity.
For solving the OCR protection coordination problem, the GA technique is used in this
section based on the presented network configurations in Figure 7.

Figure 7. Flowchart of the Implementation of the NSTCC in Radial Networks.

4.1.1. The Radial 9-Bus Test Systems

The proposed network system is developed based on the Canadian Urban Benchmark
4-bus feeder distribution system [49]. As shown in Figure 8, the IEEE 9-bus consists of one
DG and 10 OCRs as well as 2 directional OCRs, DOCRs, which are R8 and R10. A utility
main source feeds this radial distribution capacity of short circuit = 500 MVA as well as
the ratio of X/R = 6 and all lines with length = 500 m. The system is associated with the
utility throughout a transformer of 20 MVA, 115 kV/12.47 kV. The simplified network, as
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shown in Figure 8, presents the OCRs and DOCRs. The plug setting (PS) and the current
transformer ratio (CTR) for each OCR are stated as follows: for R1 and R5, the PS and CTR
are 1.128 and 100/1, respectively, while 1.130 and 200/1 are the values of the PS and CTR
for the R2 and R6. For all R3, R7, R8, and R9, the values of PS and CTR are 1.132 and 300/1,
respectively. 1.135 and 400/1 are the PS and CTR values for all R4, R10, and R11. Lastly, the
PS and CTR of the R12 are 1.140 and 600/1, respectively [25]. In the following subsection,
the results of the proposed NSTCC, STCC, and NSS schemes are presented over different
fault and power network model scenarios, as discussed in the previous section.

Figure 8. The IEEE 9-Bus MG system.

• Radial IEEE 9-Bus System without DGs: Mode 1 test results

This mode represents a conventional power network, which is fed only via the main
utility feeder without DGs, as shown in Figure 8. The GA optimization technique is used
to evaluate the performance of the NTSCC method and compare it with the conventional
STCC and the NSS [25]. In general, the optimized values of TMS, the overall OT, and
coefficient A in mode 1 for all OCRs are presented in Table 3. The acquired settings and the
total tripping time were computed by utilizing MATLAB software and GA methodology.
As shown in Table 3, the NSTCC approach achieved the minimum overall OT of all OCRs
which equals 8.224 s, compared to the STCC and NSS methods which are equal to 9.352
and 8.848 s, respectively. In addition, the optimized value of coefficient A for the NSTCC
approach has been chosen as approximately 5 for all OCRs as shown in Table 3, which is a
suitable value for maximum current faults in this conventional power network case.

Table 3. The Overall OT for STCC, NSS, and NSTCC Curves in IEEE 9-Bus (DGs- Mode 1).

Relays
STCC [25]

TMS
NSS [25]

TMS

NSTCC

TMS A

R1 0.010 0.010 0.010 5.003
R2 0.139 0.171 0.300 5.000
R3 0.239 0.264 0.395 5.002
R4 0.322 0.345 0.486 5.000
R5 0.010 0.010 0.010 5.001
R6 0.139 0.171 0.300 5.000
R7 0.235 0.264 0.396 5.000
R8 0.319 0.345 0.479 5.017
R9 0.367 0.384 0.501 5.000

R10, R11, R12

Overall OT(s) 9.352 8.848 8.224
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• Radial IEEE 9-Bus System with DGs: Mode 2 test results

Integration of the DGs in the network leads to raising the complexity of obtaining the
optimal OCR coordination. This mode tests and evaluates the NSTCC on the network that
is fed by all types of DGs, as illustrated in Figure 8. Table 4 shows the optimized values of
TMS, the overall OT, and coefficient A in mode 2 for all OCRs. The total OT of the NSTCC
in mode 2 of all OCRs equals 9.327 s, while the overall OTs for the STCC and NSS are 11.282
and 10.353 s, respectively. As with mode 1, an appropriate optimized value of coefficient
A has been selected in mode 2 for the NSTCC approach, which is approximately 5 for all
OCRs as illustrated in Table 4. As a result, the NSTCC scheme has recorded the lowest
overall OT in Table 4 and optimal optimized value of the coefficient A.

Table 4. The Overall OT for STCC, NSS, and NSTCC Curves in IEEE 9-Bus (DGs- Mode 2).

Relays
STCC [25]

TMS
NSS [25]

TMS

NSTCC

TMS A

R1 0.010 0.010 0.010 5.001
R2 0.139 0.171 0.276 5.084
R3 0.237 0.264 0.397 5.001
R4 0.321 0.345 0.437 5.001
R5 0.010 0.0100 0.010 5.001
R6 0.139 0.166 0.277 5.022
R7 0.062 0.161 0.177 5.004
R8 0.237 0.258 0.373 5.017
R9 0.010 0.010 0.010 5.003
R10 0.010 0.010 0.010 5.002
R11 0.118 0.132 0.191 5.001
R12 0.367 0.384 0.466 5.001

Overall OT(s) 11.282 10.353 9.327

• Radial IEEE 9-Bus System under the islanding condition: Mode 3 test results

The grid’s operational way in this mode is called islanding mode. Applying the NSCC
on the network with this mode shows the reliability and effectiveness of the proposed
approach with a low fault current. Over the islanding mode, a comparison has been
made between the proposed approach and other approaches in the Table 5, in terms of the
optimized values of TMS and the overall OT. Similarly, the NSTCC approach achieves the
minimum overall operational time of all OCRs compared to STCC and NSS approaches.
The overall OT of all OCRs in mode 3 is 1.3728, 1.34, and 1.187 s for STCC, NSS, and
NSTCC, respectively. It can be noticed that the optimized value of coefficient A in the
Table 5 (islanding mode) for the NSTCC approach has been chosen to be approximately
2, which is suitable for detecting the minimum fault currents, and it is considered the key
contribution of this NSTCC approach without delaying time during the optimization task.

Table 5. The Overall OT for STCC, NSS, and NSTCC Curves in Radial IEEE 9-Bus—Mode 3.

Relays
STCC [25]

TMS
NSS [25]

TMS

NSTCC

TMS A

R1
R2
R3
R4
R5 0.010 0.010 0.010 2.000
R6 0.039 0.077 0.291 2.050
R7 0.137 0.129 0.438 2.049
R8
R9
R10
R11
R12

Overall, OT(s) 1.373 1.34 1.187
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• Discussion of the Radial IEEE 9-Bus System results

In this section, the performance of proposed NSTCC, NSS, and STCC approaches on
the radial IEEE 9-bus system over the different operation modes is presented. The overall
OT for operation modes shown in Figure 9 was obtained by using the GA algorithm. The
previous subsections show that the NSTCC approach reduced the overall OT of OCRs
for all modes compared to NSS and STCC approaches. For example, the NSTCC reduced
the overall OT in Mode 2 by 17.32% and 9.91% compared to NSS and STCC approaches,
respectively.
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Figure 9. The overall OT in Modes 1, 2, and 3.

4.1.2. The Radial IEC MG Test System

IEC MG benchmark connected to various DG technology types has been used to
evaluate the NSTCC in this section. As shown in Figure 10, it has 4 DGs (two wind turbines
and two synchronous generators), 5 transformers, and uses 15 OCRs as well as 5 DOCRs
which are R1, R3, R5, R8, and R9, Refs. [49,50] give all details about IEC MG. The PS and
CTR for each OCR and DOCR are described as follows: for R1, R2, R3, R4, R5, R6, R8,
R9, R10, R12, and R15, the PS and CTR are 0.5 and 400/1, respectively. Whereas for R11
and R14, the PS is 0.65 and CTR is the same as the previous OCRs, which is 400/1. The
PS and CTR values of the R13 are 0.88 and 400/1. Finally, for R7, the PS and CTR are 1
and 1200/1, respectively [25]. A short circuit on different lines was calculated for each
mode in this study. The three-phase faults at different transmission lines in the MG are
illustrated in Figure 10. In Figure 10, the DG is considered as a PMSG system where the
contribution of fault current is low, similar to our case with the PV system, compared to the
DFIG system, which is considered as high fault: around 7 times the full load. However, the
DFIG condition will be protected by the first relay after the generator in this work.

These fault cases are: a fault on the line DL-5, named F1; a fault on the line DL-4, named
F2; a fault on the line DL-2, named F3; a fault on the line DL-3, named F4; and a fault on the
line DL-1, named F5. To optimize the TMS for the coordination of OCRs, GA optimization
processes have been carried out to test the NSTCC using MATLAB simulations. For fault
conditions, the primary OCR should isolate the fault firstly. If it fails to trip the fault, after
allowable CTI, the backup OCR must be operated; it is assumed to be operated between
0.2 s and 0.5 s. Three operational modes have been implemented in this IEC MG.
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Figure 10. IEC MG Benchmark (Large-Scale Network).

• The radial IEC MG Simulation Results in Mode 1

In this case, the main source is only connected to the IEC MG; however, all the DGs
are off. For comparative purposes, the results of the TMS and the operating times for all
relays that were obtained from the literature [29,36,51,52] are presented in Table 6. The
authors in ref. [25] did not evaluate the IEC MG as a radial system. It can be noticed that
the proposed obtained OT equals 2.42 s for the proposed NSTCC, which is a considerable
reduction from those reported in the Table 6.

Table 6. The Overall OT for the radial IEC MG—Mode 1.

[36] [29] [51] [52] NSTCC

Relay TMS TMS TMS TMS Coefficient A TMS Proposed

R1
R2 0.128 0.0500 0.05 0.0500 4.800 0.0501
R3
R4 0.259 0.1787 4.58 0.2306 4.800 0.3977
R5
R6 0.402 0.3223 2.16 0.7715 4.886 0.9223
R7 0.290 0.2060 0.05 0.055 4.826 0.1117
R8
R9
R10 0.128 0.0500 0.05 0.0500 4.801 0.0500
R11
R12 0.010 0.0500 0.05 0.0500 4.800 0.0504

R13, R14,
R15

OT(s) 6.64 4.99 4.4 4.19 - 2.42

• The radial IEC MG Simulation Results in Mode 2

In this operational mode, the MG is connected to the main grid and the DG units.
The results of the TMS and the operating times for all relays that were obtained from the
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literature [29,36,51,52] are presented in Table 7. It can be guaranteed that the value of the
coordination between the primary and backup relays is achieved by obtaining the lowest
tripping time for the NSTCC among the approaches reported in Table 7. The total OT
was equal to 4.69 s for NSTCC compared to 11.6 s as the lowest OT value obtained from
literature, which equals a 60% reduction for using NSTCC. The coefficient A’s optimized
value equals approximately 4.8 too according to the maximum fault current in this mode.

Table 7. The Overall OT for the radial IEC MG—Mode 2.

[36] [29] [51] [52] NSTCC

Relay TMS TMS TMS TMS Coefficient A TMS

R1 0.174 0.137 0.217 0.3893 4.801 0.188
R2 0.139 0.050 0.050 0.050 4.800 0.251
R3 0.087 0.050 0.050 0.050 4.801 0.050
R4 0.278 0.189 0.235 0.421 4.801 0.066
R5 0.172 0.115 0.197 0.394 4.801 0.050
R6 0.401 0.320 1.550 0.819 4.853 3.000
R7 0.284 0.244 0.050 0.273 4.820 0.103
R8 0.223 0.191 0.567 0.606 4.801 0.050
R9 0.069 0.050 0.050 0.050 4.808 0.050
R10 0.141 0.050 0.050 0.050 4.801 0.050
R11 0.244 0.218 0.470 0.452 4.802 0.144
R12 0.150 0.050 0.050 0.050 4.840 0.050
R13 0.194 0.167 0.325 0.746 4.800 0.245
R14 0.116 0.100 0.104 0.172 4.801 0.145
R15 0.170 0.136 0.280 0.297 4.801 0.115

OT(s) 17.48 13.66 11.6 12.48 - 4.69

• The radial IEC MG Simulation Results in Mode 3

In mode 3, the MG operates in islanding mode, in which the main grid is in off-grid
mode and the load is supplied by all the DG units. The results of the OCR coordination
obtained from the literature [29,36,51,52] are shown in Table 8. In this case, too, the proposed
approach NSTCC outperformed the other approaches that are reported in Table 8. The
proposed NSTCC achieved an OT equal to 4.055 s as the lowest value among others in
Table 8. Consequently, the coordination problems may not exist, which means the selectivity
is guaranteed. The optimized value of coefficient A has been chosen as 6 in this mode to
obtain the lowest OT value in Table 8.

Table 8. The Overall OT for the radial IEC MG—Mode 3.

[36] [29] [51] [52] NSTCC

Relay TMS TMS TMS TMS Coefficient A TMS

R1 0.173 0.137 0.548 0.389 6.000 0.154
R2 0.105 0.050 0.050 0.050 6.000 0.050
R3 0.086 0.050 0.050 0.050 6.000 0.050
R4 0.211 0.157 0.938 0.529 6.000 0.365
R5 0.209 0.155 0.862 0.862 6.000 3.000
R6 0.181 0.151 0.685 0.243 6.000 3.000
R7
R8 0.248 0.218 0.519 0.499 6.000 0.376
R9 0.069 0.050 0.050 0.050 6.000 0.050
R10 0.112 0.050 0.050 0.050 6.000 0.050
R11 0.265 0.240 0.490 0.431 6.000 0.415
R12 0.105 0.050 0.050 0.050 6.000 0.050
R13 0.193 0.167 0.778 0.100 6.000 0.200
R14 0.116 0.099 0.372 0.104 6.000 0.117
R15 0.177 0.148 0.670 0.630 6.000 1.827

OT(s) 15.56 12.63 9.99 8.96 - 4.055
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• Discussion of the radial IEC MG results

In this section, the performance of the proposed NSTCC and approaches from the
literature [29,36,51,52] on the radial IEC MG over the different operation modes is presented.
The overall operation time, OT, for relays was obtained by using the GA algorithm and is
shown in Figure 11. The previous subsections show that the NSTCC approach reduced the
overall OT of OCRs for all modes compared to approaches in the literature [29,36,51,52].
For example, compared to the literature approaches [29,36,51,52], the NSTCC reduced the
overall OT in Mode 1 by 63.55%, 55.5%, 45.0%, and 47.7%, respectively.

Figure 11. The overall OT in Modes 1, 2, and 3 for the radial IEC MG by different approaches
from the literature (Saldarriaga-Zuluaga et al. 2020 [29], El-Naily et al. 2019 [36], Kar 2017 [51],
Saldarriaga-Zuluaga et al. 2020 [52]).

4.2. Meshed Networks

In this section, IEEE 9- and 30-bus meshed networks have been implemented to evalu-
ate the proposed NSTCC approach. Figure 12 shows the flowchart for the implementation
of NSTCC in radial networks. Afterwards, the short-circuit calculations in various modes
and locations were performed. The MATLAB software is used to implement the proposed
equation with the constant coefficient 5.8 and with the variable coefficient A for obtaining
the short-circuit calculations. The optimal setting, TMS, the coefficient A, and Ip for OCRs
have been obtained by using the MATLAB software and applying the hybrid GSA–SQP
algorithm for the NSTCC approach. Finally, the NSTCC with a constant coefficient 5.8
and a variable constant A has been compared with the STCC to show the effectiveness of
the proposed approach in terms of reducing the OT considerably and ensuring the CTI
selectivity.

The main steps of using the hybrid GSA–SQP by applying it in the MATLAB software
can be shown as follows:

• The objective function for the IEEE 9-bus system is run on the MATLAB software; it
includes the short-circuit calculation values for all points that have been illustrated in
Figure 13 from point A to L.

• For example, when the fault occurs at the point A: for primary R1, backup R15, and
R17, the fault current was 24779 A, 9150 A, and 15632 A, respectively. The OT of
primary and backup relays for faults in A have been calculated based on Equation (4).
The best value of the A parameter in Equation (4) will be determined by solving the
cost function in Equation (6) by using GSA–SQP in the MATLAB platform.
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Figure 12. Meshed Networks Flowchart of the Proposed NSTCC.

 
Figure 13. IEEE 9-Bus MG system, meshed network.

4.2.1. Description of the Meshed 9-Bus Test Systems under Study

For solving the OCR coordination problem, the NSTCC is applied to this 9-bus test
system by using the hybrid GSA–SQP algorithm. This grid consists of 12 lines and
24 OCRs, and every line has two relays at both ends as illustrated in Figure 13. The
power is received via bus 1, which is represented by a source of 100 MVA, 33 KV and more
details about this grid are given in [48]. Twelve fault points have been considered, indicated
from A to L (one on each line) as shown in Figure 13. For these fault points, Table 9 shows
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the primary–backup relationship of relays and the CTI is taken at a minimum of 0.2 s. In
case of fault at different points, the short-circuit analysis has been conducted to find the
current seen by the relays.

Table 9. CTI for the Meshed 9-bus Test System.

Backup Relay Primary Relay CTI (s) Backup Relay Primary Relay CTI (s)

15 1 0.200 11 13 0.200

17 1 0.218 21 13 0.200

4 2 0.200 16 14 0.200

1 3 0.200 19 14 0.200

6 4 0.200 13 15 0.200

3 5 0.200 19 15 0.201

8 6 0.200 2 16 0.200

23 6 0.203 17 16 0.200

5 7 0.200 2 18 0.309

23 7 0.200 15 18 0.317

10 8 0.200 13 20 0.322

7 9 0.200 16 20 0.322

12 10 0.200 11 22 0.309

9 11 0.200 14 22 0.320

14 12 0.203 5 24 0.318

21 12 0.235 8 24 0.315

The optimized TMS and Ip values and OTs based on a hybrid GSA–SQP algorithm
are compared with obtained results in ref. [8]. The NSTCC reduces the overall operational
time of primary OCRs to 1.869 s compared to the results that are illustrated in Table 10. The
coefficient A’s optimized value is selected to be approximately 6.25 by MATLAB software
operations in this case to obtain the lowest OT. The corresponding values of CTI are shown
in the Table 9. The optimum results ensure the coordination between primary and backup
relays. Further, the CTI is improved by using the NSTCC approach; the sum of CTI values
equals 7.392, which is reduced compared with the sum of CTI values in ref. [8], which
equals 8.892. The NSTCC scheme results in the best settings.

4.2.2. Description of the Meshed 30-Bus Test Systems under Study

The IEEE 30-bus system is considered as a meshed test system in this study to evaluate
the proposed approach’s efficiency in solving large, meshed networks. As shown in
Figure 14, it has 19 lines and 38 DOCRs and it receives power from three distribution
substations by bus 1, 6, and 13; each one is represented by a source of 132 MVA, 33 KV as
well as with two DG units. The nineteen fault points are labeled as L1 to L19; for each line,
there is one fault point as shown in Figure 14. The primary–backup coordination of relays
for these fault points and CTI values are illustrated in Table 11 and the optimal TMS, Ip,
and A for the meshed 30-bus test system is presented in Table 12. The configurations of the
short circuits’ current values and more information can be found in ref. [53]. The TMS range
is between 1.1 to 1 and for Ip, from 1.4 to 5.9. The minimum value of the CTI is set as 0.3 s.
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Table 10. Optimal TMS, Ip, and A for the Meshed 9-bus Test System.

Relay
STCC [8] NSTCC with Constant Coefficient A NSTCC

TMS Ip TOprimary TMS A Ip TOprimary TMS A Ip TOprimary

R1 0.276 2.500 0.629 0.680 5.800 0.500 0.201 0.645 6.250 0.500 0.029
R2 0.091 2.500 0.332 0.107 5.800 0.500 0.157 0.102 6.250 0.500 0.155
R3 0.197 2.500 0.524 0.264 5.800 0.500 0.146 0.267 6.250 0.500 0.161
R4 0147 2.500 0.408 0.243 5.800 0.500 0.171 0.234 6.250 0.500 0.176
R5 0.139 2.500 0.470 0.110 5.800 0.500 0.143 0.118 6.250 0.500 0.159
R6 0.219 2.500 0.509 0.528 5.800 0.500 0.042 0.500 6.250 0.050 0.646
R7 0.221 2.500 0.515 0.553 5.800 0.500 0.044 0.521 6.250 0.050 0.674
R8 0.138 2.500 0.467 0.109 5.800 0.500 0.141 0.117 6.250 0.050 0.157
R9 0.148 2.500 0.402 0.244 5.800 0.500 0.157 0.234 6.250 0.500 0.163
R10 0.312 3.525 0.912 0.263 5.800 0.500 0.143 0.265 6.250 0.500 0.158
R11 0.148 2.500 0.402 0.107 5.800 0.500 0.157 0.102 6.250 0.500 0.155
R12 0.197 2.500 0.766 0.630 5.800 0.500 0.186 0.602 6.250 0.500 0.027
R13 0.092 2.500 0.334 0.175 5.800 0.500 0.101 0.145 6.250 0.500 0.091
R14 0.272 2.500 0.619 0.288 5.800 0.500 0.118 0.166 6.250 0.500 0.076
R15 0.190 2.500 0.508 0.299 5.800 0.500 0.123 0.165 6.250 0.500 0.075
R16 0.189 2.500 0.508 0.172 5.800 0.500 0.100 0.146 6.301 0.500 0.092
R17 0.500 0.542 0.287 5.800 0.890 0.000 0.179 6.250 0.813 0
R18 0.072 1.979 0.232 0.034 5.800 1.553 0.103 0.010 6.364 0.500 0.015
R19 0.315 1.693 0.302 5.800 0.537 0.000 0.130 6.250 1.035 0
R20 0.064 2.201 0.205 0.017 5.800 0.785 0.033 0.010 6.250 0.500 0.014
R21 0.482 0.597 0.188 5.800 1.445 0.000 0.116 6.250 1.632 0
R22 0.092 1.902 0.229 0.049 5.800 0.668 0.093 0.010 6.250 0.500 0.015
R23 0.424 0.682 0.214 5.800 0.871 0.000 0.222 6.354 0.817 0
R24 0.101 0.964 0.271 0.010 5.800 0.500 0.019 0.010 6.250 0.500 0.019

OT(s) 8.892 2.377 1.870

Figure 14. IEEE 30-Bus MG system (Large-Scale Network).
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Table 11. CTI for the Meshed 30-bus Test System.

Backup Relay Primary Relay CTI (s) Backup Relay Primary Relay CTI (s) Backup Relay Primary Relay CTI (s)

1 3 0.300 15 19 0.300 25 24 0.300
2 4 0.514 15 36 0.463 28 1 0.301
2 22 0.300 16 19 0.310 28 2 0.413
3 4 0.300 16 34 0.301 28 10 0.300
3 21 0.436 16 36 0.488 29 1 0.319
4 5 0.300 17 19 0.301 29 2 0.431
4 18 0.305 17 34 0.305 29 9 0.301
5 6 0.300 17 35 0.349 30 29 0.300
6 7 0.331 18 38 0.300 31 28 0.300
6 8 0.300 19 37 0.301 32 30 0.300
7 27 0.302 20 2 0.443 33 31 0.300
8 26 0.300 20 9 0.300 34 32 0.300
9 12 0.300 20 10 0.317 35 17 0.606

10 11 0.300 21 1 0.327 35 33 0.317
11 13 0.300 21 9 0.301 36 16 0.507
12 14 0.300 21 10 0.317 36 33 0.302
13 15 0.300 22 20 0.300 37 5 0.453
14 16 0.301 23 21 0.647 37 23 0.300
14 17 0.378 23 22 0.300 38 34 0.302
15 19 0.300 24 18 0.458 38 35 0.342

15 35 0.332 24 23 0.300 38 36 0.474

Table 12. Optimal TMS, Ip, and A for the Meshed 30-bus Test System.

Relay
STCC [8] NSTCC with Constant Coefficient A NSTCC

TMS Ip TOprimary TMS A Ip TOprimary TMS A Ip TOprimary

R1 0.304 3.816 0.901 0.647 5.800 1.595 0.458 0.550 4.301 2.294 0.274
R2 0.346 1.500 0.713 0.3223 5.800 2.207 0.352 0.331 4.185 2.594 0.164
R3 0.276 2.756 0.946 0.395 5.800 1.895 0.707 0.323 4.199 2.501 0.441
R4 0.258 2.693 0.766 0.424 5.800 1.669 0.525 0.477 4.089 1.892 0.237
R5 0.263 1.659 0.661 0.317 5.800 1.690 0.436 0.2932 4.212 2.438 0.317
R6 0.160 1.981 0.607 0.1801 5.800 1.831 0.443 0.1756 4.123 2.028 0.301
R7 0.173 1.824 0.430 0.203 5.800 1.529 0.215 0.2582 4.024 1.620 0.041
R8 0.157 1.587 0.372 0.190 5.800 1.500 0.199 0.227 4.121 1.689 0.074
R9 0.313 3.353 0.901 0.622 5.800 1.656 0.523 0.535 4.131 2.537 0.293

R10 0.312 3.525 0.912 0.713 5.800 1.500 0.487 0.746 4.188 2.174 0.278
R11 0.280 2.784 1.053 0.910 5.800 2.214 0.910 0.410 4.388 2.538 0.736
R12 0.217 3.594 0.765 0.440 5.800 1.500 0.525 0.392 4.099 1.946 0.252
R13 0.249 2.618 0.872 0.431 5.800 1.525 0.712 0.3734 4.141 2.523 0.538
R14 0.216 2.140 0.772 0.285 5.800 1.500 0.550 0.188 4.181 1.706 0.243
R15 0.233 1.606 0.757 0.298 5.800 1.500 0.612 0.283 4.116 1.836 0.408
R16 0.268 3.071 0.793 0.507 5.800 1.500 0.463 0.5937 4.089 1.660 0.083
R17 0.147 1.629 0.318 0.246 5.800 1.620 0.187 0.207 4.058 1.924 0.010
R18 0.241 2.493 0.735 0.439 5.800 1.500 0.562 0.416 4.119 1.946 0.312
R19 0.241 2.839 0.728 0.447 5.800 1.627 0.535 0.468 4.116 2.142 0.320
R20 0.144 2.398 0.499 0.254 5.800 1.500 0.430 0.217 4.143 1.943 0.256
R21 0.1604 1.500 0.377 0.201 5.800 1.855 0.277 0.179 4.194 1.874 0.106
R22 0.1702 4.008 0.694 0.358 5.800 1.945 0.624 0.363 4.144 2.518 0.449
R23 0.210 2.568 0.731 0.401 5.800 1.500 0.646 0.405 4.092 2.096 0.468
R24 0.202 2.236 0.772 0.302 5.800 2.158 0.764 0.346 4.084 2.168 0.596
R25 0.252 2.663 0.365 5.800 2.885 0.000 0.329 4.599 3.105 0.000
R26 0.111 1.510 0.625 0.100 5.800 1.500 0.334 0.116 4.089 1.623 0.293
R27 0.122 1.636 0.557 0.100 5.800 1.500 0.285 0.107 4.021 1.597 0.210
R28 0.193 2.549 0.963 0.259 5.800 1.808 0.690 0.235 4.174 2.157 0.572
R29 0.164 2.673 0.731 0.2801 5.800 1.500 0.597 0.269 4.064 1.742 0.375
R30 0.184 3.672 0.901 0.378 5.800 1.797 0.808 0.366 4.101 2.371 0.589
R31 0.219 3.069 0.903 0.401 5.800 1.559 0.734 0.390 4.119 2.159 0.541
R32 0.209 3.217 0.953 0.473 5.800 1.500 0.910 0.487 4.159 1.906 0.685
R33 0.286 3.177 0.843 0.582 5.800 1.500 0.582 0.604 4.092 2.209 0.285
R34 0.252 3.661 0.834 0.629 5.800 1.500 0.631 0.712 4.098 1.962 0.329
R35 0.229 2.453 0.729 0.301 5.800 1.718 0.301 0.312 4.072 2.089 0.302
R36 0.100 1.500 0.222 0.140 5.800 4.168 0.315 0.123 4.636 2.725 0.161
R37 0.214 2.355 0.703 0.385 5.800 1.500 0.606 0.408 4.084 1.930 0.408
R38 0.194 2.888 0.790 0.352 5.800 1.644 0.690 0.217 4.108 2.046 0.418

OT(s) 26.826 19.727 12.231
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The optimized values of TMS, Ip, and OTs utilizing NSTCC with the hybrid GSA–SQP
algorithm are illustrated in Table 12. It can be noticed from these results that NSTCC is the
best approach and achieved the minimum overall OT of all OCRs of 12.231 s compared to
26.826 s and 19.727 s, for the STCC and NSTCC with constant coefficient A, respectively,
as it is shown in Table 12. The CTI values calculated from the optimized TMS and Ip are
shown in Table 11 and the coordination between primary and backup relays are ensured
by the optimal results. Therefore, this signifies that the NSTCC can be efficiently used for
solving the OCR coordination problem for the meshed and large-scale power systems.

4.2.3. Discussion of the Meshed Network Results

In this section, the performance of proposed NSTCC and approaches from the literature
(STCC and NSTCC with constant coefficient A) on the IEEE 9- and 30-bus meshed networks
are presented. The overall OTs for operation modes are shown in Figure 15 and were
obtained by using the hybrid GSA–SQP algorithm. The previous subsections show that the
NSTCC approach reduced the overall OT of OCRs for all modes compared to approaches
from the literature. For example, the NSTCC reduced the overall OT in the meshed 30-bus
test system by 54.4% and 37.9% compared to the literature approaches STCC and NSTCC
with constant coefficient A, respectively.

0 5 10 15 20 25 30

NSTCC

STCC
ZadoƐavlũevŝđ et al. 2016

NSTCC ǁŝtŚ ConƐtant CoeĨĨŝcŝent A

Overall OT (S)

MeƐŚed 9-�uƐ TeƐt SǇƐtem

MeƐŚed 30-buƐ TeƐt SǇƐtem

Figure 15. The overall OT in NSTCC with constant coefficient A, STCC by Radosavljević et al.,
2016 [8], and NSTCC for the meshed 9- and 30-bus MGs.

5. Conclusions

An approach for the optimal coordination of OCRs in MGs that integrate DGs has
been presented in this article. The approach has been successful in sustaining constant CTI
between the primary and backup relay pairs and offering lower tripping times than the
recent NSS introduced in the literature for different fault currents. The proposed NSTCC
applies to long radial feeders and large meshed grids. The NSTCC is implementable
when there is sufficient variance in the maximum and minimum fault currents. The GA
algorithm was applied with several tests in radial networks, including the IEEE 9-bus test
system and benchmark IEC MG that both integrate DGs under various operational modes.
In all operational modes (grid-connected and islanding mode), better total operational
times have been obtained by the proposed approach. Additionally, the hybrid GSA–
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SQP algorithm was carried out based on the proposed scheme in the 9- and 30-bus IEEE
standard meshed power system to solve the OCR coordination optimization problem. This
illustrates the superiority of the NSTCC in reducing operational time in meshed networks;
hence, it is effective in both radial structures and meshed systems. These results broaden
our understanding of the concept of using nonstandard curves in industrial relays to
obtain optimal, flexible, and reliable outcomes. Regardless, future research could continue
to explore the extent of applicability this proposed scheme has in the coordination of
overcurrent relays with distance relays in radial networks. In addition, applying the
proposed approach to hardware in the loop to confirm its reliability is possible.
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Abstract: Despite the significant slowdown of economic activity in South Africa by virtue of the
COVID-19 outbreak, load shedding or scheduled power outages remained at a high level. The trend of
rising load-shedding hours has persisted throughout most of the year 2022. Operational issues within
the South African power utility inflamed the unpredictable nature of generation capacity, resulting in
unscheduled outages at several generating units, mostly due to multiple breakdowns. To forestall
substantial spikes in energy costs, an increasing number of enterprises and homeowners have started
to gradually adopt renewable energy technologies to sustain their operational demand. Therefore,
there is an increase in the exploration and investment of battery energy storage systems (BESS)
to exploit South Africa’s high solar photovoltaic (PV) energy and help alleviate production losses
related to load-shedding-induced downtime. As a result, the current work presents a comprehensive
and consequential review conducted on the BESS specifically for solar PV application and in the
South African context. The research investigations carried out on BESS for PV application are
crucially examined, drawing attention to their capacities, shortcomings, constraints, and prospects
for advancement. This investigation probed several areas of interest where the BESS-PV scheme
is adopted, viz., choice of battery technology, mitigating miscellaneous power quality problems,
optimal power system control, peak load shaving, South African BESS market and status of some
Real BESS-PV projects. The techno-economic case scenario has been proposed in the current research
and results yield that lithium-ion batteries are more viable than Lead–acid batteries.

Keywords: South Africa; load shedding; battery energy storage systems (BESS); photovoltaic (PV)

1. Introduction

The aging power plant infrastructure of the South African national electric utility,
coupled with unscheduled blackouts, have hampered the power producer’s generating
capacity for years, and these bottlenecks continue to be a major hurdle to future expansion.
The utility issues, which include a congested electric grid, an outdated, unreliable, and
inadequately maintained generating fleet, and a yearning for new generation capacity, have
been accentuated by the increasing load-shedding days since 2018, as shown in Figure 1 [1].
Until significant supplemental wattage capacity is invested, their vulnerability to load shed-
ding will be incessant. Increasing levies by national power utilities and municipalities, in
addition to load shedding, have augmented the investment case for industries in renewable
energy generation and power efficiency initiatives [2,3]. To circumvent hefty increases in
electricity costs, an influx of major corporations is considering implementing alternative
energy sources to support their daily operations. PV grid-tied systems are playing a central
role in this shift in the South African energy sector on account of their environmental merits
and attenuated carbon emissions [4,5]. Since the enactment of the Integrated Resource Plan
(IRP), in March 2011, by the Department of Energy (DoE), there has been a gradual increase
in the deployment of solar PV. The IRP 2019 steers the energy sector, with a transition from
coal power generation, increasing the adoption of renewables and thereby reducing South
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African dependence on coal. The IRP advocates for 7958 MW of solar PV to be generated
by end of 2030 [6,7].

 

Figure 1. The number of days of load shedding in South Africa.

This load shedding concurs with South Africa’s power utility decaying Energy Avail-
ability Factor (EAF), which estimates the performance of electricity-generating stations in
accordance with the electrical energy they supply to the national grid. In 2021, 2020 and
2019, the EAF was estimated at about 61.8%, 65% and 66.9%, respectively. The EAF had
come down rapidly since 2018, which was estimated at about 71.9%, just below the power
utility’s 74% target. In 2021, a low of about 53.3% was reported on a weekly average EAF.
Figure 2 demonstrates interest or progress in terms of renewable energy in South Africa in
the context of installed generation capacity. The planned capacity by 2030 is expected to
contribute about 10.5% of South Africa’s generation capacity [6,7].

 

Figure 2. Installed generation capacity in South Africa [1].
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It can be observed that coal generation is yet the main electrical power source, responsible
for approximately 81.4% of the power fed to the grid, succeeded by renewable energy sources,
viz., solar and wind—responsible for approximately 6.7%. The increase in the deployment of
renewable energies will aid in curbing not only the emission of greenhouse gases but also the
dependency on coal generation and reduction in load shedding. Commercial activities will be
able to continue their operations with investments in BESS-PV scheme.

Although solar PV is proliferating, it also poses operational challenges attributable
to its unpredictability and investment cost. Subsequently, solar PV exhibits variations
inherent to renewable energy. These variations can emerge at any interval from seconds
to minutes, necessitating the deployment of supplemental energy management devices.
PV systems are additionally confronted by the cost differential during peak hours and the
power quality given to the power grid. As a result, energy storage technologies are integral
parts that can support PV systems to be able to provide energy for longer hours in the
absence of sunlight.

In the literature [8], energy storage systems have been suggested as a mechanism to
feasibly alleviate faults [8]. These issues are connected to energy penetration levels and can
equip solar PV with highly desired adaptability and robustness [9,10]. Solar PV storage
systems, in this regard, endorse power management, such as load levelling or peak demand
reduction, for power balancing and quality upgrades [11]. Consequently, these systems
provide on-site load flow control, allowing for power storage during low-demand times to
be utilized during peak hours [12]. As a result, South Africans can lower rates associated
with electricity consumption while also enhancing the quality of the power grid [13].

The fundamental issue with solar energy is the availability of sunlight, which does
not correlate to the demand. This is particularly troublesome for residential or business
users, who are frequently prohibited from returning surplus PV power to the grid that is
generated when there is a plethora of individual load demand. Solar PV-battery systems
permit these customers to store surplus energy for later usage, as demonstrated in Figure 3,
thereby enhancing their solar energy consumption [14].

 

Figure 3. Solar PV self-consumption in South Africa.

A summary of recent related research works is tabulated in Table 1 to outline the
contribution that can be made by the current study and the main focus thereof.

This work has been organized as follows:
A brief account of solar PV and battery energy storage system technologies with their

crucial information is covered in Section 2. Research on battery storage systems applica-
tions is comprehensively detailed with supporting arguments and opposing arguments
in Section 3. Current status and some real PV-battery projects are discussed briefly in
Section 4. A simulation case scenario with a techno-economic analysis of two different
BESS-PV systems is performed to assess the economic performance in Section 5. Feasible
future courses and suggestions for the research on BESS-PV systems are also presented.
This review research is generally concluded in Section 6 by describing the importance of
the findings.
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Table 1. Summary of recent related research works.

Ref. No Year Addressed Challenges Limitations Outcomes

[15] 2021 Peak shaving Isolated microgrid system
An algorithm was proposed and tested in a

microgrid under different load conditions and
PV generations.

[16] 2022 BESS-PV sizing

Hourly based energy
generation and

consumption profiles of
128 residents

An energy management tool that suggests the
BESS-PV sizes in accordance with answering a few

straightforward energy consumption questions.

[17] 2021 Techno-economic analysis HOMER Grid software
Provides behind-the-meter application of BESS-PV

to efficaciously use renewable energy under the
conditions of various portions of renewable energy.

[18] 2021 Inverter Control MATLAB software
Reactive power control of smart inverters for

BESS-PV to enhance the PV hosting capacity of
distribution networks.

[19] 2021 Scheduling BESS-PV under uncertainty using model
predictive control.

Current
Study 2022

Peak shaving
PV-BESS sizing

Techno-economic analysis
BESS-PV market
BESS-PV Policies

Limited to South Africa
BESS market

The study aims to crucially examine BESS-PV
capacities, shortcomings, constraints, and prospects
for advancement. Probed areas of interest: choice
of battery technology, mitigating miscellaneous
power quality problems, optimal power system
control, peak load shaving, South African BESS

market and status of some Real BESS-PV projects.

2. Solar PV and Battery Energy Storage System

The rooftop solar PV systems convert solar radiation into electrical energy that may
be consumed by South African residents, as shown in Figure 4 [20]. Any power that is
not utilized is fed into the main grid. To conserve energy generated throughout the day,
large-scale batteries can be coupled to solar PV systems. When the system is not producing
enough power, particularly at night or in adverse weather conditions, this energy may be
consumed. Using the power generated by a solar PV system throughout the day alleviates
the amount of power purchased from the grid, lowering the energy costs.

Figure 4. Solar PV-Battery Energy Storage System.
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2.1. Selection and Deploying a Solar PV-Battery System

A variety of factors will significantly affect which solar PV-battery system is ideal for
a household, including:

• Amount of power and time of consumption;
• Dimensions of available rooftop space;
• Positioning and direction of solar PV panels.

Understanding the amount of energy consumption in a household may facilitate the
evaluation of the impact of a solar PV system on the energy costs and establish whether
battery storage is a cost-effective option. To realize the best options, licensed solar installers
certified by South African PV GreenCard may further be consulted.

2.2. Emplacement of the Solar PV-Battery System

When solar PV panels are oriented directly toward effective solar irradiation between
09:00 a.m. and 15:00 p.m., they achieve the greatest power generation:

• The PV panels must not be exposed to any shade. Even if a single PV cell is obscured
by objects such as branches, roof vents, or satellite dishes, many other PV cells will
lose power. Due to variations in the flow of energy through the panel, the latter will
have a significant influence on the output of the panel.

• The efficacy of batteries can be affected by the temperature in the surrounding envi-
ronment.

• Batteries necessitate a setting or housing that is well-insulated and well-ventilated. A
battery enclosure should ideally be placed on the south or west side of a South African
building.

2.3. Connecting Solar PV-Battery System to the Power Grid

Under its jurisdiction to administer electricity tariffs in South Africa, the National
Energy Regulator of South Africa (NERSA) approved the establishment of a Renewable
Energy Feed-in Tariff (REFIT) for the country. The feed-in tariff obligates the Renewable
Energy Purchasing Agency (REPA), to purchase renewable energy from eligible producers
at preset rates [21,22].

3. Battery Technologies

3.1. Lead–Acid Battery

The lead–acid battery, created in 1859, is the first kind of rechargeable battery ever
developed [23]. Lead–acid batteries have a suboptimal energy density when compared to
contemporary rechargeable batteries.

Lead–acid cells are composed of lead alloy grids (solid electrodes) that operate as
current collectors and mechanically support the positive and negative active elements.
The grids are interlaced with a permeable, electrically isolator and arrayed as positive
and negative plates. The plate stack is embedded into an adequately contoured polymer
housing to embody the cell elements and the electrolyte with the coupled positive and
negative plates, terminals, a lid and venting arrangements. The construction of a lead–acid
battery is shown in Figure 5.

The operating voltage of the lead–acid cell is reasonably high at approximately 2.05 V.
The positive active material (PAM) is considerably permeable lead dioxide (PbO2) and the
negative active material (NAM) is delicately isolated lead. The electrolyte utilized in the
discharge process is thinned liquefied sulfuric acid (HSO4). HSO4 ions move to the negative
electrode during discharge, producing H+ ions and lead sulfate (SO4

2−). Lead dioxide
reacts with the electrolyte at the positive electrode to yield lead sulfate particles and water
(H2O), as shown in Figure 6. Both electrodes are discharged to a feeble conductor, lead
sulfate (PbSO4), and the electrolyte is incrementally diluted as the discharge progresses.
On charging, the reactions are reversible [24,25].
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Figure 5. Lead–acid battery construction.

Figure 6. Chemistry of lead–acid battery.

The most recent innovations [26,27] have used enhanced lead batteries in a variety
of grid-related plans as well as smaller-scale industrial and domestic energy storage ap-
plications. In recent years, systems with integrated super-capacitors have been described
in addition to conventional lead–acid batteries; they are commonly referred to as carbon-
enhanced (LC) lead batteries. These could have a negative electrode made of a mix of
lead–acid and supercapacitor negatives made of carbon. The positive electrode is exactly
like the one in a typical lead–acid battery in every way. The current tendency in operating
renewable energy sources, especially solar PV sources, is for periodic discharges rather
than a continuous restoration of the battery to a full state of charge (SOC). This partial
state-of-charge (PSoC) behavior can be detrimental to lead–acid batteries since it induces
permanent corrosion of the negative electrode, and sustainable development strategies are
still being investigated [28,29].

3.2. Lithium-Ion Battery

Lithium-ion (Li-ion) batteries store energy in positive electrode materials composed
of lithium extracts adequate for reversible physical adsorption of Li-ions and negative
electrode materials made of carbon and can properly support Li in the solid state [30]. Since
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Li interacts severely with water, non-aqueous electrolytes are employed [31]. These are
ionizable organic diluents, such as propylene carbonate, in solution with adequate lithium
salts. To improve the safety of the cells, the separators are microporous plastic strips that
may be covered with ceramic particles, as shown in Figure 7.

Figure 7. Chemistry and principal components of a lithium-ion battery.

Li-ion cells must be meticulously assessed in terms of safety. They have a high energy
density and a volatile organic electrolyte.

3.3. Sodium–Sulfur Battery

The anodes of sodium–sulfur (Na-S) batteries are viscous liquid sodium and sulfur,
and they run at hot temperatures, around 300 and 350 ◦C, to maintain the electrode’s
liquid and to provide strong ionic conductivity in the electrolyte, which is a ceramic
material [32,33]. At processing temperature, the electrolyte is beta-alumina (b-Al2O3),
which transmits sodium ions. When sodium and sulfur are released, sodium polysulfide
is produced [34]. They have a far superior energy density and durability over lead–acid
batteries. To preclude cell defects from proliferating, security is essential, and careful design
is essential. The chemistry and principal components of a sodium–sulfur battery are shown
in Figure 8.

 
Figure 8. Chemistry and principal components of a sodium–sulfur battery.
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Although Na-S batteries are made from abundant and inexpensive raw items, the
production processes, as well as the necessity for insulation, cooling, and temperature
control, make them fairly pricey. They are more cost-effective in large units since the
thermal management of smaller batteries contributes to the cost relative to the battery’s
volume. As a consequence, they are primarily employed for utility load levelling in
big substations.

3.4. Sodium–Nickel Chloride Battery

In Na-NiCl2 batteries, a beta-alumina electrolyte is employed; however, the cathode
is nickel chloride submerged in sodium aluminum chloride (NaAlCl4), a molten salt that
conducts sodium ions, as opposed to a sulfur electrode [35]. Nickel metal and sodium
chloride are created when sodium reacts with nickel chloride during discharge [35,36]. The
system still needs heating, insulation, and temperature control even though it operates at
a lower temperature than Na-S batteries (300 ◦C) [37]. Compared to Na-S batteries, the
energy density is higher, but the battery life is longer. Figure 9 depicts the chemistry and
main parts of a sodium–nickel chloride battery.

 
Figure 9. Chemistry and principal components of a sodium–nickel chloride battery.

3.5. Flow Batteries

Utility-scale energy storage has some promise thanks to flow batteries. There are many
different compositions, but they all have energy-producing cells with electrode material
stored remotely, making it possible for very large storage batteries to be made [38,39].
Vanadium redox batteries (VRB) are made up of cells with carbon composite electrodes
submerged in a fluid containing aqueous acid and vanadium sulfate, with different valence
states separated by an ion-selective membrane. At the positive electrode during discharge,
V5+ is converted to V4+, while V2+ is converted to V3+ at the negative electrode. The volume
of the vanadium sulfate solution, and hence the battery’s capacity, is potentially limitless
because it is kept in a storage tank. Recharging causes reverse reactions, which replenish
the materials. The batteries are complicated to use and made of heavy materials, but their
expected lifespan is very lengthy. Only a few prototype systems have been implemented
so far, and given the size of the battery, VRB batteries are only practical for utility energy
storage. Figure 10 depicts the chemistry and main parts of a vanadium redox flow battery.
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Figure 10. Chemistry and principal components of a vanadium redox flow battery.

Another kind of flow battery is the zinc–bromine (Zn-Br2) battery, as shown in
Figure 11. Zinc bromide is synthesized when Zn reacts with Br2 within the cell. Br2
is injected into cells with carbon electrodes and a microporous plastic separator in an
aqueous solution as an organic complexing agent [40,41].

Figure 11. Chemistry and principal components of a zinc–bromine battery.

Metallic Zn is formed on charging, and while Br2 is housed in tanks, the Zn electrode
enforces a limit on the capacity for any specific design. The price is cheaper than VRB
batteries, but the average lifetime is less. The discharge of bromine is a perceived threat
that must be avoided. Zn-Br2 batteries, like other flow batteries, have only been employed
in moderate numbers for utility usage. There are a few similar types of flow batteries, such
as iron–chromium batteries; however, they are not broadly utilized.

The technical comparison of the aforementioned battery technologies has been tabu-
lated as demonstrated in Table 2.
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Table 2. Technical comparison of battery technology in South Africa [23–37].

Battery Lead–Acid [23] Lithium-Ion [24] Sodium–Sulfur [25]
Sodium–Nickel

Chloride [26]
Zinc–BROMINE

[27]
Vanadium
Redox [28]

Energy density
(Wh/L) 80–90 250–693 110 100–120 15–65 15–25

Nominal cell
voltage (V) 2.1 3.6/3.7/3.8/3.85,

LiFePO4 3.2 1.78–2.208 2.58 1.8 1.15–1.55

Specific energy
(Wh/kg) 35–40 100–265 150 350 60–85 10–20

Self-discharge
rate 1%/day 5%/day 20%/day 5–20%/day 10%/day

Cycle
durability <350 400–1200 4500 4500 >2000 >12,000–

14,000

Charge/discharge
efficiency 50–95% 80–90% 80% 85–95% 75.9% 75–80%<

Key
Challenges

and
Limitations

- Low cycle
and
calendar life

- Self-
discharge

- Lead
toxicity

- Fire
protection

- Large-scale
controls

- Self-
discharge

- Temp
sensitivity

- Long life
- High number

of charge and
discharge
cycles

- Ability to
discharge fully
with no effects
on the
performance.

- Low energy to
size ratio

- Operate at
−20 ◦C to
60 ◦C

- Recyclable
- No fire

hazards
- −80% Depth

of discharge
- Expensive

to use

- Utility-scale to be proven
- Low energy density (More

Storage Space)
- Electrolyte Leak and

Mechanical Pumps

4. Battery Storage Systems Applications

The fixed resolutions comprising deconcentrated generation, management, and control
tactics for power supervision and storage assisted to establish the concept of smart networks.
The intellect of these networks is not just about the reduction the technical restrictions
but also manufacturing the electric system to be greener, more competent, compliant
to the customer desires, and consequently cost-effective. These networks aggregate the
employment of information technology personnel, allowing two-party communication
between the energy network and the construction customers, which results in detection
on both sides, making the network intelligent as they are more competent and elastic than
the conventional energy network [42,43]. Consequently, intelligent networks unlock the
industry to new utilization with comprehensive interdisciplinary influences due to their
capability to safely provide and integrate more sustainable power sources, grid-based
generators, and elegant buildings [43]. Hence, extraordinarily dependable communication
will be imperative to transfer a substantial volume of information. Thus, communication
and system engineering will play a substantial function in the integration of elegant
buildings and energy systems [43]. Numerous alterations in the electric network have
been taking place since the development of the smart network concepts, resulting from a
reorganization in the sector and technological developments.

These amendments also produce regulative alterations and can generate numerous
intrinsic advantages to energy generation networks through the amenities given by these
networks. Nonetheless, energy storage is unconstrained in gathering long-term alterations
in energy output generated by short-term irregular intrinsic renewable sources. These
networks submit significant characteristics to the electrical network and consumers. Energy
storage networks may have very different applications and capabilities and, thus, have a
slow or fast response [43]; a few of these services as explained below.

The applications of BESS are highlighted below in summary format. The economic
value proposition for some applications is presented, with formulas.
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4.1. Regulation

Regulation involves handling energy flow with other command areas to merge
planned flow and instant fluctuations in demand. The primary motive for regulation
is to preserve frequency and voltage inside industry-conventional standards [44]. In realis-
tic conditions, this application is marked by the constant balance between the provision
and need of electricity, concerning the frequency or load, and the regulation of operating
(low) and responsive powers (high) [45]. Voltage regulation is a necessity in the electric
energy system [45]. This application comprises the supervision of reactivity, generated by
grid-connected apparatus that produces, sends, or employs electricity and frequently has
or presents features for instance inductors and capacitors in an electric circuit [44]. Hence,
these energy plants (reactive energy—VAR) might either be substituted by energy storage
tactically located within the network at central positions or across the supplied method,
embedding various VAR support storage networks closely to large loads [44].

Furthermore, the frequency response operation, which is like regulation, excludes the
fact that it reacts to system requirements in an even shorter time, in the order of seconds to
below one minute, when there is an unexpected loss of frequency response [45].

4.2. Integration of Renewable Power Generation

Energy storage completes load smoothing produced by the intermittence of wind
and PV networks [46]. In this operation, within minutes, there is a load ramp support to
react to a fast or at random floating load outline [46]. Consequently, renewable energy
production can be controlled, smoothed, and expeditious, particularly in distant areas [46].
Additionally, diverse modes of process must merge to reach feasibility, for instance, energy
quality control, load supervision, and others are considered next [46].

4.3. Energy Arbitrage

Energy arbitration is where energy is kept throughout low production expense/tariff
time for transmission at high production cost/tariff time. Accordingly, the network’s incom-
petence does not surpass the cost distinction, so the business case could be positive. The
general formulae for value realization over the life of the asset are shown in Equation (1).

Value = Energy Supplied × Peak Rate − Energy Consumed × O f f − Peak rate (1)

where,
Energy Supplied = Energy Consumed × E f f iciency o f BESS

4.4. Peak Clipping

The release of energy at a certain volume factor during peak times can be employed to
lessen peaking volume thus saving costs. The general formulae for value realization over
the life of the asset to the generator are expressed as follows in Equation (2).

Value = Demand Reduction × Di f f erential Cost o f Peaking Generation (2)

The general formulae for value realization over the life of the asset to the end consumer
are expressed as follows in Equation (3).

Value = Demand Reduction × Demand Charge (R/kWh) (3)

The energy arbitrage and peak shaving are demonstrated in Figure 12.
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Figure 12. Peak shaving application for BESS.

4.5. Spinning/Instantaneous Reserves

BESS techniques have an extremely quick response, far faster than synchronous net-
works [47]. Fast distribution can have extra profits, mainly when linked with traditional
non-instantaneous spinning resources, for example, gas turbines that may well take minutes
to achieve rated output.

4.6. Frequency Support

BESS volume can be employed in energy mode (short duration), as a source or load,
to supply fast volume support that can capture frequency excursions [48]. Frequency must
function under the rate of change in the frequency curve. The general formula for value
realization is shown in Equation (4).

Value = Investment in Traditional Spinning Reserves − Equivalent BESS li f ecycle cost (4)

4.7. Voltage Support

Equally, BESS volume can be employed in energy mode (short duration), as a generator
or load, to supply fast voltage aid that can restrain frequency excursions. This can be battery-
operated volume energy or non-battery-reactive energy in static VAR compensator mode.

4.8. Quality of Supply/Critical Power

BESS can be employed to ride short-duration quality of provision phenomena for
instance voltage dips and flicker.

4.9. Capex Deferral

BESS can be employed to increase volume and support the network at crucial periods
of the day, thus evading what can be an expensive investment in infrastructure development.
The general formula for value realization is shown in Equation (5).

Value = investment in traditional in f rastructure − Equivalent BESS li f ecycle cost (5)

4.10. PV Smoothing

PV smoothing refers to the practice of storing solar energy throughout the day for
release at peak demand periods. With the help of this operation, services can maximize
the amount of solar energy that the network will allow, allowing for both provision and
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storage. The non-violation of network inertia constraints is the main emphasis of everything
here [49].

4.11. Wind Energy Firming

It is possible to size battery storage to accommodate varying wind production. The
BESS is charged when the wind exceeds the set limit. When production falls below a
certain threshold, it is released. In a manner similar to PV, adequate storage can render
wind dispatchable.

4.12. Backup Supply

In UPS mode, a BESS solution can be employed as a backup energy source. There
are numerous engineering production inroads in the SA market in the backup energy and
energy security market [50]:

- Lithium-ion (Li-ion) and lead–acid battery techniques, which are the most attempted
and verified, remain the leaders in this market;

- There are other storage skills available, but they either do not have present pilot
projects in SA, or they have not exhibited promise in medium-to-large-measure storage
applications when compared with their direct competitors.

A look into the BESS market in South Africa is illustrated in Table 3.

Table 3. BESS in South African Market [50].

Battery
Technology

Application Major Advantage
Current

Limitations
Cost Range

(R/kWh)

Replacement
Cost

(R/kWh)

Operation
and Mainte-
nance Cost

(R/kWh/Year)

Installation
and Other
Charges

(EUR/kW)

Lead–Acid Backup power,
UPS

- Time tested
- Economical
- Advanced

technology

- Low energy
density

- Heavy
- Damage the

environment
- Confined full

discharge
cycles

200–R1000 1773 143.59 426

Li-ion
Industrial-

scale storage,
Backup, UPS

- High energy
density

- Minimal
maintenance

- Renowned in
the market

- Continually
evolving

- Expensive
- Transport

constraints
- Advancing

chemical
combina-
tions and
develop-
ments

4000–R10,000 7000 0 287.17

Vanadium
Redox

Industrial-
scale storage,

Backup power

- High depth of
discharge

- Adjustable
electrolyte
tanks

- Unlimited
storage
potential

Accessing markets 21,793–25,146 23,000 - -

Due to the fact that networks are typically developed specifically for each applica-
tion, hydrogen storage and vanadium redox flow batteries have not gained the necessary
access to markets. These situations often involve substantial capital-scale applications,
and the viability of the project is determined throughout its life cycle by the levelized
cost of storage (LCOS). Initial analysis shows that lithium iron technology may have the
most significant commercial presence. Lithium iron phosphate (LiFePO4) is currently the
dominant technology, mostly because of its low production costs, established performance
rankings, and evaluated effective stability. The majority of Li-ion-linked base systems are
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used in off-network applications where the end-user has limited or no access to service
energy or where energy security is crucial for the continuity of business operations. These
outcomes often take the shape of a hybrid mini-network with integrated renewable produc-
tion (mostly solar PV), diesel production, and battery storage (see this case study). Energy
storage system installation has increased in high-end homes and businesses as a way to
mitigate the effects of load shedding.

Some of the technical challenges can be circumvented as tabulated in Table 4 using the
relevant application, control algorithm and duration, which is critical.

Table 4. BESS control algorithms and application.

Battery
Technology

Application Control Algorithm Duration

Li-ion

Output power smoothing [51] ANN and grid-exchanged power profile 8760 h

Peak generation/load shaving [52] Stochastic optimization-based battery operation
framework 24 h

Frequency regulation [53] State-machine-based coordinated control 24 h
Voltage and frequency regulation [53] Fuzzy logic-based intelligent control technique 18 s

PV plant dispatchability [54] Optimal power control strategy 72 h
Fault-ride-through [55] Master–slave control mode 18 s

Black start [56] Stratified optimization strategy 60 min
Energy arbitrage [57] Classification-based scheme 21 months

Output power smoothing [58] Simple moving average 10 s
Frequency regulation [53] Step-wise inertial control method 100 s

Lead–Acid Fault-ride-through [55] Supervisory control system 240 s
Black start [56] A copula selection and goodness-of-fit-based method 80 min

Dynamic program approach [59] Dynamic program approach 720 h

It can be observed that by using a Li-ion battery over a Pb acid battery, the issues of
power smoothing, load shaving, frequency regulation, PV plant dispatchability and energy
arbitration can be circumvented.

5. Current Status and Some Real PV-Battery Projects

This segment examines some South African situations wherein energy storage systems
have been used conjointly with PV generation, highlighting their modes of operation,
energy storage forms, and current outcomes.

5.1. Canadian Farm

The Canadian farm, located in Lephalale, Limpopo, South Africa has a System size
(kW + kWh) of about 200–1200 kWh and is equipped with a BESS as described in Table 5.

Table 5. BESS Canadian farm in Limpopo, South Africa.

Technology Description Quantity

Batteries 7.4 kWh Solar Md Li-ion 156

Inverters
8 kVA inverters SMA 21

50 kW grid-tied inverter 2

Dimension 40-foot containerized solution

Annual energy stored (kWh) 2200

Electricity tariff reduction (%) 100

5.2. Botha Huis

Botha huis, located in Mosselbay, South Africa has a capacity of 13.2 kWp (kW + kWh)
and is equipped with a battery energy storage system as described in Table 6.
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Table 6. BESS Botha Huis, Mosselbay, South Africa.

Technology Description Quantity

PV modules 270 W × 60 cells of
polycrystalline 49

Batteries BYD B-Box 2 × 2.56 kWh
Inverters 8 kVA 1

Annual energy yield (kWh) 15,018.1 kWh
Annual energy stored (kWh) 3312.2 kWh
Electricity tariff reduction (%) 70

5.3. Matjhabeng Solar PV with Battery Energy Storage Systems Project

The Matjhabeng 400 MW Solar Photovoltaic Power Plant with 80 MW (320 MWh)
battery energy storage systems (henceforth referred to as the “Project”), which is situated
north and south of the town of Odendaalsrus in the Free State Province, has been proposed
by SunElex Energy (Pty) Ltd. (the Applicant). The planned project will be designed to
meet the energy needs of the Matjhabeng Local Municipality and will produce electricity
for delivery to the regional or global grid. Locality map of the project’s Phase 1 and Phase
2 sites show in Figure 13. The two (2) phases listed below will be used to develop the
proposed utility-scale project:

• Phase 1: A 200 MW solar photovoltaic system with a 40 MW (160 MWh) battery energy
storage system (referred to as the “Phase 1 Site”), which is located on a site south of
Odendaalsrus;

• Phase 2: 200 MW of solar photovoltaic capacity with a 40 MW (160 MWh) battery
energy storage system (on the site north of Odendaalsrus, referred to as the “Phase
2 Site” in the following). The project’s electrical output will be fed into Eskom’s
pre-existing 132 kV distribution network.

 

Figure 13. Locality map of the project’s Phase 1 and Phase 2 sites.
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5.4. Planned BESS Projects

Eskom, a state-owned enterprise has recognized 24 sites in the Western Cape Province,
South Africa, where the planned BESS projects will be realized with a capacity of about
148.5 MW. The following criteria were contemplated in the choice of fitting sites:

- Vicinity of electricity clienteles to existing PV generators;
- Decrease in energy supply losses;
- Peak load abatement on severely loaded network components;
- Abatement in congestion of upstream high-voltage networks;
- Enhancement of local network characteristics and quality of supply;
- Peak load abatement where the peak load is coincident with the national system peak

(i.e., winter evenings);
- Accessibility of sufficient MV connection capacity for the BESS;
- Accessibility of sufficient space at the substation for the deployment of BESS contain-

ers.

A view of one of the sites planned for BESS implementation, Eskom Paleisheuwel, is
shown in Figure 14.

 

Figure 14. Eskom Paleisheuwel, Western Cape province.

6. Deployment of Utility-Scale Battery Energy Storage

The Eskom BESS project involves implementing outcomes at several locations in
various operating units (OUs). Sizes of the results range from 1 MW to 60 MW. The
standard size of an installation is 4 MW/16 MWh, which equals an estimated total of
90 installations. To optimize the usefulness of the BESS, all results will have a primary
function and supporting roles that are “stacked benefits” in nature. As an illustration, a
unit designed primarily for capex deferral during peak times in the winter will be available
for operations such as frequency support at any time and peak clipping in the summer. The
maximum discharge period will be 4 h. Figure 15 illustrates the steps used to appear in a
technical investigation.
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Figure 15. Process flow for the BESS project.

Step 1:

Wherever possible, supply-delayed investment and congestion supervision were given
priority because these are the most enticing applications.

Step 2:

Active OU recognized potential sites, where appropriate. Substations located in
electrically distant operational units were chosen in cases where local improvements could
not be immediately realized. Prioritizing areas that relieve congestion upstream and reduce
failures was one endeavor. In addition to replacing peak energy (kWh) and demand, these
locations will supply gains and losses (kW).

Step 3:

In this stage, the business benefit of installing BESS is compared to other viable options
(such as adding new supply/transmission substations and feeders, installing voltage
regulators, adding more peaking power generators, etc.), as well as whether the investment
will be recouped within a reasonable amount of time. The case for the project is made
on the basis of both direct and indirect benefits, such as lower distribution costs for bulk
purchases and lower production costs overall.

Step 4:

Conducting technical due diligence on potential locations is the first stage of this
cycle. This entails showcasing a number of system planning studies, such as the worst case
(maximum charging and discharging) load flows, dynamic time-series training, and quality
of distribution studies. Conceptual plans for efficient locations have been carried out. These
are based on standard BESS yard and station yard layouts, but the winning engineering,
procurement, and construction (EPC) contractor are responsible for finishing them at the
detail design stage. This phase also saw the creation and approval of the following technical
specifications:

BESS equipment;
AC equipment;
General BESS and substation yard;
Protection and control;
Distributed energy resources management system (DERMS);
Application performance monitoring (APM) tool.

In order to ensure a smooth transition between system circumstances and BESS station-
ing, the DERMS will be implemented into the SCADA. A “BESS fleet” will be successfully
run by it. The life management of the BESS divisions is important, since some interactions
tend to diminish over time, making the technical advancements less fully implementable.
Therefore, it is crucial to check the unit’s longevity, especially the chemical storage unit.
The APM tool is used to achieve this. Authorizing involves locating land and directing
environmental impact assessments in accordance with the relevant laws.
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Step 5:

The preparation of bid documents (bills of quantities and assessment criteria) in
accordance with the provided templates is part of the contracting phase. Eskom has
provided the necessary technical paperwork and validated the possibility for each location.
The list of required documentation includes, among other things:

1. A planning report showing the use case;
2. Business case and system limits;
3. System diagrams for the anticipated BESS and substation yards;
4. Several service technical conditions.

Primary assessment, technical assessment, and finally economic development assess-
ment make up the evaluation criteria. The development stage takes into account energy
and capital costs.

7. Results and Discussion

In this section, to provide a significant innovation and contribution in the field of
implementing battery energy storage for photovoltaic applications, a techno-economic
analysis of two battery technologies incorporated with the Photovoltaic Grid-Connected
System is carried out by adopting the HOMER-Pro-software with contemplation of actual
load profiles and resource data. Consequently, the BESS-PV incorporated with a Li-ion
battery brought forth a LCOE of 5.46 R/kWh in comparison with the BESS-PV system
embedded with a Pb-acid battery postulating a LCOE of 5.8 R/kWh. Conversely, a total
present cost (TPC) of the BESS-PV system with Li-ion batteries turned out to have a total
of about R245,774 in comparison to the BESS-PV system with Pb-acid battery yielded a
TPC of R257,841. The levelized cost of electricity (LCOE) outcome of the current study is
proved to be favorable. The comparative analysis of Pb-acid and Li-ion battery technology
in reference to various measure of effectiveness is tabulated in Table 7.

Table 7. Pb-acid vs. Li-ion battery technology in reference to various measure of effectiveness.

Battery
Technology

PV (kW)
Number of

Battery (Units)
Converter

(kW)
Total TPC

(R)
LCOE (R)

Operating
Cost

PV Fraction
(%)

Li-ion 10 6 5 24,577 5.46 13,757 90
Pb-acid 10 10 5 257,841 5.8 27,157 91

As observed above, for each type of BESS with similar input PV, the number of
batteries, converter parameters postulated, the state of charge (%), battery capacity (Ah),
and lifetime (years) feature an output of Li-ion batteries (100%, 167, 11) is discovered to be
enhanced compared to a Pb-acid battery (100%, 83, 4). Moreover, as shown in Table 8, it
could be absorbed as evidence for Li-ion batteries to be exploited in solar PV generation
due to their enhanced energy capability.

Table 8. Pb-acid vs. Li-ion battery technology in reference to techno-economic analysis results.

Battery
Technology

Energy in
(kWh/Year)

Energy Out
(kWh/Year)

Storage Depletion
(kWh/Year)

Losses
(kWh/Year)

Annual Throughput
(kWh/Year)

Estimated Life
(Year)

Li-ion acid 1898 1712 3.7 192 1804 11.2
Pb-ion acid 2129 1707 4.1 427 1908 4.1

By this investigation, the results lead to the conclusion that the BESS-PV system with
Li-ion batteries necessitates about 41% fewer batteries in comparison to Pb-acid batteries
and is supplementary in the establishment of an unswerving power source with lower
expenditure. Furthermore, Li-ion battery technology delivered lower TPC and LCOE, and
the BESS-PV system that has a higher solar PV fraction necessitates a greater number of
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batteries reciprocally. Generally, considering the standard application scenario investigated,
Li-ion batteries are ascertained to be lucrative in both technical and economic countenances,
and thus, they are advisable as a fill-in workable solution in combating the problem of load
shedding in South Africa.

8. Conclusions

In the South African context, as well as in many other countries, electricity supply
capacity could be best increased by promoting the diversity of energy sources in the
generation. In this generation mix, renewable energies and particularly PV solar are one
of the leading renewable sources of energy despite challenges related to their inability to
meet the base load demand of electricity. Therefore, large-scale PV solar projects for reliable
electricity supply require both in-depth knowledge pursuit as well as financial investment
in energy storage technologies. This work discusses the knowledge gap in the three critical
areas concerning the implementation of large-scale electrical energy storage in the South
African context.

Based on the proposed case scenario, Li-ion batteries are ascertained to be lucrative
in both technical and economic countenances, and thus, they are advisable as a fill-in
workable solution in combating the problem of load shedding in South Africa. Some of
the technical challenges, i.e., output power smoothing, load shaving, frequency regulation,
PV plant dispatchability and energy arbitration can be circumvented using the control
algorithms furnished and their corresponding duration thereof.

As a proposal, further investigations should be conducted in order to crack the problem
of economic viability under distinctive application set-ups.
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Abstract: This paper deals with voltage control in a buck DC-DC converter. In fact, dynamic
mathematical equations describing the principle behavior of the above system have been derived.
Due to the nonlinearity of the established model, a nonlinear control algorithm is adopted. It is based
on the sliding mode control approach. To highlight the performance of the latter, a comparative
study with four control algorithms is carried out. The validity of the model and the performance of
the conceived algorithms are verified in simulation. Both the system and the algorithm controls are
implemented in the Matlab/Simulink environment. Extensive results under different operational
conditions are presented and discussed.

Keywords: buck DC-DC converter; parameter variation; Matlab/Simulink environment; sliding
mode control

1. Introduction

Energy production is one of the most important development priorities. On the
one hand, it has been observed that the world’s electrical energy consumption is rapidly
increasing [1–9]. On the other hand, energy production uses fossil fuels [10–13] such as oil,
coal, and natural gas. They are all burnt and used as energy sources for production. The
use of fossil fuels can help to offset the energy demand. However, there is too much carbon
dioxide (CO2) in the atmosphere, which can lead to big problems both for people and the
earth. This forces humans to seek out alternative energy sources that may be capable of
saving both people and the planet.

Many alternative sources are suggested. Among these sources, renewable energy is
the most commonly used one. Nowadays, photovoltaic solar energy [14–16] and wind
energy have become the most used alternative energy sources. The operating power of
both the photovoltaic generator and the wind energy sources depends on metrological
conditions such as temperature, irradiation, wind speed, etc. [17–21]. The optimal use of
the produced energy can be assumed only if the produced wind and photovoltaic sources’
maximum power are extracted and tracked for any change in the metrological conditions.
Tools to track these specific points are required [22–27].

Most of the proposed power point tracking algorithms are based on varying the
generator characteristics in such a way as to be adapted to the latter of the load. The
generator characteristic changes are assumed by using a DC-DC converter and a maximum
power point tracking (MPPT) algorithm [28–30]. Different DC-DC converters are used as
buck converters, boost converters, buck–boost converters, etc. [31–34]. The boost and buck
converters are the most commonly used. The buck DC-DC converter is used especially in
DC link control, as the DC voltage of the photovoltaic/wind conversion system output
depends on the metrological conditions. DC-DC converters are naturally classified as
nonlinear systems due to their commuting properties. They are the most commonly used
circuits in power electronics, especially in DC link voltage stabilization.
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In general, the DC link voltage must be fixed at a desired value despite input voltage
and load variations [35]. To regulate the DC voltage magnitude, and obtain a constant
and stable output voltage and fast response, many types of controllers are used [27], such
as fuzzy logic, PI controllers, PID controllers, sliding mode control, etc. Conventional
controllers are in general conceived by using small signal state equations obtained at a
specific operation point. The conceived control algorithm remains efficient only around the
specified operating point. To avoid the drawbacks of conventional controllers, nonlinear
control approaches are investigated and used in the control voltage loop of the buck DC-DC
converter. Among these nonlinear control algorithms, the sliding mode approach is the
most used. Different sliding mode algorithms, both for continuous and discrete times,
are proposed in the literature [36–43]. In [36], a cascade loop control is proposed. The
voltage control loop is based on a classical PID controller, and the current loop control
is based on zero order sliding mode control over a continuous time. The validity of the
conceived algorithm is confirmed under different working conditions, including target
voltage variation, load variation and input voltage variations. In [37], a sliding mode
controlled pole is conceived both in voltage and current control loops. An integral switching
surface is used here. Simulation results are given under target voltage variation and load
variation. The fractional order sliding mode is also used in the literature [38]. Different
sliding mode approaches for discrete time are used. In fact, in [39], discrete time sliding
mode control is investigated for the output voltage control. The performance of the used
algorithm is tested only for a fixed target output voltage. Discrete time fast terminal sliding
mode control with mismatched disturbance is conceived for DC-DC buck converters, and
the control strategy is investigated in [40]. The validity of the proposed algorithm, both in
simulation and experimentation, is assessed under both load variations and fluctuations
in the input voltage. A discrete repetitive adaptive sliding mode control for the DC-DC
buck converter under only variable target output voltage perturbed with a Gaussian noise
is conceived in [41]. Simulation results under fixed target voltage and load variations are
given. An Adaptive Global Sliding Mode Controller based on the Lyapunov approach is
designed for perturbed DC-DC buck converters [42]. In this work, the external disturbances
and dynamic uncertainties are modeled with a sinusoidal function. In [43,44], to cope with
the chattering problem, a high-order sliding mode control of the DC-DC buck converter is
conceived. Practical results under target output voltage variation are presented. In most of
the mentioned studies, the performance of the conceived algorithms is validated against
external disturbances as input voltage and load variations. The internal disturbances in
terms of DC-DC buck converter parameter variations are omitted. Thus, in this paper, we
are interested in the performance of the first-order sliding mode in DC-DC buck output
voltage control with both external and internal disturbances. Besides this, to highlight the
good performance of the investigated control algorithm, a comparison study with four
control algorithms is carried out.

The paper is organized as follows. Section 2 presents the modeling of the buck DC-DC
converter feeding a resistive load. Section 3 describes the sliding mode controller principle
and its application in buck DC-DC converter output voltage control. Section 4 presents
the internal model controller. The fuzzy logic controller is given in Section 5. Section 6
illustrates the obtained results in simulation, both for internal and external disturbances.
Section 5 concludes the work and presents some suggested prospects.

2. Modelling of DC-DC Buck Converter Mathematical

The synoptic scheme of the DC-DC buck converter is depicted in Figure 1. It con-
sists of an on and off controlled semiconductor (Transistor IGBT, T), a natural commuted
semiconductor (Diode, D), a smoothing current system (inductor, L), and a smoothing
voltage system (capacitor, C). It is powered by a direct current voltage source and feeds a
resistive load.
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Figure 1. Synoptic scheme of the DC-DC buck converter.

2.1. Bilinear Switching Model of DC-DC Buck Converter

The working principle is based on two alternative phenomena: charging and discharg-
ing, based on the control signal state, Sc. When considering the continuous conduction
mode and the control signal state levels, two modes are to be considered [45–53].

Mode 1:
For the ON mode in which Sc = 1, the transistor T is closed and the diode D is open.

Based on Kirchhoff’s current and voltage laws, we can write:⎧⎪⎨⎪⎩
dil
dt = Vdc

L − Vload
L

dVload
dt = il

C − iload
C

(1)

Mode2:
Sc = 0, the transistor T becomes open and the diode D begins closed. The state

equations describing the inductor current and the output voltage dynamics are given in (2).⎧⎪⎨⎪⎩
dil
dt = −Vload

L

dVload
dt = il

C − iload
C

(2)

The combination of the two sub models leads to the general buck DC-DC converter
model, as illustrated in (3). ⎧⎪⎨⎪⎩

dil
dt = Sc

Vdc
L − Vload

L

dVload
dt = il

C − iload
C

(3)

For a resistive load, (3) begins⎧⎪⎨⎪⎩
dil
dt = Sc

Vdc
L − Vload

L

dVload
dt = il

C − Vload
RC

(4)

2.2. Averaged Dynamic Model of DC-DC Buck Converter

By using the state-space averaging method [46], Equation (4) can be written as illus-
trated with Equation (5).
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⎧⎪⎪⎨⎪⎪⎩
d〈il〉Ts

dt = 〈Sc〉Ts

〈Vdc〉Ts
L − 〈Vload〉Ts

L

d〈Vload〉Ts
dt =

〈il〉Ts
C − 〈Vload〉Ts

RC

(5)

where 〈il〉Ts
, 〈Vload〉Ts

, 〈Sc〉Ts
and 〈Vdc〉Ts

are the averaged values of inductor current, output
voltage, control signal, and input voltage, respectively, in a switching period Ts .

This can be put into the more compact form of an uncertain nonlinear system, as
indicated by (6).

.
X = f (X) + g(X)α (6)

The nonlinear equations f (X) and g(X), and averaged state vector X, are defined
as follows:

g(X) =

(Vdc
L
0

)
(7)

f (X) =

(
0 −Vload

L
il
C −Vload

RC

)
(8)

X =
[
〈il〉Ts

〈Vload〉Ts

]T
(9)

Here, α is the duty cycle.

2.3. Small Signal Dynamic Model of DC-DC Buck Converter

The small signal DC-DC buck converter model is obtained by linearizing the averaged
model around an operating point. Thus, the input control and the output signals’ expres-
sions are to be represented by the sum of their quiescent values and a small alternative
current (AC) variation. So, we can write,

〈il〉Ts
= Il + ĩl (10)

〈Vload〉Ts
= Uload + Ṽload (11)

〈Vdc〉Ts
= Udc + Ṽdc (12)

〈Sc〉Ts
= αe + α̃ (13)

where Il , Uload, Udc and αe are the inductor current, the load voltage, the input voltage, and
the duty cycle at the operating point, respectively.

Replacing 〈il〉Ts
, 〈Vdc〉Ts

, 〈Vload〉Ts
and 〈Sc〉Ts

with their expressions, Equation (5) begins⎧⎪⎪⎨⎪⎪⎩
d(Il+ĩl)

dt = (αe + α̃)
(Udc+Ṽdc)

L − (Uload+Ṽload)
L

d(Uload+Ṽload)
dt =

(Il+ĩl)
C − (Uload+Ṽload)

RC

(14)

By separating steady state terms and small-signal terms, we obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dĩ
dt +

dIl
dt =

αeUdc
L

− Uload
L︸ ︷︷ ︸

DC term

+
αṼdc

L
+

α̃Udc
L

− Ṽload
L︸ ︷︷ ︸

1st order AC term

+
α̃Ṽdc

L︸ ︷︷ ︸
2nd order AC term

dṼload
dt + dUload

dt =
Il
C
− Uload

RC︸ ︷︷ ︸
DC term

+
ĩl
C
− Ṽload

RC︸ ︷︷ ︸
1st order AC term

(15)
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In the system of Equation (15), the DC terms contain the DC terms only, the first-order
AC term contains a product of a DC term with an AC term, and the second order AC term
contains a product between two AC terms.

The second-order AC terms are much smaller in magnitude than the firs- order AC
terms. Therefore, the second small AC quantity is neglected. Moreover, Udc, Il and Uload
are constant DC terms. As a result, the sum of the DC term and its derivative are zero.
Consequently, only the linear term remains, and the small signal dynamic DC-DC buck
converter is defined with (16). ⎧⎪⎨⎪⎩

dĩl
dt = α̃Udc

L − Ṽload
L

dṼload
dt = ĩl

C − Ṽload
RC

(16)

2.4. Comparative Study

To assess the performance of the used mathematical model of the DC-DC buck con-
verter, the three developed models are implemented in Matlab/Simulink platform and
compared to one that was established using the predefined electronic components in mat-
lab/Simulink packages. The parameters of the used DC-DC buck converter are grouped
in Table 1.

Table 1. DC-DC buck converter parameters.

Parameter Value

Input voltage (v) 400

Capacitor (μF) 5

Inductor (mH) 20

Switching frequency (Khz) 10

Resistive load (Ω) 10

In order to assess the validity of the established models, various operating points
are considered. The most significant simulation results are displayed and commented on.
Figure 2a shows the evolution of the duty cycle used as a control signal for the averaged
and small-signal models. The switching signal obtained at the pulse width modulation bloc,
as a control signal for the bilinear switching model and established using the predefined
electronic components, is depicted in Figure 2b. Output voltage waveforms are given
in Figure 2c. Both dynamic and steady-state working modes are considered. As shown
in Figure 2c, output voltage ripples are omitted both for the small signal model and the
averaged model, and appear for the switching model, as established using the predefined
electronic components in the matlab/Simulink packages. The accuracy of the established
model is proven as the modeling error is a few percentage points lower at high duty
cycle values, and increases at low duty cycle values, according to the losses in the used
power semi-conductors in the DC-DC buck (Figure 2d). Consequently, to cope with the
nonlinearities and modeling error, a robust nonlinear control law is to be used. This allows
us to use the sliding model approach for DC-DC buck converter control.
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Figure 2. Cont.
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Figure 2. Comparative study simulation results: (a) duty cycle, (b) control signal, (c) output voltages
of DC-DC buck converter models and (d) model modeling error.
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3. Sliding Mode Control Approach for Buck Converter Voltage Control

Control of nonlinear systems using a sliding mode approach was conceived in 1992 by
Vadim Ulkin [54] in order to solve the conventional controller’s problems. Typical sliding-
mode control operates in the form of these two modes. The first is named the “approaching
mode”. When this mode is reached, the convergence of the system state to a predefined
manifold called the sliding mode surface in finite time is assumed. The second, designed
with sliding mode, follows the sliding surface and returns to the origin. Many approaches
to sliding mode control have been conceived. The equivalent control approach [54–59] is
the most commonly used. Let us denote with S the sliding mode function. In this case, the
output’s voltage is controlled. A linear sliding mode surface is adopted. It is defined for
the first sliding mode control as follows:

S = C1e +
.
e (17)

Here e is the output voltage error and
.
e is its derivative value.

The output voltage error is defined by (13).

e = Vloadre f − Vload (18)

.
e = − 1

C

[
il − Vload

R

]
(19)

Substituting e and
.
e with their expressions, the sliding mode surface becomes:

S = − 1
C

il +

(
1

RC
− C1

)
Vload + C1Vloadre f (20)

Its derivative is defined by (21).

.
S =

(
1 − C1RC

RC2

)
il −
(

L − R2C − C1RCL
R2C2L

)
Vload − αVdc

LC
(21)

The equivalent control αeq is deduced from the following equality.
.
S = 0 (22)

It is defined as:

αeq =

(
L − C1RCL

RCVdc

)
il −
(

L − R2C − C1RCL
R2CVdc

)
Vload (23)

Since the duty cycle must be in
[
0 1

]
, the real control signal is given by (24).

α(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 si α(t) > 1

αeq + Msign(S) 0 ≤ α(t) ≤ 1

0 α(t) < 0

(24)

4. Internal Model Control Approach for Buck Converter Voltage Control

The general block diagram of the internal model control (IMC) loop is given in Figure 3.
G(s) is the real system’s open loop transfer function, Gi(s) is the system model’s open loop
transfer function, and Q(s) is the IMC controller’s transfer function [60].
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Figure 3. The internal model control of the feedback scheme.

Referring to Figure 3, we can write

Vload = G(s)[1 + Q(s)(G(s)− Gi(s))]
−1Q(s)Vloadre f (25)

When the modeling system is perfect, we can write

Vload = G(s)Q(s)Vloadre f (26)

The closed loop is stable if and only if G(s) and Q(s) are stable. However, if G(s) is in
the non-minimum phase, G−1(s) is not stable. Besides this, if the G−1(s) numerator degree
is higher than the denominator degree, then G−1(s) cannot be implemented. Referring to
the H2 optimization leads to choosing Q(s) = G−1(s). To assume the feasibility condition, a
low-pass filter is added. The final expression of the IMC controller is given in (27).

Q(s) =
a

s + a
G−1(s) (27)

where a is the filter parameter.

5. Fuzzy Logic for Buck Converter Voltage Control

Fuzzy logic is a computational approach based on degrees of truth. It was first
discovered in the 1960s by Lotfi Zadeh [61]. Since the above approach does not require a
mathematical model, and is based on human decision-making, this approach can present
high efficiency. A mamdani-type fuzzy logic is used for the voltage control. In this fuzzy
logic controller (FLC), the voltage error ev(k) and the change in voltage error cev(k) are the
inputs of the fuzzy system, while the change in the duty cycle cα(k) is considered as the
output of this system.

The equations for ev(k) and cev(k) are as follows:

ev(k) = Vload(k)− Vloadre f (k) (28)

When the modeling system is perfect, we can write

cev(k) =
ev(k)− ev(k − 1)

Te
(29)

where Te is the sample time.
According to Figure 4, three essential steps are to be followed in the mamdani system’s

conception. At the fuzification step, the crisp variables ev(k), Cev(k) and Cα(k) are converted
to fuzzy sets using triangular membership functions, as can be seen in Figure 5a, b and c,
respectively. The linguistic variables GN, PN, Z, PP and GP indicate negative big, negative
small, zero, positive small and positive big. The number and the type of the membership
function used for the system variables are determined through a trial and error test. The
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obtained fuzzy output variables are then processed by an inference engine. A sum-prod
inference algorithm is adopted in this work. Based on the input membership functions
number, the number of rules is obtained. The if–then rules that map input to output are
conceived as indicated in Table 2. At the defuzzification step, the inference engine output
variable is converted into a crisp value. The centroid defuzzification algorithm is used in
this paper. The control signal to be applied in the real system is obtained using a recurrent
equation, as indicated in (30).

α(k) = α(k + 1) + ACα(k) (30)

Figure 4. Schematic of the fuzzy logic controller.

Figure 5. Cont.
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Figure 5. Fuzzy logic controller membership functions: (a) error membership function, (a) change er-
ror membership function and (b) evolution of target, and (c) change duty cycle membership function.

Table 2. Rule-based table of the fuzzy logic controller.

Cev(k)Cα(k) GN PN Z PP GP

ev(k)

GN GN GN PN PN Z
PN GN PN PN Z PP
Z GN Z PP GP

PP PN Z PP PP GP
GP Z PP PP GP GP

A is adjustable positive gain.

6. Simulation Results

To highlight the effectiveness and robustness of the proposed output voltage controller
for the DC-DC buck converter, the overall drive scheme illustrated in Figure 6 was imple-
mented in the Matlab/Simulink environment. Different scenarios were simulated in which
the conceived algorithm was evaluated in comparison with four control algorithms: PI, IP,
FLC, and IMC. Five scenarios, including abrupt target output voltage variation, triangular
target output voltage variation, abrupt input voltage variation, abrupt load variation, and
DC-DC buck converter parameter variation, are considered.

6.1. Sliding Mode Parameter Choice

The performance of the conceived sliding mode controller depends on the discontinu-
ous term coefficient. A simulation study was carried out to determine the best choice of
this factor. Figure 7 shows the obtained results. It should be noted that high sliding mode
parameters lead to reduced response times both for the system and the controller outputs
as shown in the zones 1 to 4. On the other hand, it increases the magnitude of oscillation
both in the controller and the system responses, which may lead to disrupting the system.
Thus, in this work, the considered parameters are chosen in such a way that a compromise
between rapidity and stability is achieved.
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Figure 6. Closed loop control of buck control using sliding mode control approach.

Figure 7. Cont.
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Figure 7. Discontinuous function coefficient effect: (a) evolution of M coefficient, (b) evolution of the
control voltage and (c) evolution of the output voltages.

6.2. Controller’s Behavior under Abrupt Target Output Voltage Variations

In this case, the aim is to test the tracking behavior of the proposed sliding mode
controller against abrupt target output voltage variations. All five algorithms are imple-
mented and simulated in the same test conditions. In fact, the load resistor, the input
voltage, and the DC-DC buck converter parameters are all maintained at their nominal
values. The target output voltage is first fixed at 150 v. At t = 0.03 s, it changes to 350 v
and decreases to 250 v at t = 0.07 s. The five obtained output voltages and control signals
are respectively reported in Figure 8a,b. Comparative performances are extracted and
summarized in Table 3.

Figure 8. Target output voltage variation: (a) evolution of the control voltage and (b) evolution of the
output voltages.
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Table 3. Comparative study between the five algorithms.

Control Algorithms

Operating Modes Values Parameters PI IP FLC IMC SMC

Abrupt target
output variation

150 v

Response time (ms) 9.58 2.62 1.5 2.8 0.91

Tracking error (%) 0.013 0.016 0.13 0.12 0.003

Overshoot (%) ∼=0 0.266 3.26 ∼=0 1.6

350 v

Response time (ms) 8.5 2.6 2.5 2.8 2.6

Tracking error (%) 2.8 × 10−3 2.9 × 10−4 1.2 × 10−3 1.4 × 10−3 7.1 × 10−5

Overshoot (%) 4.48 0.17 1.17 0.014 0.002

250 v

Response time (ms) 1.4 7.8 9.2 2.1 0.7

Tracking error (%) 0.33 0.01 0.04 0.02 0.001

Voltage loss (%) ∼=0 0.11 0.44 ∼=0 0.8

Triangular target
output variation 20 × 103 v/s Tracking error (v) 71.5 15 77 20 −14.5

Abrupt input
voltage variation

400 v

Settling time 1.92 9.58 13.4 2.8 1.3

Tracking error 0.025 0.04 0.1 0.175 5 × 10−5

Overshoot ∼=0 0.25 2 ∼=0 0.675

350 v

Stabilization time
(ms) 2.1 9.8 1.3 8 ∼=0

Tracking error (%) 2 × 10−4 0.001 ∼=0 0.1 ∼=0

Voltage loss (%) 2.25 6.65 8.3 3.55 0.001

300 v

Stabilization time
(ms) 18 22 23.8 10.9 ∼=0

Tracking error 0.04 0.01 ∼=0 0.1 ∼=0

Voltage loss (%) 3 8 9.75 4.25 ∼=0

Abrupt load
resistor variation

15 Ω

Settling time (ms) 2.4 3.24 13.6 3.7 0.89

Tracking error (%) 0.1 1.014 0.2 0.15 0.05

Overshoot (%) ∼=0 ∼=0 0.45 0.1 1.7

10 Ω

Stabilization time
(ms) 3.2 6.8 2 8.77 0.8

Tracking error (%) 0.15 0.12 0.13 0.05 5 × 10−5

Overshoot (%) 7.25 12.4 13.75 10.2 ∼=0

Voltage loss (%) 1.15 26.2 31.4 28.6 26.05

5 Ω

Settling time (ms) 2.4 9.98 11.5 2.19 1.5

Tracking error (%) 0.001 0.006 0.125 0.025 ∼=0

Overshoot (%) 7.1 12.15 13.15 10.45 ∼=0

Voltage loss (%) 46.7 48.35 48.6 46.8 46.45

Parameter
variations

Abrupt capacitor
variation

Stabilization time
(ms) - - 13.7 13.9 ∼=0

Tracking error (%) - - 0.1 0.15 ∼=0

Overshoot/Voltage
loss (%) - - 12.1 30 ∼=0
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Table 3. Cont.

Control Algorithms

Operating Modes Values Parameters PI IP FLC IMC SMC

Abrupt inductor
variation

Stabilization time
(ms) - - 0.11 0.12 ∼=0

Tracking error (%) - - 5 × 10−5 0.05 ∼=0

Overshoot/Voltage
loss (%) - - 0.25 0.23 5 × 10−4

Number of controller tuning parameters 02 02 03 01 01

6.3. Controller’s Behavior under Triangular Target Output Voltage Variations

In order to access the dynamic response of the proposed control algorithm, the target
output is rapidly changed as a triangular signal is chosen for the five control algorithms.
The obtained results are obtained as recorded in Figure 9. Comparative performances in
this case are extracted and grouped in Table 3.

Figure 9. Triangular target output voltage variation: (a) evolution of the control voltage and
(b) evolution of the output voltages.

6.4. Controller’s Behavior under Input Voltage Variations

The DC input voltage variations for the five control algorithms are represented in
Figure 10. For this test case, the load resistor and the DC-DC buck converter parameters are
all maintained at their nominal values. The DC input voltage is fixed at 400 v, and decreased
to 350 v and 300 v at t = 0.05 s and t = 0.1 s, respectively. Comparative performances are
extracted as represented in Table 3.
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Figure 10. Input voltage variation: (a) evolution of the control voltage, (b) evolution of the control
voltage and (c) evolution of the control voltage.

6.5. Controller’s Behavior under Resistor Load Variations

In this test, the input DC voltage and the DC-DC buck converter are held constant at
their nominal values. The target output voltage is also fixed to a constant value. The load
variation trajectory is given in Figure 11a. The obtained responses of the five algorithms
are shown in Figure 11b,c. Table 3 gives the comparison performances in this case.
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Figure 11. Resistor load variation: (a) evolution of the control voltage and (b) evolution of target and
(c) actual output voltages.

6.6. Controller’s Behavior under DC-DC Buck Converter Parameter Variations

As is well known, the PI and IP controllers are sensitive to system parameter variations.
Thus, in this case, only the behavior of FLC, IMC, and the proposed SMC algorithms are
tested. The DC input voltage, the load resistor, and the target output voltage are all held
constant. Only the DC-DC buck converter parameter variations are considered in this case.
Figure 12a,b show the adopted trajectories for the DC-DC buck converter inductor and
capacitor, respectively. The obtained simulation results in this case are given in Figure 12c,d.
The comparison performances of the three control algorithms in this case are summarized
in Table 3.
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Figure 12. DC-DC buck converter parameters variations: (a) trajectory of the inductor, (b) trajectory
of capacitor, (c) control voltage and (d) output voltage.
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It can be easily noted from both the obtained simulation results for different cases and
the comparative study shown in Table 3 that the highest performance is achieved by the
conceived SMC control algorithm, compared to the others.

7. Conclusions

In this paper, a mathematical model of the buck DC-DC converter is established. A
robust control strategy is adopted for the output control voltage of the system. The validity
of the latter is demonstrated using the Matlab/Simulink environment. In a comparative
study with four control algorithms, PI, IP, FLC and IMC, the simulation results show that
the designed sliding mode controller has robust characteristics and a fast dynamic response
in the different studied cases.

Despite all these good performances, the chattering phenomenon remains the major
problem of the used sliding mode control algorithm. To avoid this issue, we intend to use
high-order sliding mode control for buck DC-DC converter control in future works.

Author Contributions: Supervision, M.B.H.; Validation, L.S.; Writing—review and editing, S.B.H.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Roncancio, J.S.; Vuelvas, J.; Patino, D.; Correa-Flórez, C.A. Flower greenhouse energy management to offer local flexibility
markets. Energies 2022, 15, 4572. [CrossRef]
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Abstract: Different multilevel converter topologies have been presented for achieving more output
voltage steps, hence improving system performance and lowering costs. In this paper, a hybrid
multilevel inverter (MLI) topology is proposed for active-power-filter applications. The proposed
MLI is a combination of two standard topologies: the cascaded H-bridge and the three-phase
cascaded voltage source inverter. This configuration enhances the voltage levels of the proposed
MLI while using fewer switches than typical MLI topologies. The proposed MLI was developed in
the MATLAB/Simulink environment, and a closed-loop control technique was used to achieve a
unity power factor connection of the PV modules to the grid, as well as to compensate for harmonics
caused by nonlinear loads. To demonstrate that the configuration was working correctly and that the
control was precise, the proposed MLI was constructed in a laboratory. A MicroLabBox real-time
controller handled data acquisition and switch gating. The proposed topology was experimentally
connected to the grid and the MLI was experimentally used as an active power filter to compensate
for the harmonics generated due to nonlinear loads. This control technique was able to generating a
sinusoidal grid current that was in phase with the grid voltage, and the grid current’s total harmonic
distortion was within acceptable limits. To validate the practicability of the proposed MLI, both
simulation and experimental results are presented.
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1. Introduction

Multilevel inverter (MLI) topologies have attracted interest in a variety of applications,
including grid-connected PV applications, static VAR compensators, and active-power-
filter (APF) applications. MLIs have many advantages over conventional inverters, such as
reducing the total harmonic distortion (THD) of the produced voltage and current, reducing
the size of filters, reducing the switching frequency, and improving the inverter efficiency [1].
Many cascaded inverter topologies have been proposed in the literature [2]. Of these,
cascaded H-bridge (CHB) topologies have advantages over other MLI topologies (e.g.,
layout simplicity, extreme modularity, and construction and control simplicity) because
they are free of voltage-balance issues. Moreover, compared to other MLI topologies,
CHB topologies use the fewest components at the same voltage levels [3,4]. Asymmetrical
CHB topologies have been proposed in which the DC voltages are not symmetrical. The
combination of these asymmetrical DC voltages results in the generation of increased
voltage levels [5,6]. On the other hand, hybrid MLI topologies presented in the literature
have been based on a three-phase voltage source inverter (VSI) unit with a CHB. In these
topologies, H-bridge units are coupled to floating capacitors whose voltages must be
carefully regulated. This complicates the control algorithm [7,8].

Recently, research into the development of APF applications has increased [9,10]. APFs
are electronic devices that can be accurately used to eliminate the harmonic contents in a
current. The harmonics in power systems can be created by nonlinear loads connected to
the public grid. Some of these loads are computers with a switched-mode power supply,
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motor drives, and electronic light ballasts (fax machines, medical equipment, etc.). These
harmonics may cause unwanted effects, such as heating of sensitive electrical equipment
or of the generators and transformers, which leads to increased core loss and may cause
transformer and equipment failure, random circuit breaker tripping, flickering lights, high
neutral currents due to zero sequence harmonics, and conductor losses [11]. As a result,
these harmonics must be eliminated. There are three different types of harmonic filters:
passive, active, and hybrid. The advantages of APFs over passive filters are numerous.
They can, for example, suppress supply-current harmonics as well as reactive currents. On
the other hand, certain harmonics will involve their own passive filter, hence there will
be more passive filters needed if there are more harmonics to remove. Because only large
harmonics with lower frequencies are usually removed, the filters will be bulky due to the
geometric size of the inductor [12]. In contrast to passive power filters, APFs can eliminate
any harmonics by using a suitable control and the performance of APFs is unaffected by
the characteristics of the power distribution system [9,11,13,14].

Several APF topologies using the conventional three-phase VSI have been proposed [15–17].
In addition, some of the proposed APFs were based on the classical three-level H-bridge
inverter [18]. Recently, the use of MLI topologies in APF applications has become a hot
topic [19,20]. An APF based on a seven-level neutral-point clamped (NPC) MLI was pro-
posed in [21]. The authors used LS–PWM and fuzzy control approaches to eliminate current
harmonics generated by nonlinear loads. Others [19] used a three-level NPC for active-
power-filter applications. The authors used a fuzzy-logic controller and a fractional-order
proportional-integral (PI) controller to control the proposed system. From another point
of view, an APF based on a three level NPC-T type was proposed in [20,22]. The authors
in [23] proposed a five-level HB-NPC MLI for APF applications with an experimental vali-
dation. Other authors used a CHB for APF applications due it the advantages of the CHB
such as simplicity and possession of a high modularity [24,25]. Both CHN topologies were
proposed for APFs either by directly connecting the H-bridges in series or by cascading
the H-bridges using transformers [26–28]. Moreover, cascaded MLI topologies are used for
APF applications [29,30]. The authors in [30] proposed a shunt APF based on cascaded MLI
topology using a single power source with three-phase transformers. The proposed scheme
could adjust for polluted loads with high harmonics and a poor power factor. To compute
compensating currents, the dq theory was applied. A prototype was built to validate the
simulation results by the experimental results.

In this paper, a hybrid MLI topology is proposed for APF applications. The proposed
MLI topology conjoins the cascaded H-bridge MLI and the cascaded three-phase VSI
topology using open-end windings and was first proposed and tested under different load
parameters, as presented in [31]. In addition, this new topology has been patented, as seen
in [32]. However, the previous paper focused only on the topology itself. The topology
was not used in any applications. This paper is the first to detail the utilization of the new
topology for the active power filter and for grid-connected PVs. The proposed MLI is used
to compensate the harmonic currents of the nonlinear load, while the grid supplies the
fundamental positive-sequence currents of the load. A closed-loop control is proposed for
both applications—the APF and the PV–grid connection. Finally, the proposed MLI was
experimentally implemented in the lab, and it was tested for the two applications.

The rest of the paper is structured as follows: the suggested APF topology and
corresponding control approaches are discussed in Section 2, the simulation results are
described in Section 3, and experimental validation of the proposed topology for the two
applications is described in the Section 4.

2. The Proposed Hybrid Active-Power-Filter Topology

A three-phase multilevel high-voltage/high-power converter is used in this topol-
ogy. It is a hybrid arrangement that combines two common multilevel configurations: a
cascaded H-bridge MLI and a three-phase cascaded VSI. These two configurations are
joined together to create the hybrid configuration. Figure 1 depicts the suggested cascaded
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MLI architecture. This novel topology has been given a patent with the number US 10,
141, 865 B1. It is suitable for a wide variety of grid-connected applications, including
power-factor correction, static-VAR compensation, and grid-connected photovoltaic (PV)
systems. The proposed architecture is made up of two components linked by an open-end
windings transformer.

b21

c21

V
dc

3

a22

c22V
dc

4

a23

b23

c2

I

V
dc

5

Ls Vsa

Ls Vsb

Ls Vsc

Grid

c1b1a1

a2 b2

+
-

a21

b22

c23

NN

C
dc

3
C

dc
4

C
dc

5

Lower Part

Upper Part

U
A

B

U
C

A
   

   
   

va +
-vb +

-vc

IA

IB

IC

V
dcB

1

C
dc

B
1

ib1
ic1

ia1

ia21

ib21

ic21

ia22
ib22

ic22

ia23

ib23

ic23

vsCA

-

+

vsAB
+

-

vsBC
+

-

  
  
  
  
  

A

B

C

ay1

axN

ayN

bx1 cx1

n

Unit 1

Unit 2

Unit 3

V
dc

B
2

C
dc

B
2

V
dc

C
1

C
dc

C
1

V
dc

C
2

C
dc

C
2

V
dc

A
1

C
dc

A
1

V
dc

A
N

C
dc

A
N

ax1

T1 T2 T3

ax

ay

+

H-bridge cell

Q14Q13

Q12Q11
+

-

ax
ay

a1

b1

c1

VSI

Q4Q2

Q3Q1

Q6

Q5

a1 b1 c1

+

-

-

ix

iy

iz

CUK 
Converter

- Vc2 +

Cpv

 

g

L + Vc1 -

Lr

ILaRL1XL1

RL1XL1

RL1XL1

RL2

XL2

Ii
nv

a

Ii
nv

b

Ii
nv

c

ILb

ILc

+

-

by1

bxN

byN

ay1

cxN

cyN

 

Figure 1. Proposed APF topology. Upper part: This part is the conventional cascaded H-bridge MLI
which consists of three-phase systems. Each phase consists of N H-bridge cells that are cascaded as
shown in the stage 1 of Figure 1 such that the ay1 terminal of H-bridge cell 1 in phase a, for example, is
connected to the ax2 terminal of the next H-bridge cell. In addition, the ay(N−1) terminal is connected
to the axN terminal of the last H-bridge cell. The same idea is applied to phases b and c. Lower part:
This part is a three-phase triple-voltage source inverter, which is made up of three VSIs. Each unit
is a three-leg, two-level inverter, and the three units are linked together in a chain, as shown in the
lower part of Figure 1. The three VSIs are cascaded with one another by using open-end winding
transformers. Finally: The upper part and the lower part are connected to each other via open-end
windings. The terminals ayN , byN , and cyN of stage 1 are connected together to a common point
NN. The terminals ax1, bx1, and cx1 of the upper part are connected to the points a1, b1, and c1 of the
open-end windings transformers, respectively. The three points a21, a22, and a23 of the lower part
are connected to the points a1, b1, and c1 of the open-end windings transformers, respectively. The
secondary sides of the transformer are connected in Y connection and the terminals are connected to
the grid and to the nonlinear loads.
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As shown in this figure, the proposed MLI is capable of supplying the extracted PV
power to the nonlinear loads and of injecting power into the grid. The idea is to compensate
the harmonics generated by the nonlinear loads while supplying balanced three-phase
currents to the grid. The control scheme proposed in [33] has been extended to be used for
the proposed APF in this paper. The proposed control scheme is used to inject balanced
three-phase low harmonic currents into the grid. If the three-phase loads are nonlinear,
then the load currents will contain harmonics, which may reduce the current quality of
the grid. Therefore, the harmonic contents of the load currents must be extracted to be
compensated by the MLI. Consequently, the grid current will be balanced and contain low
harmonic contents. The current of the nonlinear loads may contain positive-, negative-, or
zero-sequence harmonics.

Therefore, the following steps are considered:

1. Extract the fundamental positive-sequence component of the load current using the
following equation: ⎡⎣iLzero

iLpos
iLneg

⎤⎦ =
1
3

⎡⎣1 1 1
1 a a2

1 a2 a

⎤⎦ ⎡⎣iLa
iLb
iLc

⎤⎦ (1)

where a = ej2π/3, iLzero, iLpos, and iLneg are the zero, positive, and negative components of
the load currents, respectively.

2. The maximum value of the fundamental component of the load current is extracted,
and the harmonic contents of the load currents can be extracted by the following equation:

⎡⎣iLA(harm)

iLB(harm)

iLC(harm)

⎤⎦ = iLpos_max

⎡⎣ sin(θ)
sin
(
θ− 120

◦)
sin
(
θ+ 120

◦)
⎤⎦−
⎡⎣iLa

iLb
iLc

⎤⎦ (2)

where iLA(harm), iLB(harm), and iLC(harm) are the extracted harmonic components of the load
currents of phases a, b, and c, respectively.

3. The extracted harmonic components of the load currents are then converted into a dq
frame as shown in Figure 2.
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Figure 2. Extraction of the load harmonic currents.

From another perspective, the main goal of the control scheme is to produce reference
currents that deliver only available active power to the grid while maintaining unity power
factor. The DC links share the same active phase grid currents. These DC-link voltages are
compared to their respective reference voltages.

If the DC-link voltages are accurately regulated by the control system, then:

VdcA = VdcB = VdcC = Vdctot (3)

where VdcA, VdcB, and VdcC are the corresponding DC-link voltages of the phases a, b, and
c, respectively.

The d-q components of the terminal voltages of the proposed MLI are given by:

Vd = Ls
did
dt − (ωLs)iq + dndVdctot

Vq = Ls
diq
dt + (ωLs)id + dnqVdctot

(4)
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The sequential function dnX is given by:⎡⎣dnA
dnB
dnC

⎤⎦ =

⎡⎣CA
CB
CC

⎤⎦− 1
3
(CA + CB + CC) (5)

The DC link current is defined as follows:

Cdc
dVdctot

dt
= dndid + dnqiq (6)

Analyzing nonlinearity problems requires presention of a new model. These inputs
could be written as:

ud = (ωLs)iq − dndVdctot + Vd
uq = −(ωLs)id − dnqVdctot + Vq

(7)

To ensure the unity power factor, the reactive current iq in Equation (6) should be set
to zero. Therefore,

udc = Cdc
dVdctot

dt
= dnd

udc
dnd

(8)

In normal operation the following properties apply:

Vd ≈ dndVdctot = dndVdctot =

√
3
2

Vmax (9)

where Vmax is the maximum grid voltage. Substituting Equation (8) in (9) yields:

id =

√
2
3

udc
Vmax

Vdctot (10)

The active current, id, is used to regulate the DC-link capacitors. As shown in Equation
(10), the active reference current can be given as:

idA =

√
2
3

udcA
Vmax

VdcA (11)

The reference active current of the grid is the sum of the three id active currents:

idre f = idA + idB + idC =

√
2
3

udcA
Vmax

VdcA +

√
2
3

udcB
Vmax

VdcB +

√
2
3

udcC
Vmax

VdcC (12)

The DC-link voltage controllers of the proposed topology based on the analysis above
can be seen in Figure 3. As seen in the analysis, the resulting signal from the DC-link
controllers is the reference active current of the inverter, idre f . The inner current controller
can be seen in Figure 4.

Where the proposed MLI is used in a PV application, the reference active grid current
idre f is compared with the actual grid current, and the reference grid reactive current(

iqre f = 0
)

is compared with the actual reactive grid current iq to ensure unity power
factor. However, where the proposed MLI is used in an APF application, the harmonic load
current in the d axes iLd(harm) given from Figure 2 is then added to the reference current in
the d axes idre f generated form the DC-link controllers. The total reference inverter currents
are given as:

idre f TOT = idre f + iLd(harm)

iqre f TOT = iLq(harm)
(13)
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Figure 3. Proposed voltage control scheme.
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Figure 4. The current controllers. Vdc
∗ is the reference DC voltage.

Equation (13) states that the reference active current of the inverter equals the active
current produced by the DC-links and the active harmonic load current. The complete
proposed control scheme for APF application can be seen in Figure 5.
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Figure 5. The proposed control scheme for APF application.

According to the proposed control scheme, two cases can be applied:

1. The proposed inverter acts as an active filter only.

The reference currents of the inverter are the harmonic load currents. The inverter
is responsible for compensating the harmonic load currents while the grid supplies the
fundamental positive-sequence currents of the load.

2. The proposed inverter is responsible for delivering the PV power to the grid and

the load.

If there is enough power at the DC side, e.g., from the PV modules, the control system
drives the inverter to supply the balanced positive-sequence current to the grid, as well as
supplies the active load current and compensates harmonic load currents.

In both cases, Equation (13) is applied to perform the current control stage. The load
current harmonics are then transferred into the dq frame (Figure 2). These currents are then
used as reference MLI currents, which are then used in Equation (13). The resulting signals
from Figure 4, dnd and dnq, obtained from Equation (7), are then transformed into abc
reference frame (Ma, Mb, and Mc). These values are then compared to the triangle carrier
waveforms in Figure 6 to create switching pulses to operate the IGBTs of the proposed
hybrid MLI. To produce the required pulses for the IGBTs of the upper part of the proposed
MLI, the carrier waveform of the H2a is shifted from the H1a by 180◦/N. Only the carrier
waveforms of phase a in the upper part are displayed in Figure 5. Moreover, the modulation
waveforms Ma, Mb, and Mc are also used to fire the IGBTs of the lower part in the proposed
configuration by comparing them with the phase-shifted carrier signals, as seen in Figure 6.
The carrier signal, which is used to generate the pulses of unit 2, is shifted by (T/3) from
that of unit 1, and the carrier signal of unit 3 is shifted by (T/3) from that of unit 2.
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3. Simulation Results

The proposed topology was built in the SIMULINK environment. For simplicity, two
H-bridge units were used per phase in the proposed topology. The system consisted of
12 HIT-N220A01 PV modules; six of them were connected to upper part of the proposed
topology such that one PV module was linked to each H-bridge unit. The other six PV
modules were connected to the lower part of the proposed MLI such that two parallel PV
modules were linked to each VSI unit. Two cases were used in the simulation:

A. Grid-Connected PV Application Case

The system parameters used for simulation are shown in Table 1, while Table 2 shows
the PV module parameters. The nonlinear load is disconnected from Figure 1. Therefore,
no harmonic current term is applied in Equation (2). The reference reactive current of the
inverter was set to zero to guarantee unity power factor. The proposed topology was used
only to connect the PV modules to the grid. The perturb and observe (P & O) algorithm
was used to extract the maximum power from the PV modules. The closed-loop control
scheme shown in Figures 3 and 4 was used for grid-connection purposes.

Table 1. System parameter for simulation and experiment.

DC-Link Capacitor 4 mF
Interface inductor 4.2 mH

Ćuk switching frequency 20 kHz
Grid-rated RMS voltage 120 V

Reference voltage of each VSI unit (upper part) 55 V
Reference voltage of each H-bridge cell (lower part) 40 V

Inverter switching frequency 1.5 kHz

Table 2. The PV module parameters.

Maximum Power (Pmax) 245 W
Maximum voltage (Vmax) 28.8 V
Maximum current (Imax) 8.5 A

Open circuit voltage (Voc) 31.5 V
Short circuit current (Isc) 9.5 A
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The generated three-phase voltages were measured across the primary windings of
the transformers T1, T2, and T3. The number of voltage steps produced from the proposed
MLI was 22, as shown in Figure 7. The three-phase currents injected into the grid can be
seen in Figure 8. In addition, the harmonic spectrum of the line current, ia, is displayed in
Figure 9. The total harmonic distortion (THD) of the grid current, ia, was 2.22%, which was
less than the IEEE-519 standard limit of 5%.
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Figure 7. The simulated three-phase generating voltage.
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Figure 8. The simulated three-phase grid currents.

Figure 9. Harmonic spectrum of the phase a grid current.

The THD can be calculated according to the following equation:

THD =

√
∑∞

h=2(Ih)
2

I1
(14)

where h is the harmonic order, Ih is the RMS value of the current at h order, and I1 is the
RMS value of the fundamental current.
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As seen in Figure 9, the first harmonic bands appear with an amplitude of 0.2% at
two times the fundamental frequency. Then the third, fifth, and seventh harmonic orders
appear with amplitudes of 0.3%, 1.6%, and 1.5%, respectively.

B. Active-Power-Filter Application Case

The closed-loop control scheme shown in Figure 5 is used for APF applications. In
this case, the harmonic current term in Equation (2) will be included to be compensated
by the proposed MLI. The PV module parameters are shown in Table 2, while the system
parameters are seen in Table 3. As discussed in the previous section, the proposed control
scheme can be used for APFs only or it is able to work as an APF and integrate the PVs into
the grid at the same time. These two scenarios are investigated.

Table 3. System parameter for simulation and experiment (APF application).

DC-Link Capacitor 4 mF
Connection inductor 4.2 mH

Ćuk switching frequency 20 KHz
Grid-rated RMS voltage 80 V

Reference voltage of each VSI unit (upper part) 40 V
Reference voltage of each H-bridge cell (lower part) 40 V

Inverter switching frequency 1.5 KHz

Scenario 1: The control scheme is able to work as an APF only:

In this scenario, the grid is responsible for supplying the balanced three-phase cur-
rents to the nonlinear load, and the proposed MLI is controlled to only compensate for
the harmonic currents of the load. The values of the nonlinear load parameters were
(RL1 = RL2 = 48 Ω, XL1 = XL2 = 154 mH). To allow the grid to supply the active power
to the load, the duty cycle of the DC–DC converter was kept constant at 0.3 (no MPPT was
used). The DC-link voltages were regulated to 40 V. Table 3 presents the system parameters
that were considered during the simulation. The nonlinear load currents can be seen in
Figure 10a, while the three-phase low harmonized grid currents can be seen in Figure 10b.
It should be noted that the grid current flowed from the grid to the nonlinear load. As
revealed in Figure 10b, the grid currents were balanced, and the nonlinear load did not
affect the grid currents. On the other hand, the harmonic currents extracted from the non-
linear load currents can be seen in Figure 11a. These currents were the reference currents
of the proposed MLI. As revealed in Figure 11b, the MLI currents followed the extracted
harmonic currents of the nonlinear load. Figure 12 shows that the control scheme was
successful in maintaining the power-factor unity. The grid currents are shown out of phase
with the grid voltages because the grid current direction was from the grid to the load.

Scenario 2: The control scheme is able to work as an APF and integrate the PVs

into the grid at the same time.

In this scenario, 24 PV modules were used to guarantee that the inverter supplies
the nonlinear load currents and at the same time inject currents into the grid. Twelve PV
modules were connected to the upper part of the proposed MLI such that two parallel
PV modules were connected to each H-bridge cell. On the other hand, the other 12 PV
modules were connected to the lower part of the MLI such that four parallel PV modules
were connected to each VSI unit. The proposed control scheme will generate the reference
inverter currents that equal the grid current and the nonlinear load currents. The MLI will
supply the distorted nonlinear load currents and at the same time will inject currents into
the grid with low distortion.
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Figure 10. The simulated grid currents and the load currents.
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Figure 11. The simulated harmonic load currents and the active power filter currents.
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Figure 12. The simulated grid currents with the grid voltages.
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Figure 13a shows the extracted harmonic currents of the nonlinear load. In addition,
the actual MLI currents are seen in Figure 13b. As can be seen, the inverter currents
were not a mirror to the load harmonic load current. The inverter currents contained the
nonlinear load currents and the injected currents to the grid. Moreover, Figure 14a shows
the nonlinear load currents while Figure 14b shows the grid currents.

 

Figure 13. (a) The extracted harmonic currents of the nonlinear load and (b) the MLI currents.
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Figure 14. (a) The nonlinear load currents and (b) the grid currents.

As can be seen, the proposed control scheme succeeded in keeping the grid current in
phase with the grid voltage, so that the power factor was kept unity, as seen in Figure 15.
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Figure 15. The grid current and the grid voltage.

4. Experimental Results

The proposed MLI was built in the lab and tested for PV–grid connections as well as
for APF applications. The hardware setup of the proposed MLI is seen in Figure 16. The
PV module parameters are seen in Table 2. The closed-loop control scheme explained in
Section 3 was used to perform the closed-loop control of the proposed system. The PWM
pulses that were generated were transferred to the IGBTs through the use of a DS1202
board. Two cases were performed, PV-grid connections and APF applications, as seen in
the simulation section. The same two cases were experimentally implemented.

 
Figure 16. Hardware setup of the proposed MLI. A: IGBT drives, B: level shifter, C: voltage/current
sensors, D: IGBTs and DC-link capacitors, E: CUK converters, F: dSPACE 1102, G: open-end winding
transformers, and H: PV modules.
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A. Grid-Connected PV Application Case

A 4.2 mH interface inductor was used to establish the connection between the proposed
topology and the grid during experimental testing. The parameters used for the experiment
can be seen in Table 1. The entire closed-loop control scheme depicted in Figures 3 and 4 was
used to execute the constructed inverter. In this case, the nonlinear load was disconnected
from the constructed inverter; therefore, the harmonic current extraction term from (2) was
zero. In addition, the reactive current reference of the constructed inverter was set to zero
to guarantee unity-power factor. The proposed topology was used only to connect the PV
modules to the grid. Twelve PV modules were used in the experimental setup; six of them
are connected to the upper part such that one PV module was assigned for each H-bridge
cell and the other six PV modules were connected to the lower part such that two parallel
PV modules were assigned to each VSI unit. The P&O MPPT algorithm was used to track
the maximum power of the PV modules by using a DC–DC Ćuk converter.

Figure 17 shows the experimental DC-link voltages of the proposed topology. This
figure demonstrates that the control scheme was successful in maintaining the DC-link
voltages at the reference voltages. On the other hand, the three-phase grid voltages were
measured using voltage sensor model LV 25-P to be used for the phase-locked loop. A
snapshot of the generated voltages (va1a2, vb1b2, vc1c2 across the primary windings of the
T1, T2, and T3 transformers) measured via an oscilloscope is shown in Figure 18. Figure 19
reveals the harmonic spectrum of the generated voltage va1a2. As displayed in this figure,
the THD was 8.57%. Figure 20 shows the grid currents measured by the Hall-effect current
sensor model LTS 25-NP.
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Figure 17. Experimental DC-link voltages.
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Figure 18. The snapshot of the three-phase generated voltages.
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Figure 19. Experimental harmonic spectrum of the generated voltage va1a2.
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Figure 20. Experimental three-phase grid currents.

The proposed control scheme succeeded in keeping the grid currents in phase with
the grid voltages so that the power factor was unified, as demonstrated in Figure 21. From
another point of view, the THD of the grid current, ia, was 4.41%, which is within the
IEEE-519 standard limit. The harmonic spectrum of the grid current in the proposed MLI
can be seen in Figure 22.
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Figure 21. Experimental grid voltage and grid currents.
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Figure 22. Experimental harmonic spectrum of the grid current ia.

B. APF-Application Case

In this case, the constructed inverter was experimentally used for APF application.
That is, the control scheme was able to work as an APF only. The parameters used for the
experiment can be seen in Table 3. In addition, the harmonic current term in Equation (2)
was be included so as to be compensated by the MLI. The resulting PWM pulses were
then sent to the IGBTs via the DS1202 board. The constructed MLI was controlled to
only compensate the harmonic contents of the load currents, while the grid supplied the
three-phase positive-sequence currents of the nonlinear load.

The values of the nonlinear load parameters were RL1 = RL2 = 48 Ω, and XL1 =
XL2 = 154 mH. To allow the grid to feed power to the nonlinear load, the duty cycle of
the DC-DC converter was kept constant at 0.3 (no MPPT is used). The DC-link controllers
were successful in maintaining the DC-link voltages at reference levels, as seen in Figure 23.
These voltages were measured via analog-to-digital converters by using voltage sensors
and plotted in the control desk of the MicroLabBox.
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Figure 23. The experimental DC-link voltages.

On the other hand, Figure 24 shows the experimental load currents measured by using
Hall-effect current sensors. As seen in Figure 24, the load currents are not sine waves
since they are highly distorted due to the nonlinear loads. As explained in the control
scheme, the harmonic currents of the load were extracted from the load current so as to
be compensated by the inverter. The experimental extracted harmonic load currents (the
experimental currents of APF) are shown in Figure 25.
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Figure 24. The experimental nonlinear load currents.
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Figure 25. The experimental APF currents.

These harmonic currents were then used as a reference for the inverter currents so
that the inverter compensated only these load current harmonics, and the grid supplied the
nonharmonic currents. The experimental three-phase grid currents are shown in Figure 26.
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Figure 26. The experimental three-phase grid currents.
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The line currents and the grid voltages were out of phase, as revealed in Figure 27,
so that the power factor was kept unified. The out-of-phase grid currents were due to the
current sensors measuring the current from the grid to the load. On the other hand, the
THD of the line currents was 4.8%, which had acceptable harmonic content of less than
5%, as defined by the IEEE-519 standard. The harmonic spectrum of the grid current, ia, is
shown in Figure 28.
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Figure 27. The experimental grid current and grid voltage.
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Figure 28. Harmonic spectrum of the grid current ia.

5. Conclusions

A three-phase hybrid cascaded MLI configuration for APF applications has been
proposed in this paper. The proposed configuration conjoins the cascaded H-bridge MLI
configuration and the three-phase cascaded VSI configuration via OEWs. This topology
uses fewer switches than typical MLI topologies while improving the voltage levels of
the proposed MLI. Twenty-two voltage levels are generated per phase from this topology
by using only 42 switches. Table 4 shows a comparison of the proposed topologies with
the conventional MLI topologies to produce 21 voltage levels (one level lower than the
number of levels generated by the proposed topology). The proposed topologies have fewer
switches than the prior art MLI topologies. The modularity of the proposed topologies
is higher and the proposed topologies have fewer DC-link capacitors than other MLI
topologies. For a comparison of conduction, the voltage and current stresses of the other
topologies were then compared using the same number of switches as in the proposed
topology. A control scheme was proposed to execute the proposed topology for APF
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application. The proposed MLI-based APF was used to compensate the harmonic load
currents while the grid supplied the fundamental positive-sequence currents of the load.
The proposed APF topology was simulated by using the SIMULINK environment. The
nonlinear load was implemented by using a three-phase diode bridge circuit connected to
the resistive inductive loads. To validate the good performance of the proposed MLI and
the accuracy of the control, the MLI was built in a lab, and the generated switching pulses
were implemented on the MicroLabBox data acquisition system and fired into the IGBTs
through gate drives. The proposed topology and its related proposed control scheme were
experimentally tested for the use for a PV–grid connection and for APF applications. The
simulation and the experimental results show that the proposed APF is functions well in
eliminating the unwanted harmonics generated by the nonlinear load. The THD of the line
currents was within the acceptable limits as defined by IEEE-519 standard.

Table 4. Comparison results.

NPC FC CHB MMC Proposed Topology

No. of switches 120 120 120 240 42

DC-link capacitors 20 20 30 60 9

No. of inductors 0 0 0 6 3

No. of diodes 1140 0 0 0 0

No. of flying capacitors 0 570 0 0 0

Modularity No No Yes No Yes

Voltage-balancing problem Yes Yes No Yes No

Separated DC sources No No Yes No Yes

Voltage stress
√

2V
7
√

3

√
2V

7
√

3

√
2V

3.5
√

3

√
2V

4
√

3

Upper part:
√

2V
4
√

3

Lower part:
√

2V
6
√

3

Current stress
√

2I
√

2I
√

2I
√

2I
√

2I
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Abstract: The present work consists of developing a new hybrid FL-INC optimization algorithm for
the solar water pumping system (SWPS) through a SEPIC converter whose objective is to improve
these performances. This technique is based on the combination of the fuzzy logic of artificial
intelligence and the incremental conductance (INC) technique. Indeed, the introduction of fuzzy logic
to the INC algorithm allows the extraction of a maximum amount of power and an improvement in
the efficiency of the SWPS. The performance of the system through the SEPIC converter is compared
with those of the direct coupling to show the interest of the indirect coupling, which requires
an adaptation stage driven by an optimal control algorithm. In addition, a comparative analysis
between the proposed hybrid algorithm and the conventional optimization techniques, namely, P&O
and INC Modified (M-INC), was carried out to confirm improvements related to the SWPS in terms
of efficiency, tracking speed, power quality, tracking of the maximum power point under different
weather changes, and pumped water flow.

Keywords: solar water pumping system; FL-INC; SEPIC converter; MPPT; optimization algorithm;
centrifugal water pump

1. Introduction

The right to a healthy and enabling environment is a main principle for all living
beings. This is one of the reasons why the world is moving towards an effective policy
for managing this sector. The environment is constantly suffering from greenhouse gas
emissions, which are mainly generated by fossil fuels. The world must therefore begin
a process to manage energy issues as part of a comprehensive and successful strategy.
Despite the major energy carriers being fossil fuels and their contribution to environmental
pollution, the energy demand is increasing. Renewable energy is a competitive alternative,
and their economics has been assessed in comparison with various renewable energy
sources as in [1] aside from a regulation strategy suggested in [2,3]. Various studies have
accounted for their planning and integration into the distribution grid, as discussed in [4,5].
This is why the world is turning to new energy resources that are promising, socially
compatible, renewable, and sustainable. These sources include solar power [6], wind
power [7], biomass [8], geothermal power [9], and ocean power [10].

Countries located between altitudes of −40 and +40 have a very high amount of
sunshine throughout the year [11]. In addition, observed decreases in rainfall have resulted
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in insufficient resources available to meet agricultural demands. Therefore, pumped
irrigation has become an inevitable necessity. Two approaches are considered to achieve
the pumping activity, either by connecting to an electricity source or by using fuels, such as
diesel or butane, for pumping. However, the latter alternative is not pollution-free aside
from requiring financial resources, raising the production cost. An alternative approach
is the use of photovoltaic energy, which is a competitive alternative in terms of being
environmentally friendly and is a competing alternative from the economic aspect [12].

The use of solar energy to partially or totally solve the problem of pumping is an
option that has existed for a long time. Photovoltaic panels are components of a solar
system designed to collect solar energy and convert it into electricity. However, PV systems
have low efficiency due to their dependence on weather conditions, including tempera-
ture, irradiance, and other system equipment [13]. The generator photovoltaic (GPV) has
a nonlinear static current–voltage characteristic of a maximum power point (MPP). This
characteristic depends mainly on the level of irradiation, the temperature of the cells, and
the aging process [14]. The operating point of a photovoltaic system is very complex to
determine. In addition, the load connected to the GPV determines the operating point,
which leads to a significant deviation from the maximum power point. The occurrence of
multiple irradiance variations can lead to irrecoverable yield decreases, variable power,
outages, and even insufficient solar pumping [15].

To ensure optimal operation of the GPV, it is necessary to adjust a solar water pumping
system (SWPS) in such a way that the generator is forced to deliver its maximum power.
Thanks to a static DC–DC converter, this function is ensured by providing an MPPT control
system that acts on the converter’s duty cycle, thus ensuring optimal adaptation to the
variation of the load characteristic. DC–DC converters are commonly used in renewable
energy installations, including photovoltaic panels [16].They are employed to adapt the
input voltage to the desired output voltage. In some cases, it is sufficient to lower or raise
the output voltage; in other cases, it is better to use a controller that can lower or raise the
voltage to achieve optimal energy extraction based on MPPT optimization algorithms [17].

There are numerous MPPT algorithms proposed in the literature to track the maximum
power point, which are divided into two categories: (i) typical optimization techniques,
including perturbation and observation (P&O) [18], hill climbing (HC) [19], and incremen-
tal conductance (INC) [20]. These algorithms are characterized by their simple design
and implementation. However, they have low performance in terms of tracking speed,
efficiency, and power quality. (ii) Modern optimization techniques are based on artifi-
cial intelligence and metaheuristic approaches, including neural networks, ABC-PO [21],
genetic algorithms [22], and so on [23]. These algorithms offer better performance and
efficiency for PV systems. However, they have drawbacks that lie in the complexity of
design, implementation, and very high computational time.

In this paper, a hybrid FL-INC algorithm based on fuzzy logic and incremental tech-
nique is developed and applied to the solar pumping system to improve its functioning in
terms of efficiency, tracking speed, power quality, steady-state oscillations, complexity, and
tracking of the maximum power point under different weather changes. In addition, the
benefits of indirect coupling through an adaptation stage composed of a SEPIC converter
compared with direct coupling of the system are analyzed to demonstrate the efficiency
of such a system. As another contribution, the present work shows a comparative study
between the proposed FL-INC algorithm and the P&O and M-INC techniques to confirm
improvements related to the pumped water flow for a solar pumping system application.

The remainder of this research article is structured as follows: Section 2 is devoted
to the description of the solar pumping system. Section 3 describes the constitution of
the solar pumping system. Section 4 discusses the MPPT optimization techniques used.
Section 5 presents the analysis of the obtained research results. Section 6 is devoted to
a comparative study of the MPPT optimization techniques. Finally, Section 7 presents
a conclusion of this work and future perspectives.
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2. Description of the Solar Water Pumping System

Solar pumping system installations typically require the following components: a GPV,
a static power converter to improve system efficiency and reliability to optimize the amount
of water pumped, and a motor pump assembly. These elements mentioned above are
coupled in two ways. As shown in Figure 1a, direct coupling is the basic topology that
can be made, in which a motor pump unit is directly connected to the GPV. The main
reason for this option is the lack of other electronic devices to control the system, which
results in a low-cost solution [23]. However, the direct influence of the coupling on the
power delivered by the GPV is reflected by the intersection between the GPV and motor
pump characteristics [13]. The main disadvantage of this configuration mode is that it does
not allow any regulation of the voltage at the motor terminals, while the transfer of the
maximum available power to the GPV is not ensured. In fact, to overcome the latter, an
indirect coupling is used, in which a matching stage is inserted between the GPV and the
motor pump assembly, as shown in Figure 1b. In fact, this stage acts as an interface between
the two equipment and ensures the permanent transfer of maximum power supplied by
the generator.

Figure 1. Coupling types between the motor pump and the GPV.

3. Solar Pumping System Constitutions

3.1. PV Generator

PV cells are made of a semiconductor material that forms the basic element of
a photovoltaic module. A generator typically includes several modules connected in
series and in parallel to produce the required current and voltage. Figure 2 shows the most
commonly used equivalent schematic of a solar cell, which includes a current source, Iph;
a diode; and two parasitic resistors, Rs and Rsh.

V 
  

 

 
Iph 

 D 
 

Rsh 

Rs 

I 

Figure 2. Electrical model of a photovoltaic cell [24].

The actual current–voltage characteristic can be represented by the following equation:

I = Iph − Iobs = Iph − Is

[
exp

V+I.Rs
nVth − 1

]
− V + I.Rs

Rsh
(1)

where Iph (A) is the saturation current, Vth (V) is the thermodynamic potential, K (J.K−1) is
Boltzmann’s constant, T (K) is the effective cell temperature, e (C) is the electron’s charge, n
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is the nonideality factor of the junction, I (A) is the current provided by the cell, and V (V)
is the voltage across the cell.

Table 1 represents the electrical characteristics of the GPV proposed in this study.
Indeed, it is composed of 5 PV panels (REC_330NP), and each panel can generate a peak
power of 330 W peak in standard conditions. These panels are connected in series, which
allows for generating a voltage of (VMPP) = 173 V and delivering a total peak power of
1650 W peak in standard conditions.

Table 1. GPV under investigation specifications.

Voc (V) Isc (A) Pmpp (W) Rsh (kΩ) Rs (mΩ) Vmpp (V) Impp (A)

41 10.3 330 1 73 34.6 9.55

Figure 3 shows the current and power versus voltage evolution for different irradiance
patterns and for a cell temperature held constant at 25 ◦C. From the analysis of power and
current, it is interesting to note that the variation of irradiance has a significant effect on
these two variables. Indeed, the increase in this characteristic leads to an increase in the
power and the current. Table 2 summarizes the progression of the peak power as a function
of irradiance.
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Figure 3. Current-Voltage and Power-Voltage characteristics of GPV under variable irradiance.

Table 2. Peak power evolution as a function of irradiance.

Irradiance (W·m−2) GPV Temperature (◦C) Peak Power (W·m−2)

800 25 1347
900 25 1508

1000 25 1657
1100 25 1803
1200 25 1950
1250 25 2018

3.2. Pump Centrifuge

A necessary requirement of the SPS is the motor pump. The latter is made up of
two parts: an electric motor coupled to a pump. In this study, the motor used to turn the
pump (SQF 0-6-2 DC) is characterized by a nominal current In = 8.4 A, an input voltage
ranging from 30 to 300 VDC. In the field of technology, two types of pump technology
are generally used in pumping applications: the positive displacement pump and the
centrifugal pump [25,26]. The first technology is distinguished by a constant load, whereas
centrifugal pumps are distinguished by an aerodynamic characteristic. The latter are
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characterized by a load of torque that develops with the quadratic form of the drive speed.
This characteristic clearly indicates that the drive torque of the pump is almost zero at the
start-up. Therefore, the pump can be operated with very low solar irradiation, and as the
solar irradiation increases, the drive motor can have a high speed. The proportionality of the
different parameters as a function of the speed is expressed by the following equations [27]:

Torque (Cr)—speed (ω):

Cr = A.ω2 (2)

Flow (Q)—speed (ω):

Q2

Q1
=

ω2

ω1
(3)

Height (H)—speed (ω):

H2

H1
=

(
ω2

ω1

)2
(4)

3.3. Matching Stage: SEPIC Converter

The SEPIC is a direct-voltage-to-direct-voltage converter that will allow the output
to be greater than, less than, or equal to the input voltage [28]. This is because the voltage
of the converter is controlled by the duty cycle. In addition, the SEPIC is analogous to
a buck-boost converter with the benefit of having a noninverting output. In effect, it ensures
low current ripples. In terms of construction, the SEPIC converter consists of a power
switch (IGBT; MOSFET, Thyristor, etc.), a diode, inductors (L1, L2), and capacitors (C1, C2).
Figure 4 shows the electrical diagram of this converter. The input inductance L1 of the
circuit makes the whole SEPIC converter look like a boost converter. This converter also
has the advantage of isolating the input and output by means of the coupling capacitor C1,
which protects against a short circuit or an overload at the output. Moreover, the SEPIC
has the advantage of being able to cut its output voltage down to zero voltage, unlike
a boost converter where the lowest output voltage is equal to the input voltage.

Figure 4. Electrical diagram of a SEPIC converter [28].

The relation between the load voltage and the converter input voltage is given by [28,29]:

VOUT =
1 − α

α
VIN (5)

where VOUT is the output voltage, VIN is the input voltage, and α is the duty cycle.
Table 3 summarizes the sizing results for the SEPIC converter applied to the studied

solar pumping system.

Table 3. SEPIC converter features.

Component Designate Value

Coupling capacitor C1 250 μF
Inductor L1 = L2 1.5 mH

Filtering capacitor C2 500 μF
Hashing frequency f 10 kHz

101



Energies 2022, 15, 8518

4. Solar Water Pumping System Optimization Techniques

The optimization of the solar pumping system using an MPPT tracker is shown in
Figure 5. In addition, the system structure consists of a GPV that powers the electric motor.
The latter drives a centrifugal pump through an MPPT controller. Then a series of studies
are carried out to give an overview of the influence of MPPT techniques on the performance
of the pumping system.

Figure 5. Solar water pumping system optimization structure.

4.1. P&O Optimization Technique

The perturb and observe (P&O) optimization technique is probably the most natural
method to find the maximum power point MPP, and its principle is given by the flowchart
in Figure 6. Moreover, MPP tracking is independent of temperature and/or irradiance
variations. The basic principle of this optimization technique can therefore be extracted
from the flowchart in Figure 6:

At a fixed voltage V(k), the corresponding power P(k) delivered by the generator
is measured;
After a certain delay, the algorithm imposes a voltage V(k + 1) = V(k) + ΔV and also
measures the corresponding power P(k + 1);
If P(k + 1) is greater than P(k), the algorithm seeks to apply for a higher-voltage
V(k + 1) = V(k) + ΔV;
Otherwise, the algorithm instead looks to decrease the voltage V(k) = V(k + 1) − ΔV.
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Measure V(k), I(k)

P(k)-P(k-1)=0
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No YesNoYes

No

YesNo

Decrease VrefIncrease Vref Increase Vref

Start

Return

Yes

Figure 6. Flowchart of the P&O algorithm [27].

4.2. Incremental Conductance Modified (M-INC) Optimization Technique

Under unstable irradiance and temperature conditions, a variation in voltage leads
to a variation in the current. On the other hand, a voltage perturbation leads to a current
perturbation when the photovoltaic field is subjected to a sudden change in atmospheric
conditions [30]. Contrary to the classical incremental method [31], the M-INC algorithm
distinguishes between these operating conditions and, thus, avoids the divergence caused
by atmospheric disturbances. Indeed, the modified incremental conductance (M-INC)
algorithm is supposed to act in the opposite way of the INC method when the system
operates in the partial shading situation. This method is based on the power derivative
being zero at MPP. It can be expressed as follows [32]:

dP
dV

=
d(IV)

dV
= V

dI
dV

+ I = 0 (6)

where dP is the power derivative, dV is the voltage derivative, and dI is the current derivative.
Equation (6) can be expressed as follows:

ΔI
ΔV

=
dI
dV

= − I
V

(7)

where ΔV and ΔI are the increments of voltage and current. The characteristics of the
method can be obtained from the P–V curve and can be written as follows [32]:

dI
dV

= − I
V

at maximum power point (8)

− I
V

≺ dI
dV

left to maximum power point (9)

− I
V

� dI
dV

right to maximum power point (10)

The duty cycle of this technique is calculated by:

αi(n) = αi(n − 1)± ki

∣∣∣∣ P(n)− P(n − 1)
V(n)− V(n − 1)

∣∣∣∣ = αi(n − 1)± δαi (11)
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Figure 7 depicts a flowchart of the modified INC algorithm.

Figure 7. Flowchart of the M-INC algorithm.

4.3. FL-INC Hybrid Optimization Technique

The fuzzy logic of artificial intelligence is introduced in the incremental conductance
technique to develop a new hybrid optimization method named FL-INC. The latter is
applied to ensure a better optimization of the SWPS in case of very unstable weather
conditions. Fuzzy logic allows the study and representation of imprecise knowledge and
approximate reasoning [33]. Figure 8 shows the basic design of a fuzzy logic controller,
which is composed of three stages. The first step is the fuzzification step, which consists in
converting the input variables (physical variables) into linguistic variables (fuzzy variables),
by establishing membership functions for the different input variables. The second step
is the inference engine, which includes the inference block and the rule base to determine
the output of the fuzzy controller from the inputs resulting from the fuzzification. Finally,
defuzzification is the last step of the fuzzy controller; it allows for converting the fuzzy
data provided by the inference mechanism into a physical or numerical quantity to define
the decision process [34].

Input

Rule base

Output
Fuzzification Fuzzy Inference 

Engine Defuzzification

Figure 8. Fuzzy logic controller structure.
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The optimization using the fuzzy logic technique can significantly reach the global
power point. However, the performance of this control technique depends mainly on the
human expertise. Indeed, the rules developed from the human operator’s expertise are
expressed in linguistic form. Moreover, these rules determine the dynamic performance of
the fuzzy controller [35]. Therefore, applying this reasoning to the incremental algorithm
improves the performance of the extracted power. Figure 9 shows a flowchart of the
developed hybrid FL-INC technique.

Figure 9. Flowchart of the hybrid technique FL-INC.

The fuzzy controller proposed in this technique consists of two inputs, E(k) and ΔE(k),
which are defined by the following equations:

E(k) =
I(k)− I(k − 1)

V(k)− V(k − 1)
+

I(K)
V(K)

(12)

ΔE = E(k)− E(k − 1) (13)

where E(k) is the derivative of the conductance calculated from the measured voltage and
current. It is nullified when the operating point attains the MPP. Additionally, ΔE(k) is the
error of the input E(k).

Additionally, the output of this fuzzy controller represents the change in the duty
cycle (δα). Figure 10 shows the selected membership functions for E, ΔE, and δα.
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Figure 10. Membership functions of the input (E, ΔE) and output (δα) variables.

The triangular membership function is chosen for all fuzzy sets because of its simplicity.
The boundaries of the fuzzy variable range are usually normalized between −1 and +1.
The control rules are used to make the decision and decide the action at the output of the
fuzzy controller, which consists of 25 fuzzy rules, and are grouped in Table 4.

Table 4. Base of the fuzzy controller rules used for FL-INC.

ΔE
NB NS Z PS PB

E

NB Z Z PB PB PB
NS Z Z PS PS PS
Z PS Z Z Z NS

PS NS NS NS Z Z
PB NB NB NB Z Z

Linguistic variables are expressed as: PB: positive big; PS: positive small; Z: zero; NS:
negative small; and NB: negative big.

The control rules can be expressed as follows: rule: if (E is X) and (ΔE is Y), then (δα is
W), where: X, Y, and W are the fuzzy sets of input and output variables.

The implementation of the different control rules is based on the instructions below:

If the conductance value is very big, the variation of the duty cycle (δα) must be big
so as to quickly bring this conductance to zero;
If the conductance value is close to zero, slight variations in the duty cycle should
be applied;
If the conductance value is close to zero and approaches it quickly, the duty cycle
must be constant to avoid strong overshoot;
If the conductance reaches zero and the output voltage is not stable, the duty cycle
should be varied a little to reduce fluctuations;
If the conductance reaches zero and the output voltage of the converter is stable, the
duty cycle should be kept constant;
If the value of the conductance variation is greater than zero, the variation of the duty
cycle is negative and vice versa.
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5. Simulation Results of the Solar Water Pumping System

5.1. Simulation Conditions

In this section, the MPPT simulation results are obtained through the PSIM simulation
software. Indeed, the efficiency of MPPT by optimization techniques is evaluated under
irradiation conditions similar to the real conditions. Moreover, a variable irradiance profile
(from 200 to 1250 W·m−2) is chosen to test the system performance. This profile includes
fast, slow, strong, and stable fluctuations, as shown in Figure 11.

Figure 11. Irradiance profile used for simulation.

The graph in Figure 11 shows the different levels of irradiance fluctuations as a function
of time ti, which are modeled by:

Constant irradiance in the intervals: (0, t1), (t2, t3), (t3, t4), (t4, t5), (t6, t7), and (t8, t9);
Variable irradiance in the intervals: (t1, t2) and (t7, t8);
Abrupt changes in irradiance at times t3 and t4;

This irradiation profile is very unstable in terms of meteorology, which is a good test
to evaluate the behavior of the solar pumping system.

5.2. Simulation Results of the Direct Coupling

Figure 12 shows the simulation results of the SWPS in the direct coupled case. It
should be noted that the irradiance variation leads to a significant power fluctuation. In
addition, the power transmitted to the pump is considerably less than that generated by
the GPV, as shown in Table 2. Under standard conditions where the irradiance has a value
of 1000 W·m−2, the motor pump receives a power of 961 W, which presents 58% of the peak
power (1650 W) produced by the GPV. Moreover, a significant variation of the motor pump
voltage is undesirable for the safety of this type of system. Moreover, this configuration
has as a problem the dependence between the power supplied by the GPV and the load
characteristic. Indeed, the optimization of the energy requires another configuration in
which an adaptation unit is introduced downstream of the GPV.
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Figure 12. Simulation results for direct coupling. (a) Instantaneous power extracted from the GPV,
(b) terminal voltage at the pump motor, (c) rotation speed of the pump motor.
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5.3. Simulation Results Using the P&O Optimization Algorithm

Figure 13 shows the evolution of the variables in the indirect coupling between the
GPV and the motor pump using the SEPIC converter in the case of optimization by the P&O
technique. Figure 13a–c shows, respectively, the variation of the instantaneous electrical
power, voltage, and rotational speed of the motor pump as a function of time. Under
the standard irradiation conditions applied to the pumping system, the extracted power
remains much higher and presents an increase of 47% compared with the direct coupling.
In this regard, it is important to note that a clear improvement of the system from the
power point of view with the developed controller is observed. Indeed, the power is
perfectly improved compared with the direct coupling. However, this technique presents
oscillations of about ±2 W, while with the decrease in the duty cycle, it is possible to
decrease these oscillations, but the tracking will be much slower. To test the behavior of
the MPPT–P&O technique under a fast variation of the irradiance, the instant t3 presents
an instantaneous drop of this one. Under these climatic conditions, the extracted power
undergoes a decrease proportional to the irradiance. Compared with the direct coupling,
the extracted power remains much higher. Finally, the P&O technique allows a good
optimization of the pumping system. However, the decrease in the increment step of the
duty cycle leads to a decrease in the power fluctuation, while the tracking speed does not
adapt quickly to the irradiance changes. From Figure 13b, compared with direct coupling,
the terminal voltage of the pump motor is significantly improved, especially during abrupt
changes in irradiance (t3, t4, and t5). Moreover, under steady-state conditions, the voltage
has fluctuations of the order of 0.05 V, which is quite acceptable for pump systems. From
Figure 13c, the speed of the motor pump is significantly improved and is almost generated
for the entire range of weather variations. Compared with the direct coupling, this speed is
significantly increased. In fact, it shows a significant improvement in that it has become
667 rpm instead of 310 rpm, a gain of 46%.

 
Figure 13. Cont.
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Figure 13. Simulation results associated with the P&O technique. (a) Instantaneous power extracted
from the GPV, (b) terminal voltage at the pump motor, (c) rotation speed of the pump motor.

5.4. Simulation Results Using the M-INC Optimization Algorithm

Figure 14 shows the simulation results of the indirect coupling between the GPV
and the motor pump using the SEPIC converter endowed with the M-INC technique.
Figure 14a–c shows, respectively, the variation of the instantaneous electrical power, volt-
age, and rotational speed of the motor pump as a function of time. From Figure 14, it is
important to note that the tracking speed is significantly higher than that obtained by the
P&O technique. Indeed, under standard conditions, a value of 1654 W is noted, which is
a gain of almost 3% compared with the P&O technique. In addition, the behavior of the
M-INC control is quite satisfactory. Indeed, the tracking speed is significantly improved
due to the fact that the system adapts quickly to changes. However, in the case of sudden
changes in irradiance (t3), the system suffers from overshoot, which affects the quality of the
energy transmitted to the motor pump. The speed of the motor pump with this technique
is significantly improved compared with the P&O technique, as shown in Figure 14c. The
same behavior is observed for the voltage characteristic curve. Finally, the results obtained
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highlight the drawbacks of coupling by the M-INC technique for an application where the
irradiance variation is very unstable. The power is significantly improved and does not
deviate much from the MPP under unstable weather conditions, except that it suffers from
power overshoot, which will affect the power quality.

 
Figure 14. Cont.
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Figure 14. Simulation results associated with the M-INC technique. (a) Instantaneous power extracted
from the GPV, (b) terminal voltage at the pump motor, (c) rotation speed of the pump motor.

5.5. Simulation Results Using the FL-INC Optimization Algorithm

Simulation results of the hybrid FL-INC technique of indirect coupling by a SEPIC
converter with this algorithm are shown in Figure 15. It is interesting to note that this
technique has a significant effect on overshoot, which is greatly attenuated compared
with the M-INC technique. In addition, this technique improves the quality of the power
transmitted to the SWPS while ensuring the required performance for such a system.
Finally, the extracted power has a more improved character compared with the other
techniques, as the tracking rate quickly reaches the maximum power point under different
weather conditions. In addition, this power reflects the available solar energy potential
while contributing to the preservation of the environment and the reduction of greenhouse
gas emissions and climate change mitigation. This is due to the fact that this power presents
a sufficient amount of solar water pumping applications.

Figure 15. Cont.
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Figure 15. Simulation results associated with the FL-INC technique. (a) Instantaneous power
extracted from the GPV, (b) terminal voltage at the pump motor, (c) rotation speed of the pump motor.

6. Comparative Study between the Studied Optimization Techniques

Figure 16 shows the simulation results of the instantaneous power extracted from the
GPV across the four types of coupling, that is, direct coupling and coupling by an MPPT
tracker. The latter is controlled by three types of algorithms: P&O, modified incremental,
and hybrid FL-INC. The efficiency of the SWPS is very influenced by the weather con-
ditions and the operating point of the system. The results in Figure 16 show that with
direct coupling, the system efficiency is poor and the system operates farther from the
maximum power point. The SEPIC converter with MPPT control has variable efficiency and
tracking dynamics. With the P&O technique, the tracking of the power point is significantly
improved over direct coupling, but the system is not able to have a better tracking speed
during sudden changes in irradiance. The M-INC technique can overcome the tracking
problem, but suffers from power overshoot during sudden irradiance changes compared
with the hybrid technique.
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Figure 16. Instantaneous power of different solar water pumping techniques studied.

To show the influence of the power point tracking techniques on the solar water pump-
ing flow rate, the histogram in Figure 17 presents a comparative study of the flow rate for
each technique used. In fact, the flow rate in this simulation is calculated from a rotational
speed that varies over the entire range of the simulation. According to Equation (3), the
calculated flow rate is directly in proportion to the speed motor in the simulation. From
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the results, the hybrid technique has a better pumping rate than the others, that is, 55%
rate compared with direct coupling, 8.5% compared with the P&O technique, and 5% rate
compared with M-INC. Finally, the hybrid technique based on fuzzy logic for the artifi-
cial intelligence and the incremental technique has effectively improved the performance
of SWPS.
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Figure 17. Water flow pumped from different techniques.

7. Conclusions

In this paper, the behavior and functioning of a solar water pumping system are
studied. In a direct coupling, the performance of the system is related to the operating point.
The latter can be more or less distant from the MPP as a function of climatic conditions. In
this case, the efficiency of the MPPT depends strongly on the meteorological data and the
characteristics of the motor pump. In this perspective, the improvement of the efficiency
and power transfer quality of the system is provided by the SEPIC converter proposed in
this study. Then, different control techniques of the SEPIC converter have been developed
to optimize the power transfer. Finally, the analysis of the simulation results reveals that
the combined hybrid method of fuzzy logic and the INC technique provides excellent
static and dynamic performance compared with other techniques in terms of robustness,
efficiency, stability, and tracking speed. According to the simulation results, the hybrid
FL-INC technique provides a pumping rate gain of 5% over the M-INC technique, 8.5%
over the P&O technique, and 55% over the direct coupling. The perspectives of this research
work would be to test the developed optimization techniques in a real operating context.
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Abbreviations

SWPS solar water pumping system
FL-INC fuzzy logic and incremental conductance
SEPIC single-ended primary inductance converter
INC incremental conductance
M-INC modified incremental conductance
P&O perturb and observe
HC hill climbing
ABC artificial bee colony
PV photovoltaic
IGBT insulated gate bipolar transistor
MOSFET metal oxide semiconductor field effect transistor
GPV generator photovoltaic
MPP maximum power point
MPPT maximum power point tracking
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of Loss of Life in Oil-Submerged Transformers
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Abstract: In this work, the application of a feed-forward artificial neural network (FFANN) in
predicting the degree of polymerization (DP) and loss of life (LOL) in oil-submerged transformers by
using the solid insulation evaluation method is presented. The solid insulation evaluation method is
a reliable technique to assess and predict the DP and LOL as it furnishes bountiful information in
examining the transformer condition. Herein, two FFANN models are proposed. The first model is
based on predicting the DP when only the 2-Furaldehyde (2FAL) concentration measured from oil
samples is available for new and existing transformers. The second FFANN model proposed is based
on predicting the transformer LOL when the 2FAL and DP are available to the utility owner, typically
for the transformer operating at a site where un-tanking the unit is a daunting and unfeasible task.
The development encompasses constructing numerous FFANN designs and picking networks with
superlative performance. The training and testing procedures databank is based on the dataset of the
2FAL and DP from a fleet of transformers and measured from laboratory analysis. The correlation
coefficient of 0.964 was ascertained when the DP was predicted using the 2FAL measured in oil. In
the FFANN model, a correlation coefficient of 0.999 against the practical data where one can make a
reliable prediction of transformer LOL concerning 2FAL was generated and the amount of DP present
produced. This model can be used to predict the DP and LOL of new and existing transformers at the
manufacturer’s premises and operating in the field, respectively. To the knowledge of the authors, no
research work has been published addressing the methods proposed in this work.

Keywords: 2-furaldehyde (2FAL); feedforward artificial neural network (FFANN); degree of polymerization
(DP); loss of life (LOL); transformers

1. Introduction

Oil-submerged cellulose paper is extensively used as a solid dielectric material in
electrical power transformers [1]. During the operational lifetime of the power transformer,
cellulose paper progressively decomposes on account of the multi-pronged stresses it is
susceptible to [2]. Considering that the insulation condition is a crucial factor to ascertain
the reliable operation of power transformers, assessment of the insulation condition has
obtained considerable attention from various researchers in the power industry [3]. The
effective residual duration of the operation of a power transformer is determined in keep-
ing with the condition of its paper insulation by measuring the degree of polymerization
(DP) [4]. According to [5], the earliest DP value of newly manufactured cellulose paper is
in the range between 1000 and 1200, which plunges to about 200 to 300 once the cellulose
paper attains the end of its lifecycle. Whereas the DP is the most artful indication to examine
the decomposition of a cellulose paper insulation, it is seldomly employed by the manufac-
turing industry due to the intricacy of harvesting the physical paper samples, particularly
from hotspot regions of the unit in-service. Intrinsically, considerable research attempts
have been performed to associate the DP value with various measurable dissolved-in oil
indicators [6–10]. Cellulose is a straight polymer of glucose molecules inextricably linked
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to glycosidic bonds [5,6]. The cause of towering thermal stresses, hydrogen bonds have the
propensity to disintegrate, which is caused by the reduced cellulose molecular chain and
the formation of chemical derivatives that are then suspended in the dielectric oil. Furanic
compounds and moisture are the principal derivatives of cellulose decomposition [7,8].

In recent times, several DP and LOL models for power transformers have been pre-
sented, however, no model has been universally accepted. It is critical to identify the major
impediments. Previous reviews in this context have concentrated on a single solution based
on specific case studies and alternative routes that can be taken by the manufacturers based
on data availability have not been addressed. To corroborate the contribution to the current
research, a summary of recent research works is tabulated in Table 1.

Table 1. A summary of recent research works.

Ref. No Journal Ranking Year Applied Method Summary

[11] Q2 2021 Statistical tool (multiple
linear regression)

A study of the relationship between the DP and various
transformer parameters (DGA, breakdown voltage,

furans, oil interfacial tension, moisture content, etc.) is
carried out. A strong correlation between the DP and

furan was discovered. There was no strong correlation
between the DP and other parameters except for furans

[12] Q2 2021 ANN

The study attempted to predict the DP using methanol,
carbon oxides, and hydrogen released in the insulating

oil. The classification of the study was, however,
tailor-made to the individual maintenance and

scheduling strategy of a power utility

[13] Q1 2021 ANN
The study predicted the furans using the temperature,

carbon dioxide, carbon monoxide, and moisture to
determine the DP

[14] Q1 2022 Empirical modeling The study predicted DP using methanol. The relative
error yielded 7%

[15] Q1 2021 Regression modeling Prediction of the DP using the furfural indicator at
various oil over pressboard ratios and oil change status

[16] Q1 2021 Frequency domain
spectroscopy

The DP was predicted by employing the frequency
conditional dielectric modulus technique

[17] Q2 2020 Fuzzy controller The DP was predicted using a fuzzy logic controller and
considering the furans

[18] Q1 2019
Adaptive neuro-fuzzy

inference system
(ANFIS)

DP was predicted using ANFIS and considering furans,
carbon dioxide, and carbon monoxide

[19] Q2 2018 Using Monte Carlo
algorithm and ANN

The transformer LOL was predicted considering the
loading data, carbon dioxide, breakdown voltage,

and acidity

[20] Q1 2022
Genetic-algorithm
optimized support

vector machine
The PD was predicted using methanol and ethanol

It can be observed from the most recent works that the methodologies proposed
herein have not been reported. It is therefore vital to disseminate the proposed methods to
support transformer manufacturers and dielectric laboratories with reliable alternatives to
these methods. In this work, the remnant loss of life of the cellulose paper insulation was
predicted by proposing two FFANN approaches. The first model is based on predicting
the DP when only the 2-furaldehyde (2FAL) concentration measured from the oil samples
is available for new and existing transformers. The second FFANN model proposed is

120



Energies 2022, 15, 8548

based on predicting the transformer LOL when the 2FAL and DP are available to the
utility owner.

1.1. Manuscript Contribution

This work presents comprehensive research on developing novel prediction models
for loss of life in oil-submerged transformers. The research underpins two models based
on FFANN. The contributions of the current research study are as follows:

• A model capable of predicting the DP when only the 2-furaldehyde (2FAL) concentra-
tion measured from oil samples is available for new and existing transformers using
FFANN was developed

• An FFANN model was developed to predict the transformer LOL when the 2FAL and
DP are available to the utility owner, typically for the transformer operating at a site
where un-tanking the unit will be an impractical task.

1.2. The Novelty of Current Research

The fundamental goal of this research work was to obtain the loss of life of solid insu-
lation in transformers using different available data alternatively. Even though numerous
investigators have worked on the transformer loss of life prediction, as shown in Table 1, no
existing research has reported on the application of FFANN to suggest each of the methods
proposed in the current study. On the two novel approaches proposed in the current work,
the first model was based on predicting the DP when only the 2-furaldehyde (2FAL) concen-
tration measured from the oil samples is available for new and existing transformers. The
second FFANN model proposed was based on predicting the transformer LOL when the
2FAL and DP are available to the utility owner, typically for the transformer operating at a
site where un-tanking the unit will be a daunting and unfeasible task. These approaches are
crucial in the development of prediction techniques for the DP and LOL of new and existing
transformers at the manufacturer’s premises and operating in the field, respectively.

1.3. The Manuscript Organization

The rest of this manuscript is organized as follows. Section 2 introduces the funda-
mental principle of artificial neural networks and proposed feedforward artificial neural
network. Section 3 presents the results of thee developed models for predicting DP when
only 2FAL is available and predicting LOL using the predicted DP and measured 2FAL.
Finally, Section 4 presents a detailed conclusion.

2. Materials and Methods

2.1. The Fundamental Principle of Artificial Neural Network

Artificial neural networks (ANNs) are computing techniques motivated by the genetic
neural networks that are composed in animal brains [18–20]. An ANN is constructed on an
assemblage of coupled nodes so-called artificial neurons, which are essentially archetypal
of the neurons in a genetic animal brain. Respective connections such as the synapses
in the animal brain can diffuse information to coupled neurons. An artificial neuron
obtains information and subsequently processes them and can inform coupled neurons.
The “information” at a link is a real number, plus the output of the respective neuron is
calculated by a certain non-linear function of the summation of its inputs [18–20]. The
links are so-called edges. Generally, neurons and edges are characteristically composed of
a weight that adapts as learning progresses. The weight rises or drops the power of the
information at a connection. Neurons can have a permissible range in a manner where
information is driven exclusively when the total signal intersects that permissible range.
Classically, neurons are amassed into layers [18–20]. Distinctive layers can carry out various
conversions on the respective inputs. Information travels from the input layer to the output
layer, conceivably following crisscrossing the layers numerous times.
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2.2. Proposed Feedforward Artificial Neural Network

Two computational schemes based on FFANN were designed to estimate the residual
lifespan of oil-submerged transformers. The first model was based on predicting the
DP when only the 2-furaldehyde (2FAL) concentration measured from the oil samples is
available for new and existing transformers. The second FFANN model proposed was
based on predicting the transformer LOL when the 2FAL and DP are available to the utility
owner, typically for the transformer operating at a site where un-tanking the unit will be a
daunting and unfeasible task.

The choice of inputs, outputs, and network structure in the FFANN prototype is depen-
dent on the efficiency of the FFANN models. The measurements for the gas concentrations
concerning the emerging transformer faults were gathered from the real data of a power
transformer. In this work, the development of an FFANN was split into four phases: data
gathering and processing, FFANN modeling, training, and testing.

2.2.1. Data Gathering and Processing

In the data gathering and processing stage, various transformers from 315 kVA to
about 40 MVA 132 kV were considered in the study. These units had been removed from
service and were processed in a workshop to diagnose their conditions. The oil sample of
individual units was analyzed in the laboratory to attain the 2FAL concentration existing in
the oil sample. Concurrently, the sample of the solid insulation material was extracted and
analyzed in the laboratory to attain the degree of polymerization. For the respective unit,
the lifetime of the unit in-service was collected from the original equipment manufacturer.
It follows that the data were divided into two datasets: one contained the measured DP and
the measured 2FAL, and in the other dataset, a dataset with column vectors comprising the
DP, 2FAL and LOL of the unit was assembled. It should be noted that the LOL is essentially
the remnant life of the unit (i.e., the designed services life of the unit minus the lifetime
in operation). In processing the datasets, the inputs as well as target data are determined
and fed into the ANN matrix for training and validation. In the first model, the 2FAL was
specified to be the input, whereas the corresponding DP was specified as the target. In the
second proposed model, the transformer remnant life was defined as the target response
whereas the available DP and 2FAL dataset were utilized as the inputs. These datasets
were classified into three categories: learning, verification, and evaluation. The learning
sample comprised 70% of the entire dataset, with the remaining 30% used for verification
and evaluation.

2.2.2. ANN Models

In this work, the MATLAB/SIMULINK tool was utilized to execute two ANN models.
To identify the optimal ANN model, the learning or training rate (LR) and momentum
cost (MC) was changed between 0 to 0.9. However, since all variables were altered itera-
tively, underfitting as well as overfitting systems remained possible. Overfitting happens
whenever a system is proficient in memorizing the system but is unable to extrapolate new
input for the system. The early halting approach has been used to achieve an optimized
performance to address the overfitting challenge. The termination criteria were obtained
by evaluating the mean square error of the learning data during training using data that
are limited in size.

2.2.3. Training Phase

A backpropagation approach is a simplified delta function for a feed-forward system
with numerous layers that are used during the training phase. This is due to its ability
to calculate the slope of each layer, continuously utilizing the chain principle. In practice,
quadratic activation functions are utilized to improve performance due to their non-linearity
and suitability with a feed-forward backpropagation training (FFBPT) approach. The LM
was adopted as the learning classifier in this work because it is a rapid, simple, and stable
approach. As a result, the FFBPT approach was chosen as the system structure for the ANN
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design. The optimal ANN settings with the maximum precision, which is equivalent to
R, were obtained by modifying the number of hidden layers, the number of neurons as
well as the transfer function. In this work, a three-layer system with 10-hidden layers and a
1-output layer was adopted for both ANN models. While one hidden layer is sufficient
for nonlinear modeling, a system with 2-hidden layers outperforms systems with 1- as
well as 3-hidden layers in terms of the number of iterations, precision, and sophistication.
Furthermore, the 3-layer system helps solve the challenge of slow learning rates.

2.2.4. Testing Phase

An additional batch of data was used to evaluate the trained system. The trained ANN
was used to mimic the response output of the additional data batch. The optimal-trained
system demonstrates that the modeled output matched the desired output accurately. The
efficiency of the trained system was determined utilizing the R correlation value.

Table 2 illustrates a comparative analysis of the ANN types when using the first
proposed model dataset. These results justify the selection for the FFANN, which yielded
an MSE of 0.324 and an R2 of 0.96431.

Table 2. Comparative analysis of the ANN types.

Parameter FFANN RBNN MPM RNN

MSE 0.324 2.567 5.876 8.26

R2 0.96431 0.845 0.765 0.56
RBNN—Radial basis neural network, MPM—Multilayer perception model, RNN—Recurrent Neural network,
MSE—Mean Square error, R2—correlation coefficient.

3. Results

3.1. Predicting DP When 2FAL Only Is Available

Figure 1 depicts the modeling configuration that predicts DP when only 2FAL is
available. The coaching efficiency graph in Figure 2 clearly shows that the learning ability
of the ANN is satisfactory. The average mean square error of the trained ANN was less
than the predetermined minimum of 0.0001. The mean square error was 692.943 after
the coaching of the ANN. As a result, this model was selected as the definitive option for
the specified input and output. The trial set error as well as the verification set error had
comparable features, and zero notable overfittings transpired after iteration 14. This was
the region where the optimum validation result had been achieved.

Figure 1. The ANN classifier for the LOL estimation for model one.

Mineral-based oil units were considered. The condition of the oil was taken as is for
analysis as it represents the accurate amounts of furans present. The dataset was utilized to
train the ANN. Following ANN training, its efficiency was verified by showing the linear
regression graph that correlated the targets to the outputs, as illustrated in Figure 3. The
correlation coefficient indicates how effectively the ANN’s targets may detect changes in
outputs. A correlation of 0 means that there is no correlation at all, whereas a correlation of
1 means that there is a complete correlation. A regression result suggests a close relationship
between the outputs and targets. The correlation coefficient in this scenario was observed
to be 0.964, indicating a high correlation.
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Figure 2. Performance of the training process of model one.

Figure 3. Model linear fitting in training and testing for model one.

Figure 4 depicts the accuracy of the validation checks using the validation set. When
the validation error begins to rise, the ANN terminates the learning session, regardless
of whether the target has still not been achieved. Therefore, the ANN has a high degree
of generalizability. This will halt the learning session when the abstraction performance
has reached its maximum. Figure 5 demonstrate the performance parameters of the
proposed FFANN.
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Figure 4. Validation in the training phase of model one.

Figure 5. ANN model training of model one.

3.2. Predicting LOL Using Predicted DP and Measured 2FAL

Figure 6 illustrates the model setup for predicting LOL based on the predicted DP and
measured 2FAL.

Figure 6. The ANN classifier for LOL estimation for model two.

The cumulative mean square deviation of the generated ANN was 0.0006684, and
Figure 7 illustrates that the testing and verification curves had comparable properties,
indicating efficient training. The trial set error and the verification set error had similar
characteristics, and no significant overfitting occurred after iteration 13. The correlation
coefficient represents how successfully the ANN’s goals can make corrections in outputs,
with 0 representing no correlation at all, while 1 represents perfect correlation. The function
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of the trained ANN was evaluated in two methods. Initially, the linear regression that ties
the goals to the outputs is illustrated in Figure 8. The correlation coefficient in this scenario
was observed to be 0.999, indicating a strong correlation.

Figure 7. Performance of the training process for model two.

Figure 8. Model linear fitting in training and testing model two.

It was observed that the model could be used to predict the DP and LOL of new and
existing transformers at the manufacturer’s premises and operating in the field, respectively.

In Figure 9, the Gradient, mu (i.e., control parameter for the algorithm used to train
the neural network) and validation failure (val fail) results are presented.
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Figure 9. Validation in the training phase of model two.

The output parameters of the training model for model two are illustrated in Figure 10.

Figure 10. ANN model training of model two.

4. Conclusions

Several publications have suggested that power transformers erected in the 1980s
are still in service and that some of these transformers are in an acceptable state based
on the data analyses such as DP, furan, CO2, and others. The service durability of these
transformers exceeds 21 years, although the conventional technique predicts 21 years. This
sustained efficiency is dependent on operational situations. These transformers are most
likely to be used within the manufacturers’ specified thresholds. Furthermore, the residual
lifespan of the insulation is dependent on the transformer overloading cases and may be
evaluated utilizing software iterations, considering the variance of overloading and LOL in
the past years.

In this work, we proposed an approach for estimating the lifespan reduction and
expansion of transformers. To acquire better consistent results, it is preferable to adopt a
knowledge-based technique that accommodates all sets of data to accurately estimate the
LOL of transformers. The ANN was applied to predict the DP and LOL in oil-submerged
transformers by using the solid insulation evaluation. The proposed approach makes

127



Energies 2022, 15, 8548

it simple to ascertain the extent of lifetime reduction and expansion for transformers,
providing for improved accurate prediction of residual serviceability.

In this work, two ANN models were proposed. The first model was based on predict-
ing the DP when only the 2FAL concentration measured from oil samples is available for
new and existing transformers. The second ANN model proposed was based on predicting
the transformer LOL when the 2FAL and DP are available to the utility owner, typically
for the transformer operating at the site where un-tanking the unit will be a daunting and
unfeasible task. The training and testing procedures databank was based on the dataset
of the 2FAL and DP from a fleet of transformers and measured from laboratory analysis.
The correlation coefficient of 0.964 was ascertained when the DP was predicted using the
2FAL measured in oil. On the ANN model, a correlation coefficient of 0.999 was obtained,
against the practical data where one can make a reliable prediction of transformer LOL
concerning the 2FAL generated and the amount of DP present produced. It was found that
this model can be used to predict the DP and LOL of new and existing transformers at the
manufacturer’s premises and operating in the field, respectively.

This work provides critical knowledge for the electrical energy industry as well as
beneficial attributes for future preparation. Operational planning for electrical generation,
transmission, and distribution networks can perhaps be designed with greater reliability.
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Abstract: In South Africa, the growing power demand, challenges of having idle infrastructure,
and power delivery issues have become crucial problems. Reliability enhancement necessitates a
life-cycle performance analysis of the electrical power transformers. To attain reliable operation
and continuous electric power supply, methodical condition monitoring of the electrical power
transformer is compulsory. Abrupt breakdown of the power transformer instigates grievous economic
detriment in the context of the cost of the transformer and disturbance in the electrical energy supply.
On the condition that the state of the transformer is appraised in advance, it can be superseded to
reduced loading conditions as an alternative to unexpected failure. Dissolved gas analysis (DGA)
nowadays has become a customary method for diagnosing transformer faults. DGA provides the
concentration level of various gases dissolved, and consequently, the nature of faults can be predicted
subject to the concentration level of the gases. The prediction of fault class from DGA output has
so far proven to be not holistically reliable when using conventional methods on account of the
volatility of the DGA data in line with the rating and working conditions of the transformer. Several
faults are unpredictable using the IEC gas ratio (IECGR) method, and an artificial neural network
(ANN) has the hindrance of overfitting. Nonetheless, considering that transformer fault prediction is
a classification problem, in this work, a unique classification algorithm is proposed. This applies a
binary classification support vector machine (BCSVM). The classification precision is not reliant on the
number of features of the input gases dataset. The results indicate that the proposed BCSVM furnishes
improved results concerning IECGR and ANN methods traceable to its enhanced generalization
capability and constructional risk-abatement principle.

Keywords: dissolved gas analysis (DGA); IEC gas ratio; transformer; faults; binary classification
support vector machine (BCSVM)

1. Introduction

It is well documented that the power supply system is a composite network comprising
several customers, i.e., residential, industrial, etc., operating at distinct voltage levels [1,2].
This distinct voltage level is facilitated using power and distribution transformers [2]. Con-
sequently, the high degree of operational reliability and lucrative operation of the electrical
transformers and, thereby, the power system are of considerable engineering significance. It is
recognized that the performance and planned life span of a transformer is assignable to the
decomposition of the dielectric system [3]. Moreover, this chain of events requires efficacious
condition-monitoring procedures and diagnostic tools. For this reason, condition monitoring
of dielectric oil and cellulosic paper insulation is an absolute priority to achieve a planned
operational lifetime and to evade destructive failures of electrical transformers. Dissolved gas
analysis (DGA) is a robust and generally acknowledged diagnostic tool in the transformer
manufacturing industry. This is because DGA has the potential to divulge the electrical and
thermal stresses predominating with transformer dielectric oil and cellulosic paper insulation.
Prospective examination approaches for DGA fault diagnosis are reported in [4]. By and
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large, DGA fault diagnostic methods demonstrate high equivocation in examining the fault
gases, given the nonlinear comportment of the fault gases and various problems with DGA
fault diagnosis methods. The production of dissolved gases has a nonsequential connection
with transformer duration of operation and insulation aging indicators, i.e., interfacial ten-
sion, furan, acidity, etc. [5]. This nonsequential comportment gives rise to intricacy in fault
recognition when artificial intelligence algorithms are employed.

A handful of investigators have employed diverse intelligent methods comprising
artificial neural networks (ANNs), fuzzy logic (FL), decision trees, etc. for diagnosing DGA
faults [6,7]. As a result of the dubious accuracy and high equivocation in the classification
of DGA faults, modern computational methods have been reported in recent years. These
methods comprise machine learning algorithms and optimization algorithms. It is recog-
nized that multidimensional and astronomical data samples are necessitated for training
these algorithms to be efficacious. A handful of researchers have adopted these algorithms
for diagnosing transformer DGA faults [8–10].

The current research contribution—This work presents a detailed investigation of
transformer fault identification. Various open issues and research challenges in transformer
fault identification using classical methods have been highlighted. The contributions of
this research work are indicated as follows.

• A BCSVM is proposed for identifying a set of five transformer faults using 70% of
the oil samples for training and 30% for training the proposed model, with 30-fold
cross-validation applied in the training dataset. The proposed approach yields higher
accuracy than ANN and the IEC method.

• The classification accuracy of the considered DGA samples is investigated by consider-
ing various machine learning algorithms, i.e., linear SVM, quadratic SVM, cubic SVM,
fine Gaussian SVM, medium Gaussian SVM, and coarse Gaussian SVM, and compar-
ing them in terms of accuracy (in percentage), prediction speed (objects/second) and
training time (in seconds).

• A case study based on 14 transformer samples is presented using practical DGA data
sets supplied by a South African manufacturer to comprehend fault classification
proficiency in terms of accuracy of ANN and IEC methods and practical data versus
the accuracy obtained in recent works.

The novelty of the current research—The fundamental purpose of this study is to
ascertain a reliable transformer fault diagnosis approach using DGA and the application
of the artificial intelligence technique for fault diagnosis in power transformers. Notwith-
standing that numerous research workers have worked on the application of AI to diagnose
transformer faults, as shown in Table 1, very seldom has research been published on fault
diagnoses using BCSVM, particularly in transformer condition assessment. A reliable fault
classification and prediction algorithm are crucial criteria for developing an efficient fault
identification system. Three methods are considered a benchmark of the proposed method,
and it was found that the IECGR method yields a “not detectable” response to some of
the set of studied case studies and ANN yields a higher fault class than the actual fault in
some oil samples due to model overfitting. However after the application of the proposed
BCSVM algorithm, the “not detectable” samples were effectively identified.

Many works compared the classical DGA methods in their investigations. Though
there is similar work, in the current investigation, various machine learning (ML) algorithms,
i.e., linear SVM, quadratic SVM, cubic SVM, fine Gaussian SVM, medium Gaussian SVM, and
coarse Gaussian SVM, are compared in terms of accuracy (%), prediction Speed (objects/sec)
and training time (sec). In the current study, the effect of the dissolved gas concentration
levels is studied exclusively. This parameter is adopted for examining the performance of ML
algorithms and two different diagnostic methods. From this investigation, it may be concluded
that the proposed BCSVM algorithm is reliable in accurately diagnosing transformer faults
using dissolved gas concentration levels in parts per million (ppm).
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Table 1. Summary of applicable works.

Ref. No Year Method Summary

[11] 2020 SVM, ANN
The transformer condition is monitored daily and
yields a precision of about 81.4% and 76%. The
precision can be further increase.

[12] 2021 SVM, Bat algorithm The study considers 160 data samples. which yield an
accuracy of about 93.75%

[13] 2022 SVM, seagull optimization algorithm 180 field transformers are considered, and the
proposed method yields an accuracy of 91.67%

[14] 2019 Least-square SVM, grey wolf
optimization

MATLAB is utilized to classify transformer faults and
yields an accuracy of 97.45%. The quantity of the data
has not been highlighted.

[15,16] 2018 SVM, particle swarm optimization
Transformer faults are diagnosed using 118 databases
adopted from the IEC TC 10 database and yield the
highest accuracy of 85.71%

The manuscript organization—This research has been structured as follows. Section 2
presents the fundamental principle of the SVM algorithm and proposed BCSVM. Section 3
presents the results and discussion of the proposed algorithm for fault diagnosis of trans-
formers. A corroboration of the proposed algorithm with the real sample datasets from
local transformer companies in South Africa is presented. Lastly, Section 4 provides a
conclusion of the manuscript.

2. Materials and Methods

2.1. Transformer Fault Classification Procedure

Transformer faults can be recognized in conformity with the dissolved gases prolif-
erated attributable to the heating of the dielectric oil and the gases that are prevailing at
diverse temperatures, i.e., hydrogen (H2), carbon monoxide (CO), methane (CH4), ethane
(C2H6), ethylene (C2H4), acetylene (C2H2), and carbon dioxide (CO2). Nevertheless, five
gases, i.e., H2, CH4, C2H4, C2H6, and C2H2, are considered in this research in classifying
transformer faults. A set of five transformer conditions, including no fault (NF), partial
discharge (PD), and thermal fault conditions, are discerned.

2.2. The Fundamental Principle of the SVM Algorithm

SVM is a vigorous supervised learning technique for developing a dataset classifier.
SVM purports to establish a decision boundary among two classes of datasets that facilitate
the forecasting of data labels from one or several feature vectors [11–17]. A decision
boundary can be described as the area of a problem space whereupon the output dataset
label of a classifier is equivocal. This decision boundary is referred to as the hyperplane,
and it is positioned such that it is furthest from the nearest datasets from other classes.
These nearest data points are so-called support vectors. The learning procedure of the SVM
is illustrated in Figure 1. The SVM learns based on the training dataset entered. Then, the
validation dataset is applied to determine the learning performance of the trained SVM
algorithm. The trained SVM algorithm model is then applied to classifying samples of
unknown test datasets.

Considering a tagged SVM training dataset, the latter can be expressed as follows
in Equation (1).

(x1, y1), . . . (xn, yn), xi ∈ Rd and y ∈ (−1,+1) (1)

Here,
i¯Training compound
xi¯Feature vector (predictors)
yi¯Class label
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Figure 1. The learning procedure of an SVM classifier.

An optimal hyperplane can therefore be expressed as follows in Equation (2).

wxd + b = 0 (2)

Here,
w¯Weight vector
x¯Input feature vector,
b¯is the bias.
For all elements of the training dataset, the values of w and b must fulfill the conditions

of the inequalities expressed in Equations (3) and (4).

wxi
T + b ≥ +1 if yi = 1 (3)

wxi
T + b ≤ −1 if yi = −1 (4)

The purpose of training an SVM algorithm is to ascertain the w and b such that
the hyperplane isolates the data points and makes the best use of the margin 1

||w ||2 . In

Figure 2, the vectors xi with the property that |yi|
(
wxi

T + b
)

= 1 will be appellate as
support vectors [12].

An alternative to a linear SVM classifier for the nonlinear application of the SVM is
the kernel technique, which allows the modelling of higher dimensional and nonlinear
models [11–16]. For a nonlinear problem, a kernel function can be employed to append
supplemental dimensions to the coarse data and therefore create a linear problem in the
eventuating higher dimensional space. In a nutshell, a kernel function, which is expressed
as shown in Equation (5), can facilitate carrying computations rapidly, which would in
other respects necessitate high dimensional space computations.

K(x, y) = < f (x), f (y) > (5)
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Here,
K¯Kernel function
x, y¯n dimensional inputs
f ¯Map function of the input from n dimensional to m dimensional space
< f (x), f (y) >−Indicate the dot product

Figure 2. Linear SVM model classifying red vs. blue data points.

Using kernel functions, the computation of the scalar product of data points in a higher
dimensional space except specifically evaluating the mapping from the input space to the
higher dimensional space can be conducted. In many instances, calculating the kernel is
straightforward whereas in the high dimensional space, calculating the inner product of
feature vectors is complex. The feature vector for even straightforward kernels can inflate
in dimensions, and kernels such as the radial basis function (RBF) kernel can be expressed
as follows in Equation (6).

KRBF(x, y) = e(−γ||x−y||2) (6)

The proportionate feature vector is incalculable dimensionally. Even so, calculating
the kernel is nearly insignificant. Contingent on the essence of the problem, it is likely that
one kernel can be a whole lot better than other kernels. An optimum kernel function can be
chosen from an established set of kernels numerically in an extremely thorough and careful
manner by applying cross-validation.

2.3. Proposed BCSVM Algorithm

In the current study, DGA oil samples were obtained from mineral oil-immersed
transformers in the field owned by different local independent power utilities. The compre-
hensive flow diagram of the proposed BCSVM is illustrated in Figure 3.

• Initially, the concentration levels of five feature gases are ingested as inputs to the first
SVM (SVM 1). It will distinguish whether the oil samples represent a normal or faulty
condition. If the sample is in normal condition, the algorithm ends.

• Secondly, if the SVM1 output has identified a fault condition, it is further ingested
as input to the second SMV (SVM 2) which then distinguishes whether the fault is a
thermal fault class or an electric discharge fault.

• Thirdly, if the fault class is pigeonholed as a PD fault, then it will be ingested as input to
the third SVM (SVM 3), which will then distinguish whether the fault is PD1 or PD2.
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• At the same time, if the fault is categorized as a thermal (T) fault, then it will be
ingested as input to the fourth SVM (SVM 4) which will distinguish whether the fault
is a T1 or T2 fault as demonstrated.

 
Figure 3. Proposed BCSVM classification tree.

To evaluate the statistical significance of the experimental DGA dataset, a single-factor
ANOVA was employed. The results are illustrated in Table 2.

Table 2. Statistical analysis of experimental DGA dataset.

Source of Variation SS df MS F p-Value F Crit

Between Groups 4.7231 × 1011 5 9.4463 × 1010 5.33534763 9.1433 × 10−5 2.23578833
Within Groups 7.3299 × 1012 414 1.7705 × 1010

Total 7.8022 × 1012 419

It can be observed from the p-value of 9.1433 × 10−5 (<α = 0.05), that the experimental
DGA results are statistically significant.

The sensitivity analysis of the input gases was carried out by adopting descriptive
statistics analysis (DSSA), as shown in Table 3. DSSA examines the quantitative perfor-
mance of the input dataset features.

The complexity of the proposed solution design is demonstrated in Figure 4. The
latter is partially based upon the related state of the problem diagnosing transformer
faults and solution of DGA and artificial intelligence knowledge. Additionally, this can
be illustrated in terms of a solution design complexity heatmap comprising all the main
activities undertaken.
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Table 3. Descriptive statistics sensitivity analysis of input gases.

Parameter H2 CH4 C2H2 C2H4 C2H6 CO

Mean 38,978.9143 28,260.8571 10,6671.346 94,012.2143 29,719.6571 24,078.9143
Standard Error 13,315.308 10,012.6008 25,868.0788 19,828.9585 10,192.548 8590.25301

Median 3895.5 835 311.5 4908 4028.5 3269
Mode 0 744 2 11 220 300

Standard Deviation 111,403.859 83,771.4282 21,6427.875 165,900.97 85,276.9749 71,871.2131
Sample Variance 1.2411 × 1010 7,017,652,184 4.6841 × 1010 2.7523 × 1010 7,272,162,445 5,165,471,270

Kurtosis 8.06695552 11.282565 1.63684628 0.37595746 9.53422061 11.585725
Skewness 3.0627171 3.35926699 1.8135374 1.47653406 3.22003396 3.52177109

Range 487,297 449,556 683,643 478,904 404,053 348,857
Minimum 0 0 0 0 0 0
Maximum 487,297 449,556 683,643 478,904 404,053 348,857

Sum 2,728,524 1,978,260 7,466,994.22 6,580,855 2,080,376 1,685,524
Count 70 70 70 70 70 70

Confidence Level (95.0%) 26,563.3126 19,974.592 51,605.4051 39,557.6899 20,333.5769 17,137.0858

Figure 4. Complexity of the proposed BCSVM classification tree.

The red regions reveal locales of conceivably sheer complexity. The green regions
denote locales of conceivably little complexity.

3. Results

In this section, the results are presented and discussed. The transformer oil testing
samples based on mineral oil were abstracted from a South African transformer manufac-
turer after laboratory analysis. The BCSVM training phase was ingested with 70% of the oil
testing samples and tested using 30% of the transformer oil samples. This investigation was
conducted by employing the classification learner app in the MATLAB_R2018a software
platform. Once the oil samples dataset was trained, the veracity of the distinctive SVMs
was corroborated. The configuration matrix of a particular SVM that provides the highest
degree of accuracy was selected and imported to predict the new testing data sample. The
fault class prediction for the new data sample is carried out by utilizing Equation (7).

y f it = f itcecoc(Tbl, ResponseVarName) (7)

Here,
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Tbl¯Multiclass predictor variables in table
ResponseVarName¯Response variables

3.1. Training and Testing of SVM 1

The training and testing of SVM 1 are designed to categorize between the transformer’s
normal and faulty conditions. The training stage was carried out using 70 oil samples with
fault and normal conditions. A total of 14 oil data samples were then used in testing SVM 1.
The results indicated that all the new oil data samples were pigeonholed accurately. The se-
lection response and predictors selected by SVM1 using the ingested data are demonstrated
in Figure 5. A 30-fold cross-validation has been selected.

 

Figure 5. The dataset variables were selected by the SVM 1 classifier.

The dissolved gases were automatically placed as the predictors and the fault type as
the response. In the SVM 1 algorithm H2 and C2H2 was considered to acquire the desired
output. The characterization of H2 versus C2H2 is illustrated in Figure 6.

Further, various ML algorithms, i.e., linear SVM, quadratic SVM, cubic SVM, fine
gaussian SVM, medium Gaussian SVM, and coarse Gaussian SVM, are compared in terms
of accuracy (%), prediction speed (objects/sec) and training time (sec), as tabulated in
Table 4. The testing and calculation of the accuracy of referenced algorithms tested on the
same data were evaluated based on the percentage of accuracy to classify fault type, the
prediction speed and the training time of the respective algorithm.

Table 4. SVM 1 DGA classification outcomes.

Type Accuracy (%) Prediction Speed Training Time (sec)

Linear SVM 81.4 260 7.0125
Quadratic SVM 92.9 360 1.6171

Cubic SVM 58.6 370 53.793
Fine Gaussian SVM 80.0 360 1.3882

Medium Gaussian SVM 68.6 380 1.4147
Coarse Gaussian SVM 68.6 340 1.4259

In the SVM 1 algorithm, the quadratic SVM provides the highest degree of accu-
racy, and the corresponding configuration matrix shown in Figure 7 was imported to the
workspace to predict the new testing data samples.

138



Energies 2022, 15, 9030

Figure 6. H2 versus C2H2. Blue and orange (•)—raw data, orange and blue (×)—predicted data.

Figure 7. SVM 1 confusion matrix.
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3.2. Training and Testing of SVM 2

The training and testing of SVM 2 were purposed to categorize between PD and T
faults. The training stage was carried out by using a total of 15 oil data samples with T
fault and with PD fault conditions respectively. Subsequently, a total of 15 oil data samples
were utilized in testing SVM2. The results indicated that a total of 14 oil data samples were
classified accurately. The selection of the response and predictors selected by SVM 2 using
this ingested data is demonstrated in Figure 8. A 30-fold cross-validation was selected.

 

Figure 8. The dataset variables selected by the SVM 2 classifier.

The dissolved gases were automatically placed as the predictors and the fault type
as the response. In the SVM 2 algorithm, CH4 and C2H2 were considered to acquire the
desired output. The characterization of CH4 versus C2H2 is illustrated in Figure 9.

Figure 9. CH4 versus C2H2. Blue and orange (•)—raw data, orange and blue (×)—predicted data.
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Further, the various ML algorithms were compared in terms of accuracy (%), prediction
speed (objects/sec) and training time (sec), as tabulated in Table 5.

Table 5. SVM 2 DGA classification outcomes.

Type Accuracy (%) Prediction Speed Training Time (sec)

Linear SVM 96.9 170 2.0822
Quadratic SVM 81.2 180 1.3123

Cubic SVM 81.2 170 1.3312
Fine Gaussian SVM 96.9 170 1.3723

Medium Gaussian SVM 96.9 140 1.5766
Coarse Gaussian SVM 96.9 120 1.9193

In the SVM 2 algorithm, the linear SVM, fine Gaussian SVM, medium Gaussian
SVM and coarse Gaussian SVM provided the highest degree of accuracy and the coarse
corresponding configuration matrix shown in Figure 10 was imported to the workspace to
predict the new testing data samples.

Figure 10. Confusion matrix for SVM 2 classifier.

3.3. Training and Testing of SVM 3

SVM 3 was trained and tested to classify PD1 and PD2 faults. The training stage
was conducted by using a total of 8 oil data samples with a PD1 fault condition and a
total of 7 data samples with a PD2 fault condition. Therefore, a total of 10 data samples
were utilized in the testing of SVM. The results indicated that all the data samples were
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pigeonholed accurately. The selection of responses and predictors selected by SVM 3 using
the ingested data is demonstrated in Figure 11.

 

Figure 11. The dataset variables were selected by the SVM 3 classifier.

The dissolved gases were automatically placed as the predictors and the fault type
as the response. In the SVM 3 algorithm, C2H2 and C2H4 were considered to acquire the
desired output. The characterization of C2H2 versus C2H4 is illustrated in Figure 12.

Figure 12. C2H2 versus C2H4. Blue and orange (•)—raw data, orange and blue (×)—predicted data.

Further, the ML algorithms, were compared in terms of accuracy (%), prediction speed
(objects/sec) and training time (sec), as tabulated in Table 6.

142



Energies 2022, 15, 9030

Table 6. SVM 3 DGA classification outcomes.

Type Accuracy (%) Prediction Speed Training Time (sec)

Linear SVM 95.2 160 1.465
Quadratic SVM 95.2 160 0.967

Cubic SVM 100 130 1.008
Fine Gaussian SVM 90.5 150 0.989

Medium Gaussian SVM 90.5 160 0.941
Coarse Gaussian SVM 90.5 140 1.055

In the SVM 3 algorithm, linear SVM, quadratic SVM, and cubic SVM provided the
highest degree of accuracy, with cubic SVM yielding 100% accuracy, and the corresponding
configuration matrix shown in Figure 13 was imported to the workspace to predict the new
testing data samples.

Figure 13. Confusion matrix for SVM 3 classifier.

3.4. Training and Testing of SVM 4

The training and testing of SVM 4 were purposed to categorize between T1 and T2
fault classes. SVM 4 was trained by a total of 8 data samples with a T1 fault condition and
a total of 7 data samples with a T2 fault condition. Consequently, a total of 10 data samples
were used in testing SVM 4 and the results showed that 9 data samples were classified
fittingly. The complete BCSVM was tested using 26 DGA data samples, and 24 samples
were pigeonholed rightly. The precision of the overall BCSVM was 92%. The selection of
responses and predictors selected by SVM 4 using the ingested data are demonstrated in
Figure 14.
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Figure 14. The dataset variables were selected by the SVM 4 classifier.

The dissolved gases were automatically placed as the predictors and the fault type as
the response. In the SVM 3 algorithm, H2 and CH4 were considered to acquire the desired
output. The characterization of H2 versus CH4 is illustrated in Figure 15.

Figure 15. H2 versus CH4. Blue and orange (•)—raw data, orange and blue (×)—predicted data.

Further, the ML algorithms were compared in terms of accuracy (%), prediction speed
(objects/sec) and training time (sec), as tabulated in Table 7.
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Table 7. SVM 4 DGA classification outcomes.

Type Accuracy (%) Prediction Speed Training Time (sec)

Linear SVM 90.9 470 0.629
Quadratic SVM 100 480 0.253

Cubic SVM 90.9 390 0.242
Fine Gaussian SVM 100 410 0.254

Medium Gaussian SVM 100 390 0.275
Coarse Gaussian SVM 63.6 380 0.259

In the SVM 4 algorithm, quadratic SVM, fine Gaussian SVM, and medium Gaussian
SVM provided the highest degree of accuracy and the corresponding configuration matrix
shown in Figure 16 was imported to the workspace to predict the new testing data samples.

Figure 16. Confusion matrix for SVM 4.

4. Case Studies

In this section, various transformer case studies are presented to corroborate the
efficacy of the proposed BCSVM algorithm in identifying faults of an unknown dataset to
the proposed algorithm learning process. The training and testing of the datasets were not
examined from the same utility. The training data adopted from service field oil sample data
and the testing oil sample dataset were established by physical unit inspection, as shown
in Table 6. The latter will be an opportunity for examination of the proposed algorithm in a
more indubitable approach and realizing the capability to development of an efficacious
ML algorithm for field data enactment. In the proposed approach, six ML algorithms are
assessed for examining the correlation between the response and predictors.

The proposed BCSVM is evaluated in Table 8 against the actual, ANN and IECGR
techniques on a set of transformers’ DGA data that was not included in the training
of the proposed algorithm. A major strength of BCSVM is the 30-fold cross-validation
performance to circumvent overfitting problems.
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Table 8. DGA fault classification case studies.

H2 CH4 C2H4 C2H6 C2H2 Actual ANN IECGR BCSVM

302 490 360 182 95 T2 T2 ND * T2
32 2 1 1 0.05 PD1 PD2 PD1 PD1
13 9 6 41 0 NF NF NF NF

156 128 35 97 0 T1 T1 ND * T1
596 81 90 10 245 PD2 PD2 PD2 PD2
23 41 7 37 2 T1 T2 T1 T1

1772 3631 8481 1071 79 T2 T2 T2 T2
87 31 36 11 30 PD2 PD2 PD2 PD2
35 40 41 10 10 PD2 PD2 PD2 PD2

143 4 9 3 2 PD2 PD2 PD2 PD2
2587.2 7.882 1.4 4.7004 0 PD1 PD1 PD1 PD1
1676 653 1006 81 418 PD2 PD2 PD2 PD2
181 262 528 210 0 T2 T2 T2 T2
181 176 51 76 5 T1 T2 T1 T1

* ND—not detectable.

From Table 6, it is observed that the fault class tag T2 has low accuracy against the
actual data. Intriguingly, all other fault class tags performed well in the context of accuracy.
Additionally, the IECGR was unable to conclusively diagnose some of the faults due to the
limitations of the code ratios. Further, the proposed technique constitutes proof that it can
be reliably applied in the prediction of unknown oil sample datasets, predicting all the case
studies accurately.

5. Conclusions

The BCSVM construction for fault diagnosis of power transformers has been repre-
sented. Several faults are unpredictable by the IEC gas ratio (IECGR) method, which results
in an undetectable conclusion. When using ANN, given that it is excellent at learning, the
restraint of the inability of fuzzy logic to adapt the created rule base with the varying system
for indivisible and irregular data is eradicated. Nonetheless, ANN has the hindrance of
overfitting; therefore, it has lower generalization capability and provides circumscribed
precision to fault identification. To circumvent all these challenges, in this work, power
transformer fault identification was conducted by employing a binary classification support
vector machine (BCSVM). The case study results demonstrate that the proposed BCSVM
technique has a higher degree of diagnostic accuracy than the IECGR and ANN methods
owing to its enhanced generalization capability, and it can classify indivisible DGA datasets
by utilizing the kernel function.
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Abstract: The transportation sector accounts for more than 70% of Nigeria’s energy consumption.
This sector has been the major consumer of fossil fuels in the past 20 years. In this study, the
technical and economic feasibility of an electrical vehicle (EV) charging scheme is investigated based
on the availability of renewable energy (RE) sources in six sites representing diverse geographic
and climatic conditions in Nigeria. The HOMER Pro® microgrid software with the grid-search and
proprietary derivative-free optimization techniques is used to assess the viability of the proposed
EV charging scheme. The PV/WT/battery charging station with a quantity of two WT, 174 kW of
PV panels, a quantity of 380 batteries storage, and a converter of 109 kW located in Sokoto provide
the best economic metrics with the lowest NPC, electricity cost, and initial costs of USD547,717,
USD0.211/kWh, and USD449,134, respectively. The optimal charging scheme is able to reliably satisfy
most of the EV charging demand as it presents a small percentage of the unmet load, which is the
lowest when compared with the corresponding values of the other charging stations. Moreover, the
optimal charging system in all six locations is able to sufficiently meet the EV charge requirement
with maximum uptime. A sensitivity analysis was conducted to check the robustness of the optimum
charging scheme. This sensitivity analysis reveals that the technical and economic performance
indicators of the optimum charging station are sensitive to the changes in the sensitivity variables.
Furthermore, the outcomes ensure that the hybrid system of RE sources and EVs can minimize carbon
and other pollutant emissions. The results and findings in this study can be implemented by all
relevant parties involved to accelerate the development of EVs not only in Nigeria but also in other
parts of the African continent and the rest of the world.

Keywords: transportation sector; electrical vehicle; charging scheme; renewable energy sources;
sensitivity analysis

1. Introduction

The overall increase in population worldwide, accompanied by the contemporary tech-
nological revolution, has given rise to an excessively high rate of electricity consumption, a
critical problem that necessitates sustainable energy solutions [1,2]. In the Nigerian power
sector, most of the electricity supply is being secured through fossil fuels, namely natural
gas, which accounts for about 80% of the total fossil sources, and oil, from which most of the
remaining fossil power generation originates [3]. In fact, 80% of the country’s energy mix
takes the form of thermal generation sources, with the remaining 20% being derived from
hydropower and other renewable energy (RE) sources. The per capita CO2 emissions in
Nigeria had dramatically risen from about 0.08 metric tons in 1960 (when Nigeria attained
independence from Britain) to 0.67 metric tons in 2018 [4]. In fact, the contribution of the
country to the global pollutant emissions level has increased considerably over the past
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few decades. Nigeria’s total energy consumption in 2020 is about 164,013 kilotonne of oil
equivalent (ktoe), with the transportation sector alone contributing about 16,554 ktoe [5].
The transportation sector accounted for over 70% of Nigeria’s energy use [6]. This sector
has been the major consumer of fossil fuels in the past 20 years. Many countries, including
Nigeria, are looking toward mitigating the usage of conventional energy sources where
greenhouse gas (GHG) emission poses serious climate and environmental challenges. The
Nigerian government strives to promote the use of electric vehicles (EVs) in the country to
mitigate noise and air pollution, and in its effort toward that end, it is incorporating Evs in
its development plan for the National Automotive Industry [7]. Environmental and noise
pollution concerns, unstable cost and supply of petroleum products as well as efficiency
are the driving factors for the development and implementation of alternative means of
running vehicles in Nigeria.

Furthermore, the EV named Kona, which was the first one assembled in Nigeria,
was unveiled in 2020 [8], and it was stated [9] that it can be charged anywhere within the
five-year life of its storage device. The Nigerian JET Motor firm (JMF) launched its electric
van JET EV [10,11] with a moving range of more than 250 km [12], and meanwhile, the
Nigerian Siltech company introduced its electric bikes with a battery swapping technology.
Recently, the National Automotive Design and Development Council (NADDC) of Nigeria,
under the EV pilot program, has launched two solar energy-based EV charging stations
(EVCSs) in the western Nigerian cities of Lagos and Sokoto with a capacity of 86.4 kilowatts
per hour each [13]. The EVCS in the southeastern Nigerian city of Enugu is expected to be
unveiled soon to boost the Nigerian government’s commitment to efficient, cost-effective,
and eco-friendly vehicles [14,15]. The Lagos state government has given assurance towards
providing EVCSs to support the full utilization of EVs in the state [16]. The partnership
between JMC and GIG logistics (the country’s leading logistics company) to introduce
the first electric vans (Jet Mover) has resulted in the installation of EV charging station
infrastructures on the premises of this latter company. A charging station is capable of
charging two EVs at the same time to full capacity with two hours of charging. Each EV van
has a 107.8 kWh lithium-ion battery and can go a distance of about 300 km [17]. This shows
that the government and the private sectors are highly committed to the establishment of
EV pilot projects that support carbon neutrality. However, insufficiency in electrical power
supply, which is essential for the utilization of EVs, and the shortage in EV charging station
(CS) infrastructures are obstacles to a bright future for EVs in Nigeria.

In addition, wind and solar power have become essential and common technologies
for electricity production due to the recent technological advancements in power electronic
storage systems as well as the price reduction of the required devices [18]. According to
Aliyu et al. [19], with an average of 6 h of daily sunshine being captured over 1% of land
size for the solar photovoltaic (PV) system, Nigeria has the potential to generate annual
electrical energy of about 1,850,000 GWh. The coastal and offshore regions, hilly areas of
the north, middle belt mountainous terrains, as well as northern fringes of the country are
windy with the potential for harvesting great wind power all over the year [20]. Moreover,
it was indicated by Nehrir et al. [21] that renewable energy sources (RESs) such as solar
energy (SE) and wind energy (WE) have more benefits in terms of electricity generation
compared to other sources in addition to being freely available in nature. The integration
of solar and wind systems with storage devices, either as standalone microgrids or with a
utility grid network, has proven to save a substantial amount of carbon dioxide (CO2) and
other pollutant emissions, thereby making such microgrids environment-friendly [22]. The
microgrid could serve as a green solution for the EVCS energy demand. The utilization of
solar and wind energies incorporated with a better end-use efficiency will almost definitely
be needed to cope with the increasing energy charging demand from EVs for sustainable,
eco-friendly, and affordable power supply as the use of fossil fuels is gradually destroying
the atmosphere and creating adverse and alarming climatic conditions.

Additionally, to solve the problem of everyday power outages, which could affect the
operational time and efficiency of EVs in the country due to insufficient generation, the
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Nigerian government has unveiled plans to increase the power generation from fossil fuels
to 18,200 MW [23] and targeted 30% of the gross electricity generation from renewable
energy (RE) resources by the year 2030 [24]. This shows that the future energy plan still
targets enormous electricity generation from resources that pollute the environment and
put the ecosystem in danger [25]. The sustainable development goal of the country can be
accomplished via the adequate provision of reliable and affordable electricity supply from
RE sources for various applications, including EVCS systems, in addition to preserving
environmental integrity [26].

2. Literature Review

Various studies have been carried out to optimally design and techno-enviro-economically
investigate the performance of EVCS systems and the Vehicle-to-Grid (V2G) technology strat-
egy using different techniques and tools. Among the works assessed in the literature, few have
simultaneously considered locations with diverse geographical characteristics and climatic
conditions for the design and analysis of EVCS systems. The system topology, operating
mode, locations, sensitivity, and evaluation variables using different optimization strategies
and methodologies for electric vehicle charging station (EVCS) design in many other parts
of the world are given in Table 1. Both grid-tied, hybrid models and standalone systems
for meeting EV charge demand have been effectively studied for EV charging applications,
but at a smaller number in a few locations around the world. Some studies have shown the
technical and economic advantages of using an off-grid system based on RESs for EV charging
to mitigate the burden and protect the utility grid network [14], while others have indicated
the environmental benefits of a standalone EVCS [26]. Observation of the various system
designs in Table 1 for the power supply of an EVCS conforms to our belief that no study has
been conducted so far in the whole of Africa, particularly in the Nigerian context, to design
and conduct a detailed performance assessment of a standalone system based on available
RESs for EV charging. Furthermore, a few studies (Table 1) have performed a sensitivity
analysis to check the resilience of the optimized system against uncertain variables. How-
ever, none of the few studies that actually performed some sort of sensitivity evaluation has
performed so as an in-depth sensitivity analysis considering variations in diverse, uncertain,
and critical parameters against the technical and economic performance of the selected EV
charging system.

By utilizing bio-gas sources, Karmaker et al. [27] designed a 20 kW EVCS with a
detailed feasibility assessment. The technical, environmental, and financial perspectives
relating to their proposed EV charging points were studied with the aid of the HOMER
optimization tool. Their outcome reveals the economic and environmental benefits of the
proposed EVCS system as compared to the utility grid-based charging points in Bangladesh.
The design and viability study of a specialized EV charging station model was investigated
using the grid analysis software tool known as HOMER (short for “Hybrid Optimization of
Multiple Energy Resources”). Based on three various cases of EV charging points analyzed,
a yearly profit of USD63,680 was provided in addition to recovering the charging station’s
installation costs in less than three years. The level-2 EVSE is the most effective, reducing
greenhouse gas emissions by 104 t [28]. The investigation of the environmental effect of the
carbon dioxide (CO2) emissions point of view embedded in green off-grid power schemes
and the assessment of the environmental impact of their execution in the electricity supply
of EVCS was conducted by Filote and Felseghi [29]. Their outcomes show that the clean
power schemes represent viable solutions for the autonomous electricity support of EVCSs,
being capable of supplying electric power based on 100% availability of on-site alternative
energy resources. Moreover, the mean cost of 1 kWh of energy produced by the evaluated
configurations is 4.3 times the mean unit cost of the EU electric distribution network
electricity. Machado et al. [30] investigated the techno-economic viability evaluation on
EV and RE integration as a case study, where three possible scenarios varying between a
grid-alone operation, the integration of RESs for providing electric power to the EVs and
a utility grid, together with the vehicle-to-grid (V2G) strategy were presented. The V2G
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scheme and the RE integration outcome indicated cost benefits along with minimal power
intake during the peak loading time of the design. The HOMER software was used by
Boddapati and Venkatesh [31] for the design of an EVCS by utilizing hybrid power sources
such as solar photovoltaic, wind, and diesel plants (DG). They indicated that the utility
power network-tied EVCS is more cost-effective than the standalone charging scheme.
Moreover, they also conducted a sensitivity evaluation to check the impact of some variable
parameters on the EVCS.

Furthermore, another study by Ye et al. [32] assessed the feasibility of a solar-based
EVCS model for application in Shenzhen City in China. The results of this study reveal
prospects of the proposed model in terms of emissions minimization and the satisfaction
of the huge demand needed for electric vehicles. The study also recommends that carbon
pricing promotes RE only when the cost of carbon is more than USD20/t. Moreover, a
technical and economic investigation of a standalone renewables-based EVCS to find the
optimum system to produce the needed charging demand per day was performed [33].
The outcomes of this investigation revealed that the optimized solution for the chosen
locations comprises a 250-kilowatt wind system with a 60 m hub height. Furthermore, the
optimum scenarios’ gross net present cost (NPC) varies between USD2.53M to USD2.92M,
while the cost of energy (COE) varies between USD0.285 and USD0.329 per kWh. Based
on the change in the feed-in tariff technique, a techno-economic performance investigation
of the V2G system model in Indonesia’s largest electricity grid network was performed [1].
The investigation indicated that the utilization of EVs can potentially reduce the peak hour
supply by about 2.8% and 8.8%, respectively, for coal and gas. From the electricity company’s
point of view and because of fuel replacement, the annual revenue can be improved by
around 3.65% with the vehicle-to-grid approach. The design and viability evaluation of
a RE-based hybrid EVCS system was carried out to lessen the stress on the electric utility
network system owing to the fast rise in electrical vehicles in Bangladesh [34]. The EVCS
system in [32] is designed using solar PV and a biogas system. The system configuration
estimates an energy cost of USD0.1302/kWh and a gross net present cost of USD56,202 at a
running cost of USD2540. Moreover, the system model minimizes carbon dioxide emission
by 34.68% in comparison to a traditional electric utility network-based CS.

Efficient, reliable, and cost-effective EV charging infrastructure is one of the main
factors that can facilitate the utilization and adoption of electric vehicles in Africa, partic-
ularly in Nigeria, to support the decarbonization of the economy and environment. It is
difficult to achieve an efficient and reliable EVCS in Nigeria with the current utility grid
network because of the so-far erratic and unreliable nature of that network. Therefore, an
autonomous RE-based system could provide clean, reliable, and cost-effective electricity
for EV charging. Moreover, since the adequate and effective use of RE sources for power
generation depends on the climatic conditions of a place and the massive and successful
roll-out of EVs is a function of the availability of reliable and cost-effective EV charging
infrastructures, it is important to come up with an alternative approach to designing an
efficient EVCS that can generate reliable, clean and cost-effective electricity. Currently,
there is no grid-independent hybrid EV charging station scheme under Nigerian conditions
that are readily available in the open literature. Therefore, this study strives to carry out
the design and performance assessment of a hybrid RE-based system to provide reliable,
eco-friendly, cost-effective electricity with enhanced efficiency for EV charging stations.
The proposed robust methodology intends to accurately investigate the establishment of
EV charging stations in Nigeria. This methodology is examined by considering different
optimal system configurations across the six geo-political zones with diverse geographical
characteristics and climatic conditions.

The operational behavior of the charging system was tested via sensitivity analysis to
check the robustness of the optimal charging scheme by varying some critical sensitivity
parameters. The HOMER Pro® software has been employed for the sizing and performance
assessment of the proposed charging station scheme owing to its precision, performance,
and efficiency in evaluating the optimum hybrid energy system configuration [35]. The
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grid-search and proprietary derivative-free optimization (GPDO) techniques were used in
the microgrid analysis tool to obtain the cost-effective, viable charging system.

Table 1. The EVCS system designs and sensitivity analyses conducted in previous works in the
open literature.

System Configuration
Operating
Mode

Country Sensitivity Variables Year Evaluation Parameters Refs

PV/Wind/Fuel cell/battery Off grid India Nil 2022 NPC/OPEX/COE [36]
PV/Grid/battery On/Off-grid Vietnam Solar EVCS 2021 NPC/COE/RF [37]
CPV/WT/Bio-Gen/FC/Battery Stand-alone Qatar WT hub heights. 2021 NPC/COE/Unmet load [33]
PV/Grid/Battery Grid-based India Nil 2021 RF/COE/Prod./GHG [28]
Wind/PV/battery Stand-alone Turkey Nil 2020 NPC/Prod./COE [38]
PV/Wind/Fuel cell/battery Off grid Romania Nil 2020 COE/NPC/GHG [29]
PV/WT/Grid/V2G Grid-tied/V2G Brazil Nil 2020 LCOE/Prod./NPV [30]
V2G technology Grid-based Indonesia Nil 2020 GHG/Energy-supply/cost [1]
PV/Biogas Gen/Grid/Battery On/Off-grid Bangladesh Nil 2018 NPC/COE/GHG [34]
DG/PV/Grid/Battery On/Off-grid Canada Nil 2017 NPC/COE/GHG [39]
PV/Grid/Battery Grid-tied Bulgaria Nil 2016 COE/NPC/GHG [40]
PV-Grid based Grid-tied China Economic variables 2015 COE/GHG/NPC [32]

3. Methodology

3.1. Microgrids Design and Optimization Tool (HOMER)

The hybrid optimization model for electric renewable (HOMER) simulation tool is
an important and widely used simulation software tool. It was developed in 1993 by the
National Renewable Energy Laboratory (NREL) in the USA [41]. The software is utilized for
analyzing various system design alternatives for both standalone and grid-tied designs in a
simplified way for different applications. The optimal evaluation simulation procedure of
the charging station models in the HOMER Pro® software is illustrated in Figure 1. Three
major tasks are accomplished here: simulation, optimization, and sensitivity evaluation. For
the simulation, HOMER models hourly the performance of each of the system subunits to
ensure the optimal possible matching between the energy demand and supply. It models
various system designs in the optimization section to find the systems that meet the technical
constraints as well as fulfill the charge demand at a low life-cycle cost.

Lastly, HOMER performs numerous optimization operations with various ranges of
input variables to check the effects of changes in input parameters on the selected system
in the sensitivity analysis section [42]. The input data required by HOMER are load profile,
meteorological resources, economic constraints, and system component specifications
(prices and sizes), which are used to provide a list of ranked feasible systems according
to the least total NPC and energy cost [43]. The modeling and optimization of different
hybrid energy systems were previously studied in the literature in terms of diverse techno-
economic and environmental parameters. Such a study was accomplished with the aid of
the HOMER analysis tools for both grid-connected and off-grid applications in different
parts of the world are presented in Table 2. This shows that HOMER software is an
important and widely used tool for the design and assessment of hybrid energy systems
worldwide. Therefore, the HOMER Pro® simulation tool is employed in the present analysis
for the optimal design and techno-economic viability analysis of the proposed renewable
energy-based EV charging station. In order to obtain a cost-effective feasible system, the
simulation tool utilizes the GPDO techniques [44].
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Figure 1. The evaluation process of the hybrid RE-based charging stations in HOMER Pro®.

Table 2. Hybrid renewable energy-based system models that were studied in different parts of the
world with the aid of the HOMER simulation tool.

System Configuration Application Country Simulation Tool/ Year Parameters Refs.

PV/WT/DG/BES Rural load Nigeria HOMER 2021 NPC/COE/GHG [45]
WT/DG/FC/BES Standalone Saudi Arabia HOMER 2021 NPC/COE [46]
WT/BES/PV/DG Off-grid Malawi HOMER 2021 COE/RF/NPV [47]
PV/BES/GRID On/Off Grid Iraq HOMER 2020 NPC/GHG/RF [48]
PV/BES Off-grid Morocco PVsyst/HOMER 2019 LCC/RF/COE [49]
WT/DG/BES Off-grid Pakistan HOMER/MATLAB 2019 THD/GHG/COE [50]
WT/PV/BES/DG Off-grid Bangladesh HOMER 2018 NPC/COE/GHG/ [51]
GRID/PV On-grid Saudi Arabia HOMER 2018 RF/NPC/COE [52]
PV/WT/BES/FC Off-grid UAE HOMER 2017 NPC/COE/GHG [53]
WT/PV/DG/BES Off-grid Canada HOMER 2016 GHGepc/COE [54]
WT/PV/BES/DG Off/On-grid Sri Lanka HOMER 2015 TNPC/LCOE [55]
PV/DG/BES Off-grid India HOMER 2014 NPC/RF [56]
PV/DG/BES Off-grid Saudi Arabia HOMER 2010 COE/RF [57]

3.2. Sites Details and Operating Strategy

The six locations selected in this study for the set-up of the proposed EV charging
station are shown on the map of Nigeria displayed in Figure 2. The considered case study
sites were selected from the North-Central (Minna), North-East (Maiduguri), North-West
(Sokoto), South-West (Ikeja), South-East (Enugu), and South-South (Port-Harcourt) geo-
political zones. The geographical coordinates of the case study sites are given in Table 3.
The selected and investigated locations are among the sites that the National Automotive
Design and Development Council (NADDC) of Nigeria is considering for the EV pilot
program initiatives.
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Figure 2. The map of Nigeria showing the case study sites. The star in the middle denote Abuja, the
Capital of Nigeria.

Table 3. Geographical coordinates of the case study sites.

State City
Geo-Political
Zone

Latitude (◦N) Longitude (◦E) Altitude (m)

Sokoto Sokoto North-West 13.0059 5.2476 293.00
Lagos Ikeja South-West 6.6018 3.3515 46.00
Enugu Enugu South-East 6.4483 7.5139 200.00
Rivers Port-Harcourt South-South 4.8472 6.9746 13.00
Borno Maiduguri North-East 11.8311 13.1510 325.00
Niger Minna North-Central 9.5836 6.5463 446.00

The power flow diagram of the proposed hybrid RE-EV charging station is depicted
in Figure 3. The wind turbines (WTs) are integrated into the hybrid charging station system
via the alternating current (AC) link, while the PV panels and the batteries storage are
connected through the direct current (DC) bus. The bi-directional converter keeps the flow
of electric power between the AC bus and DC link devices. It converts the electrical power
from DC to AC. In the inverter mode, it changes the electricity from DC to AC and from
AC to DC while operating as a rectifier.
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Figure 3. The energy flow schematic diagram of the suggested hybrid RE-based charging stations.

The flowchart for the assessment and the optimization evaluation utilized in the
HOMER Pro® microgrid software is illustrated in Figure 4. The objective function is to
find the sizes and working scenarios with the least lifespan and set up running costs
among the viable systems that satisfy the charging point demand. The minimization of the
objective function is based on certain constraint conditions. In this study, the following
constraints are considered: the maximum yearly capacity shortage, the minimum renewable
fraction, the renewable energy power output, and other standard technical constraints. The
decision parameters explored in this analysis are the sizes of the integrated components,
including the RE components, the battery storage device, and the converter. The values
and specifications of the system control variables, economics, and constraints utilized in
the analysis tool are given in Table 4. Because of the large financial cost produced by the
battery device replacement, a charging control technique and control approach is needed to
protect the storage device from over-charging and over-discharging [58]. The optimization
evaluation and the outcomes are based on the constraints, objective function, and decision
parameters. After calculating and modeling the load profile, inputting the resource data
based on the geographical location of the case study sites, and identifying and specifying
the predefined constraints and system components’ technical and cost details, the analysis
tool begins the simulation procedure. The simulation process ensured (via the optimization
section) that the charging station models that satisfy the technological constraints and meet
the EV charge demand at a low total net present costs are realized.

Table 4. The control variables, economics, and constraints utilized in the optimization tool [41,59,60].

Variables Unit Value

Initial state of charge (SOCinitial) % 100
Minimum SOC (SOCminimum) % 20
Consider ambient temperature impact Yes Yes
Tracking system No No
Considered PV panel slope Yes Yes
Allowing system with multiple sources Yes Yes
System design precision - 0.010
NPC precision - 0.010
Economics
Real discount rate % 14
Project lifetime years 25
Constraints
Minimum renewable fraction (RFminimum) % 0
Load in current time step % 10
Solar power output % 25
Wind power output % 50
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Figure 4. Assessment flowchart and optimization process utilized in the HOMER Pro® microgrid tool.

The other part of this study assesses and discusses sensitivity evaluation through
the variation of some system variables. Sensitivity analysis is capable of identifying the
most important variables of an investment due to the possibility of knowing in advance
the effect of input parameters with uncertainty on the system cost variables and can
be utilized in different contexts as well as in the assessment of investment projects [61].
The intermittent nature of RESs [62] and the change in load demand are the two major
parameters that influence the reliability and consistency in the power generation of any
renewable-based energy system. These variables can also impact the present and future
financial aspects of the system. Hence, sensitivity analysis is a more realistic and easier
technique for determining whether a specific investment is feasible or not. In the present
study, the wind speed, solar radiation, battery energy storage minimum state of charge
(BES SOCmin), maximum yearly capacity shortage, and EV charge demand are used as
sensitivity parameters.

3.3. Renewable Sources at the EVCS Case Study Locations
3.3.1. Wind Power Sources

In Nigeria, coastal, mountainous, and offshore sites are endowed with huge wind
power resources. The wind speed over the complex landscapes and the plain surface
ranges between 3.60 and 5.40 m per second in the north, whereas the south is characterized
by small wind resources with speeds ranging between 1.4 to 3.0 m per second. The
wind speed (WS) information obtained from the NASA Prediction of Worldwide Energy
Resources (POWER) database [63] over thirty years is given in Table 5. The wind data
show that there is a great change in the wind speed reported from November to March of
each year in the different locations. Observation of the wind speed information reveals
that the minimum and maximum wind speeds are reported in different months due to
distinctions in the geographical characteristics and climatic conditions of each site. The
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lowest wind speed recorded in Sokoto is 3.78 m/s (September), while those of Ikeja,
Enugu, Port-Harcourt, Maiduguri, and Minna were obtained at 2.65 m/s (December),
2.83 m/s (November), 2.43 m/s (December), 3.96 m/s (September), and 2.75 m/s (October),
respectively. Furthermore, the highest average wind speed values of 7.25 m/s (January),
4.9 m/s (August), 5.03 m/s (August), 4.0 m/s (August), 7.12 m/s (February), and 5.69 m/s
(January) were reported in Sokoto, Ikeja, Enugu, Port-Harcourt, Maiduguri and Minna,
respectively with a yearly average of 5.44 m/s, 3.81 m/s, 4.09 m/s, 3.15 m/s, 5.50 m/s, and
3.97 m/s, respectively.

Table 5. Wind speed data of the case study sites for EVCS (m/s) [40].

Month Locations

Sokoto Ikeja Enugu Port-Harcourt Maiduguri Minna

January 7.25 3.07 3.83 2.81 6.78 5.69
February 7.07 3.61 3.76 3.01 7.12 5.01
March 6.25 4.04 4.14 3.12 6.77 4.00
April 5.23 4.10 4.40 3.05 5.49 3.75
May 5.10 3.78 4.18 2.95 4.96 3.45
June 5.19 4.16 4.55 3.36 5.20 3.37
July 4.79 4.84 5.00 3.83 4.97 3.54
August 3.97 4.90 5.03 4.00 4.21 3.51
September 3.78 4.28 4.41 3.60 3.96 2.86
October 4.09 3.50 3.65 3.05 4.11 2.75
November 5.68 2.74 2.83 2.56 5.86 4.23
December 6.90 2.65 3.33 2.43 6.56 5.48
Average 5.44 3.81 4.09 3.15 5.50 3.97

3.3.2. Solar Power Resources

Nigeria lies between latitudes 4◦ and 14◦ N (slightly north of the equator), and longi-
tudes 2◦ and 15◦ E (slightly east of the prime meridian). The whole country falls within
an area where sunshine is plentiful. Due to its location, the country’s solar radiation is
relatively well distributed, and the yearly daily mean varies from about 3.5 kWh/m2 in
the coastal part to 7.0 kWh/m2 in the far northern part [64]. The solar irradiation details
of the selected sites are again retrieved from the NASA POWER database (for a period of
twenty-two years) [63] by specifying the coordinates of the selected zones for the planned
installation of RE-based EV charging schemes. The changes in the monthly mean solar
irradiation of the different locations are presented in Table 6. The annual average values of
6.24, 4.74, 4.93, 4.13, 5.90, and 5.49 kWh/m2/day were obtained for Sokoto, Ikeja, Enugu,
Port-Harcourt, Maiduguri, and Minna, respectively. The corresponding minimum and
maximum radiations of 5.25, 3.95, 3.91, 3.11, 5.14, and 4.36 kWh/m2/day at a clearness
index of 0.64, 0.394, 0.381, 0.315, 0.491, and 0.419 and 7.15, 5.49, 5.74, 5.24, 6.7, and 6.26
kWh/m2/day at a clearness index of 0.678, 0.556, 0.58, 0.550, 0.661, and 0.611 were reported
in various months. Moreover, the yearly mean air temperatures of 27.92, 25.92, 25.21, 25.59,
28.00, and 25.01 ◦C were reported for Sokoto, Ikeja, Enugu, Port-Harcourt, Maiduguri, and
Minna for about 30 years [63] as depicted in Table 7.

Table 6. Solar radiation data of the case study sites for EVCS (kWh/m2/day) [40].

Month Locations

Sokoto Ikeja Enugu Port-Harcourt Maiduguri Minna

January 5.47 5.28 5.68 5.24 5.61 5.72
February 6.41 5.49 5.74 5.13 6.30 6.01
March 6.87 5.46 5.57 4.73 6.70 6.26
April 7.15 5.21 5.25 4.50 6.62 6.12
May 7.03 4.76 4.94 4.09 6.36 5.73
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Table 6. Cont.

Month Locations

Sokoto Ikeja Enugu Port-Harcourt Maiduguri Minna

June 6.91 4.04 4.54 3.45 5.97 5.17
July 6.26 3.95 4.14 3.11 5.43 4.64
August 5.73 3.98 3.91 3.42 5.14 4.36
September 6.01 4.09 4.19 3.22 5.57 4.82
October 6.03 4.55 4.57 3.60 5.89 5.42
November 5.79 4.95 5.11 4.18 5.84 5.85
December 5.25 5.17 5.46 4.88 5.35 5.73
Average 6.24 4.74 4.93 4.13 5.90 5.49

Table 7. Air temperature data of the case study sites for EVCS (degree celsius) [40].

Month Locations

Sokoto Ikeja Enugu Port-Harcourt Maiduguri Minna

January 23.03 25.90 24.02 25.40 23.35 22.90
February 25.91 26.94 25.68 26.43 26.16 25.19
March 29.71 27.22 26.60 26.73 29.98 27.20
April 32.84 26.99 26.62 26.53 32.77 27.49
May 33.00 26.53 26.16 26.19 32.77 26.52
June 31.06 25.59 25.29 25.31 30.94 25.41
July 28.48 24.65 24.60 24.61 28.17 24.48
August 26.80 24.41 24.58 24.52 26.61 24.23
September 27.09 24.92 24.78 24.83 27.23 24.82
October 27.86 25.55 25.05 25.26 28.22 25.19
November 25.91 26.27 25.27 25.77 26.16 24.04
December 23.37 26.01 23.92 25.53 23.64 22.65
Average 27.92 25.92 25.21 25.59 28.00 25.01

3.4. Mathematical Representation and Specifications of the Hybrid System Components
3.4.1. Wind Turbine System

The detailed technical information of the considered wind turbine (WT) is given in Table 8,
while its cost data are presented in Table 9 [44]. The Weibull k parameter is a measure of the
long-period distribution of wind speed (WS) for a year, taken herein as 2. The diurnal pattern
strength, specified as 0.25, is a measure of how strong WS depends on the daytime, while the 1 h
autocorrelation factor in the HOMER Pro® software is a measure of the hour–hour randomness
of WS, considered as 0.85. The hour of peak WS is taken as 15. The quantities of WTs needed
to reliably satisfy the EV charging requirement at a low cost are optimized. The relationship
between the output power and the WS is illustrated via the WT power curve in Figure 5. The
mechanical power Pm of the WT with regard to the air density ρ (1.22 kg/m3), surface area A
swept by the rotor (m2), and velocity V are evaluated as:

Pm =
1
2
× ρ × A × V3 (1)

Table 8. Technical specification of the WT.

Wind Turbine Values

Name/Model XANT M-21
Rated capacity 100 kW
Rotor diameter 21 m
Hub height 31.8 m
Cut-in WS 3 m/s
Rated WS 11 m/s
Lifetime 20 years
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Table 9. Economic data of the hybrid energy system components.

Components Capital Cost Cost of Replacement Maintenance Cost Reference

PV panels USD1500/kW USD1000/kW USD10/kW/year [65]
Wind turbine USD50,000/unit USD50,000/unit USD2500/year/unit [44]
Converter USD200/kW USD200/kW - [50]
Batteries USD176/unit USD176/unit USD8/unit/year [50]

Figure 5. The WT power curve.

The electrical power Pe in terms of the power coefficient Cp is given as:

Pe =
1
2
× ρ × Cp × A × V3 × 10−3, (2)

3.4.2. Solar Photovoltaic System

In this study, the SunPower X21-335-BLK PV panel was selected due to its high
efficiency. The details of the cost variables associated with the PV panel are given in Table 9.
The mean efficiency of the solar panel is 21%. The technical specification of the solar
photovoltaic is presented in Table 10 [41]. The panel has 96 monocrystalline cells at nominal
power and operating cell temperature of 0.335 kW and 43 ◦C, respectively. The sizes of PV
panels needed to efficiently meet the EV charge demand are optimized. The output power
PPV of the PV module is analyzed in terms of the solar irradiation, de-rating factor, and
temperature influence as follows [65]:

PPV = YPV PV(
GT

GT,STC
)[1 + αP(TC − TC,STC)] (3)

where YPV refers to the PV power output under standard test conditions (STC) in kW, PV
represents the PV de-rating factor (%), GT is the solar radiation incident on the PV panel in
the current time step (kW/m2), GT,STC refers to the incident radiation under standard test
conditions (1 kW/m2), αP is the temperature coefficient of power (%/degree Celsius), TC is
the temperature of the PV cell (_C), and TC,STC is the PV cell temperature at STC (25 degree
Celsius) [42].
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Table 10. Technical data of the PV panel.

PV Panel Values

Name/model SunPower SPR X21
Panel type Flat plate
Rated capacity 335 W
Temperature coefficient −0.3
Operating temperature 43 ◦C
Efficiency 21%
De-rating factor 88%
Ground reflectance 20%
Tracking system -
Lifetime 25 years

3.4.3. Battery System

The economic data and technical specifications, including the storage properties of the
selected battery bank, are presented in Tables 9 and 11 respectively. The string of the battery
storage consists of 20 batteries per string. The maximum capacity of the battery is 408 Ah
at a capacity ratio of 0.0699. The peak charge and discharge current are 74 A and 300 A
at a maximum charge rate of 1 A/Ah. The SOCminimum value of 20% was considered in
the study. The battery capacity CBat is calculated by utilizing the daily load energy EL and
autonomy days (AD) as stated in Equation (4) below [49,66]. The battery state of charge
(SOC) SOCB(%) is determined as a percentage of the ratio of its charge qb to its maximum
charge qbm using Equation (5) [67].

CBat =
EL AD

ηinvDODηbat
(4)

where ηinv denotes inverter efficiency, DOD is the battery’s depth of discharge and ηbat
refer to the battery efficiency.

SOCB(%) =
qb

qbm
× 100 (5)

Table 11. Technical details of the selected battery.

Battery Storage Values

Nominal voltage 6 V
Nominal capacity 2.45 kWh
Roundtrip efficiency 80%
Maximum capacity 408 Ah
Lifetime (Throughput) 1958 kWh
Capacity ratio 0.0699
Rate constant (1/h) 6.01
Minimum state of charge 20%

3.4.4. Converter

The converter keeps the flow of electric power between the alternating current (AC)
link and direct current (DC) link devices. It converts the electrical power from DC to AC.
In the inverter mode, it changes the electricity from DC to AC and from AC to DC while
operating as a rectifier. The costs of the economic variables of the power converter are
given in Table 9. The technical data of the selected converter are given in Table 12 [50]. The
converter capacity level is obtained using:

C = (3 × Li) + Lr (6)

Here, Li and Lr refer to the inductive and resistive loads.
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Table 12. The technical data of the selected converter.

System Converter Values

Inverter input
Efficiency 95%
Lifespan 15 years

Rectifier input
Relative capacity 100%
Efficiency 85%

Rated capacity 1 kW

3.5. Evaluation Criteria
3.5.1. The Net Present Cost (NPC)

The NPC comprises the initial cost, cost of replacement of individual devices, operation
cost, maintenance cost, etc. It is an economic variable used to assess the optimum system of
different combinations of system configurations. The following equation is used to analyze
the NPC (for convenience, denoted as CNPC) [68]:

CNPC =
TAC

CRF(i, N)
(7)

Here, the total annualized cost (USD/year) is denoted by TAC, N represents the
number of years, and i refers to the yearly real discount rate in percent. The capital recovery
factor (CRF) is calculated using Equation (8) below:

CRF(i, N) =
i(1 + i)N

(1 + i)N − 1
(8)

The yearly real discount rate with regard to the anticipated inflation rate (ƒ) and
nominal discount rate (i′) is obtained from Equation (9) below:

i =
i′ − f
1 + f

(9)

3.5.2. The Cost of Energy (COE)

The COE is defined as the mean cost per unit of effective electricity generated by the
system configuration [69] over the system’s whole lifespan. The COE is computed with
regard to the total annualized cost (USD/year) (TAC) and total annual load (kWh) served
by the system (Eanloadserved) as:

COE =
TAC

Eanloadserved
(10)

3.5.3. The Renewable Fraction (RF)

The RF is the gross amount of electricity produced by sustainable resources compared
to the gross energy generated from the whole hybrid EV charging scheme [70]. The RF is
computed with regard to the output power of the sustainable resources as illustrated below:

RF(%) =

(
1 − ∑ Pdiesel

∑ Pren

)
× 100 (11)

3.5.4. The Unsatisfied Load

The unsatisfied load is the electric charging load that the hybrid EV charging station
system model cannot fulfill. This occurs when the load requirement is greater than the
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electric supply. The unfulfilled load is computed as a ratio of the annual non-served load
to the gross annual demand as given below [67]:

Unfulfilled load =
Annual Non − served Load

Annual Entire Load
(12)

4. Results Analysis and Discussion

In this study, an EV charging scheme based on renewable energy resources and stor-
age devices is designed and analyzed using the HOMER Pro® software. The simulation
software utilizes the GPDO techniques to secure the most economically feasible system
configurations that can sufficiently supply the EV charging demand. Nigeria is divided into
six geo-political zones with different meteorological features, and the renewable energy
resources are weather dependent. Therefore, to conduct a more comprehensive investi-
gation and to have a detailed overview of the operational performance of the proposed
system, six different locations, each from one of the six geo-political regions, are considered.
Furthermore, three different combinations of energy sources with storage systems were
investigated for the hybrid EV charging station system in the six sites.

4.1. Load Data Estimation

In this study, the electric load analyzed is implemented under hypothetical states. The
load profile of small-scale charging stations for the six locations is illustrated in Figure 6. The
demand profile of the EV charging schemes is forecasted due to the small number (below
10 charging points) of EVCSs presently installed in Nigeria at the moment. According to
the hypothetical daily, seasonal and annual load description of the selected six locations,
about 20–30 EVs can be charged in a station. In the morning till the afternoon, between
06:00 and 16:00, up to 20 EVs can be recharged at an average load of 80 kW, whereas the
hybrid charging scheme can provide energy to charge about 10 EVs averaged at 40 kW
in the latter hours of the day from 16:00 until 22:00. The daily capacity of each EV was
assumed to be 35 kWh of battery energy; therefore, the total average and peak load demand
of 30 EVs is 1050 kWh/day and 104.99 kW at a load factor of 0.42. To establish an accurate
estimation of the highest demand and depict a realistic load requirement of the proposed
charging system, a time-step and day-to-day random variability of 10% and 5% were used
in the EV load data analysis.

 

Figure 6. EV charging station system load profile.

163



Energies 2023, 16, 397

4.2. Performance Assessment of the Proposed Charging Station Schemes

The economic and technical outcomes, including the optimum component sizes of
different feasible charging station models in the six considered sites, are illustrated in
Tables 13 and 14. The combination of PV and WT with battery storage is economically the
best system architecture for the charging station in all six sites. It is clear from Table 13
that the PV/WT/battery charging station had the least energy cost in all the simulated
sites. The COE and NPC are also very competitive, even if it is difficult to install WT in the
considered locations, as seen with the PV/battery charging station scenario. However, the
unavailability of a PV system in the PV/WT/battery design architecture is not economically
viable, as indicated in the case of the WT/battery changing station, which has the maximum
NPC and COE values of USD3,318,763 and USD1.28/kWh in the Port-Harcourt site. In
general, the PV/WT/battery charging station (2 qty. of WT, 174 kW of PV panels, 380 qty.
of batteries storage, and a converter of 109 kW) in Sokoto provide the best economic metrics
with the lowest NPC, electricity cost, and initial costs of USD547,717, USD0.211/kWh, and
USD449,134, respectively. Moreover, the charging station presented competitive annual
operating and maintenance costs of USD14,344 and USD67,195.

The wind energy-based charging stations in all the case study sites had the highest
operating and maintenance costs because of the large number of WTs needed to fulfill
the EV charging requirement. Most of the WTs need maintenance once every two years
at the minimum. Therefore, the maintenance of the key parts of the WTs by carrying out
tasks such as turbine inspecting, lubricating, repairing, and cleaning also contributed to
high maintenance costs. The optimal charging station (PV/WT/battery in Sokoto) model
had the lowest PV Levelized cost (USD0.118/kWh) with a competitive WT Levelized cost
(USD0.0594/kWh). The battery wear cost is constant at USD0.1/kWh throughout the
simulated year in all the sites considered.

Furthermore, according to Table 14, the highest and lowest values of the maximum
penetration of renewables were reported in Minna and Sokoto. Therefore, the maximum
total annual electricity is produced at 2,204,533 kWh by the WT/battery-based charging
station in Minna, whereas the minimum is generated at 495,306 kWh in Sokoto by the
PV/battery charging station at a capacity shortage of only about 2%. The PV/WT/battery
CS at the Sokoto site was able to reliably satisfy most of the EV charge demand as it pre-
sented a small percentage of the unmet load of 1.38%, which is the lowest when compared
with the corresponding values of the other charging stations. Moreover, the optimal charg-
ing station schemes in all six locations were able to sufficiently meet the EV demand with a
maximum uptime as the percentages of the unfulfilled electric load were below 2% with a
capacity shortage of only approximately 2%.
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The monthly electric generation by the PV/WT/battery-based charging station in the
six case study sites is illustrated in Figure 7. Generally, the solar PV panel generated most
of the electricity needed to meet the EV charging requirement in Ikeja, Port-Harcourt, and
Minna as compared to the WT production. However, in Ikeja and Port-Harcourt, the WT
electric production was only competitive between June and September. The overall energy
production (from both PV panel and WT) in Sokoto and Maiduguri were low from April
until October. The total electric production started to increase in November and maintained
a continuous maximum value until March. The gross monthly electricity generated in
Enugu maintained a constant value for the whole of the simulated year, with the highest
production reported in July and August. Furthermore, the annual electricity production of
the optimal charging station schemes (PV/WT/battery) in the case study sites is illustrated
in Figure 8, where the highest excess electricity and gross electric energy is produced
in Sokoto due to the enormous presence of RE resources. The surplus electricity can be
sold directly to the utility grid via a CS-to-grid connection. Moreover, since the proposed
charging stations are located in cities/urban areas, this will facilitate any future connection
of the charging stations to the grid network to enable the buy/sell electricity approach.

 

Figure 7. Monthly electricity generated by the PV/WT/battery-based charging station in the six
selected sites.
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Figure 8. Yearly electric generation of the optimal charging station schemes (PV/WT/battery) in the
considered locations.

In addition, Figure 8 reveals that the maximum PV production (506,181 kWh/year) is
encountered in Minna, while the Maiduguri site reported the minimum PV generation at
319,137 kWh/year. The Maiduguri site recorded the highest annual electricity production
from WT at 348,860 kWh, whereas a small yearly minimum value of about 73,484 kWh
from the WT was reported in the Minna site. The environmental benefit of the proposed
EV charging stations is that there is no carbon footprint and there is zero greenhouse
gas while other harmful emissions are mitigated. This kind of system can be used to
facilitate the global adoption of electric vehicles, which are often used to support economic
decarbonization. Moreover, the provision of EV charge demand via the utilization of freely
and readily available renewable energy resources will help to effectively promote the use
of EVs as a mechanism to bring about a green solution in the transportation sector.

The optimal EVCS system designed in this study is further compared with the results of
the existing EVCS designs for diverse application places using various simulation tools and
approaches in the literature. The different combinations of energy resources and storage equip-
ment and the economic and environmental results are presented in Table 15. Observation
of the outcomes of the various studies revealed that the net present cost ranges approxi-
mately between USD21,000 and USD3,580,000, while the energy cost varies between about
USD0.06/kWh and USD0.90/kWh. For comparison, the NPC and COE of the optimal EVCS
system obtained in this study are USD547,717 and USD0.211/kWh, respectively. This pro-
vides evidence that the proposed standalone EVCS system presented herein is acceptable and
possesses competitive economic metrics when compared with the previously published EVCS
systems shown in Table 15. As regards the environmental benefits of the proposed standalone
EV charging station, the majority of the existing works presented in Table 15 reported some
non-negligible figures for greenhouse gas emissions. This highlights the drawbacks of some
of the previously designed EVCS systems in terms of environmental preservation from carbon
emissions. This study is claimed to be environmentally friendly indeed, as it presents no
greenhouse gas emissions (i.e., no carbon footprint) whatsoever. This could facilitate the decar-
burization of the economy via the adoption of electric vehicles by providing fully renewable
energy charging points for EVs in different parts of the country.
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4.3. Sensitivity Evaluation

The sensitivity assessment was conducted in this analysis to examine the effect of some
important variables on the technical and economic performance of the PV/WT/battery
charging system in Sokoto. The sensitivity analysis was investigated and discussed via
the variation of key system variables. Sensitivity evaluation is capable of identifying the
most important variables of an investment due to the possibility of knowing in advance
the effect of input parameters with uncertainty on the system cost variables and can be
utilized in different contexts as well as in the assessment of investment projects [61]. The
wind speed, solar radiation, battery energy storage minimum state of charge (BES SOCmin),
maximum yearly capacity shortage, and EV charge demand varied at different minimum
and maximum levels with respect to the base value, as sensitivity variables are shown in
Table 16. The techno-economic impact of the sensitivity variables on the PV/WT/battery-
based charging scheme in the Sokoto site is further elucidated below.

Table 16. Ranges of the sensitivity analysis parameters considered for the optimal charging station.

Sensitivity Parameters Unit Variation Range Values

EV charge demand kWh/day 550:50:1600
Wind speed (Annual average) m/s 2:0.4:8.8
Solar radiation (Annual average) kWh/m2/day 2.7:0.3:10
Battery minimum state of charge
Maximum yearly capacity shortage

% 5:5:60
% 0:1:8

4.3.1. Economic Impact of Sensitivity Variables

The influence of the sensitivity parameters on the cost of the charging station in Sokoto
is discussed in this section. The examined economic metrics of the optimal EV charging
scheme are the NPC and COE. The overall outcome of the investigations shows that the
economic parameters change with the variation in the value of the sensitivity variables. For
instance, in Figure 9, the NPC of the charging scheme rises from USD288,592 to USD864,954
when the EV charge demand rises from 550 kWh/day to 1600 kWh/day. During this
process, the cost of electricity remains unstable as it alternates around USD0.212/kWh.
Nonetheless, the minimum COE value was realized at USD0.208/kWh when the EV load
reached 1500 kWh/day, whereas the maximum COE value was obtained at USD0.218/kWh
as the load rose further to 1600 kWh/day. It can be observed here that the charging station
becomes more economically unattractive as the number of EVs increases. However, the
system at some certain load demand would become economically feasible.

The effect of wind speed change on the system costs of the charging scheme in Sokoto
(Figure 10) reveals that both the NPC and the COE experience a cost drop as the wind speed
at the selected location increases. The COE, for example, reduces from USD0.273/kWh
to USD0.138/kWh, while the NPC reduces from USD708,751 to USD360,653 as the wind
speed rises from 2 m/s to 8.8 m/s. This means that the NPC and the COE decreased by
about 47.1% and 47.2%. Similarly, it is clear from the influence of solar radiation change on
the economic viability of the charging station depicted in Figure 11 that both the NPC and
COE decrease due to a rise in the values of solar irradiation. It is clear from the results that
with more renewable energy resources penetration, the charging station will become more
economically competitive and will provide more cost benefits to both the developers and
the users as the economic feasibility status has improved.
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Figure 9. The effect of variation in the number of EVs or charge demand on the economic metrics
NPC and COE of the PV/WT/battery charging system in Sokoto.

Figure 10. The effect of wind speed variation on the system costs of the Sokoto PV/WT/battery
charging scheme.
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Figure 11. Impact of change in solar radiation value on the PV/WT/battery charging station costs
in Sokoto.

Furthermore, the effect of varying the battery SOCminimum on the NPC and the elec-
tricity cost of the charging station in Sokoto has illustrated in Figure 12. The increase in the
value of this sensitivity variable resulted in a rise in the values of the NPC and the COE. The
NPC increases from USD541,550 to USD612,854, and the COE rises from USD0.208/kWh
to USD0.236/kWh as the battery minimum state of charge rises from 5% to 60%. Increasing
the battery’s minimum state of charge, therefore, makes the charging station more expen-
sive, which could create difficulties during the development and installation phase as the
initial capital cost and the NPC increase due to this impact.

Figure 12. Effect of varying the battery SOCminimum on the NPC and the COE of the optimal
charging system.

Finally, the change in the maximum annual capacity shortage and EV charge demand
on the total NPC and the cost of electricity of the optimum EV charging scheme is depicted
in Figure 13. At a particular value of the load demand, the rise in the percent value of
the capacity shortage causes a reduction in the NPC and the COE values of the charging
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system. It is clear from the chart interface that the NPC reduces from USD730,640 to
USD442,148, while the electricity cost, on the other hand, reduces from USD0.292/kWh
to USD0.185/kWh as the capacity shortage increases from 0% to 8%. This has indicated
that the increase in the capacity shortage can enhance the economic feasibility of the EV
charging station. However, this can also create some reliability issues for the system as the
charging system might not be able to adequately meet some charge demand of some EVs.

Figure 13. Effect of the sensitivity parameters on the (a) total NPC, and (b) cost of electricity of the
optimal charging station.

4.3.2. Technical Impact of Sensitivity Variables

The influence of sensitivity variables on the technical performance behavior of the
optimum EV charging station is investigated via the excess electricity and unmet electric
load. The overall results show that the excess energy and the unmet load are sensitive
to the change in wind speed, solar radiation, battery minimum state of charge, capacity
shortage, and EV charge demand. The effect of variation in the EV charge demand on the
excess energy and unmet load of the optimal charging station in Sokoto (Figure 14) reveals
that the annual unmet load rises from 2823 kWh to 7623 kWh when the daily charging
station load increases from 550 kWh to 1600 kWh. The excess electricity, on the other hand,
remains constant at certain numbers of EVs before varying around 250,000 kWh/year.
Its minimum value (125,123 kWh/year) was obtained at 900 kWh daily load, while its
maximum value of 480,473 kWh/year was achieved when the daily EV load peaked at
1600 kWh. We can deduct from this that the greater the number of electric vehicles, the less
reliable the charging system becomes.
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Figure 14. The effect of charge demand or EV number variation on the technical performance of the
optimal charging system.

Figure 15 illustrates the effect of wind speed change on the technological perfor-
mance of the optimal charging scheme. The unmet load decreases from 5588 kWh/year to
4612 kWh/year when the average wind speed rises from 2 m/s to 8.8 m/s. In the beginning,
the excess energy maintains a constant minimum value before a slight fluctuation occurs
around 200,000 kWh/year. The wind speed range of 2–4 m/s gives the lowest annual excess
energy of 68,133 kWh, while the highest annual excess electricity of 483,326 kWh is obtained
at 8.8 m/s. The excess energy and the unmet load experience fluctuation due to the impact
of the solar radiation variation, as shown in Figure 16. The unmet load fluctuates around
5200 kWh/year, while the excess energy varies around 260,000 kWh/year. The annual
value of the excess energy and unmet load decreases from 371,453 kWh to 132,401 kWh and
from 5191 kWh to 4848 kWh when the solar irradiation rises from 2.7 to 10.2 kWh/m2/day.
This indicates an improvement in the EV charging station utility as the system becomes
able to meet more EV demand.

Figure 17 illustrates the impact of changing the battery SOCmin value on the techno-
logical performance of the optimum charging system. The figure shows that the yearly
excess energy increases from 147,256 to 317,796 kWh, whereas the annual unmet load
reduces from 5140 kWh to 4884 kWh when the battery SOCmin increases from 5% to 60%.
Finally, the chart interface showing the variation in the EV load and the capacity shortage
(Figure 18) reveals that at a certain EV load and when the capacity shortage rises from 0 to
8%, the annual unmet load rises from 286 kWh to 18,151 kWh, while the excess electricity
in this condition increases from 59,135 kWh/year to 210,334 kWh/year. It can be deduced
from the outcomes that increasing the capacity shortage would lower the utility of the
optimal charging scheme.

174



Energies 2023, 16, 397

Figure 15. The effect of wind speed variation on the technical performance of the Sokoto
PV/WT/battery EV charging model.

Figure 16. The impact of changing the solar radiation value on the excess energy and unfulfilled
electric load of the optimal EV charging scheme.
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Figure 17. The effect of varying the battery SOCminimum percent value on the technical performance
of the optimal charging system.

Figure 18. Impact of the sensitivity parameters on (a) the excess energy, and (b) the unmet electric
load of the optimal charging station.
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5. Conclusions

This paper has investigated the feasibility of EV charging stations based on RE sources
in Nigeria using the HOMER optimization software by considering six different locations
with diverse geographical characteristics and climatic conditions. The hybrid charging
station system is configured by solar and wind resources with storage devices to charge
about 20–30 EVs with a daily capacity of 35 kWh each and applied in different locations in
Nigeria, namely, Sokoto, Minna, Port-Harcourt, Enugu, Maiduguri, and Ikeja. The annual
average solar radiations and wind speeds used to investigate the optimum hybrid system
are 6.24, 4.74, 4.93, 4.13, 5.90, and 5.49 kWh/m2/day and 5.44, 3.81, 4.09, 3.15, 5.50 and
3.97 m/s for Sokoto, Ikeja, Enugu, Port-Harcourt, Maiduguri and Minna, respectively.
The feasibility of the hybrid charging station system is assessed by using appropriate
technical performance indicators, namely, unmet electric load, capacity shortage, excess
electricity, monthly electric generation, individual system components electric production,
battery energy out, and maximum renewable penetration, as well as pertinent economic
performance indicators, namely, NPC, COE, operating cost, initial capital cost, the battery
wear cost and Levelized cost of system components.

The optimization results showed that the combination of PV and WT with battery
storage is economically the best system architecture for a charging station in all six sites.
The PV/WT charging scheme integrated with battery storage had the least energy cost of
all the simulated sites. The COE and the NPC are also very competitive even when it is
difficult to install WTs in the considered locations, as seen with the PV/battery charging
station scenario. However, the unavailability of a PV system in the PV/WT/battery system
architecture is not economically feasible, as indicated in the case of the WT/battery charging
station, which has the maximum NPC and COE values of USD3,318,763 and 1.28 USD/kWh
in Port-Harcourt site. In general, the PV/WT/battery charging station (2 qty. of WT, 174 kW
of PV panels, 380 qty. of batteries storage, and a converter of 109 kW) in Sokoto provides
the best economic metrics with the lowest NPC, energy cost, and initial capital costs
of USD547,717, USD0.211/kWh, and USD449,134, respectively. Moreover, the charging
station presented competitive annual operating and maintenance costs of USD14,344 and
USD67,195. The PV/WT/battery CS at the Sokoto site was able to reliably satisfy most of
the EV charge demand as it presented a small percentage of the unmet load of 1.38% (In
fact, the lowest when compared with corresponding values for the other charging stations).
Moreover, the optimal charging station schemes in all six locations were able to sufficiently
meet the EV demand with maximum uptime as the percentages of the unfulfilled electric
load were below 2% with a capacity shortage of only approximately 2%. The surplus energy
produced can be sold directly to the utility grid via a CS-to-grid connection. Moreover,
since the proposed charging stations are located in cities/urban areas, this will facilitate any
future connection of the charging stations to the grid network to enable the buying/selling
electricity approach. The sensitivity analysis conducted to check the robustness of the
optimal charging scheme reveals that the technical and economic performance indicators
of the optimum charging station are sensitive to the changes in the sensitivity variables.

Furthermore, the outcomes ensure that the hybrid system of RE sources and EVs can
minimize carbon and other pollutant emissions. As for further research, the feasibility of the
hybrid charging station system can be investigated by considering distributed generation
and load uncertainties. The major limitation of this study is the high initial investment
cost needed to install the proposed charging system in the suggested locations. This is
often the major obstacle that hinders the widespread use of a standalone renewable energy-
based system in most parts of the world, particularly those parts with limited finances,
such as most countries in Africa. However, with the recent technological breakthrough in
renewable energy technologies as well as the numerous initiated governmental economic
programs, this obstacle could be surmounted in the near future.
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Abstract: Enhancing the performance of photovoltaic (PV) systems has recently become a key concern
because of the market demand for green energy. To obtain the most possible power from the solar
module, it is imperative to allow the PV system to operate at its maximum power point (MPP)
regardless of the climatic conditions. In this study, a comparison of distinctive Maximum Power-
Point Tracking (MPPT) techniques is provided, which are Perturb and Observe (P&O) and Modified
Variable Step-Size P&O, as well as Incremental Conductance (INC) and Modified Variable Step-Size
INC, using a boost converter for two types of solar panels. Using MATLAB software, simulations
have been performed to assess the efficiency of the solar module under several environmental
conditions, standard test conditions (STCs), and sudden and ramp variations in both solar irradiance
and temperature. The output power efficiency, time response, and steady-state power oscillations
have all been taken into account in this study. The simulation results of the improved algorithms
demonstrate an enhancement in the PV module performance over conventional algorithms in many
factors including steady-state conditions, tracking time, and converter efficiency. Furthermore,
a boost in the dynamic response in monitoring the MPP is observed in a variety of climatical
circumstances. Moreover, the proposed P&O MPPT algorithm is implemented in a hardware system
and the experimental results verified the effectiveness, regarding both fast-tracking speed and
lower oscillations, of the proposed Variable Step-Size P&O algorithm and its superiority over the
conventional P&O technique.

Keywords: MPPT; perturbation and observation; incremental conductance; variable step size;
MATLAB-Simulink

1. Introduction

Undoubtedly, finding sustainable and renewable energy sources alternative to fossil
fuel resources is a necessity. Amongst the various resources, solar energy is considered
the most demanding thanks to its reliability, abundance, and effectiveness in alleviating
global warming problems [1,2]. One significant advantage of using photovoltaic (PV)
systems is that they can produce clean energy and are free of pollution [3]. Furthermore,
PV panels are low-cost and require minimal maintenance [4]. Recently, photovoltaic panels
are used in numerous applications, including water-pumping systems, battery chargers,
and aeronautical applications [5]. Notably, the output energy of the panel is influenced by
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both ambient temperature and solar radiation, which consequently results in the nonlinear
behavior of the PV panel [1,6]. In addition, the output energy is affected by the internal
parameters of the panel, which, in turn, causes the load to impose its characteristics on
the output power [7,8]. Hence, acquiring the maximum accessible power from a PV panel,
particularly under fluctuating weather conditions, while maintaining high reliability and
lower cost is a considerable concern in research. Therefore, much effort has been devoted
to obtaining solutions [9–13]. The primary proposed key solution to conquer this issue is
to add an MPPT controller to the photovoltaic system to boost the obtained power in any
conditions [14,15].

Various techniques have been proposed for MPPT [13,16], including Perturbation
and Observation (P&O) [13], Incremental Conductance (INC) [17], Fractional Open Cir-
cuit Voltage (FOCV) [18], Fractional Short Circuit Current (FSCC) [19], Fuzzy Logic [20],
and Neural Networks [21]. These MPPT algorithms vary in many aspects, including
the steady-state-oscillations, the response time of tracking the MPP, cost, effectiveness,
implementation complexity, and the accurate tracking of the peak point regardless of un-
predictable abrupt changes of solar radiation or temperature under the conditions of partial
shading [15,16]. Of the MPPT algorithms, P&O and INC techniques are considered the
most common commercialized ones that are utilized in tackling the MPP [22–25], attributed
to the algorithms’ medium complexity and their simple implementation due to the low
hardware requirements. Despite these advantages, P&O techniques suffer shortcomings
that are mainly attributed to the oscillations around the MPP because the perturbation size
added to the control signal in both directions is continually changing to remain in the MPP
position. Furthermore, when the level of incident irradiance changes rapidly, the direction
of perturbation may be incorrectly determined by the algorithm, resulting in increased
power losses [26,27].

To overcome the drawbacks and shortcomings of the traditional P&O, various de-
velopments and implementations regarding the P&O technique have been addressed in
the literature, such as the implementation of P&O, by using a variable duty cycle instead
of a classical constant one as in [26] and proposing an adaptive P&O control algorithm
that has a rapid dynamic response as presented in [27]. Another implementation of the
conventional P&O was suggested in [28,29] to enhance the effectiveness of the system by
employing an embedded microcontroller-based real-time algorithm with a combination of
hardware-in-the-loop (HIL) along with embedded C language. Conversely, by obtaining
the slope of the power–voltage curve identified and comparing it against zero at the MPP,
the INC technique that has a fixed step size was introduced to minimize the oscillations
of the targeted MPP [30]. On the other hand, the INC technique turns out to be much
more complex when compared to P&O since it utilizes a set of divisional computations that
require a calculation procedure and a stronger microcontroller [25]. Thus, upon utilizing
a fixed step size, the algorithm has a low-speed response. Furthermore, in P&O and INC
techniques, the tracing of the MPP may fail when solar radiation is abruptly changed or
when partial shadowing occurs [15]. Consequently, modifying the INC algorithm was
necessary [5,31].

Although some proposed modifications were conducted for both conventional algo-
rithms in the literature, most of them do not achieve a fast and precise response to the first
step change in the duty cycle when subjected to abrupt environmental fluctuations [25].
Moreover, to ensure the effectiveness of any of these MPPT algorithms, testing them un-
der various operating circumstances is required. However, it is challenging to achieve
the optimal test case since it is hard to control weather variations [32]. Researchers use
MATLAB-Simulink [33] and other simulation environments to implement and ensure the
accuracy of various MPPT algorithms before their hardware implementation because of
the problems associated with the hardware components [34,35].

In the current study, modified variable step-size-based Perturb and Observe and In-
cremental Conductance (abbreviated as M-VSS-P&O and M-VSS-INC) algorithms are pro-
posed to overcome the limitations of their corresponding traditional algorithms. MATLAB-
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Simulink software has been applied on two kinds of PV modules, namely, the polycrys-
talline MSX60 and the thin-film ST40 to investigate the effectiveness of the two modified
MPPT algorithms in tracing the MPP under Standard Test Conditions (STC) and three
different variation profiles of climatic variations regardless of the PV panel category.

The paper is organized as follows. After the introduction, Section 2 includes the PV
system configuration while the model specifications details and the modified algorithms
are presented in Sections 3 and 4, respectively. Section 5 is devoted to the results and
discussion. Finally, Section 6 represents the conclusions of this simulation study.

2. System Configuration and Models

2.1. Main System Configuration

The main objective of the system configuration illustrated in Figure 1 is to control
the PV panel’s MPP and force the system to work at this point [16]. This point changes
according to the variation of the atmosphere status, including solar radiation and tempera-
ture. The PV array’s output is linked to the DC-DC converter, which plays a fundamental
function in the MPPT process. The circuit component design and the parameter values are
given in Table 1. The MPPT controller controls the converter’s duty cycle, which in turn
controls the array voltage from which the maximum power is acquired and maintained.
The output of the systems is connected to a 30 Ω resistive load.

Figure 1. System General Configuration illustrated by Simulink model.

Table 1. Boost converter design parameters [36].

Parameter Definition Value

L Inductor 3 mH
C1 Input capacitor 100 μF
C2 Output capacitor 100 μF

2.2. Models Specifications

The simulations performed in this work are linked to the manufacturer’s specifications
specified at STC for the two cell modules, as mentioned in Table 2. The Current-Voltage
and Power-Voltage curves for both cells are presented in Figure 2. As is apparent in P-V
characteristics, the required MPPs where the maximum power is extracted from the panel
are positioned in the curve’s peaks.
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Table 2. PV panels’ electrical specifications under standard test conditions (STC).

Parameter Definition
Polycrystalline

MSX60
Thin Film ST40

Voc (V) Open-Circuit voltage 21.1 23.3
Isc (A) Short-Circuit current 3.80 2.68

Vmp (V) Voltage at MPP 17.1 16.6
Imp (A) Current at MPP 3.5 2.41

Kv (V/◦C) Temperature coefficient of the Voc −0.08 −0.1
Ki (A/◦C) Temperature coefficient of the Isc 0.00300 0.00035

Ns Number of cells per module 36 36
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Figure 2. I-V (Solid lines) and P-V (Dashed lines) characteristics for both MSX60 and ST40 modules.

The incident solar irradiance and temperature influence these characteristic curves.
Consequently, a non-linear PV characteristic is observed due to the variation in climatic
conditions. This, in turn, causes a considerable change in the MPP position. Notably, the
load also influences the MPP. Hence, an MPPT algorithm is highly required to be imple-
mented in the PV system to trace the MPP under varying conditions. Further, to examine
the effect of the temperature and solar irradiance fluctuations, the two PV modules are
tested and simulated for distinctive temperature and irradiance values. The photocurrent
(Iph) and the reverse saturation current (Is) are formulated by Equations (1) and (2):

Iph =
G

GSTC
(Isc + Ki (T − TSTC)) (1)

Is =
Isc + Ki (T − TSTC)

exp
(

Voc+KV(T−TSTC)
A VT

)
− 1

(2)

where A is the diode ideality factor while VT is the thermal voltage and T is the temperature
in Kelvin. The constants Ki and Kv are the temperature coefficients of the short-circuit
current Isc and the open circuit voltage Voc, respectively. The solar radiation (W/m2) and
the Standard Test Condition (1000 W/m2 and 25 ◦C) are denoted by G and STC, respectively.
GSTC is the solar irradiance under STC (1000 W/m2) and TSTC is the temperature under STC
(25 ◦C). It can be deduced from the above equations that the photocurrent primarily depends
on both the temperature and incident irradiance. On the other hand, the reverse saturation
current only depends on temperature. Thus, the variation in irradiance and temperature
strongly impacts the current and voltage levels. These implications are displayed in
Figures S1 and S2, respectively (see Supplementary Materials).
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3. MPPT Algorithms

The crucial concern for a good MPPT is to guarantee that the DC-DC converter’s
input and output power does not change and remains the same even if the load changes.
Many MPPT strategies have been proposed in an attempt to best determine the MPP. As
mentioned earlier, because of their medium complexity and simple implementation, the
traditional INC and P&O techniques are the most widely utilized algorithms.

3.1. Issues Related to Conventional P&O and INC Algorithms

The P&O and INC techniques utilize the (P-V) characteristics of the PV panel in
the tracking procedure, fulfilling the requirement dP/dV = 0. Essentially, it is difficult to
determine the zero point on the P-V curve’s slope as in P&O and the truncation error
in digital processing as in the INC. Therefore, both approaches turned out to be entirely
inaccurate in tracing the MPP owing to the resulting steady-state oscillations in the vicinity
of the MPP and higher response time. The perception of the P&O algorithm is centered on
modulating the duty cycle. If the peak of the P-V characteristic is detected, there will be no
more additional perturbations to the duty cycle. This process, however, causes the system
operation to be adjacent to the MPP, but not at the point itself. Therefore, contentious
duty cycle modifications must be employed to maintain the MPP position resulting in
oscillations that are proportional to the step size. The larger step size is translated to higher
oscillations while slower tracking is the result of the small step size.

In contrast, the concept of the INC algorithm depends on determining the slope of
the power curve by employing the incremental conductance of the PV panel. When the
incremental conductance has the same value as its instantaneous one, the maximum power
can be successfully traced. Unlike the P&O algorithm, the INC process requires a powerful
microcontroller which increases the system cost [5]. As a result of these issues raised for
both P&O and INC algorithms, they are not the best choice when sudden changes occur in
solar irradiance and/or temperature.

3.2. Modified MPPT Algorithms

Based on the discussion mentioned above, in this subsection, we present modified
algorithms to address the issues related to the traditional P&O and INC techniques. The
modification is based on the variable-step size as an alternative to using a fixed-step size.
Additionally, a comptonization between fast response and steady-state oscillations will be
met. The approach of variable step size adjustment was previously outlined in [37,38]. It
used a scaling factor reliant on the variation in power (ΔP) and voltage (ΔV). Nevertheless,
this modification may not display good tracing capabilities in abrupt irradiance variation [5].
So, to swamp this problem, we follow the modified algorithms presented in [5] using
Matlab-Simulink, depending on an enhanced variable step size that relies solely on the
power change (ΔP) with a scaling factor accustomed to the settlement of the response time
and decreasing the steady-state oscillations in such a way as to reduce the oscillations of the
output PV power as given in Figures 3 and 4, which illustrate the flow chart of M-VSS-P&O
and M-VSS-INC techniques, respectively. The power (P) is calculated from V × I, while
the change in power is calculated as the difference between the new and old values (i.e.,
ΔP = Pnew − Pold).
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Figure 4. Flowchart of Modified INC algorithm.

It is well known, for the conventional P&O algorithm, that when irradiance increases,
a drift problem occurs, which causes a delay in tracing the MPP. This is indicated in Figure 5,
which displays the P-V curves for two cases of irradiance. If the operating point is at A,
and there is an abrupt increase in insolation and the point will settle to point B. At point B,
ΔP > 0 and ΔV > 0, so the algorithm imposes a lower duty cycle resulting in moving the
operating point to C, which is separate from the MPP in the new curve. On the other hand,
when using our modified P&O technique, it is noted when ΔP > 0 and ΔV > 0, ΔV will be
negative because the offset is positive (see the flowchart in Figure 3) causing the duty cycle
to decrease and, consequently, the voltage to decrease as indicated in Figure 5, which shows
the new operating point at D implying a faster response toward the new MPP. The previous
discussion demonstrates that our modified P&O algorithm is a drift-free technique.
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Figure 5. Drift analysis of conventional P&O versus modified P&O algorithms when considering a
rapid increase in irradiance.

4. Results and Discussion

This section is concerned with presenting the tests of traditional and enhanced tech-
niques: P&O, INC, and the modified P&O and INC, using MATLAB-Simulink to explore
the steady-state and dynamic performance results by utilizing two distinct kinds of solar
panels, MSX60 and ST40, whose types are polycrystalline thin films, respectively. Simu-
lations are carried out and presented for standard test conditions and varying operating
circumstances in ambient temperature and incident solar irradiation to investigate and
compare the algorithm’s efficiency regarding the response time desired to trace the peak
power point and steady-state power oscillations and converter tracking efficiency.

4.1. Test under STC

Figure 6 shows the polycrystalline cell MSX60 performance using the four MPPT
algorithms. All simulations are performed at an irradiance of 1000 W/m2 and 25 ◦C.
According to the simulations observed in the figure, the MPP was reached using both
traditional P&O and INC algorithms, but the output power had a high percentage of
oscillations (see Figure 6a). In contrast, the efficiency of the cell performance can be
enhanced using the modified versions of the classical methods, M-VSS-P&O and M-VSS-
INC. As observed in the figure, the M-VSS-P&O algorithm (58% duty cycle) was the faster
algorithm among the four algorithms to obtain the MPP with the same o/p power of P&O
and INC techniques (see Figure 6b). While the Modified Variable Step Size INC algorithm
(59% duty cycle) reached the MPP with a quicker response time (18.22 ms) than the classical
methods, it was the only algorithm among the four algorithms that achieved 100% power
efficiency with negligible steady-state oscillations.
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Figure 6. STC test of MSX60 solar cell performance: (a) Output power and (b) duty cycle variation.

In the same manner, and according to the results presented in Figure 7, another solar
cell (thin-film ST40) was used to test the four algorithms’ performance. A comparison
between the performances of the four MPPT algorithms using both cells is listed in Table 3.
Accordingly, the performance efficiency of the traditional P&O in both cells can be noted
as the lowest efficiency compared to the other algorithms. The algorithm also presents a
higher level of oscillations to arrive at the MPP. Furthermore, the INC algorithm typically
operates in the same way as P&O in the MSX60 panel in tracking the MPP. Nevertheless,
corresponding to the ST40 cell simulations, it is obvious that all trackers could achieve a
conversion efficiency of approximately 100%; both traditional techniques require a similar
duration to operate at the same point (~34.0 ms). In contrast, the updated modified
algorithms in MSX60 cell simulations were able to improve the efficiency of the solar cell to
achieve the panel’s full available power to hit the MPP with negligible oscillations quicker
than traditional high oscillation algorithms. In addition, the M-VSS-INC improved the
performance of the MPPT controller to 100% in 18.22 ms.
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Figure 7. STC test of ST40 solar cell performance: (a) Output power and (b) duty cycle variation.
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Table 3. Performance of the MPPT algorithms under STC conditions.

Module MPPT Algorithm MPP (W) Power (W) Tracking Time (ms) Oscillations (W) Eff. (%)

MSX60

P&O 60.53 60.15 54.76 0.52 99.37
INC 60.53 60.15 54.76 0.52 99.37

M-VSS-P&O 60.53 60.15 16.34 Neglected 99.37
M-VSS-INC 60.53 60.53 18.22 Neglected 100

ST40

P&O 40.006 34.19 34.19 0.21 99.78
INC 40.006 33.71 33.71 0.15 100

M-VSS-P&O 40.006 26.21 26.21 0.1 100
M-VSS-INC 40.006 23.02 23.02 0.1 100

In summary, under STCs, the adjustments performed for both traditional P&O and INC
algorithms increased the steady-state efficiency of both solar cells to achieve the full usable
o/p power from the panel and grasp the MPP quicker than traditional algorithms that have
low oscillations for both cells. However, according to the observations of both cells, the
M-VSS-INC was proven to be the most efficient algorithm among the three algorithms.

4.2. Test under an Abrupt Variation in Irradiance with Constant STC Temperature

To extend our analysis to the four mentioned MPPT techniques under a constant
STC temperature, a sudden variation in irradiance was examined for both solar cells as
follows (Figure 8): The irradiance was initially 1000 W/m2 but was unexpectedly reduced
to 600 W/m2 at t = 0.35 s; then, upon reaching 0.65 s, an extra variation from 600 W/m2 to
1000 W/m2 was abruptly applied; eventually, the radiation remained steady at 1000 W/m2

until the completion of the simulation time at t = 1 s.

Figure 8. Sudden Irradiance change at 25 ◦C.

In conjunction with [39], simulations were carried out to ensure the performance
and efficiency of the algorithms, in particular, the updated algorithms to meet the MPP.
Checking the MSX60 cell, as seen in Figure 9a, the four MPPTs were initially performed in
the STC case addressed above. When the irradiance was abruptly reduced to 600 w/m2,
both classical algorithms were able to detect the MPP but many oscillations occurred,
exhibiting the same phenomena with a response time of 379.6 ms and an output power of
37.13 W, displaying an approximate error of 26.9 ms.
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(a) 

(b) 

Figure 9. Cell performance under irradiance sudden variation for (a) MSX60 and (b) ST40.

In contrast, with a faster response time of 367.5 ms and a minor error of 17.5 ms,
both modified strategies could congregate to 37.14 W, almost the equivalent MPP of the
conventional algorithms. Moreover, the enhanced algorithms succeeded in minimizing the
steady-state oscillations around the MPP. In comparison to both P&O and INC (60.14 W),
both modified MPPTs can perceive the abrupt spike in solar irradiance even better and
faster, with an inaccuracy of just 7.2 ms and a minor reduction in power (59.52 W) in
690.4 ms.

A similar evaluation of the four controllers on the ST40 solar cell is indicated in
Figure 9b. Both P&O and INC algorithms were able to monitor and detect the MPP for solar
radiation unexpectedly reduced to 600 W/m2, but with a high percentage of oscillations,
demonstrating identical behavior with a performance power of 26.4 W in a response time of
381.8 ms, with almost 34.8 ms error. In comparison, both modified algorithms can converge
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to an approximately identical highest power of 26.43 W but quicker than the classical
algorithms with a response time of 363.4 ms and a smaller error of 13.4 ms.

Furthermore, the improved algorithms minimized steady-state oscillations all over
the MPP. Furthermore, with a quicker reaction time, the enhanced algorithms could also
recognize the abrupt rise in solar radiation with just a 25.2 ms error with an almost equiv-
alent o/p power of 40.02 W related to P&O and INC with a time of 45.2 ms. Similar
to the performance in the polycrystalline cell, the output power curves of the improved
techniques showed better performance and fewer oscillation levels than the output power
of the other conventional MPPT approaches. However, in the thin-film solar cell simula-
tions, both modified algorithms were better in the MPP tracking process with a sudden
increase and sudden reduction in irradiance. In contrast, the polycrystalline solar cell simu-
lations showed different behavior in tracking as M-VSS-P&O and M-VSS-INC prospered in
tracking the sudden increase in the irradiance, but they gave slightly less power than the
conventional algorithms; however, they were very fast with almost no oscillations around
the MPP.

4.3. Test under an Abrupt Variation in Temperature with Constant STC Irradiance

Extending our study, to ensure the validity of the MPPTs in reaching the MPP, es-
pecially by the modified ones, another operating condition was inspired by [40] and
performed on both solar cells using the four MPP tracking algorithms. Specifically, a
sudden variation in temperature with a constant STC irradiance (1000 W/m2) was tested,
as shown in Figure 10.

 
Figure 10. Sudden temperature change at 1000 W/m2.

With the same value of irradiation (1000 W/m2), the temperature was initially at 25 ◦C
and then it suddenly increased to 60 ◦C at t = 0.35 s; then, at 0.65 s, a drop in temperature
from 60 ◦C to 25 ◦C was applied abruptly; eventually, the temperature was kept steady
at 25 ◦C until the simulation time ended at 1 s. In the MSX60 solar cell test, as seen in
Figure 11a, first, before 0.35 s, the algorithms completed the STC case as analyzed herein.
At 0.35 s, when temperature increased to 60 ◦C, P&O and INC algorithms could track the
MPP, with identical reactions in 362 ms with 53.88 W output power, with an approximate
error of 12 ms. Furthermore, both modified algorithms converged to a higher MPP of
54.22 W and responded faster than the classical methods, with a similar response time of
356.5 ms and a slight error of 6.5 ms. Moreover, with negligible steady-state oscillations,
the updated algorithms can also detect the abrupt drop in temperature that occurred at
0.65 s with a 7.5 ms error and a minor reduction in the power (60.18 W) relative to P&O
and INC (60.48 W) in 656.5 ms.
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(a) 
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Figure 11. Cell performance under temperature sudden variation for (a) MSX60 and (b) ST40.

Moreover, as presented in the simulation results related to the ST40 panel as seen in
Figure 11b, as the temperature increased abruptly to 60 ◦C, all algorithms succeeded in
tracking the peak point. The P&O algorithm could reach the MPP of 37.62 W in 357.7 ms.
However, the INC algorithm succeeded in tracking the MPP slightly quicker than the P&O
algorithm with a tracking time of 357.3 ms but with lower power of 37.03 W. In contrast,
both improved techniques can converge faster than the traditional algorithms to the same
MPP as P&O had the same response in 354.2 ms and a small error of only 4.2 ms and could
minimize the oscillations in the vicinity of the MPP.

Furthermore, the enhanced techniques could also reveal approximately the same
power of 40.02 W with a very fast response and a sudden decrease in the temperature
with only 0.6 ms. In addition, P&O could reach its MPP of 39.97 W with a response time
of 652.5 ms, whereas INC could achieve an MPP of 40.1 W but slower with a time of
654.7 ms. P&O and INC algorithms were able to monitor the peak point, showing the same
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behavior in the MSX60 cell, while both M-VSS-P&O and M-VSS-INC functioned superiorly
with approximately the same response. However, in the ST40 solar cell, according to the
observations, both M-VSS-P&O and M-VSS-INC algorithms showed better performance
than both P&O and INC in the two sudden temperature changes; but in the case of the
temperature increment, the INC algorithm gave slightly less power than the other three
algorithms and slightly higher power than the other algorithms when a decrement in the
temperature occurred.

4.4. Test under Ramp Variation in Both Irradiance and Temperature

Solar radiation and ambient temperature changed simultaneously with random
changes during the 1 s period, as presented in Figure 12, to examine the MPPTs pro-
cess. Before 0.15 s, the irradiation and temperature rose almost simultaneously. After that,
at 0.25 s, the irradiation value was maintained at 1000 W/m2 and the temperature increased
from 40 ◦C until it reached 60 ◦C. Reaching 0.54 s, the radiation started to decline until it
reached 500 W/m2 at 0.55 s and the system operated at that irradiance until the end of the
simulation. At 0.7 s, the temperature started to change and decreased from 60 ◦C to reach
35 ◦C at 0.85 s and remained constant until the end of the simulation time.
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Figure 12. Simultaneous ramp changes in both (a) solar irradiance and (b) temperature.

In Figure 13, the performances associated with these changes in irradiance and tem-
perature are presented for both cells. From the observations of the output power curve
for both cells, it is observed that the P&O algorithm was less efficient in dealing with
these simultaneous ramp changes among the two cells. At the same time, the modified
approaches were able to track the MPP through these operating conditions, showing a
better dynamic response performance than both traditional P&O and INC algorithms and
consequently improving the system efficiency.

4.5. Test under Real Solar Radiation Measurements

Finally, a test using practical measurement during a relatively dusty or cloudy day
was studied. The actual radiation, extracted from REF [41], is shown in Figure 14a, while a
focused scaling down of this radiation is shown in Figure 14b, which is used as an input to
the simulation. The scaling down is performed due to the limitation of the simulation time.
Figure 15 shows the performance of the modified P&O algorithm versus the conventional
P&O for the MSX60 module. Furthermore, the theoretical maximum power is shown for
comparison. The figure demonstrates the effectiveness of the modified technique, especially
for critical times of a sudden increase in irradiation.
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Figure 13. Performance under simultaneous ramp changes in both solar irradiance and temperature:
(a) MSX60 (b) ST40.
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Figure 14. Measured solar irradiance during a cloudy weather day: (a) Whole day and (b) scaling
down of solar irradiance to cope with simulation.
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Figure 15. Performance under influence of scaled measured solar radiation for MSX60. The actual
theoretical maximum power is also shown.

Moreover, we performed a comparative study of our modified algorithms and other
techniques published in the literature. Table 4 summarizes the comparison in terms of
the oscillation level, efficiency, response time during an abrupt increase in irradiation,
complexity of implementation, and cost. As illustrated, the proposed methodologies show
very fast tracking speeds, higher efficiencies, and neglected oscillations around the MPP.
Other techniques may provide a faster response and possible tracking capabilities for
partial shading but at the expense of complex implementation and high cost. Furthermore,
our proposed techniques can be extended to include the tracking of partial shading as has
been proposed in [42]. Regarding future work, adding this feature will be considered to
enhance the capabilities of the presented MPPT techniques.

Table 4. Comparison of the proposed algorithms with other algorithms proposed in the literature.

MPPT Technique PV Panel
Oscillation
Level (W)

Eff. (%)
Response Time during Sudden

Changes in Irradiance
Complexity Cost REF

M-VSS-P&O MSX60 Neglected 99.37 Very fast Simple Medium Our Work

M-VSS-INC MSX60 Neglected 100 Very fast Simple Medium Our Work

Modified INC MSX60 1 96.50 Fast Simple Medium [43]

Fractional Short-
Circuit and P&O PB-115 Neglected 97.56 Fast Medium Medium [44]

Fuzzy INC NA 1 97.50 Medium Complex Expensive [45]

PSO SM55 Neglected 99.90 Very fast Complex Very Ex-
pensive [46]

5. Hardware Implementation

The complexity and cost of the proposed algorithms are promising factors that pave the
way for real implementation. Therefore, as a proof-of-concept, the M-VSS-P&O algorithm
is implemented on hardware to validate the usefulness of the proposed algorithm. The
proposed M-VSS-P&O algorithm is implemented for a low-voltage PV module using
Arduino Due, which is equipped with a Cortex-M3 CPU. To analyze and visualize the
output voltage and current of the PV module, the output data are exported using GDM
Digital Multi Meter (DMM) software through the serial port. DMM software receives the
data from the DMM and saves it in an MS Excel sheet. The experimental setup of the MPPT
technique is demonstrated in Figure 16a. The setup includes Arduino Due, a voltage and
current sensor (MAX471), a boost converter, and a 30-Ω load. The PV module used in the
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experimental study is shown in Figure 16b while the STC outputs of the module are shown
in the datasheet in Figure S3 in the Supplementary Materials.

 
(a) 

 
(b) 

Figure 16. (a) Hardware Implementation and (b) PV module.

Figure 17 shows the characteristic curves of the PV module used, as it was tested
before using the MPPT algorithm in order to acquire the I-V and P-V curves. The PV
module is tested by recording the current and voltage using DMM software. The maximum
power that PV modules can deliver is measured as 15.24 W at a voltage of 15.4 V and a
current of 0.98 A as is depicted in Figure 17.
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Figure 17. Practical I-V and P-V curves of the PV module.

The response of the conventional P&O is shown in Figure 18 where the PV voltage
is plotted in Figure 18a while the PV power is plotted in Figure 18b. As can be inferred
from the figure, there is a certain delay in tracking the maximum power in addition to
the obvious oscillations. On the other hand, the modified P&O algorithm tracked the
maximum power on the P-V curve of the solar panel and continued to operate the PV
modules at that point as evident in Figure 19. Figure 19a displays the PV voltage while
Figure 19b shows the PV power waveforms of the modified algorithm. The figure clearly
indicates the improvement in the M-VSS-P&O algorithm as there are no oscillations around
the MPP in addition to the response time being reduced. The modified technique tracks the
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power of the PV module to 14 W, which exhibits an efficiency of 92%. The main reason for
the difference in efficiency between the simulation and practical implementation can be
attributed to the resolution of sensors.

 
(a) 

 
(b) 

Figure 18. (a) PV Voltage and (b) PV Power of conventional P&O algorithm.

 
(a) 

 
(b) 

Figure 19. (a) PV Voltage and (b) PV Power of modified P&O algorithm.

6. Conclusions

The performance analysis of two MPPT Algorithms, namely the P&O and INC, against
their enhanced versions, the Modified-Variable-Step Size P&O and Modified-Variable-Step
Size INC (M-VSS-P&O and M-VSS-INC), is discussed within this simulation study. Within
the context of this paper, the algorithms were implemented and simulated on two distinct
PV modules, namely, the polycrystalline MSX60 and the ST40 thin coupled with a boost
converter, to examine their performances under varying environmental statuses. All
the simulations were carried out utilizing MATLAB-Simulink software. The tracker’s
efficiency was analyzed in light of the STCs, an abrupt change in solar irradiance with a
stable temperature, an abrupt change in temperature with stable solar irradiance, under
simultaneous ramp changes in both irradiance and temperature, and finally, under real solar
radiation measurements. The simulation results generally prove that both modified MPPTs
controllers enhance steady-state and dynamic PV system performances regarding efficiency,
oscillations, and tracking speed MPP compared to the traditional MPPT techniques (P&O
and INC). Generally, the same case studies presented in this work could be applied to other
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algorithms as a measure of their effectiveness. Moreover, the hardware implementation
of conventional and modified P&O was performed. A substantial improvement of the
modified P&O algorithm over the conventional algorithm was experimentally observed in
terms of lower oscillations around the MPP in addition to a faster tracking response.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/en16010549/s1, Figure S1: Solar Irradiance variation (at fixed
T = 25 ◦C) impact on (a) Voc and Isc and (b) voltage and current at MPP. Figure S2: Temperature
variation (at fixed G = 1000 W/m2) impact on (a) Voc and Isc and (b) voltage and current at MPP.
Figure S3: Datasheet of the PV module used in the hardware implementation.
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Abstract: Numerous recent innovations have been achieved with the goal of enhancing electric
vehicles and the parts that go into them, particularly in the areas of managing energy, battery
design and optimization, and autonomous driving. This promotes a more effective and sustainable
eco-system and helps to build the next generation of electric car technology. This study offers
insights into the most recent research and advancements in electric vehicles (EVs), as well as new,
innovative, and promising technologies based on scientific data and facts associated with e-mobility
from a technological standpoint, which may be achievable by 2030. Appropriate modeling and design
strategies, including digital twins with connected Internet of Things (IoT), are discussed in this study.
Vehicles with autonomous features have the potential to increase safety on roads, increase driving
economy, and provide drivers more time to focus on other duties thanks to the Internet of Things
idea. The enabling technology that entails a car moving out of a parking spot, traveling along a long
highway, and then parking at the destination is also covered in this article. The development of
autonomous vehicles depends on the data obtained for deployment in actual road conditions. There
are also research gaps and proposals for autonomous, intelligent vehicles. One of the many social
concerns that are described is the cause of an accident with an autonomous car. A smart device
that can spot strange driving behavior and prevent accidents is briefly discussed. In addition, all
EV-related fields are covered, including the likely technical challenges and knowledge gaps in each
one, from in-depth battery material sciences through power electronics and powertrain engineering
to market assessments and environmental assessments.

Keywords: electric vehicles; autonomous vehicles; digital twins; EV components; e-mobility; IoT

1. Introduction

To acquire a proper pace to meet the increasing demands of sustainable transportation
one may come across many technical hurdles that currently exist in the area of electric
vehicles and their electrification mobility plan [1]. As per the literature survey [2–4], it has
been observed that the price of current electric vehicles, range, and the facilities to charge
them are the major concerns in the present market of electric vehicles. With time, these three
challenging issues have gone through tremendous evolution. For instance, the price has
been decreased by almost 90 percent and it is predicted that it may reduce more in future
by 2050. Its range comparatively has been increased from 80–160 km to 320+ km [5–7],
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whereas the charging infrastructures have been observed as still a major concern. These
electric vehicles are no doubt environmentally friendly [8,9] and have the great boom of
renewable sources in the electrical grid, as witnessed in [10]. This review manuscript will
try to address these issues in more detail along with emphasizing the current cutting-edge
advancements in this e-mobility [11–13].

Looking at 2020, one may see that the battery’s specific energy has been increased from
almost 110 Wh/kg to 250 Wh/kg. Hence, looking at this advancement one may predict
that it may reach up to 450 Wh/kg by the year of 2030. Moreover, the energy density
also increased from 300 Wh/L to 550 Wh/L from 2010 to 2020 (in merely 10 years). Thus,
one may also predict for 2030 that it may increase up to 1100 Wh/L. Where the prices of
batteries are concerned, there is reduction in the cost as well. The battery price that used to
be EUR 1200 per kWh has been reduced to EUR 120 per kWh and will likely to go down to
EUR 50 per kWh in the near future. This review paper therefore shares the current state of
the battery technology as well [11–13].

Discussing further the traction inverter power density, one may see that it is also
increased up to 35 kW/L and likely to be increased up to 60 kW/L in the upcoming
10 years [11]. Researchers have so far incorporated wide band gap strategies to increase the
efficiency up to 98% with an increment in driving range by 8%. The method utilized to
generate electricity has the biggest impact on how environmentally friendly electric vehicles
are. The European Energy Mix estimates that CO2 emissions in 2010 were at 300 CO2
g/kWh. The deployment of sustainable energy sources and the potential retirement of
nuclear power plants are expected to reduce CO2 emissions to below 200 g/kWh by 2030,
and maybe even lower. The CO2 emissions per vehicle will drop from 66 CO2 g/km in
2010 to under 30 CO2 g/km in 2030 when the consumption and emissions of the electric
vehicles used to generate the electricity are taken into account [11–14].

Autonomous vehicles (AVs) are anticipated to be used by 2030. They will probably be
electric and shared. Some of the commercial used vehicles have been incorporated with
automation level 1, as mentioned by the SAE in 2010. Now, the latest cutting-edge vehicular
technologies have reached level 3 already, and some of them have level 4 automation. They
have artificial intelligence features already incorporated with advanced communication
systems that enable their use for brand new mobility services right now. Such development
is also present in this article. In this present era, thousands of things cannot only be sensed
but processed and actuated using the Internet of Things feature. This will also enable the
smooth collaboration and makes sharing of data easy [14–16]. Such platforms are used in
the automotive mobility, automation, as well as in smart cities. These platforms are not only
used to identify threats but also used to tackle them [14–20]. While driving one may see
that driver has to perform a series of actions, such as accelerating and de-accelerating the
vehicle, taking care of directions, and using indicators and changing lanes accordingly [21].
An autonomous vehicle must consider its surroundings in order to operate [22]; the five core
processes of perception and planning, along with localization, vehicle control system, and
system administration, are needed for this.

Estimating the position of the vehicle is the responsibility of the localization module,
while the perception module uses data from several sensors to build a representation of
the driving environment. Thus far, the module related to planning is concerned; its main
task is to make decisions for maneuvering the EV based on safer localization and mapping.
This is all possible because of the perception data only. Moreover, the acceleration, steering,
and braking mechanisms all are controlled by the vehicle control system [23]. Thus, taking
all factors on the road into account, such as pedestrians, cyclists, other vehicles, etc., the
procedure becomes a bit complex. Therefore, the communication system module plays
a vital role in the autonomous electric vehicles, which allows the vehicle to take care of such
factors while being driven on roads. A frequent name for this type of communication is
“vehicle-to-everything” (V2X) communication, which encompasses a number of situations
including “vehicle-to-vehicle”, “vehicle-to-infrastructure”, “vehicle-to-pedestrian”, and
“vehicle-to-network” (V2N) communication [24,25].
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Thus far, it has been observed and studied in the literature [25,26] that two vehicles can
communicate with each other, known as vehicle-to-vehicle communication. This enables
fewer collisions and enables road departure with nominal speed and acceleration by letting
other side vehicles know about each other [27]. Instead, V2I communication allows the car
to link to the infrastructure on the side of the road to spread information widely [28]. Among
the advanced services, one may find all relevant information related to safe distances from
surrounding cars, speed limits, safety, roadblocks, and accidental warnings, and it also
helps in assisting lane tracking as well [29]. In order to reduce accidents, the term “V2P”
refers to the idea of information being exchanged between a vehicle and a pedestrian
utilizing sensors and intelligent technology [30–32]. The server that provides centralized
control and data on traffic, roads, and services is connected by V2N, which connects car user
equipment [33]. As a result, the deployment of V2X communications in conjunction with
already existing vehicle-sensing capabilities serves as the basis for complex applications
intended at enhancing vehicle traffic, passenger infotainment, manufacturer services, and
road safety [34,35].

If such systems are to be successful when implemented in a real-life scenario, they
will ultimately depend on the data gathered from actual contact [36]. For instance, machine
vision makes use of image processing to keep an eye on the back cars [37] and trajectory
analysis of the vehicles in particular jurisdiction [38]. The best control parameters for
maximizing fuel efficiency and saving fuel are also determined using historical data [39].
The chance of drunk or sleepy driving is decreased by using data gathered by in-car sensors
to examine driver behavior even when the vehicle is not fully autonomous [40].

There is literature that examines V2X communication and focuses on the connec-
tivity and security of networks [41–45]. There have also been reviews that concentrate
on various aspects of the autonomous vehicle. The state of the art for connected auto-
mobiles was outlined by Siegel et al. [40] starting with the obstacles, applications, and
requirements for vehicle data. It was endorsed in [46] that the communication between
transport infrastructures with cooperative traffic management solves half of the problems.
They focus on non-signalized junctions in their study while also including approaches for
signalized intersections. The detailed review on autonomous overtaking was published
in [47]. The authors demonstrated that the dynamics of vehicles and restrictions associated
with the environment, as well as proper understanding of the environment and nearby
obstructions, are the two key components of high-speed overtaking. Bresson et al. [48]
conducted an assessment on localization methods for autonomous cars equipped with
on-board sensor-based systems along with the combination of a communication network,
either V2V or V2I, or in some of the cases both are equipped.

Development of Vehicular Networks and Cloud Options

Furthermore, one may see several research contributions revolving around cloud
computing [49–58]. In these research manuscripts, authors have investigated the vehicular
computing based on cloud things and associated its extension to mobile-based cloud
computing and vehicular networks. In addition to this, one may find additional information
related to privacy, security topics, and concern areas such as cloud applications and their
formation along with the communication system design. The difficulties of vehicle cloud
networks were discussed in [50,51]. Last but not least, one may see similar discussions on
vehicular cloud options, including traffic models, services, and applications that can make
vehicular clouds possible in a more dynamic setting [52,53]. Reviews written by various
authors have concentrated on a certain topic. Although review paper [40] focused on
a more general topic, network connectivity was highlighted. The application had very few
details. However, the researcher in [40] only highlighted applications that may use gathered
data to check drivers, hence lowering the danger of sluggish drinking, as an example of
driver monitoring. As per our best efforts on studying the literature, one may be unable
to find any study related to the cutting-edge trends in autonomous vehicular technology.
Hence, the aim to include this in our review manuscript is to comment whether the above-
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stated jobs will be performed by the modern autonomous vehicular technology or not.
Fuzzy, modern predictive control, and a number of other techniques are used to enhance
fuel efficiency and energy consumption without sacrificing the vehicle’s performance.
Some of these provide information on the EMS’s real-time development process and its
calibration parameters, which are utilized to improve the vehicle output characteristics.
These parameters include SOC, vehicle speed, power-split, etc. The primary goal of this type
of research is to investigate a comprehensive strategy for creating the control architecture
of an EMS using multiple control techniques. Along with a brief suggestion and debate
regarding the improvement of future EMS research, constraints and difficulties relating to
EMS breakthroughs are also suitably emphasized. The significance and potential effects of
real-time EMSs with different control systems were finally revealed by an interpretative
analysis [39]. For the transportation of the future, which is anticipated to be sustainable
in terms of energy generation, consumption, and vehicle emissions, these methods are
all put forth. Vehicle electrification, autonomy, and implementation all heavily rely on
embedded intelligent systems. Despite the fact that electric vehicle technology is anticipated
to dominate the automotive powertrain design in the next decades, a number of obstacles
currently prevent their widespread adoption in the automotive industry. These obstacles
can generally be divided into four categories: consumer behavior, charging infrastructure,
car performance, and governmental backing. Hence, a thorough understanding of these
obstacles is a matter of concern. Based on the importance of each barrier to be found and
removed, this article studies them and deduces the relative order of their removal [40].

This paper starts with information about the digital-twin-based vehicle propulsion
system (DTVPS) and its revolutionary benefits associated with the wide band gap (WBG)-
based semiconductor trend utilized in power converters. Later, one may read about the
rapid charger technology in detail with respect to vehicle-to-grid (V2G) and vehicle-to-
device (V2D) communication systems [59,60]. In addition to this, one may see the overall
investigation provided by these modern strategies that make modern autonomous cars
more powerful. At the same time, there is a recommendation of resolving the issues as
stated in this manuscript. Thus, the main objective of this research article is to propose
an overall picture of this topic though comprehensive literature work which includes
related areas but no discussion on algorithms at this moment.

2. Future Electric Vehicle Propulsion Systems

In terms of the concept related to electric vehicle propulsion systems, one may under-
stand it in an easy way, as it requires a power converter, a battery, an electric motor, and,
last but certainly not least, a fixed transmission. Moreover, there is no need for a gearbox,
and it is also free from clutch and oil filters. This cuts down the costs as well as improves
the driving comfort [61–64]. One may find the information associated with the upcoming
market trends with EV propulsion in this section and will be able to draw the new directions
for research as well.

2.1. Development of Digital Twins for EVs and Their Perks

For many years, automotive researchers and engineers have created analytical and
simulation models of the individual parts of EVs as well as complete EVs. With time, these
models have advanced and become more precise. With the advent of sensor technologies
and the powerful IoT-like feature, all offline models have been turned into digital models
that provide liberty of monitoring, rescheduling maintenance, predictive maintenance,
and fault endurance and recognition for their lifetime. This results in reducing the costs
over the intermediate steps during manufacturing, such as system design verification and
validation. These are the reasons that digital twin has been initiated based on the advanced
strategies such as AI, IoT, and cloud computing [65,66].

The entire idea about digital twin is illustrated in Figure 1, where one may see an elec-
tric vehicle containing all essential components, such as a power converter, battery, and
then a suitable number of sensors equipped with a motor. The representational model of
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the simulation platform is housed in the virtual environment. Thus, using a multi-physics
framework, one of the highly accurate models has been developed. The exchange of infor-
mation and data links the physical and digital worlds. The vehicle designer can develop
a virtual process that runs concurrently with the real one and functions as a source that
helps in analyzing the model in terms of dynamic and static perspectives.
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Figure 1. The creation of a digital twin implementation concept.

The EV’s digital twin model and tool can provide the following advantages:

• Ensuring that future EVs’ functionality, energy efficiency, and user comfort all advance
significantly: These criteria can gauge the usability and attributes of the vehicle, for
instance, price, driving distance, range forecast, overall journey time, appropriateness
of a long-distance trip, comfort in all environmental circumstances, and comfort in
traffic situations.

• Stress modeling and study using multi-physics: This analysis predicts breakdowns in
advance, allowing for the prevention of failures and a reduction in downtime.

• Predictive maintenance using reliability analysis based on mission profiles: Battery-
based electric vehicle drivetrain deterioration of the components crucial to system
dependability can be identified via the mission-profile-oriented accelerated lifetime
testing. As a result, product developers will be better equipped to innovate quickly
and consistently, testing several combinations of various variations of drivetrain
components and experimenting with novel ideas.

Additionally, maintenance protocols and schedules can be created utilizing the data
collected from the digital twins of the cars to ensure that the parts are available before
they are anticipated to fail in the EV and reduce inventory stocks. The use of the digital
twin in control design, designing powertrain, and the dependability of innovative new
powertrains is also one of the major themes of the future. This shares three significant
domains, such as the digital-twin-based reliability, its design itself, and digital-twin-based
control design. These areas are all crucial for creating future vehicle generations that are
more dependable and cost effective.

2.2. Power Electronic Interfaces

Power electronic converters are no doubt important components of any electric vehicle
propulsion [11]. Numerous studies have been undertaken in the area of semiconductor
-based materials designed as switches for these power converters. These switches are
currently proposed based on silicon (Si) materials or silicon carbide (SiC). A few of them
use gallium nitride (GaN), as referred to in [67–70]. The only limitation or constraint with
such switches is their switching frequency. As per the user requirement, it is seen that the
silicon-based IGBT traction inverter designs restrict the switching frequency [71]. These
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wide band gap materials need one- or two-electron volt energy to transfer their electron to
the valence band in order to execute the conduction [67–73]. Such properties are illustrated
in Figure 2.

Figure 2. Comparison between silicon (Si), silicon carbide (SiC), and gallium nitride (GaN) [73].

For Si-based OBCs, the switching frequency for MOSFET-based on-board chargers
(OBCs) must be less than 100 kHz [72]. The WBG semiconductors, in contrast to typical
Si semiconductors, have intriguing characteristics and advanced material features, such
as the capacity to function at higher voltages and with less leakage current, as well as
greater switching frequencies and thermal conductivity. Thus, for low-voltage applica-
tions, the high-frequency-based WBG semiconductor provides good efficiency along with
better power density. This results as a reduction in the overall weight of the converter
and efficiency of the electric powertrain. Moreover, these high frequencies that are in
between 40 kHz–100 kHz for active front-end inverters and 200 kHz to 500 kHz for OBC
systems will allow to even operate on high temperature readings as well. It has been
observed that there is much less focus dedicated to the thermal control of GaN-based
semiconductor devices. Thus, precise models for GaN-based power electronic converters
are required so that one may suggest the outcome based on their parametric as well as
non-parametric representations.

Additionally, for power electronic converters, the most failure-prone devices are the
semiconductor modules. This is because of their high thermal stress property. Many of
these failures are time-dependent dielectric breakdowns [74]. WBG-based power converters
are most reliable because of their higher activation and are currently preferable due to their
cost-effective packaging devices. These reliability operations have so far not been discussed
in previous research contributions. Although there are some research manuscripts that may
share the reliability analysis of silicon- and silicon-carbide-based converters, one may find
very little research on GaN-based power converters. These GaN devices in the EV power
industry enable higher range efficiency, but still one of the key constraints in this area to
tackle is the range of voltages. Regarding the predictive maintenance and reliability, no
detailed stress study is available. Therefore, in accordance with these WBG technologies,
one may see them being integrated with electric motors as well as with the battery systems.

3. The Future of Solid Batteries

Because of the dominating properties, lithium batteries are currently the most common
type of batteries used in electric vehicles, according to the literature [75–78]. This battery’s
role in EVs is crucial, since it determines the vehicle’s energy, cycle life, power performance,
safety, and, most importantly, its driving range. Numerous unique scientific advancements
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in battery chemistry, composition, and manufacturing have improved the performance of
EVs while also lowering their overall cost [79].

3.1. Previous Technology Developments Associated with Lithium Batteries

According to the cathode material utilized, Li-ion batteries are frequently catego-
rized [80,81]. The common iron and phosphate are used to create LFP (lithium iron
phosphate) batteries, on the other hand. Due to the material’s hard olivine structure,
these batteries have a very long lifespan and are capable of producing very high power.
Unfortunately, this technology’s intrinsic low potential compared to Li+ and particular
capacitance make it less suitable for high-energy applications. LFP is still a good option
for power applications (hybrid cars, power equipment, etc.) or situations requiring a lot
of cycles, whereas both lithium nickel cobalt aluminum oxide (NCA) and lithium nickel
manganese cobalt oxide (NMC) are energy-dense technologies, and electric cars frequently
employ them. The amount of cobalt is being decreased in favor of the amount of nickel in
both technologies, which is a definite trend. This guarantees a better energy density and
lessens reliance on pricey cobalt. Studying different stoichiometric proportions enables us
to see several types of NMC which are now available for commercial usage. Considering
NMC111, NMC532, and NMC622, each of the three components are present in the same
quantity. NMC111 is better suited for higher power applications, since it has less nickel and
more manganese, but NCA, NMC-532, and NMC-622 are considered to be cutting-edge
cathode materials, as seen in Figure 3.

 

Figure 3. Illustration of Energy density vs. specific energy.

There are many constraints of negative electrodes in terms of their availability for
commercial usage. Because of their low potential when compared with Li+, it is observed
that high specific capacitance and carbon anodes have outclassed them since 1991. In the
year 2016, almost 90% of commercial batteries were based on graphite, whereas only 7%
of them had amorphous carbon and only 2% had lithium titanate oxide. These materials
have the ability to charge the batteries quickly but at the same time the raw material seems
quite expensive, along with the low energy density [82]. There is a plethora of perks of the
electrode material available today in the market, and this is because of the recent research
and developments occurring in the field of Li-ion batteries, as illustrated in Figure 3. In the
near future, silicium’s contribution to this will be crucial. It has been observed while going
through the literature that silicon is one of the alternate solutions for the next-generation
materials for anodes [83], and this leads toward the reduction in the low prices: almost
eight to ten percent less than graphite. In addition to this, the life cycle of silicon-based
batteries is still short, even with the amalgamation of graphite electrodes in lower amounts.
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A few examples of this amalgamation have occurred already, for example, the 5 percent
incorporation in Panasonic cells which were later utilized in Tesla X. We all expect that
the technology that we have today will surely expand in upcoming years, and with this
expansion there will surely be a boost in nickel-based cathodes that may lead to lessen
the silicon’s content and immediately will result in an increment in energy density. This is
something that is expected until 2025, along with the anticipation of technologies based
on lithium-sulfur-oxygen and solid-state batteries. In the coming eight to ten years, the
current market is predicted to head toward the next generation of technology based on the
lithium-ion battery. It is concluded that with an inclusion of cobalt or nickel the energy
densities can be increased at the cell level as well as at the pack level, as shown in [84,85]. In
order to fulfil this prediction, extensive research is required on these solid-state electrolytes.
These are the thicker electrolytes with higher energy densities. They are not flammable and
do not have any impact on concentration polarization voltage losses like the other liquid
electrolytes. These are found to have brilliant dendritic growth resistance that allow us to
use Li-based anodes easily [86].

Specifically, for a solid electrolyte to be used for the applications associated with
an electric vehicle, it must have a fast charging capability. In addition to this, the maximum
current density over which the battery becomes short circuited due to the Li-dendrite
penetration phenomenon is one of the key things to be kept in mind. The modern parametric
reading for critical current density values should be below the value of 5 mA/cm2 [87,88],
but in actuality they are even below 0.12 mA/cm2. Furthermore, variable current densities
are needed for charging and discharging. Recently, it was discovered that critical current
densities are higher during charging than during discharging [86].

Investigating the interfaces such as electrode to electrolyte in solid-state batteries
is one of the significant aspects in acquiring high specific energy with a longer life cycle.
Moreover, one of the reasons due to which cells usually fail is the electro-chemical interfacial
instability. For example, solid-state electrolytes presently have a stability window up to 6 V
as compared to Li+/Li batteries. The cell impedance may eventually rise as a result of the
breakdown of the solid electrolyte–solid electrode contact. The purpose of some techniques,
such as liquid–solid hybrid electrolytes, is to explain the interface instabilities [87]. It is
seen that the polymers and their composite electrolytes are majorly centered on solid-state
batteries; this is because of their well-oriented nature towards the field of energy storage. In
addition to providing improved mechanical flexibility, processability, and scaling up, they
are less flammable than liquid electrolytes. Due to its broad ionic conductivity ranges, poly
(ethylene oxide) (PEO) and its derivatives have fascinating solid-state battery possibilities.
Compared to the conventional organic liquid electrolytes, ion conduction is still less efficient
and more challenging [89–91]. Solid-state battery production comprises distinct lines for
anode, cathode, and electrolyte sheets, much like standard Li-ion battery assembly. The
production of battery parts and the methods by which they are assembled, however, differ.
In contrast to conventional Li-ion batteries, electrodes must be added after the electrolyte
has been created. Additionally, the creation of extremely poisonous H2S (in the case of
sulphides such as Li6PS5Cl) and somewhat high temperatures (over 1000 C in the case of
Li7La3Zr2O12) are required for the production of solid electrolytes [92].

3.2. Problems Confronting the Solid-State Battery and Potential Solutions

It is a fact that the cost per cell or cost per pack is very high for EV applications, and
the same goes for the energy per cell and pack as well. This goal is quite sincere, even
though the expected level of safety is compromised. Here is a list of some of the issues that
scientists are now working to resolve:

• Due to the weak wetting between lithium and the solid electrolyte, an interfacial
resistance forms. Solid electrolytes, especially those made of ceramic, exhibit very
high interfacial resistance due to insufficient wetting of Li. Li is therefore ineligible for
use in solid-state batteries. It was discovered that solid electrolytes made of polymers
exhibit improved Li wetting while having less ionic conductivity than their ceramic
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counterparts. In light of this, polymer/ceramic composites can be used as electrolytes
to address the Li wetting problem [86].

• Li metal used in high-power applications has substantial dendrite development and
spread problems. The critical current densities for solid-state batteries are quite
a distance from the intended value of 5 mA/cm2 [87,88]. Additionally, since plating
(charging) and stripping (discharging) differ from one another, the critical current
density must be decreased. Dendrite propagation is severely constrained in dense
microstructures, hence great attention has been taken to create the electrolytes as
tightly as possible, despite the fact that the exact reason and therapeutic treatments
are yet unknown [86].

• Solid electrolytes with high ionic conductivity are challenging to make, store, and
handle. They are expensive to use and necessitate specific methods and oxygen-free
environments. In this field, there is a constant need to reduce production costs and
facilitate handling of solid electrolytes.

During the process of developing a cell based on ceramic material, there are a lot of
heat pressing techniques being utilized, as illustrated in Figure 4. Moreover, this step is
performed to ensure the proper but smooth relation or contact between the electrode and
its electrolyte. Today, the design engineering may easily perform this process, whereas
it is observed that the bulk type of solid-state batteries may produce enough retention
capacity [93]. On the other hand, the scalability is also one of the main constraints of bulk-
type batteries. Thus, one may opt for polymer composites as a true solution during the
massive production of these products. Furthermore, Li metal creeps while being operated
on at high temperatures. Therefore, in modern methods it is suggested to engage Li metal
in a process that actually reduces the creep tendency [94,95].

Figure 4. Battery production for process parameter optimization [94].

3.3. Batteries with Embedded Sensors

Over time, battery performance changes substantially. This may be the result of a mul-
titude of undesirable material side reactions that eventually lead to capacity fading and
impedance growth, which may raise safety concerns about dendritic short circuits. It is
essential to properly manage and monitor batteries when they are in use. To perform this,
a battery management system (BMS) is typically used. Each cell’s voltage, current, and
temperature are kept within its ideal safety parameters by the BMS. There are states of
a battery, such as the state of charge (SoC) that shares the energy storage information one
battery has [96] and the state of health (Soh) that describes the capability of a battery to
hold on to a charge as compared to a new battery [97]. These parameters can never be
examined directly, but can be analyzed with the help of voltage, current, and temperature
measurements. Currently, they are accurately measured and optimized using intelligent
algorithms [97]. These all-measurement techniques involve sensors to track all such pa-
rameters that share all information related to battery life. Implantable sensors that are
integrated into battery cells are thus receiving more and more attention.
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This approach will enable us to measure previously unmeasured quantities, learn
more about the physical parameters, and comprehend the parasitic chemical activities that
happen inside of the cells. This results in the improvement of dependability and advancing
the security of batteries. The factors such as pressure, strain, expansion, temperature, and
composition of the proposed electrolyte enable the numerous possibilities when computed
using next-generation state estimation techniques [98].

Another recent area of study is batteries that can heal themselves. Unwanted chemical
alterations within the cell are the cause of battery breakdown. Reversing these modifications
to return the battery to its initial configuration and operation is the idea behind self-
healing in batteries. Batteries with self-healing capabilities will focus on repairing damaged
electrodes on their own to restore their conductivity, controlling ion movement inside
the cell, and reducing the impact of parasitic side effects. Due to the difficult chemical
environment that self-healing mechanisms must operate in, the field of battery technology
has been sluggish to adopt them, but the subject is presently gaining ground quickly. There
are some polymer-based substrates that heal themselves and are commonly known as
self-healing polymer substrates (SHPS). Their primary goal is to repair all damages on
electrodes and try to restore the conductivity [99]. Self-healing polymer binders, such as
those used in silicon anodes, are designed to keep fractured active material particles from
losing electrical contact with one another [100]. Functionalized membranes, which can trap
undesirable molecules and stop them from reacting with other components in the cell, are
another potential idea.

On the other hand, self-healing electrolytes have healing agents that can dissolve
undesirable depositions [90]. The enclosed self-healing molecules are a promising concept
for the future. These are made up of therapeutic substances housed in microcapsules.
By supplying the proper stimulus, the healing chemicals can be released when necessary.
The functions of sensing and self-healing should be emphasized as being closely related.
Smart batteries combine both of these features so that in the first place a BMS will receive
signals from the integrated sensors and analyze them. In the event that a fault is found, the
BMS will signal the actuator, stimulating the proper self-healing procedure. The reliability,
lifetime, user confidence, and safety of future batteries will all be maximized by this
ground-breaking strategy.

One may be thinking about integrating the sensors with the battery, so for this purpose
as described in [91], where an integrated conductivity and temperature (CT) micro-sensor
for the conductivity high-precision measurement of electric car battery coolant was inserted,
one may embed the sensor with the battery in the same manner. An inter-digital micro-
electrode is made for conductivity sensing, and the temperature sensor cell is a thin-film
platinum resistor. With a resolution of 0.1 S/cm, the integrated CT sensor has a respectable
limit of detection. Moreover, sensors have a high-precision signal collection and processing
circuit constructed for them, and a desirable full-scale measuring error is seen. Moreover,
once this sensor is deployed the data can later be easily transported to a static IP using
the Internet of Things and can perform several AI algorithms for further monitoring and
predictive maintenance.

4. Intelligent Bidirectional V2G Systems

For the widespread use of EVs, the battery needs to be charged quickly and effec-
tively. The average modern electric car can travel 300–400 km without recharging. There
are numerous difficulties to think about: the first is having charging stations available
everywhere; the second is quick charging; and the third is improving power density and
specific power [101]. There are four primary forms of charging in use today. The following
charger types are described in Table 1 [102].
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Table 1. Different charging level systems [102].

System Level Charging Duration Output Nature Location

Next-generation-based
ultra-fast charging system
(NXG-UFCS)

It takes approximately 8 min to
charge EV for 320 km

Three-phase Vac: 210–600 AC circuit
dually converted to DC circuit to EVs.
Output normally ranges around
800 V and 400 kW.

Off-board
3 phase

DC fast chargers (DC-FCs) It takes 30 min to 1 h to charge for
100–130 km of range per hour

Three-phase Vac: 210–600 AC circuit
dually converted to DC circuit but
with an output range of 500 A and in
between 50 and 350 KW.

Off-board
3 phase

Level 2 chargers (L2C)
These are domestic chargers and
are available at home to charge
for 16 to 32 km/h in 4–8 h

Vac: 240 (as per US Standard,
whereas 400 as per EU standards).
The output ranges from 15–80 A and
power in between 3.1 and 19.2 kW.

On-board
single/3 phase

Level 1 chargers (L1C)

This system takes approximate
7–10 h to charge for 3–8 km and
depends strongly on the type of
EV model

Vac: 240 (as per US Standard,
whereas 400 as per EU standards).
The output ranges from 12–16 A and
power in between 1.44 and 1.92 kW.

On-board
single phase

In level 1 and level 2 chargers, batteries are always plugged in on-board, whereas in
level 3 converters they are usually off-board systems and have enough ability for a high-
power charge. Moreover, it is also seen that level 1 and 2 are sluggish when it comes to
their charging time, and therefore they are available commonly in public spaces, homes,
and private setups. In most of the shopping centers one may find level 3 charging systems,
which are DC power in nature and very fast in charging the system [101,102]. Regarding
the level 2 charging systems, they produce approximately 20 kW of AC charging and take
almost 2 h; using this system the EV may travel up to 200 km. In addition to this, one may
cover 200 km by utilizing the 150 kW DC charging system that may lower down the time
by 15 min compared to the conventional one. Similarly, the charging system of 350 kW
takes 7 min [103,104].

Regarding the three-phase topologies compared to the front-end inverters, they may
include rectifiers based on diodes, matrix rectifiers, as well as Vienna rectifiers [105]. The
simplest and most effective tool for power conversion is a diode rectifier. However, the
output fixed voltage is affected by the three-phase supply voltage. In terms of total
harmonic distortion, it is unfavorable (THD). A three-phase active front-end (AFE) rectifier
tackles the THD problem by generating three-phase sine shaped input current waveforms
with an enhanced power factor and efficiency and offering variable DC output voltages.
Even though it might not be as well known, the Vienna rectifier is becoming more and more
widespread. Out of all the three-phase conversion techniques described so far [103,106],
the AFE boost rectifier can be used for off-board fast-charging systems. As the number of
battery electric vehicles has expanded, so too has the prevalence of grid-connected power
electronic converters (PEC). If these PECs are bidirectional, the power kept in a car can be
used to either supply peak power or temporarily store electricity (V2G, or vehicle-to-grid;
grid-to-vehicle, G2V). Active switches now replace diodes in the existing PEC topologies to
handle the bidirectional power flow. The system design for the multiphase-bidirectional
on-board charger is depicted in Figure 5.
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Figure 5. Architecture of the multiphase-bidirectional on-board charger system [107].

Bidirectional (V2G/G2V) On-Board Charging Systems

For opting for the off-board charger in the power electronic converter there are a few
main factors that must be studied, such as high reliability, distortion-free operation, less
grid interference, lower system size, weight, high efficiency, and, last but certainly not least,
high efficiency. In order to be portable, light, and effective, wide band gap devices have
contributed a lot, and they made switching frequency optimal as required in this domain
by low gate charge and output capacitance. This was possible all because of the GaN-based
power transistors. The devices such as capacitors, inductors, and transformers, which are
passive in nature, were also changed to be lighter weight and smaller in size [107,108]
because of the advent of WBG technology. It is noted that GaN-based transistors are high
electron mobility transistors (HEMT), thus we call them GaN-HEMT in short, and they
have a voltage rating up to 660 V, whereas the current ranges from 20–50 A [104,107]. These
components are mostly deployed in off-board chargers (OBCs) with the output power
ranging in between 3.0 kW and 20 kW. Figure 6 is illustrated in order to show two single-
phase bidirectional off-board chargers with a special DC to DC stage structure as well
as the same identical AC to DC structure, which is a totem pole PFC. One may also see
the dual active bridge that is functional because of the galvanic-nature-based isolation
and bidirectional power transformation, including zero-voltage detector and switching at
both primary as well as secondary sides. This has compact-size-based components and
a fixed-frequency operation, as referred to in [109].

Figure 6. GaN-switch-based bidirectional OBC system topologies [107].
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It is tough to achieve the full range of ZVS due to the wide range in load power. The
resonant bidirectional CLLC architecture (where C is capacitance and L is inductance)
shown in Figure 7b is incredibly efficient because of the zero-current switching (ZCS) on
the secondary side and the zero-voltage switching (ZVS) in the main bridge. The CLLC
architecture has the drawback of not being able to adjust output voltage using the series
resonant frequency when it is being used for charging.

In order to solve this issue, reference [70] advises switching from frequency modula-
tion in the DC-DC stage to DC bus voltage modulation in the PFC stage. The resonant CLLC
stage will be able to function at its most effective level as a result [109,110]. A modular con-
verter method is a suitable replacement for the development of ultra-fast charging systems.

Four AFE converters are combined and connected in parallel to generate the current
design, which is suggested for the 600 kW DC ultra-fast charger [111]. This is seen in
Figure 7. A comparison of silicon-based and silicon-carbide-based semiconductors has
been performed for each module with a 150 kW power rating. In order to examine the
effectiveness of Si (SKM400GB12T4) and SiC (CAS300M12BM2) devices at various power
levels, a non-linear electro-thermal simulation model was adopted. The simulations for
both scenarios contain the pertinent datasheet information. Figure 8 illustrates how SiC
devices are substantially more effective as chargers than silicon-based ones. Wide band gap
devices can save energy in this way because Si has a larger loss than SiC.

Figure 7. (a,b) Modular 600 kW DC ultra-fast charger [111].

Figure 8. Si- and SiC-based high-power off-board charging system efficiency map.
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5. The Transition to Climate-Neutral Transportation and Energy

Integrating renewable energy sources such as wind, solar, and hydro is essential to
creating communities with sustainable energy. Even when accounting for the hourly effects
of renewables’ intermittency in a fully dynamic energy system, renewable energy sources
have a far lower impact on climate change from a life cycle viewpoint than conventional
energy sources such as oil, natural gas, or coal [112]. The increasing amount of distributed
power generation equipment connected to the utility network has caused problems with
power quality, safe operation, and islanding protection. In order to adhere to grid inter-
connection standards, distributed generating system control must be improved [113]. For
instance, transitioning to all-electric cars would only increase electricity use by 20% in
Belgium [114]. Renewable energy is being used more frequently. What happens if there
is neither wind nor sun, though? In these situations, we must either rely more heavily
on alternate energy sources or invest more money on energy storage. Battery size plays
a big role in electric car performance. Batteries in cars can be used to store extra solar- or
wind-generated electricity. The phrase “smart charge management” is used to describe it.
When there is a high demand for power, the stored energy can be released back into the
grid. The technical term for this is vehicle-to-grid, or V2G.

An extensive cycle test revealed that using the V2H to power a house had little
influence on the battery’s effects of aging. The main cause of the V2G features’ minimal
effects on battery aging is that the discharge current needed to power a house is substantially
lower than the current needed to accelerate an automobile [115]. A battery can be integrated
into a Local Energy Community (LEC) in a number of advantageous ways, enabling
energy to be stored while it is affordable on the wholesale market and released when it is
more expensive. Capacity credit, a service offered, can help delay or reduce the need for
infrastructure upgrades in the production, transmission, or distribution sectors. Batteries
installed behind the meter can also help with backup power and energy cost reduction by
increasing PV self-consumption in microgrids.

As energy communities and more decentralized production become more common,
the power grid is projected to alter. The energy management of such systems must include
electric fleet bidirectional charging systems, which can offer services that are flexible in
nature, enhance self-consumption, and continue to prevent grid congestion. A vehicle-to-
grid case study’s techno-economic analysis can be found in reference [116]. However, for
vehicles and chargers to function in a bidirectional manner, electricity must be able to be
transmitted in both directions. This raises a need to initiate communication with the local
grid operator, which is still an unresolved issue. The first realization shows how taking use
of value streams connected to grid balancing can be facilitated by intelligently integrating
electric vehicles into a grid [117]. Therefore, it is crucial to build a real laboratory where this
research can be carried out. Several guidelines and specific requirements for integrating the
V2G in a local energy system are provided in reference [118]. Electric vehicles are seen to
emit two times less carbon dioxide (CO2) over the course of their whole lives than gasoline
or diesel engines do if we use the European electricity mix. This may be four times less if we
use the electrical mix in Belgium as an example. If automobiles were fueled by renewable
energy, carbon dioxide emissions might be reduced by a factor of more than ten [8,102,119].
Figure 9 displays the findings for each vehicle’s ability to contribute to climate change or
global warming. The BEV using Belgium’s power mix receives the lowest overall grade for
climate change.

The BEV also outperforms conventional gasoline and diesel vehicles in many other
mid-range areas, with the exception of human toxicity. The large impact on human toxicity
is brought on by the creation of auxiliary components such as batteries, motors, electronics,
etc. However, when comparing the well-to-wheel (WTW) phase, which is appropriate for
the Belgian limits (and urban region), it is evident that the BEV has higher ratings than all
other vehicles in the investigated impact categories.

214



Energies 2023, 16, 2925

Figure 9. Results of the life cycle assessment (LCA) for climate change [8].

In light of this, reference [120] suggests a range-based LCA method that takes into
account the market variability of each technology. The results reveal that, as shown in
Figure 10, the BEV performs best when evaluated on an all-encompassing single score level.

Figure 10. Results of single-score LCA [8].

6. Autonomous Electric Vehicles (AEVs)

These industries are transitioning towards greater automation together with the elec-
trification of the energy and transportation sectors. The development of electric vehicles
with high levels of automation is receiving more research attention and funding from the
automotive industry as well as other technical industries. This is the main reason that the
electric vehicle has to be autonomous, to bring more perks in terms of cost reduction, safety,
service level, and above all environment benefits [121,122].

Synergies between AVs and EVs can be used as a result of the transition from EV
to AEV. New innovations in data-driven algorithms, artificial intelligence, robust sensor
technology, and smart communication are all necessary for this transformation. The
mobility system and its integration into the power grid may be further optimized and its
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environmental impact may be decreased by addressing the fleet management and energy
demand challenges [123]. Strong and rapid communication protocols are important to offer
a seamless integration.

6.1. Wireless-Enabled Technology for AEVs

While embedding the highly autonomous features in a car to turn it into an au-
tonomous vehicle, there must be a method of communication to interact with surrounding
vehicles, and this communication is commonly known as vehicle-to-vehicle communi-
cation (V2V), whereas the communication in between vehicles and any infrastructure is
known as vehicle-to-infrastructure (V2I). Moreover, there is vehicle-to-home (V2H) as
well as V2P, which stands for vehicle-to-people communication. V2N is an acronym for
vehicle-to-network. All of these protocols are illustrated in Figure 11.

 

 

 

 

  

V2I V2C 

Figure 11. Vehicle-to-everything (V2E) protocol illustration.

There are numerous ways to establish this contact, each having benefits and downsides
of their own. Bluetooth, 5G, and Wi-Fi are well-known wireless communication technolo-
gies. Although these radio wave technologies may occasionally offer enough bandwidth
for V2V and V2I communication, it is important to take into account circumstances where
this is not possible. Examples include rural areas, urban areas with poor coverage, areas
with high electromagnetic interference, indoor and underground spaces such as parking
lots and tunnels, etc. Light Fidelity (Li-Fi), which uses visible and infrared light for data
flow, is an alternative to radio wave communication. Professor Harald Haas coined the
term “Li-Fi” for the first time in 2011 [123]. Using the light from a straightforward LED
desk lamp, he demonstrated how data may be delivered in the direction of a photoreceiver.
By adjusting the light radiation from currently installed lighting infrastructure, such as
streetlights, automobile headlights, etc., this can be accomplished. A unidirectional or
bidirectional communication link with a bandwidth that can produce a data rate up to
100 times greater than Wi-Fi can be established with the use of suitable photoreceivers [123].

Figure 12 shows the technical implementation of Li-Fi. By turning the current on and
off, an electrical driver controls the brightness of the light generated by the transmitter of
solid-state light sources such as an LED or a laser diode. Implementing Li-Fi is rather simple
because solid-state lighting is becoming more and more common in infrastructure (road
lighting, traffic signals, and vehicle head- and taillights). A completely new infrastructure
must be constructed in comparison to similar systems employing traditional RF-based
communication (such as dedicated short-range communications, or DSRC). Since a Li-Fi
transmitter can be as basic as an LED light, current lighting systems could be converted
to Li-Fi transmitters. Following that, it can serve as a hub for accessing information for
both automobiles and other road users (pedestrians, bikes, etc.). This results in a low
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implementation cost and a large number of accessible access points. With minimal effort,
the current “dumb” lighting infrastructure for roads may transform into a “smart” lighting
infrastructure. However, as was previously mentioned, its implementation is still difficult.
However, compared to alternatives, the expenses of implementation are cheaper.

Figure 12. Implementation of a Li-Fi downlink channel on a technological level.

6.2. Shared Electric Autonomous Vehicles (SEAVs)

Given that they may be less expensive, safer, and more effective alternatives to the
ridesharing and car-sharing choices available now, shared autonomous vehicles (SAV)
are generating a lot of attention [124]. In addition, SEAVs, the electric version, could
economically compete with current modes of transportation and have less of an impact on
the environment than traditional combustion engine cars. As a result, they are thought of
as a promising element of smart mobility [124]. The use of SEAVs involves a number of
difficulties. Estimating passenger demand and determining the desire to use and pay for
this service will be essential from an economic perspective in order to develop workable
business models [124]. The vehicle supply must correspond to travel demand from the
perspective of mobility. SEAVSs may increase mobility, particularly for elderly and less
mobile individuals [125–127]. In this aspect, the digital divide between people—where
those who are less tech-savvy and resistant to embracing new technologies are people who
are socially excluded—is concerning. Due to the electric nature of AEVs, fleet management
must maintain passenger service while also considering the driving range and charging
requirements. For SEAV fleet charging, it is important to consider the anticipated quantity,
location, and power levels of the charging stations [123]. This is still an active area of
research, because studies on SEAVs that take charging aspects into account [128,129] have
only included a spatial distribution or rule-based introduction up to this point; they have
not looked at other factors to determine whether a location is suitable or examined grid
constraints or impacts.

The widespread adoption of electric vehicles also prompts energy-related worries
about the availability of electricity and the electrical infrastructure. The widespread use of
EVs, however, has been demonstrated to only slightly increase the demand for electricity
and presents significant potential to balance the electricity grid through a variety of ancillary
services with improved bidirectional charging (vehicle-to-grid) [130]. Additionally, as
discussed in the previous chapter, EVs can help accelerate the deployment of renewable
energy sources (RES) by balancing their intermittent nature. The SEAV fleets offer potential
in this regard because of their high degree of controllability and coordination [131]. Due
to their autonomous and electric natures, which enable optimized fleet behavior, studies
at this time highlight the potential of SEAV fleets (environmental, economic, and service-
related). However, it does provide a challenging fleet management issue that necessitates
further research as well as the creation of crucial enabling technologies, including mobility
and energy demand.
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7. Autonomous Electric Vehicles and Autonomous Driving Concept

This section gives a thorough overview of the enabling technologies used to make
autonomous vehicles a reality, including advanced driver assistance systems and the idea
of operating electric vehicles (EVs) on their own. It then offers suggestions for resolving
identified problems and identifies any gaps in the existing literature.

7.1. Advanced Driver Assistance Systems (ADASs)

Prior to fully autonomous driving, the technology of advanced driver assistance
systems (ADASs) is briefly discussed. To improve road safety, monitoring, braking, and
alerting functions can be helped by ADASs. ADASs are capable of monitoring or assisting
with parking. Streetlights, traffic data, and other connected technology can increase the
safety of roads for both drivers and pedestrians, in addition to ADAS. Governments may
soon mandate the installation of necessary ADASs and their components in automobiles
over the next few years as ADASs continue to strive for more advantages. It is impor-
tant to emphasize that the ADASs covered here are not autonomous vehicles but rather
technology that aids the driver while driving. The technology in today’s driver assis-
tance systems is gradually becoming more sophisticated. The majority of systems attempt
to provide adaptive cruise control, driver fatigue detection, forward collision warnings,
lane-departure warnings, and parking assistance [132]. There is plethora of commercially
available advanced driver assistance systems (ADAS) that have the potential to improve
driving comfort and safety. Owing to age-specific performance limits, older drivers could
profit a lot from such in-vehicle technology, assuming that they are purchased and used.
However, at the same time, as per the findings of various market research surveys, there
is much greater knowledge of ADASs than there is usage of them. In a semi-structured
interview study, 32 senior citizens were polled to examine the gap between awareness and
desire to utilize ADAS. There are numerous research studies, such as [132], that look at
senior people’s knowledge, experiences, and obstacles to using ADASs.

Backward parking is intended to be both secure and comfortable via parking assistance
systems. A collision while reversing is avoided thanks to a reference that tells the driver
where the car is going. When a motorist gets too close to a vehicle in front of them,
forward collision avoidance systems are intended to provide them an audio and visual
warning [133]. To assess whether there is a risk of collision, these systems often evaluate
the distance between the two vehicles and keep an eye on their own speed as well as the
speed of the vehicle in front of them [134]. LiDAR, GPS, radar, and vision-based sensors
can all be used for monitoring [135,136].

The usual causes of abnormal driving are intoxication, carelessness, and/or exhaus-
tion [136–144]. Any of these factors usually cause a motorist to act differently or move their
body in a certain way. The typical behaviors of a fatigued driver are rapid and continuous
blinking, head nodding or swinging, and frequent yawning [145]. On the other hand,
a drunk driver frequently gets into the habit of accelerating or decelerating suddenly and
reacting slowly. In some ways, reckless driving is similar to drunk driving. The motorist
may be conscious but under the influence of emotional elements, which would cause
them to accelerate or decelerate suddenly and go over the speed limit [145]. Consequently,
a driver monitoring system can be implemented by either directly or indirectly watching
the driver. Direct driver monitoring systems use a variety of sensors to track the driver’s
bodily movements and heart rate. Analyzing pedal and steering movements as well as
responses to specific events is a part of indirect driver monitoring [146,147]. A warning
mechanism will be activated when such anomalous activity is discovered.

7.2. Constraints of Autonomous Driving

Even though there has been a lot of research conducted in the field of autonomous
vehicles, several topics have not been covered. First off, a sudden obstruction during the
autonomous vehicle’s parking trajectory has not yet been mentioned in the literature. A tod-
dler might sprint into the parking lot to grab something, or an adult might inadvertently
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enter that space. For the benefit of the driver, a rear camera is placed, and a sensor that
detects impediments in the rear is also installed. However, it is possible that the driver will
not glance in that direction or that the sensors will not raise an alarm. When completing
the parking trajectory, an autonomous vehicle should stop appropriately if such a sudden
impediment appears. For instance, if the autonomous vehicle detects a balloon as a barrier,
it should continue with parking rather than halting.

Systems geared toward obstacle avoidance are discussed in the most recent research [148,149].
A further factor was offered by Funke et al. [149] that takes into account unforeseen barriers
such as a deer crossing the road. None of the studies, however, have addressed how
autonomous vehicles ought to respond when something falls off a vehicle. In the case of
a large truck delivering a mass of iron rods for construction, if the rods were to fall off
and penetrate the window of the truck, it may result in deadly injuries. Although giving
way to an emergency vehicle has not been mentioned in the literature, emergency vehicles
do have priority in junctions [150]. Future self-driving electric vehicles must rely on both
their own internal sensors and the sensors of other cars. V2V will be used to exchange
measurement data in order to improve environmental awareness. Utilizing low-cost GNSS
receivers [151,152], radar-camera-based traffic monitoring devices [151], microscale traffic
information, and other networks [153–156], it is possible to integrate ADASs and smart
lighting infrastructures.

It is an admitted fact that a driverless car has so many perks, but at the same time it can
cause several issues for our society. One important issue is being responsible for an accident;
either the manufacturer should be accountable for this or an insurance company [157,158].
In [158], it has been claimed that treating autonomous vehicles and human drivers equally
would guarantee that autonomous vehicles would only be held responsible for negligence-
related conduct. Giving a car the same rights as a human may be easier to speak than
to actually do. Tort laws should apply to cars in the same manner they do to dogs [159].
The dog law and this would be comparable. Because the authors did not address how
the rule might be applied to autonomous vehicles, this indicates that there is still much
work to be conducted before they can be put into practice. In [160], it was argued that
manufacturers should be in charge of their design and emphasized that products should
go through rigorous testing before actually being distributed because the installation of
such a system should not compromise road safety. It is clear that improvements must be
made to the law [160–163] controlling autonomous vehicles before they can be accepted by
both the general public and manufacturers.

8. Challenges and Opportunities

The most recent research obstacles for intelligent, autonomous, and connected electric
vehicle technologies are examined in this section. The following details are provided [164–173].
Better decision-making capabilities for driving are provided by autonomous vehicles, which
eliminate intoxication, distraction, exhaustion, and the inability to make quick decisions.
Many of these elements contribute to the technologies’ capacity to outperform human
decision-making abilities when it comes to driving [169]. Hence, real-time responses and
error avoidance represent key hurdles for AI-integrated autonomous cars. The significance
of autonomous vehicle safety and performance measures has been covered in numerous
research studies. These measurements ought to take into account sensor error, program-
ming errors, unforeseen events and entities, likelihoods of cyberattacks and threats, and
hardware failures. In the future, it will be crucial to develop these indicators and analyze
them in a real-time setting. The comparative evaluation of autonomous driving systems is
highlighted in Table 2.

219



Energies 2023, 16, 2925

Table 2. Challenges and future directions of modern intelligent vehicle technologies.

Key Findings Challenges and Future Directions Year

The significance of deep learning in autonomous
driving was covered in this paper. Here, a number of
issues with autonomous driving systems are examined
and solutions using artificial intelligence and deep
learning are presented.

The discussion of deep learning’s function and its
integration with other autonomous driving assistance
systems can be expanded in this study. It includes
elements of modern infrastructure, such as blockchain,
cloud, and IoT technology [174].

2020

In this study, the current state of automated driving
was investigated and classified, and a taxonomy for
self-driving cars was developed. In addition, a hybrid
architecture concept combining human and computer
intelligence was developed in this work. The layout of
the car itself served as a summary of autonomous
driving. This effort created a taxonomy of
autonomous driving technologies, similar to the
self-driving car technology. We placed a higher
importance on machine–human interaction and
information integrity than simple driver substitution.

It is possible to add discourse and safety requirements
to this effort. The proposed hybrid architecture
includes a system for safety monitoring that may be
expanded with other cutting-edge tools such as drones
and cloud computing setups. Blockchain technology
can also be used to address data security and privacy.
Further performance issues can be investigated using
cutting-edge networks such as 5G networks [175].

2021

In this piece, the usage of drones in autonomous
systems is mostly covered. In addition, the
anti-collision techniques for traffic monitoring and
drone movement are covered. By adjusting the
number of drones and on-road vehicles, the results
are analyzed.

This work has application to the deployment and
monitoring of autonomous systems in real-time.
However, the relationship between drones and
driverless vehicles needs to be thoroughly
investigated [176].

2020

This study examined the system configurations,
elements, functions, and practical situations for
drones, smart UAVs, and autonomous vehicles. The
key issues for research and security for AI-based
threats are addressed.

This article provides a brief survey of the key
technological elements and how they relate to
autonomous vehicles, driving, and systems. It is
possible to expand on this work by having in-depth
discussions about technological issues [177].

2020

This paper presents blockchain-based architecture that
supports the networks and autonomous vehicles’
safety and security.

For greater credibility, the work can be expanded to
incorporate smart contracts for various systems and
subsystems [178].

2020

Cyberattacks fall under a number of areas, including those that target control systems,
driving system components, communications across vehicle-to-everything networks, and
risk assessment and survey systems. Sensor attacks, mobile-application-based vehicle infor-
mation system assaults, IoT-infrastructure-based attacks, physical attacks, and side-channel
attacks are the main threat types that need to be investigated and examined. Moreover,
cybersecurity uses artificial intelligence for attack identification. Another intriguing feature
is autonomy architecture. Autonomous systems that integrate sensors, actuators, control
mechanisms, a vehicle’s environment for monitoring, external control variables, speed,
visibility, and object identification are crucial subsystems to pay attention to and investigate
in architecture.

The cost of communication will rise as the number of autonomous vehicles rises. This
results in packet delay or loss, which indirectly reduces performance or increases communi-
cation error. Human life depends on autonomous vehicles and their implementation. The
drawbacks of previous efforts include the lack of in-depth research of current trends such
as the use of deep learning and IoT. Furthermore, it is crucial to discuss intelligent tools and
software, which are not covered in the works that have already been published. Moreover,
improvements in effective simulation are needed. To create autonomous vehicles, object
identification, path planning, sensors, and cloud computing should all be enhanced.

Path planning and motion control for autonomous vehicles can be determined using
a predictive model. A more advanced AI-based model for AVs is required. Each element
of real-time architecture must be taken care of. For instance, object detection and object
tracking are necessary for scene recognition [179]. Current AV architectures do not provide
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a start-to-end representation [180]. System errors and scalability management should be
able to be handled by the AVs’ architecture. As AVs must communicate with other cars
in real-time while also perceiving their environment, real-time architecture is necessary.
AI-based methods can accomplish this. Infrastructure and devices act as the primary agents
in AVs, and they must cooperate for accuracy [181]. The SAE categorizes automation levels
on a scale of 0 to 5, where 0 denotes no automation and 5 denotes complete performance.
To reach level 5, businesses and researchers are working very hard [81]. According to SAEJ
3016, the following component classes are necessary for architecture:

• In the operational class, vehicle control is the main concern.
• Second is the tactical class, where object identification and tracking as well as path

planning are planned.
• Third, but certainly no less important, is the strategic class, where one may consider

destination planning.

Design, development, validation, and real-time monitoring of AVs have all consid-
erably benefited from AI. AI is a useful tool for perception, path planning, and decision
making. AVs employ AI in the following ways:

• Based on a predictive algorithm, autonomous vehicles choose their own routes.
• AVs use real-time information from various sensors in an intelligent way.
• Autonomous cars make decisions about their speed and course by studying the past.
• In addition to this there are several future directions provided, such as the following:
• An intentional attack on the AI system that interferes with its operation may put

autonomous vehicles in danger of being destroyed. Attacks against stop signs, such as
placing stickers on them to make them more challenging to identify, is an example of
such attacks. As a result of these modifications, artificial intelligence may erroneously
detect objects, resulting in the autonomous vehicle behaving in a way that puts humans
in danger. Thus, there is a need to explore the RFID or IoT-based solutions that use
artificial intelligence to solve these challenges.

• It is observed that self-driving cars will revolutionize our lives. There is a need for
legislators to create legislation that benefits the country’s economy and social structure.
Studies have examined an AV’s potential to become a “killer app” with dramatic
consequences. AVs will have substantial impacts over time, even if they are still in
development. Thus, there is a need to study the safety precautions before accepting
them in real environments.

• Deep neural networks (DNNs) enable self-driving cars to learn how to move around
their surroundings independently. Human brains are similar to DNNs because of they
both learn via trial and error. There is no hard and fast rule regarding autonomous
driving and how many DNNs are required. Thus, there is a need to conduct an in-
depth study in the future.

• A real autonomous driving on-road environment requires millions of interactions
between vehicles, people, and devices. To handle such an extensive infrastructure,
there is a need for high-end infrastructure, which may be costly. Thus, there is a need
to study how artificial intelligence can efficiently utilize the infrastructure for smooth
autonomous experiences.

• In the future, more intelligent tools and software should be developed to implement
better path planning and object detection in autonomous vehicles. Data communica-
tion should be of higher velocity, as real-time decisions are to be made [182–184].

• In autonomous systems, the machine learning system monitors machine activity to
predict problems. The solution reduces unplanned downtime costs, extends asset
life, and increases operational efficiency. There is a need to identify the best machine
learning algorithms and approaches that monitor a machine or its activities. This task
can be explored in the future.

• Early diagnosis of vasculature via fundus imaging may be able to prevent retinopathies
such as glaucoma, hypertension, and diabetes, among others, from developing [185–187].
The overall purpose of this study is to create a new way for combining the benefits of
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old template-matching techniques with those of more current deep learning methods
in order to achieve greater efficiency. A U-shaped fully connected convolutional neural
network is used to train the segmentation of vessels and backgrounds in pixels of images
(Unet). Likewise, other advanced technologies such as blockchain and quantum can be
explored for AV mobile information systems [182–185]. The wireless sensor network is
used in autonomous vehicles for information communication [186–192].

9. Conclusions

This manuscript proposes all of the cutting-edge discoveries related to electric vehic-
ular technology and innovation. In addition to this is the brief study associated with the
charging systems and their respective levels. The synergy between the shared autonomous
electric vehicles and the current market is also described, and safety issues are addressed
as well. This leads us to the conclusion that there is an immediate need to improvise
the present advanced driving assistance systems, and this aspect is also covered in this
review paper. Current developments in the battery technology and their system interfaces
and cutting-edge solid-state battery evolution theory have been presented. Batteries will
become more reliable and secure with the aid of this cutting-edge technology, self-healing
batteries, and the integration of embedded sensors within the cell. The usage of a digital
twin (DT) will allow for higher-reliability powertrain design, while also improving the
economics and dependability of EVs. New trends and directions for innovative, practical,
and reasonably priced powertrains are thus given.

Regarding autonomous driving systems, drivers will not have to manage such a com-
plex chore any longer, preventing any potential harm when parking a car and reducing
traffic congestion and fuel consumption. As was previously indicated, notions in the
literature have been formed based on the full adoption of autonomous vehicles, which may
not occur very soon. It has not been discussed how an autonomous vehicle should react to
a careless driver. Tailgating, driving against traffic, speeding, neglecting to use turn signals,
proceeding through red lights without stopping, and failing to surrender the right of way
are all examples of reckless driving. Additionally, motorbike and autonomous vehicle in-
teractions have not been taken into account by researchers, who have instead concentrated
on four-wheel-drive interactions. It is difficult to determine how an autonomous vehicle
should deal with a mode of transportation where there is a substantial danger of fatalities
for motorcyclists. Modern technologies now have the ability to analyze driving behavior,
which can help to prevent anomalous driving habits. The devices are able to control the
lateral motion of an EV during unusual behavior. NVIDIA has established a new paradigm
for autonomous driving software with the successful demonstration of neural-network-
based autonomous driving. Autonomous lateral control is self-driving automobiles’ major
problem. In terms of offering a full software stack for autonomous driving, an end-to-end
model appears to be quite promising. This technology is one of several steps toward the
realization of self-driving automobiles, even though it is not yet ready to be offered as
a feature on the market. The work discussed in the paper [190] focuses on the application
of an end-to-end paradigm. With the goal of illuminating deep learning and the software
needed for neural network training, the subtleties of building an effective end-to-end model
are highlighted. The model showed a 96.62% autonomy for a multilane track, like the one
that was employed for training in this research contribution [190]. The model successfully
maneuvered the car on single-lane, uncharted tracks 89.02% of the time. The findings show
that end-to-end learning and behavioral cloning can be used with artificial intelligence to
enable autonomous driving in novel and uncharted environments.

There are several reasons why EVs are attractive, among such reasons being the co-
ordination between carbon footprints and the power grids employing various renewable
sources. It is being investigated whether coordinated charging of electric vehicles has the
potential to reduce the CO2 emissions associated with their charging by charging only
when the grid’s carbon intensity (gCO2/kWh) is low and absorbing excess wind generation
during periods when it would otherwise be curtailed. A time-coupled linearized optimal
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power flow formulation, based on plugging-in periods generated from a sizable travel
dataset, is described as a way of scheduling charge events that seeks the lowest carbon
intensity of charging while respecting EV and network restrictions [191,192]. Another rea-
son is of course the efficiency of autonomous vehicles that has been increased significantly
with the advent of artificial intelligence. Thus, an outline of autonomous vehicles is also
included in this manuscript. The key components of an autonomous vehicle that enable
data gathering and transmission are sensors. An improved system for lane keeping, lane
change, and obstacle recognition is made possible by this information. However, various
sensors have a number of limitations. Techniques for image processing could reduce costs;
however, they are susceptible to climatic and environmental factors. Therefore, more work
is required to either increase the reliability of inexpensive sensors or lower the cost of
high-reliability sensors for mass production. In addition, the areas of research needed for
autonomous intelligent vehicles were also noted. With the advent of technology day by day,
road safety measures have been increased and still are top concerns while designing any
advanced driver assistance product. The common issues on roads associated with society
directly affect the driverless vehicles and their concept. This is the main reason that there is
still no legislation on it. The future concern must be in this regard to set a main focus over
the major penetration of autonomous shared electric vehicle and their co-existence with
normal vehicles on the same roads.
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