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Preface to ”Electromagnetic Interference and

Compatibility”

Due to the continuous progress in semiconductor technology and the rapidly evolving 
application scenarios, electromagnetic compatibility (EMC) is constantly raising new challenges and 
is a very dynamic field of research. In this context, this collection of papers, originally published in 
the “Electromagnetic Interference and Compatibility” Special Issue of Electronics for which I served 
as a Guest Editor, offers a vivid picture of the EMC research challenges and directions over the last 
years in this complex and multifaceted field.

Focusing on EMC in communication systems, the paper “Interference of Spread-Spectrum EMI 
and Digital Data Links under Narrowband Resonant Coupling” by Crovetti and Musolino highlights 
how traditional methods like spread-spectrum clock modulation, developed with reference to AM 
and FM radio receivers, are no longer well suited to digital communications.

In the very crucial field of EMC in power electronics, the paper “Signal Transformations 
for Analysis of Supraharmonic EMI Caused by Switched-Mode Power Supplies” by Sandrolini 
and Mariscotti explores advanced signal processing techniques (Wavelet Packet Transform and the 
Empirical Mode Decomposition) in the analysis of electromagnetic emissions of power converters, 
while in “Modeling and Optimization of Impedance Balancing Technique for Common Mode Noise 
Attenuation in DC-DC Boost Converters,” by Shuaitao Zhang et al. more conventional balancing 
techniques are optimized to attenuate common-mode emissions.

For new application scenarios, EMC challenges in emerging electric vehicles are addressed 
in “Electromagnetic Susceptibility of Battery Management Systems’ ICs for Electric Vehicles: 
Experimental Study,” by Aiello. Moreover, IC-level EMC issues in operational amplifiers are 
addressed in “EMI Susceptibility of the Output Pin in CMOS Amplifiers” by Richelli, Colalongo, 
and Kovacs-Vajna, and the susceptibility of Hall Effect sensors is studied in “Hall-Effect Current 
Sensors Susceptibility to EMI: Experimental Study” by Aiello.

New contributions in the area of cross-talk reduction and signal/power integrity are presented 
in “A Novel Meander Split Power/Ground Plane Reducing Crosstalk of Traces Crossing Over” by 
Jung-Han Lee and in “A Dual-Perforation Electromagnetic Bandgap Structure for Parallel-Plate Noise 
Suppression in Thin and Low-Cost Printed Circuit Boards” by Myunghoi Kim.

The active research area on the EMC properties of materials and their application to the 
suppression of interference is represented in this volume by “Shielding Properties of Cement 
Composites Filled with Commercial Biochar” by Yasir et al. and by “Synthesis and Characterization 
of Polyaniline-Based Composites for Electromagnetic Compatibility of Electronic Devices” by Gareev 
et al. Last, but not least, new contributions on ferrite cores and their characterization are presented in 
“Performance Study of Split Ferrite Cores Designed for EMI Suppression on Cables” by Suarez et al. 
and in “Simple Setup for Measuring the Response to Differential Mode Noise of Common Mode 
Chokes” by González-Vizuete et al.

Though not exhaustive, the papers collected in this volume can be useful to address practical 
EMC problems and stimulate future research and should be well received by the EMC community.

Paolo Stefano Crovetti

Editor

ix
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Abstract: In this paper, the effects of electromagnetic interference (EMI) coupled to a radio-frequency
(RF) communication channel by resonant mechanisms are investigated and described in the
framework of Shannon information theory in terms of an equivalent channel capacity loss so that to
analyze and compare the effects of non-modulated and random Spread Spectrum (SS) modulated
EMI. The analysis reveals a higher EMI-induced capacity loss for SS-modulated compared to non
modulated EMI under practical values of the quality factor Q, while a modest improvement in the
worst case capacity loss is observed only for impractical values of Q. Simulations on a 4-quadrature
amplitude modulation (4-QAM) digital link featuring Turbo coding under EMI resonant coupling
reveal that SS-modulated EMI gives rise to higher bit error rate (BER) at lower EMI power compared
non-modulated EMI in the presence of resonant coupling for practical values of Q, thus suggesting
a worse interfering potential of SS-modulated EMI.

Keywords: Spread Spectrum; DC–DC power converters; digital communications; channel capacity;
resonant coupling

1. Introduction

Due to the widespread diffusion of highly integrated information and communication technology
(ICT) systems like smartphones, tablets and intelligent sensor nodes, digital communication modules
operate in a more and more harsh electromagnetic environment, in which electromagnetic interference
(EMI) from digital integrated circuits (ICs) and switching mode power converters can be easily coupled
to the nominal signal path via the silicon substrate, the IC package and the power distribution network
of ICs and printed circuit boards (PCBs), resulting in a degraded bit error rate (BER) and possibly in
a complete communication failure [1–7].

As a consequence, the effects of EMI need to be addressed adopting specific countermeasures as
early as possible in the design of circuits and systems and/or by limiting the coupling mechanisms so
that to assure the proper operation with no penalty in terms of costs, time-to-market and performance,
and also in order to meet the stringent Electromagnetic Compatibility (EMC) regulations [8–11].

Electronics 2020, 9, 60; doi:10.3390/electronics9010060 www.mdpi.com/journal/electronics1
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For this purpose, several approaches have been proposed in recent years to mitigate EMI [12–16].
Among them, Spread-Spectrum (SS) techniques, which consist in the modulation of the frequency
of switching signals around the nominal value, so that to spread their spectral energy over
a wider bandwidth [17,18], are often adopted in clock oscillators [19–23] and DC–DC converter
controllers [24–27] since they give rise to a significant (10–20 dB) reduction of EMI spectral peaks
measured following EMC standards [8–11] and make it possible to meet EMC requirements at low
cost. In this field, chaos-based random SS-modulations have proven to achieve the best spectral
characteristics [28–30].

While SS techniques help in complying with EMC regulations, their effectiveness in reducing
the interfering potential of switching signals is more controversial and has been sometimes put in
question [31–34]. Moreover, SS-modulations have found to bring no BER reduction in an I2C link
operating in the presence of EMI generated by a power converter [35] and a worse interfering potential
of SS-modulated compared to non-modulated EMI in Wireless Local Area Networks (WLAN) is
reported in [36].

In this scenario, focusing on the effects of SS EMI on digital communications, the impact of
random SS-modulated interference on baseband digital data lines has been described in [37] in terms of
an equivalent channel capacity loss and compared with non-SS-modulated EMI in practical application
scenarios, revealing that SS-modulated EMI can show a worse interfering potential compared to
non-modulated EMI in a digital link featuring advanced channel coding. The analysis presented
in [37], however, was carried out assuming frequency-independent EMI coupling in the victim channel
bandwidth. This assumption conveniently describes low frequency inductive and capacitive coupling
scenarios in baseband data links but could not be valid in general in the presence of radiated and
conducted EMI resonant coupling mechanisms [38–42], which affect high-frequency EMI propagation
and can be therefore relevant when interference with radio-frequency (RF) digital communications
are considered.

Generally speaking, in the presence of resonant coupling, the adoption of SS-modulations may
lead to a more significant reduction of the EMI power which is actually coupled to the victim equipment
compared with the case of wideband coupling considered in [37], as illustrated in Figure 1, where B and
W are the channel and the EMI bandwidth, respectively. From the figure, it can be observed that under
the same resonant coupling mechanism G( f ), the coupled EMI power can be reduced of more than
50% by adopting SS-modulations compared to the non-SS-modulated case. In this paper the analysis
in [37] is extended to investigate if and to what extent the conclusions on the worse EMI-induced
capacity loss of SS-modulated signals presented in [37] apply to the case of resonant coupling.

The paper is organized as follows: in Section 2, the model of a digital communication channel
under EMI resonant coupling is introduced. With reference to such a model, a description of the
adverse effects of EMI in terms of capacity loss is introduced in Section 3 and discussed in Section 4.
Simulations on the effects of resonant-coupled EMI from a switching mode DC—DC converter on
a 4-quadrature amplitude modulation (4-QAM) data link featuring Turbo coding are then presented
in Section 5 to verify the theoretical results with reference to a practical case. Finally, in Section 6,
some concluding remarks are drawn.
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Figure 1. Effects of resonant coupling mechanisms on non-modulated and SS-modulated EMI.

2. Communication Channel Modeling under Resonant EMI Coupling

In this paper, the interfering potential of periodic and SS-modulated EMI generated by switching
signals and coupled to a digital communication channel by a resonant coupling mechanism, as depicted
in Figure 2, are compared in the framework of Shannon information theory in terms of an equivalent
EMI-induced channel capacity loss [43], following the approach adopted in [37].

2.1. Channel Modelling

A band-limited communication channel corrupted by additive white Gaussian noise (AWGN)
with unilateral power spectral density N0 is considered in what follows. The transmitted signal and
the background noise are both described by two wide-sense stationary (WSS), statistically independent
gaussian random processes. In particular, the signal process is assumed to have a total power PS
and a power spectral density (p.s.d.) PS/B constant over the channel bandwidth B =

(
fBmin , fBmax

)
,

as depicted in Figure 3, while the noise is assumed to have unilateral power spectral density N0.

3
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Figure 2. Digital communication channel with EMI resonant coupling: Block Diagram.

Figure 3. EMI resonant coupling in the frequency domain: power spectral densities of nominal signals,
EMI, background noise and resonant coupling transfer function.

In the framework of Shannon information theory, the upper bound of the information than can
be reliably transmitted over the AWGN channel considered above in the unit time, is given by the
Shannon-Hartley equation [43]:

C0 = B log2

(
1 +

PS

BN0

)
= B log2 (1 + α) (1)

where
α =

PS

BN0

4
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is the signal-to-noise ratio (SNR) of the AWGN channel.

2.2. Modelling of a Communication Channel Affected by EMI

In the above model, it is now assumed that the communication channel is also corrupted by
EMI generated by an aggressor whose operation is based on periodic or randomly SS-modulated
switching signals.

In case of periodic signals, the EMI spectrum has nonzero components only at the harmonics
k f0, with k ∈ N, of the switching frequency f0 of the aggressor. By contrast, when SS techniques are
applied, the instantaneous frequency f of the aggressor varies according to the law

f (t) = f0 + δ f0ξ(t) (2)

where f0 is the central frequency, δ is the modulation depth and 0 ≤ ξ(t) ≤ 1 is the modulation
profile. As a consequence, the EMI spectral power is more or less uniformly spread over the bandwidth
[k f0, k f0(1 + δ)] and the spectral peaks are consequently reduced. By using SS-modulations with
a random modulation profile ξ(t) optimized for this purpose, the EMI power can be effectively spread
over the whole spreading bandwidth [k f0, k f0(1 + δ)] in a nearly uniform way, leading to a reduction
of the EMI p.s.d. to Pk/kδ f0 which makes it easier to comply with EMC regulations.

Under the above hypotheses, EMI around an harmonic k f0 within the bandwidth B of the
communication channel in Figure 2 is modelled by a wide-sense stationary (WSS) narrowband
Gaussian process, independent both of the background noise and of the transmitted signal, with total
power PEMI and bandwidth W, completely or partially overlapping the signal bandwidth B.

2.3. Resonant Coupling Modeling

Even if realistic EMI coupling transfer functions can be rather complex depending on the specific
physical mechanism involved in conducted/radiated EMI propagation, focusing the attention to
the relatively narrow region of the spectrum included in the bandwidth of the victim channel,
practical resonant coupling mechanisms can be conveniently described by a second-order resonant
transfer function:

G( f ) = G0

j f
Q fR

1 + j f
Q fR

− f 2

f 2
R

(3)

where G0 is a frequency-independent coupling factor, fR is the resonance frequency and Q is the
quality factor.

In view of that, for the sake of simplicity and without loss of generality, the effects of resonant
EMI coupling on the EMI-induced capacity loss will be discussed in the following considering the EMI
transfer function G( f ) in (3).

3. EMI-Induced Channel Capacity Loss

Under the hypotheses introduced in the previous Section, the capacity C of a communication
channel in the presence of EMI, for a single EMI harmonic overlapping completely or in part with the
channel bandwith B, as depicted in Figure 3 can be calculated as

C = C1 + C2 (4)

where C1 is the capacity of sub-channel where the signal bandwidth overlaps with the EMI bandwidth,
i.e., over the bandwidth

W� = B
⋂

W = [W�
min, W�

max] =
[
max

(
fBmin , fWmin

)
, min ( fBmax , fWmax)

]
. (5)

5
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and can be expressed as

C1 =
∫

W�
log2

(
1 +

SS( f )
SN( f ) + |G( f )|2SEMI( f )

)
d f (6)

where:
SS( f ) =

PS

B
ΠB( f − fB,min)

is the signal p.s.d.,
SN( f ) = N0

is the background noise p.s.d.,

SEMI( f ) =
PEMI

W
ΠW( f − fW,min)

is the EMI p.s.d. and G( f ) is the resonant coupling transfer function defined in (3).
By introducing in (6) the expressions of SS( f ), SN( f ) and G( f ) derived above, the capacity of the

sub-channel C1 affected by EMI can be explicitly evaluated as

C1 =
∫

B
⋂

W
log2

⎛
⎜⎜⎝1 +

SS( f )
[

1 +
(

1
Q2 − 2

)
f 2

f 2
R
+ f 4

f 4
R

]

SN( f ) +
[

SN( f )
(

1
Q2 − 2

)
+

G2
0

Q2 SEMI( f )
]

f 2

f 2
R
+ SN( f ) f 4

f 4
R

⎞
⎟⎟⎠d f

=
∫

B
⋂

W
log2

⎛
⎜⎝1 +

PS

BN0

1 +
(

1
Q2 − 2

)
f 2

f 2
R
+ f 4

f 4
R

1 +
(

1
Q2 − 2 + G0

PEMI
WN0

)
f 2

f 2
R
+ f 4

f 4
R

⎞
⎟⎠d f

=
∫

B
⋂

W
log2

⎛
⎜⎝1 + α

1 +
(

1
Q2 − 2

)
f 2

f 2
R
+ f 4

f 4
R

1 +
(

1
Q2 − 2 + αβ

)
f 2

f 2
R
+ f 4

f 4
R

⎞
⎟⎠d f

=
∫

B
⋂

W
log2 (1 + α) + log2

⎛
⎜⎝1 + a1

f 2

f 2
R
+ f 4

f 4
R

1 + a2
f 2

f 2
R
+ f 4

f 4
R

⎞
⎟⎠d f (7)

where

a1 =

1
Q2 − 2 + α (β + 1)

1 + α
,

a2 =
1

Q2 − 2 + αβ

and where α is the signal-to-noise ratio as in (1) and β = PEMI/PS is the overall EMI-to-signal power
ratio. Since the integral in (7) can be calculated analytically in closed form in terms of:

Θ(x, a) =
∫

log2

(
x2 + a x + 1

)
dx

=
1

log 2

[(
x +

a
2

)
log

(
x2 + ax + 1

)
− 2x +

√
4 − a2 arctan

2x − a√
4 − a2

]
(8)

the capacity C1 can be finally expressed as

C1 = W�

B C0 + Θ
[(

W∗
max
fR

)2
, a1

]
− Θ

[(
W∗

min
fR

)2
, a1

]
− Θ

[(
W∗

max
fR

)2
, a2

]
+ Θ

[(
W∗

min
fR

)2
, a2

]
(9)

where C0 is the capacity of the EMI-free channel.

6
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With the same notations, the capacity C2 of the complementary sub-channel B − B
⋂

W,
not affected by EMI, can be expressed as

C2 =
∫

B−B
⋂

W
log2

(
1 +

SS( f )
N0

)
d f

= (B − W�) log2 (1 + α) =

(
1 − W�

B

)
C0. (10)

Replacing (7) and (10) in (4), the overall channel capacity in the presence of EMI can be expressed
in the form

C = C0 + ΔC (11)

where

ΔC = Θ

[(
W∗

max
fR

)2
, a1

]
− Θ

[(
W∗

min
fR

)2
, a1

]
− Θ

[(
W∗

max
fR

)2
, a2

]
+ Θ

[(
W∗

min
fR

)2
, a2

]
(12)

is the channel capacity loss due to the presence of EMI.
The analysis presented so far can be applied to calculate the capacity loss ΔCk in an AWGN channel

due to EMI at frequency k f0 with up-spreading, symmetric and down-spreading SS-modulations and
modulation depth δ, by considering W = δk f0 and appropriate values of W�

min and W�
max in (12) by

the same approach detailed in [37]. Moreover, the EMI-induced capacity loss ΔCTOT due to several
non-overlapping EMI spectral lines can be immediately evaluated by superposition of the capacity
loss contributions due to each spectral line k = N1 . . . N2 in the channel bandwidth as

ΔCTOT =
N2

∑
k=N1

ΔCk. (13)

4. Discussion

Based on the results presented in Section 3, the effects of SS-modulation under resonant EMI
coupling are now investigated and discussed.

For this purpose, a bandpass channel with bandwidth B ranging from fBmin = 4B to fBmax = 5B
is considered and an aggressor generating periodic or random SS-modulated EMI with a fixed total
power 20dB below the total signal power, concentrated in a spectral line at frequency f0 falling in

correspondence of the central frequency of the channel fC =
fBmin+ fBmax

2 = f0 = 4.5B is considered,
as depicted in Figure 4. The signal-to-background noise ratio of the channel is assumed to be 47dB so
that the background thermal noise is negligible compared to EMI.

Moreover, it is assumed that the EMI source is coupled to the victim receiver by a resonant
coupling function G( f ) in (3), with resonant frequency fR and quality factor Q, where the scaling
constant G0 is chosen so that to have unity peak amplitude

max
f

|G( f )| = 1.

The channel capacity is evaluated accordingly as in Section 3 and is plotted in Figure 4 for Q = 100
versus the resonant frequency fR and for different values of the SS EMI bandwidth W normalized
with respect to the channel bandwidth B, for W/B ranging from 0 (no SS) up to 25%. Based on (2),
depending on the EMI harmonic order k, the SS-modulation depth can be expressed in terms of the
normalized bandwidth W/B as

δ =
W
k f0

=
W
B

1
4.5 · k

. (14)

7
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The same analysis is repeated in Figure 5 for different values of the quality factor Q ranging from
1 to 1,000,000 to discuss the effects of SS-modulations on signal capacity under different resonant
coupling quality factors.

Figure 4. Normalized capacity versus resonant frequency fR/B for a communication channel with
bandwidth B = ( f1, f2) in the presence of EMI .

For Q = 1, the resonant behaviour is weak and the situation is similar to that considered in [37]
for wideband EMI coupling (In this study, just the case of EMI bandwidth fully included in the
communication channel bandwidth is considered. For extremely narrow-bandwidth communications,
EMI coupling can be always considered nearly uniform over the channel bandwidth even in the
presence of resonant coupling and the considerations presented in [37] can be directly extended) and
an increasing EMI-induced channel capacity loss, weakly dependent on fR, is observed for an increased
SS spreading bandwdith W/B, i.e., for an increased modulation depth δ, which is consistent with [37].

For an increased quality factor Q, the channel capacity loss decreases since the EMI components
far from the resonant frequency are partially filtered. Moreover, the capacity loss is more sensitive
to the resonant frequency fR and expectedly reaches a minimum when fR is close to the EMI central
frequency, i.e., for fC � fR. Even in this case, however, for Q up to 10,000, the EMI-induced capacity
loss gets worse and worse by increasing the spreading bandwidth W/B of SS-modulations. A beneficial
effect of SS-modulations, which could be possibly expected in view of the reduced SS-EMI coupled
power under resonant conditions, as highlighted in Figure 1, is observed only for extremely high Q
values exceeding 10,000, where the peak capacity loss decreases for an increasing spreading bandwidth
W/B. Even in these cases, for SS-modulations, a capacity impairment is experienced over a wider
bandwidth compared to the case with lower W/B or no SS-modulation. Such extremely high values of
the quality factor, however, are not realistic for EMI coupling.

8
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Figure 5. Normalized capacity versus resonant frequency fR/B for the channel in Figure 3 for different
values of the resonant coupling quality factor Q under constant peak coupling, reported in each plot
for different SS-modulation depth δ ranging from 0 (no SS) to 30%.

To better highlight the effect of SS-modulations, the worst case channel capacity and the
average EMI-induced capacity loss over different values of fR ranging from 2B to 7B are reported
in Figures 6 and 7, respectively, versus W/B. It can be clearly observed that the worst case capacity
monotonically decreases with W/B for practical values of Q below 10,000 and shows an increasing
behavior only for extremely high values of Q and for quite large W/B ratios, according to the previous
discussion. By contrast, the average channel capacity has found to be monotonically decreasing with
W/B for any value of Q.
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Figure 6. Worst case normalized capacity loss over different resonant frequencies fR versus
SS-modulation depth δ ranging from 0 (no SS) to 30% for different values of the resonant coupling
quality factor Q under constant peak coupling. A detail of the top figure is reported in the bottom figure.

To further investigate the effect of SS-modulation under resonant coupling, the analysis described
above has been repeated choosing the scaling constant G0 in (3) so that the coupling function G( f ) has
unitary energy, i.e., imposing ∫ +∞

−∞
|G( f )|2d f = 1.

In analogy with Figures 6 and 7, the average and the worst case capacity loss over different values
of fR are reported in Figure 8 versus the SS bandwidth W normalized with respect to the channel
bandwidth. In this case, a monotonic decrease of both the average and of the worst case channel
capacity is observed for increased W/B for all the considered values of the quality factor Q.

Under the hypotheses and limitations considered in the proposed analysis, i.e., that SS EMI can be
described as a band-limited Gaussian random process, which is coupled to a wideband AWGN channel
by resonant coupling described by the transfer function (3), it can be observed that the application of
SS-modulations on periodic interfering signals gives rise to a larger EMI-induced capacity loss under
the same EMI total power compared to non-SS-modulated EMI for almost all practical resonant EMI
coupling conditions. In other words, the results on the impact of SS-modulations on EMI-induced
capacity loss studied in [37] for wideband EMI coupling can be extended to practical resonant coupling
conditions according to the proposed analysis.
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Figure 7. Average normalized capacity for resonant frequencies fR ranging from 2B to 7B versus
SS-modulation depth δ ranging from 0 (no SS) to 30% for different values of the resonant coupling
quality factor Q under constant peak coupling. A detail of the top figure is reported in the bottom figure.

As observed in [37], such a larger capacity loss is not always related to an increased bit error
rate (BER) in communication channels operating at sub-capacity bit rates, by the way it is expected
to give rise to a worse and worse BER degradation as far as the data rate approaches the Shannon
capacity limit, as in real world communication channels employing advanced channel coding schemes
(e.g., Turbo coding). Under this perspective, the impact of SS-modulations on the BER of a 4-QAM
digital link featuring Turbo coding will be considered as a test case in what follows.

11
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Figure 8. Worst case and average normalized capacity loss over different resonant frequencies fR versus
SS-modulation depth δ ranging from 0 (no SS) to 25% for different values of the resonant coupling
quality factor Q under constant coupling integral.

5. Impact of Spread Spectrum Modulations in a 4-QAM Channel under Resonant EMI Coupling

The effects of SS EMI on a communication channel under resonant EMI couping, which have
been discussed in the previous section in a completely general, coding-independent way in terms of
equivalent channel capacity loss, are now investigated with reference to a synchronous buck DC–DC
power converter interfering with a 4-QAM digital link featuring Turbo coding, which makes it possible
to achieve a data rate approaching the channel capacity and is therefore expected to be more sensitive
to EMI-induced capacity loss [37].

Test Setup

The interference generated by a synchronous buck DC–DC converter has been measured and
added in simulation to the input signal of a 4-QAM digital communication channel under resonant
coupling with Q = 1 and Q = 100.

In order to extract the EMI waveforms, the test setup in Figure 9, which is the same presented
in [35], is considered. Here, a DC–DC power converter is intentionally designed to interfere with
a digital data link. The converter is a hard-switched synchronous Buck operated from an input voltage
VIN = 16 V and connected to a load RL = 10 Ω in open-loop mode with a fixed duty cycle D = 0.375.
Such a converter is driven by a 100kHz PWM signal generated by a microcontroller, which can
programmed to operate at constant frequency or with an SS random frequency modulation with

12
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different modulation depth δ. The EMI voltage vc at the receiver input without SS-modulation and
with random SS-modulation at different modulation depth δ is acquired by a digital scope at 125 MS/s
during the DC–DC converter operation and is stored in a database. The power spectral density of the
measured waveform for periodic and random SS-modulated (δ = 6%) is reported in Figure 10.
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Figure 9. Schematic view of the test setup.

Figure 10. Measured power spectral density of periodic and random SS-modulated (δ = 6%) EMI.

Then, the measured EMI waveforms are added in simulation to the input of a 4-QAM receiver,
modelling the EMI propagation path to the receiver as a resonant transfer function G( f ) with Q = 1
and Q = 100 to discuss the impact of different resonant coupling mechanisms.

For this purpose, a 4-QAM communication scheme over an AWGN channel with B = 600 kHz
bandwidth is considered and the effects of non-modulated and SS-modulated EMI coupled to the
channel bandwidth with a resonant transfer function with Q = 1 and with Q = 100 have been
simulated in the Matlab environment, adding the measured non-modulated and SS-modulated EMI
waveforms generated by the power converter to the received input signal.

In Figure 11, resonant coupling with Q = 1 is considered and the BER is plotted versus the r.m.s.
EMI amplitude (disturbances with different amplitudes have been obtained applying a scaling factor
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to the same measured EMI waveforms) for different values of the modulation depth δ. From the figure,
it can be observed that the EMI amplitude at which BER starts increasing in a significant way is lower
for a larger SS-modulation depth and higher in the non-modulated case or for small values of δ.

Figure 11. Bit error rate of a communication channel corrupted by SS-modulated EMI under weakly
resonant coupling (Q = 1) vs. EMI normalized r.m.s. amplitude at different modulation depth δ.

Comparing non-modulated EMI with SS-modulated EMI, a similar BER is achieved for a 20%
higher EMI amplitude in the non-modulated case. In Figure 12, the same analysis is performed
under resonant EMI coupling with quality factor Q = 100. In this case, a similar BER is achieved for
a 3.4X higher EMI amplitude than in the non-modulated cases, revealing an even worse impact of
SS-modulations on the BER when an EMI resonant coupling with a higher Q factor is introduced.

Figure 12. Bit error rate of a communication channel corrupted by SS-modulated EMI under strongly
resonant coupling (Q = 100) vs. EMI normalized r.m.s. amplitude at different modulation depth δ.

Based on the same analysis described above, the BER has been plotted for different EMI power
levels versus the modulation depth δ in Figure 13 for Q = 1 and in Figure 14 for Q = 100 and also
in this case a worse BER degradation with increased SS-modulation depth is observed for resonant
coupling with an increased quality factor.
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Figure 13. Bit error rate of a communication channel corrupted by SS-modulated EMI under weakly
resonant coupling (Q = 1) vs. different modulation depth δ at different EMI normalized r.m.s.
amplitude values.

Figure 14. Bit error rate of a communication channel corrupted by SS-modulated EMI under strongly
resonant coupling (Q = 100) vs. different modulation depth δ at different EMI normalized r.m.s.
amplitude values.

6. Conclusions

The effects of EMI coupled to a communication channel by narrowband resonant mechanisms
have been investigated in terms of an equivalent channel capacity loss. In this framework, the effects
of non-modulated and random SS-modulated EMI under different resonant frequency and quality
factors of the EMI coupling mechanism have been compared, thus extending the analysis presented
in [37], which was limited to the case of wideband EMI coupling. The analysis has revealed a higher
EMI-induced capacity loss for SS-modulated compared to non modulated EMI under practical values
of the quality factor Q, while a modest improvement in the worst case capacity loss is observed only for
impractical values of Q exceeding 10,000. Simulations on a 4-QAM digital link featuring Turbo coding
under EMI resonant coupling have also revealed that SS-modulated EMI gives rise to higher BER at
lower EMI power compared WITH non-modulated EMI also in the presence of resonant coupling with
practical values, thus confirming a worse interfering potential of SS-modulated EMI.
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Abstract: Switched-Mode Power Supplies (SMPSs) are a relevant source of conducted emissions,
in particular in the frequency interval of supraharmonics, between 2 kHz and 150 kHz. When using
sampled data for assessment of compliance, methods other than Fourier analysis should be considered
for better frequency resolution, compact signal energy decomposition and a shorter time support.
This work investigates the application of the Wavelet Packet Transform (WPT) and the Empirical
Mode Decomposition (EMD) to measured recordings of SMPS conducted emissions, featuring steep
impulses and damped oscillations. The comparison shows a general accuracy of the amplitude
estimate within the variability of data themselves, with very good performance of WPT in tracking
on stationary components in the low frequency range at some kHz. WPT performance however may
vary appreciably depending on the selected mother wavelet for which some examples are given.
EMD and its Ensemble EMD implementation show a fairly good accuracy in representing the original
signal with a very limited number of base functions with the capability of exploiting a filtering effect
on the low-frequency components of the signal.

Keywords: electromagnetic compatibility; conducted emissions; Discrete Wavelet Transform;
electromagnetic interference; Empirical Mode Decomposition; harmonics; Switched-Mode Power
Supplies; transients; Wavelet Packet Transform

1. Introduction

The widespread use of Switched-Mode Power Supplies (SMPSs) can be justified with flexibility,
portability and better efficiency, including superior voltage regulation at the dc load. SMPSs feature
various types of power electronic converters topologies, with conducted emissions that need to be
assessed over a wide frequency range [1]. Conducted emissions caused by the switching process,
in fact, originate from switching fundamentals of some tens of kHz and spread in the hundreds kHz
and MHz ranges, well above the “classical” interval of harmonic and interharmonic penetration studies,
limited in general to some kHz for 50–60 Hz systems. In the last ten years, attention has been extended
to frequency intervals below 150 kHz [2–9], in general not currently regulated by electromagnetic
compatibility (EMC) standards, focusing on the so-called “supraharmonics”. Some standards [10–14]
deal with the 2–150 kHz interval, but do not cover explicitly SMPSs and other similar switching
converters, thus taking into account the characteristics of the related signals. The approach of EMC
standards to the quantification of conducted emissions is quite similar above and below 150 kHz:
resolution bandwidth of 9 kHz and frequency sweep by a spectrum analyzer or EMI receiver is the
reference approach. However, the use of time-domain sampling is a valid alternative for the many data
acquisition boards and digital sampling oscilloscopes available, for the possibility of inspecting the
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“real” waveform when cross-checking the final results (especially in case of noncompliance) and the
possibility of changing and tuning the post-processing methods.

The most popular of these methods is the spectrum calculation by Fourier transform (a Discrete
Fourier Transform (DFT) or a Short-Time Fourier Transform (STFT), tracking Fourier spectrum versus
time): it is a well-known technique that can be mastered after some practice, but may in reality lead to
some disappointment, especially in the case of transient signals with a short time support [15], as it
briefly pointed out in Section 2. Alternative methods better suited to handle signals characterized by
transients may be considered: wavelets with the Wavelet Packet Transform (WPT) [16–22] and the
Empirical Mode Decomposition (EMD), in the Ensemble EMD (EEMD) implementation [23–26]
(to avoid the EMD shortcomings, as shown in Section 2). Although they have both been extensively
described in the literature and the former applied often to Power Quality analysis, the considered
problem is peculiar in two aspects:

• The investigated methods must provide accurate results in terms of amplitude of the signal
components that may be compared to existing or future emission limits, in order to assess
compliance and related margins. Several wavelet applications do not discuss the amplitude
accuracy in the presence of both narrowband and broadband components, as well as of significant
variability of the instantaneous frequency.

• They must support the analysis of the signal and of the control measures necessary in the case
of noncompliance, with clear relationship with the internal sources and switching mechanisms,
as well as also being easily interpretable, at least for the most relevant components critical for
compliance to limits.

Modern controllers for switching converters adopt smart modulation techniques to improve
efficiency, reduce voltage stress on components and reduce EMI. They are able to rapidly switch
between different modulation patterns, each optimized for a range of operations and possibly with
different spectral signatures: this opens the door to potential non-stationarity of the signal and the
need to adopt short time windows, unsuitable for a Fourier-based approach.

Traditional EMC techniques based on frequency sweep have fallen behind the technological
development in some sectors, such as power transfer and conversion [27], as well as in the presence of
significant transients as the first source of emissions [28]. They would benefit from time–frequency
analysis methods that are computationally attractive and preserve the accuracy necessary for the
assessment of compliance. The focus is on amplitude accuracy, with the frequency estimate used only
to locate suitable limit values and track component behavior. The definition of a reference case for
comparison is particularly challenging, as discussed in Section 3.

This work describes the setup and measurement methods in Section 2. Then, after a synthetic
description in Section 3 of the WPT and EMD transforms (with a comparison between EMD and
EEMD), results are compared and discussed in Section 4.

2. Measurement Setup and Signal Transformations

2.1. Measurement Setup

The signals considered in this work are the conducted emissions of SMPSs connected to the AC
mains through a Line Impedance Stabilization Network (LISN). The output of the LISN is fed to an 8-bit
DSO with a sampling rate of 10 MSa/s, to keep records to a manageable size for later post-processing.
Frequency domain sweeps can be carried out as well by means of an EMI receiver, to use as reference
in case of need. The scheme of the setup is shown in Figure 1.
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Figure 1. Scheme of the experimental setup: SMPS under test and its dc variable load,
LISN (Line Impedance Stabilization Network), 50 Ω impedance matching, high-pass filter (1 kHz cutoff)
and low-pass filter (2 MHz cutoff), Digital Storage Oscilloscope (DSO) and EMI Receiver.

An anti-aliasing low-pass filter with a cutoff frequency of 2 MHz is used to feed the DSO:
the resistor R2 is 5 kΩ and the capacitance C2 is the internal input capacitance of the DSO, equal to
15 pF with good accuracy. A high-pass filter with a cutoff frequency of 1 kHz is also included for
additional attenuation of the fundamental and the 100 Hz ripple component possibly leaking through
the LISN: the resistor R1 = 1.5 kΩ is large enough to be neglected in parallel to the impedance-matching
50 Ω resistor Rm, giving a neat 100 nF for C1 to get the desired 1 kHz cutoff.

The tested SMPSs are all AC/DC low-voltage switching converters with a 5 V or 12 V nominal
dc output and a power level in the range of some tens of W. This allowed the use of a 16 A LISN
and no major issues of heating and high-voltage hazards; it is not likewise a limiting factor, since it
is expected that smaller converters will show the most rapid switching transients. As a matter of
fact, the observed switching frequency values are in the range of some tens of kHz, in line with the
dynamics of controllers and MOS transistors available about ten years ago.

The switching byproducts responsible for the conducted emissions are superimposed to the mains
sinusoidal voltage, located at its zero crossings. The signal y1 at the DSO input (qualitatively similar to
the signal y0 as provided at the LISN output) is an intermittent waveform, deprived of the 50 Hz mains
voltage component and of its low-order harmonics, also to improve the dynamic range. The zero-mean
high-pass filtered signal is characterized by steep transients and rapid oscillations, as shown in Figure 2.
The instantaneous frequency of oscillations is in the order of 20–30 kHz and is in relation to the internal
switching frequency; the repetition rate is 100 Hz, twice the mains frequency.

Figure 2. Typical time-domain waveform of an SMPS at the high-pass filtered LISN output measured
as DSO input signal y1.
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2.2. Use of the Discrete Fourier Transform (DFT)

The Fourier-based analysis, for simplicity gathered under the abbreviation DFT, is assumed well
known and is not repeated. As seen, the signal is characterized by bursts with oscillations at low and
high frequency of limited duration. The use of DFT applied to this kind of intermittent rapidly varying
signals has the following drawbacks:

• The signal portion to analyze has a short duration, which contrasts to the desirable or required
frequency resolution. The IEC 61000-4-7 standard [29] indicates an observation time of 200 ms that
is clearly inadequate (equivalent to 5 Hz resolution, suitable for low frequency harmonics, but not
for phenomena at higher frequency with fast dynamics, as in the present case). The EN 55065-1 [14]
and in general EMC standards for conducted emissions below 150 kHz require a 200 Hz resolution
bandwidth. A more suitable approach has been proposed in the IEC 61000-4-30 [13], defining a
frequency resolution of 2 kHz, which goes in the direction of tracking signals with fast dynamics,
as in the present case.

• To avoid spectral leakage, the signal should be cut in the zero-valued short intervals between
pulses, implying a resolution frequency of about 100 Hz. Other window intervals will suffer from
spectral leakage, only partly attenuated by the use of tapering windows.

• Using a long window interval has the drawback of averaging the contribution of the contained
signal components, largely reducing the estimated amplitude of the peak located at the center.

• Using a short window interval reduces the frequency resolution and worsens the spectral
representation and the estimate of the amplitude, this time caused by the short-range spectral
leakage (or “picket fence effect”), if no additional post processing is used.

For all the reasons above and as justified in the Introduction, alternative signal transformations
should be investigated for applicability to the present case, providing spectral representations in a
domain (or combination of domains, e.g., time and frequency) that can still be interpreted and used to
evaluate the degree of compliance, as for conducted emissions in the aforesaid 2–150 kHz interval.
Wavelets have been extensively applied for accurate PQ analysis in the harmonic low-frequency
range [1,16,18–21], as effective alternative method for compliance to the IEC 61000-4-30 processing
requirement and for detection of transient PQ phenomena (e.g., voltage sags, overvoltages, etc.) [17],
the latter without the analysis of the accuracy of the parameters estimate. EMD and EEMD find their
application in the analysis of seismic data, vibrations, speech signals and medical data [23–25], but lack
a clear quantification of component amplitude to support comparison with limits and susceptibility
criteria, defined in the frequency domain. Rather their typical application is more oriented to the
detection and identification of signal features and components hidden by noise and signal compression.

2.3. Wavelet Packet Transform (WPT)

Oppositely to the DFT with its stationary sinusoidal kernel, wavelet analysis relies on
short-duration oscillating waveforms that have zero mean and decay rapidly to zero at both ends [16].
Dilation and shifting of kernel waveforms allow adapting it for variable time and frequency resolution.
Since its first inception, wavelets have been proposed in both wavelet function and multistage filter bank
implementations. The filter bank was built using low-pass (LP) and high-pass (HP) complementary
filters (for reference, they can be created as “quadrature mirror filters”) [16,18]. The first implementation
(Discrete Wavelet Transform (DWT)) applied recursively the LP and HP filters of the successive stage
only to the LP output of the previous stage, and so on. The Wavelet Packet Transform (WPT) uses then
a symmetrical structure, applying the decomposition to both LP and HP outputs, as shown in Figure 3,
which allows a linear, rather than logarithmic, apportionment of the frequency axis, and thus a linear
decomposition of the signal spectrum. This is inline with the 2 kHz group representation uniformly
spread over the frequency axis suggested by the EN 61000-4-30 [13]. At each stage, the outputs of the
LP and HP filters are named “approximation” and “detail”, respectively.
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Figure 3. WPT (Wavelet Packet Transform) tree structure, indicating levels, ordinal indices at each level
and terminal nodes. The down arrow “↓n” indicates a down sampling (or decimation) by a factor of n
(in our case, n = 2).

The output of the WPT decomposition is used for a compact spectrum estimate focused on the
determination of three elements: the amplitude of the component, its location on the frequency axis
and its location on the time axis (or duration). The STFT addresses this third point by assigning a
window length and the amount of overlap between successive windows sliding over the signal along
the time axis.

The WPT spectrum estimate is built on the “details” of the terminal nodes, which are in a number
N = 2L, where L is the number of chosen levels. Details are denoted as dp

l (k), where l indicates the
level (l = 0, 1, . . . L, level 0 being the original signal x), p is the position along the row of nodes in
the tree at the same level (p = 0, 1, . . . 2l) and k is a “time” index (the position along the sequence of
data samples). Each detail in fact apportions the original signal of length M over the N nodes at a
given level with data sequences of length M/N; the lower in the tree, the higher the level l and the
number of nodes (Nl = 2l), and the shorter the length of each sequence K = M/2l. Each data sequence
contained by a detail (for ease of understanding, we consider the last and deeper level, i.e., the terminal
nodes) is a sub-band representation of the original signal: the bandwidth, or frequency resolution,
Δ f is derived from the original sampling fs as Δ f = fs/2L+1, and in general Δ fl = fs/2l+1. In our case
with a downsampled version of the raw data using fs = 1 MSa/s and L = 9, we obtain Δ f = 976 Hz,
which matches the selected RBW for the EMI receiver data used for comparison in Section 3.

To the aim of the quantitative assessment of the accuracy of WPT spectrum estimate, the amplitude
of the components of the spectral representation must be derived: the Matlab function wpspectrum( )
gives such time–frequency representation, where time and frequency resolutions Δt and Δ f are
determined by the selected number of levels L and the original sampling fs.
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The problem is to understand the unity of measure and the meaning of the spectrum values
(pixels, or tiles) in terms of the original quantities; in other words, WPT spectrum extraction needs to
be “calibrated” in order to be used as an EMI assessment tool.

Given the details as sub-banded data sequences, the calculation of the total rms value gives
straightforwardly a measure of the power contained in each sub-band p (the notation l= L in (1) indicates
that the expression is general for whatever l, but we select in the following l = L, so that the terminal
nodes give the desired frequency resolution).

x̃p,l=L =

√√√√∑
k
(dp

l=L(k))
2

Nl=L
(1)

Of course, rms values from adjacent sub-sequences may be aggregated with a concept of overall
rms in a wider band, made of the composition of each respective Δ f p

l (the sub-band of order p at the
level l). Being rms values interpreted in a power perspective, such aggregation is performed by rms
summation over the sub-sequences dp

L(k) with p in the selected α set (written as pα).

x̃[pα],L =

√√√√∑
α

∑
k
(dpα

L (k))
2

NL
(2)

To exemplify, to make an approximately 2 kHz representation from the Δ f = 976 Hz representation,
two adjacent sub-bands must be aggregated, discarding the first one that contains the dc component.
Thus, the p indices would start from 1 and go in pairs: (2,3), (4,5), (6,7), etc. A bandwidth of
approximately 3 kHz is obtained by grouping with a ratio of 3, so (2,3,4), (5,6,7), etc.

2.4. Empirical Mode Decomposition (EMD) and Ensemble Empirical Mode Decomposition (EEMD)

The Empirical Mode Decomposition (EMD) was proposed for attractive characteristics:
the transformation is based on simple operations (and should be relatively light computationally),
its results can be clearly interpreted and it is robust, thus there are no wide or uncontrolled variations
of the results for small changes of the parameters.

The EMD was developed to prepare the data to which the Hilbert Transform (HT) could be
applied; the combination of EMD and HT is the Hilbert-Huang Transform (HHT), which provides a
powerful tool for nonlinear and nonstationary signal processing. The signal is decomposed adaptively
into a finite (often small) number of the so-called Intrinsic Mode Functions (IMFs), not known a priori
(differently than in the Fourier or Wavelet analysis), which represent the oscillation modes embedded
in the data. With the HT, the IMFs yield instantaneous frequencies as functions of time. Each IMF
satisfies the following two conditions:

• In the whole dataset, the number of extrema and the number of zero crossings is either equal or
differ at least by one.

• At any point, the mean value of the envelope defined by local maxima and local minima is zero.

The iterative process of extraction of the IMFs through the EMD method is called the sifting
process. The first IMF contains the highest oscillation frequency in the signal. The difference between
the original signal and the first IMF is called a residue. The residue is then considered as new data to
decompose and the sifting process is applied to it; the same definition thus applies to the difference
between the previous residue and the last IMF at later stages. The sifting process must be repeated
until the extracted signal (the candidate IMF) satisfies the IMF definition or the predefined maximum
number of iterations is exceeded. The number of extrema decreases as the decomposition proceeds,
and the sifting process ends when the residue becomes a monotonic function or a function with only
one extremum from which no further IMF can be extracted [23] (in other words, no oscillations are
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contained in the residue). At the end of the decomposition, we have N IMF functions and one residue,
and the original signal x(t) can be reconstructed as

x(t) =
N∑

i=1

ci(t) + r(t) (3)

where c1 and cN are the highest and lowest frequency IMFs, respectively, and r(t) is the residue.
Besides the harmonic content, IMFs are characterized by different amplitudes. The original signal
may then be fairly approximated by using only a limited set of the IMFs, i.e., those with the largest
amplitudes only.

The major drawback of the EMD method is mode mixing, for which the EEMD method was
introduced [26]. Mode mixing means that different modes of oscillations coexist in the same IMF.
EEMD (Ensemble EMD) consists in adding white noise to the original signal. This procedure is run for
a number of times, thus an ensemble of datasets with different added white noise is generated. The new
obtained data are then decomposed into IMFs with the sifting procedure. Being the added noise
different in each run, the IMFs of the various runs are uncorrelated. Averaging the IMFs eliminates the
added noise and yields then the final result. The truth IMF, cj(t), defined by EEMD is then obtained for
an ensemble number approaching infinity:

cj(t) = lim
N→∞

N∑
k=1

cjk(t) (4)

where
cjk(t) = cj(t) + rjk(t) (5)

is the kth trial of the jth IMF in the noise added signal, being rjk(t) the contribution from the added
white noise of the kth trial to the jth IMF. To minimize the difference between the truth IMF cj(t) and the
IMF cj(t) obtained with N trials, N must be large, as for the well-known statistical rule the difference
between the truth and the result of the ensemble for a finite number of elements of the ensemble
decreases as 1/

√
N.

EEMD represents a major improvement to EMD as it eliminates mode mixing; however, the major
drawback is that the result of EEMD does not strictly satisfy the definition of IMF, as the sum of IMFs
is not necessarily an IMF. A possible solution to this problem is to apply EMD to the IMFs produced
by EEMD.

3. Results

3.1. Introduction and Reference Case

Regarding the accuracy of the estimated amplitude, it is difficult to establish a reference case
for this kind of signals. In other words, what is the real amplitude of the spectrum components of
the signal?

The STFT gives a first indication, although the amplitude is highly variable, as a function of the
frequency resolution, its implicit averaging and the amount of spectral leakage depending on the
characteristics of the adopted tapering window.

It may be objected that an EMI receiver scan returns the reference spectrum, since after all it is the
reference method adopted by EMC standards, against which we check the compliance of emissions.
The “EMC” resolution bandwidth (RBW) values of 200 Hz and 9 kHz used, respectively, below and
above 150 kHz have been considered as a starting point, assessing the variability of the measured
spectrum by changing RBW from 200 Hz to 1 kHz, 2 kHz, 3 kHz and 5 kHz, looking for a compromise
between a neat frequency resolution and an accurate amplitude estimate. The results are reported in
Figure 4 showing a progressive increase of the noise floor (as expected), a substantially stable amplitude
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of the switching peaks at 43.3 kHz and 87 kHz and above, and a variable estimated amplitude for
the low-frequency nonstationary components (with a behavior similar to that of background noise).
The result with 1 kHz RBW is retained for further analysis as a good compromise, also in view of the
necessary time resolution settings in STFT and WPT.

Figure 4. EMI receiver spectra with variable RBW (200 Hz, black; 1 kHz, blue; 2 kHz, light blue; 3 kHz,
magenta; 5 kHz, red) for a SMPS featuring fixed switching frequency (type Black at 90% of rated power).

A slower narrow-RBW scan should be used instead (e.g., with RBW= 10 Hz or 30 Hz): the dynamic
range will be maximized and, using the “max hold” setting at each frequency bin (or step), it is ensured
that the repeatability of the measurement is also maximized. However, such setting is quite far from
those used for measurement of emissions and the necessary scan time is extremely long (about 8 h),
yielding issues of long-term stability of the setup.

3.2. Performance of WPT

3.2.1. Basic Time and Frequency Resolution Performance of WPT

The time resolution of both WPT spectra in Figure 5b,c is superior to that of STFT tracking the
signal with 500 μs and 125 μs steps, respectively; considering the visible signal dynamics and what is
offered by alternative approaches (such as a narrowband DFT or a real-time spectrum analyzer), a time
step in this range is more than adequate. Correspondingly, the frequency resolution also varies by a
factor of 4 in the opposite direction: when using 976 Hz in Figure 5b, the low-frequency portion of the
spectrum is enriched with the details between the second and the sixth bin, which hold alternatively
the maximum of the spectrum around t = 5 ms; this is evident from the asymmetry of the half-cycles
of the oscillatory spike in the center of the waveform of Figure 5a. The comparison of the estimated
amplitudes for the two spectra with different frequency and time resolution indicates that a finer time
resolution gives slightly larger amplitudes (Figure 5c), avoiding the averaging implicit in a larger
time interval. This behavior is common with the DFT and is hardly predictable quantitatively, as it
depends on the characteristics of the signal components (narrowband/broadband and steady/transient).
The average of four adjacent time bins in Figure 5c gives approximately the value of one bin of
Figure 5b (within 1 dB). Nonetheless, the maximum value can differ by up to 3.4 dB, as occurring
in the first frequency bin at 5 ms; this represents then the maximum absolute error between the two
spectral representations.
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Figure 5. WPT spectrum in dBμV/Hz (normalized by frequency resolution). An example of change of
dilation in time and frequency by a factor of 4 with symlet1 wavelet: (a) signal waveform (10 MSa/s);
(b) symlet1 with L = 9 levels and a downsampling of q = 10; and (c) symlet1 with L = 8 levels and q = 5.
SMPS type Black at 25% of rated power.
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The case of two different wavelets is shown in Figure 6, applied to the signal using the same
scaling: the amplitude estimates are quite similar, with the bior1.3 in Figure 6b, showing slightly
smoother amplitude profile than the symlet1. Quantitatively, the average difference for the bins with the
largest amplitude (those in Figure 6 with amplitude above 50 dB) is only 1.3 dB; the peaks, which are
the most relevant for compliance to limits, are reproduced quite reliably with almost identical values
(average difference of less than 0.25 dB). Thus, at least for the considered case, the choice of wavelets
with “similar” characteristics and of suitable order for the observed time support gives repeatable
results, although it represents a source of systematic error and the contribution to the uncertainty of
the estimate of spectrum amplitude is not negligible (0.25 dB on average for the considered case).

Figure 6. (a) Zoom on the frequency axis of Figure 5b for the frequency resolution of 976 Hz, where the
change of the instantaneous frequency between 4 and 6 ms is well visible; and (b) additional spectrum
obtained by replacing symlet1 with bior1.3.

The compactness in time and frequency was evaluated considering two wavelets extensively
used for PQ studies, the db15 (equivalent to the db20) and the sym8. The results shown in Figure 7
(for the SMPS type Black at 90% of the rated power) reveal that sym8 has some spectral leakage at the
occurrence of the two peaks of the signal, at 1 ms and 4.5 ms; db15 instead shows a limited increase of
some scattered components without any visible burst of spectral leakage. Regarding the low frequency
components, db15 also shows a more coherent behavior where the second frequency bin keeps the lead

28



Electronics 2020, 9, 2088

for 2 ms giving yield then to fourth bin, with a return around 4 ms. Behavior of sym8 instead is more
chaotic with no definite bin prevailing for at least some ms.

Figure 7. Comparison of two different wavelets in relation to localization on the time axis and spread to
adjacent frequency bins; frequency resolution Δf = 976 Hz, number of levels L = 9: (a) db15; and (b) sym8.
SMPS type Black at 90% of rated power.

As observed for the EEMD in Section 3.3, the best amplitude accuracy is reached for the faster
components (those at about 44 and 88 kHz) that have better localization in both time and frequency:
in this case, agreement for different frequency and time resolutions is within 0.6 dB for the results
shown in Figure 5 (confirmed by some other tests done on different SMPSs). For nonstationary
low-frequency components, the reference measurements themselves for assessment of accuracy are
deemed by variability and uncertainty caused by the very nature of the signals.

3.2.2. Amplitude Accuracy and Spectrum Representation of WPT

The WPT behavior for the SMPS with constant switching frequency (named “Black” SMPS in the
following) is analyzed showing the elements that concur to determine the amplitude accuracy.

As introduced in Section 2.3, the WPT spectra built with wpspectrum( ) is artificially adjusted
so that the local intensity of each tile can be evaluated standalone. The adjustment consists in the
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multiplication by the square root of the number a of tiles in the time direction (a = 20 in the present case)
that is re-absorbed when aggregating in the rms sense all such tiles for each frequency bin to recover its
rms, which for single tone calibration signals corresponds to the rms amplitude of the test signal itself.

The results of a comparison with STFT with 1 kHz frequency resolution and calculated using the
Flat Top window are shown in Figure 8.

Figure 8. Black SMPS tested at 90% of rated power: (a) WPT spectrum obtained with db15, L = 9,
Δf = 976 Hz; and (b) STFT spectrum with Δf = 1 kHz and time step Δt = 1 ms.

The two areas encircled by the pink rectangles are those of the 44 kHz and 88 kHz components,
for which the WPT provides a thorough tracking (see Figure 8a), better than that appearing in the STFT
spectrum (Figure 8b). The comparison between WPT spectrum and STFT shown in Figure 8 reveals that:

• WPT frequency resolution is superior, in terms of spectrum details and reduced leakage,
which instead affect the STFT results (see, for instance, the central portion of the spectrum
between 4 ms and 6 ms and the dynamic range of more than 30 dB for the background components
(blue to light blue color)).

• The time resolution is also superior with the ability of tracking more closely signal dynamics.
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• Regarding amplitude accuracy, we must distinguish between: (i) For narrowband switching
components visible at 44 kHz and 88 kHz, there is a general agreement among WPT, STFT and
the EMI receiver scan in frequency domain. We must observe that the receiver scan was made
for a time interval much longer than the one covered by WPT and STFT, so that using max hold
slightly larger values may be expected. (ii) The low frequency components are a byproduct of
the switching pulses and evidently the instantaneous frequency is slightly variable, as result of
non-linearity during oscillations. WPT confirms good tracking of such components and averaged
values over adjacent bins are quite stable with respect to different frequency resolutions Δf.

Table 1 reports the results of the assessment of the amplitude accuracy for the three most prominent
frequency bins shown in the first column. Reported values are the maxima, in line with the use of Flat
Top for the STFT and max hold for the EMI receiver.

Table 1. Comparison of amplitudes of main spectrum components calculated with WPT and STFT and
measured with EMI receiver (using the 1 kHz RBW results in Figure 4).

Frequency (kHz) EMI Rec. (dBμV) WPT (dBμV) STFT (dBμV)

2–5 93.0 93.75–105.5 (1) 82.73–106.7 (1)

44 70.5 68.07, 71.51 (2) 69.04
88 57.5 60.60 (3) 53.27

(1) Range of maxima in the 2–4 kHz bins over 10 ms for 90% of bins; implicit averaging in this case is extremely
important and WPT has the best resolution and the least averaging. (2) Five bins between 60.64 dBμV and 65.87 dBμV;
with rms summation of adjacent bins carried out to cope with the 1 ms time resolution of the STFT, the results are
71.51 dBμV and 68.07 dBμV centered at 2.5 ms and 6.5 ms. (3) Two bins with 55.27 dBμV and 53.83 dBμV; with rms
summation of adjacent bins carried out to cope with the 1 ms time resolution of the STFT, the result is 60.60 dBμV
centered at 2.5 ms.

3.3. EMD and EEMD Performance

The EMD and EEMD were used in the R interface implementation Rlibeemd [30,31]. The measured
voltage is analyzed first using EMD. As the boundaries of the signal may affect the decomposition of
EMD-based algorithms [32], to avoid boundary problems, particular care was taken in the choice of
an appropriate time record of 10 ms. Figure 9 shows the 12 IMFs extracted from the original signal.
As demonstrated in [33], the EMD performs as a filter-bank sifting out the high-frequency harmonics
first, whereas the low-frequency ones pass through the filter. IMFs 2 and 3 contain the information
needed to represent the significant part of the frequency spectrum, i.e., the three peaks corresponding
to the switching frequency (about 44 kHz) of the SMPS and its second and third harmonics. IMF 2
contains the information related to the second and third harmonics of the fundamental frequency,
whereas IMF 3 contains the information of the switching frequency. Performing a FFT on the sum
of these two IMFs yields the red spectrum in Figure 10, whereas the blue spectrum is the FFT of the
original signal. A Flat Top window is applied to the original signal and IMFs in order to maximize the
amplitude estimate [15].

As shown in Figure 10, the three peaks are predicted with good accuracy, although there is a
difference of about 1 dB with the FFT of the original signal for the peak at the fundamental frequency.
Considering these two IMFs 2 and 3 only has the effect of filtering the low-frequency content of the
measured voltage, which is collected in IMFs 4–13. IMFs 4 and 5 contain the information related to the
100 Hz ripple components (whose period corresponds to 10 ms, as shown in Figure 2). These IMFs are
those with the largest amplitude and represent the low-frequency part of the signal in the frequency
domain. IMFs 2–5 thus contain sufficient information to represent the signal, as shown in Figure 11.
As can be seen, this spectrum slightly differs from the spectrum of the original signal up to 150 kHz.
The fundamental, second and third harmonics are predicted with good accuracy with respect to the
FFT of the original signal. Some information on the fundamental frequency may then be contained
in IMFs 4 and 5 due to mode mixing, as mentioned in Section 2.4. Of course, the upper part of the
frequency range is not predicted accurately, as the lowest order IMF (that containing the information on
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higher frequencies) has not been considered. Nevertheless, the supraharmonics spectrum 2–150 kHz is
well represented with just four IMFs obtained with EMD.

Figure 9. IMFs extracted with the EMD procedure.

Figure 10. Comparison of the FFT spectra obtained from IMFs 2 and 3 extracted with EMD (red) and from
the original signal (blue).

The application of the EEMD yields the same number of IMFs as EMD, 12, as shown in Figure 12.
The information related to the 100 Hz ripple components is contained in IMFs 5–9, being IMFs 6
and 7 those with the largest amplitude. To represent the signal in the frequency domain, only IMFs
2–7 are needed. The high-frequency information of the signal is now distributed over three IMFs
(IMFs 2–4), as shown in Figure 13. The accuracy with which the first two peaks are determined is very
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good; however, although the amplitude of the third harmonic of the fundamental is predicted quite
accurately, the noise floor beyond 100 kHz raises making it less clearly visible than in the case of the
EMD. The filtering effect on the low-frequency components of the spectrum is still evident. By adding
IMFs 5–7 and performing the FFT on the sum of these six IMFs, the red spectrum of Figure 14 is
obtained, which is in fairly good agreement with that of the original signal.

By means of the application of FFT to the relevant modal components obtained with EMD, it is
shown that the frequency extraction ability of the EMD is consistent and strong [34].

The results of comparison with STFT with 1 kHz frequency resolution, a 1 ms time step and
a Flat Top window are shown in Figures 15 and 16. The former figure refers to the application of
STFT to the signal obtained composing IMFs 2 and 3 extracted with EMD; the latter to the application
of STFT to the signal obtained composing IMFs 2–4 extracted with EEMD. The amplitudes are the
maximum values obtained by the successive FFTs that compose the STFT, as it would be with a
spectrum analyzer set to max hold. It can be noticed that the amplitudes of the first peak (at 44 kHz,
with 68.27 dBμV and 69.97 dBμV, respectively) and of the second peak (at 88 kHz, with 57.59 dBμV
and 58.51 dBμV, respectively) are in agreement with those shown in Table 1 for WPT and EMI receiver
data, thus confirming the suitability of the approach in the analysis of EMI.

Figure 11. Comparison of the FFT spectra obtained from IMFs 2–5 extracted with EMD (red) and from
the original signal (blue).
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Figure 12. IMFs extracted with the EEMD procedure.

Figure 13. Comparison of the FFT spectra obtained from IMFs 2–4 extracted with EEMD (red) and from
the original signal (blue).
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Figure 14. Comparison of the FFT spectra obtained from IMFs 2–7 extracted with EEMD (red) and
from the original signal (blue).

Figure 15. STFT spectrum with Δf = 1 kHz and time step Δt = 1 ms of the signal resulting from the
composition of IMFs 2 and 3 extracted with EMD.
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Figure 16. STFT spectrum with Δf = 1 kHz and time step Δt = 1 ms of the signal resulting from the
composition of IMFs 2 to 4 extracted with EEMD.

4. Conclusions

The problem of the assessment of conducted emissions of Switched Mode Power Supplies
(SMPSs) using time-domain sampled data is considered. Emissions measured with a Digital Sampling
Oscilloscope using a Line Impedance Stabilization Network are characterized by fast switching pulses
and damped oscillations, posing a problem for reconciling amplitude accuracy, suitable frequency
resolution and fast time response to track signal dynamics.

Suitable processing techniques are discussed, contrasted to the most popular approach of using
Discrete Fourier Transform analysis. The DFT drawbacks are pointed out in Section 2, in relation to
the unfavorable time support and frequency resolution, as well as to the known issues of amplitude
accuracy and spectral leakage. Two techniques (Wavelet Packet Transform (WPT) and Empirical
Mode Decomposition (EMD)) based on different principles are then evaluated, with the objective of an
adequate and accurate handling of signal characteristics, as reflected in its spectral components and
their amplitude, for the assessment of SMPS conducted emissions.

WPT and EMD are compared for complexity, ease of implementation and, most of all, usability of
the output and suitability to identify and represent the relevant spectral components. The objective
is that of an accurate amplitude estimate and assessment of hypothetical compliance to limits of
emissions. The output representation of the WPT is more effective, in that the data are represented
as one might expect for not only comparison with limits, but also analysis of short-term disturbance
(e.g., for victim circuits characterized by some transient susceptibility) and in general tracking and
troubleshooting of byproducts along the evolution of the signal.

WPT shows a general consistency and robustness with respect to the change of the number of
levels L and downsampling q (applied to the original 10 MSa/s sample rate). Similarly, the change
of mother wavelet is verified, passing in one case from the symlet (linear phase and asymmetric)
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to the biorthogonal (linear phase and symmetric), using for each the minimum order, and in a second
case using db15 ad sym8, observing a larger spectrum leakage for the latter. The sensitivity analysis
indicates a variability of less than 1 dB when comparing values averaged with the adjacent time and
frequency bins; maximum observed difference for the peak values is 3.6 dB for the broad 2.2 kHz
component that suffers the largest variability.

The application of EMD and EEMD algorithms yields a limited number of IMFs that are sufficient to
represent the original signal fairly accurately (four and six, respectively). Moreover, the representation
can be made even more compact by exploiting the filtering effect of the IMFs on the low-frequency
components of the signal, thus reducing the number of IMFs necessary to represent the most significant
part of the spectrum to two and three, respectively. EMD represents the spectrum for frequencies larger
than 100 kHz better than EEMD, which seems to produce a higher noise floor.

Future work will be focused on the identification of quantitative indices of performance and a
framework to evaluate systematically the performances of the various implementations, especially for
the WPT, where the number of mother wavelets and filter implementations is almost uncountable.
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Abstract: As an effective means of suppressing electromagnetic interference (EMI) noise, the
impedance balancing technique has been adopted in the literature. By suppressing the noise source,
this technique can theoretically reduce the noise to zero. Nevertheless, its effect is limited in
practice and also suffers from noise spikes. Therefore, this paper introduces an accurate frequency
modeling method to investigate the attenuation degree of noise source and redesign the impedance
selection accordingly in order to improve the noise reduction capability. Based on a conventional
boost converter, the common mode (CM) noise model was built by identifying the noise source
and propagation paths at first. Then the noise source model was extracted through capturing the
switching voltage waveform in time domain and then calculating its Fourier series in frequency
domain. After that, the conventional boost converter was modified with the known impedance
balancing techniques. This balanced circuit was analyzed with the introduced modeling method, and
the equivalent noise source was precisely estimated by combining the noise spectra and impedance
information. Furthermore, two optimized schemes with redesigned impedances were proposed
to deal with the resonance problem. A hardware circuit was designed and built to experimentally
validate the proposed concepts. The experimental results demonstrate the feasibility and effectiveness
of the proposed schemes.

Keywords: common mode noise; EMI modeling; Fourier series; impedance balancing;
resonant frequency

1. Introduction

The switch-mode power supply (SMPS) has played an important role in power generation and
conversion systems, which tend to require a higher reliability, a higher power density, and a longer
working life. However, the controllable switches adopted in SMPS, like metal-oxide-semiconductor
field-effect transistors (MOSFETs), insulated gate bipolar transistors (IGBTs) and especially, the newest
wide bandgap (WBG) semiconductor switches, may generate violent voltage and current gradients
(dv/dt and di/dt). Those gradients bring a serious EMI problem and threaten the normal operation of
electrical equipment. Typically, relevant electromagnetic compatibility (EMC) standards which include
conducted emission and radiated emission must be fulfilled before the products enter the market [1,2].
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Plenty of efforts have been made to investigate the generation and propagation mechanisms of
the conducted noise. Among these investigation approaches, establishing an EMI noise model helps to
predict noise spectrum results and adopt appropriate attenuation strategies in the early stage [3–15].
The lumped circuit modeling method, which depends on the time-domain circuit simulation has been
introduced in [3,4]. This general model contains the coefficients of each element and then give EMI
prediction result by utilizing simulation software. This model exactly corresponds to the actual circuit,
with traits of intuitive and easy to understand. The results comparison shows that the established noise
model gives an accurate prediction of conducted noise up to several MHz. However, the extraction
of detailed parasitic parameters is difficult in practice, not to mention that the simulation process is
time-consuming and may encounter convergence problems.

To process faster and get stable predictions, the frequency domain approach has been
developed [5–15]. The early-stage modeling methods used simplified lumped parameters and ideal
geometric shapes to replace the circuit impedance and the noise source, respectively [5,6]. However,
such approximation has to deal with over-simplification and the accuracy of noise prediction needs
further improvement.

Recently, a new branch of frequency domain modeling, namely the “behavioral modeling method”
has been proposed and received extensive attention [7–9]. Instead of establishing the common
(CM) noise model and differential mode (DM) noise model respectively, the behavioral model could
predict the CM and DM noise in one integrated model. Both the two-terminal (one port) model
and three-terminal (two ports) model have been extracted based on Thevenin or Norton theorems.
This method would work well when the object topology is not very complicated, like non-isolated
converters and half-bridge circuits. Nevertheless, without the analysis of noise propagation, the
impedance identification has always troubled by the lack of a physical meaning. This problem becomes
especially significant when modeling complex circuits. The impedance error would continue to affect
the precision of the prediction results. Even repeating measurements under different series and shunt
conditions may not help to reduce the error.

In order to do further research on the noise generation mechanism and improve the accuracy of
the frequency domain model, some works have been focused on the switch voltage waveform [10–15].
Generally speaking, the switch has been substituted by a voltage or current source to represent the
electric potential fluctuation. By replacing the switch waveform with the trapezoid, the simulation
process was simplified and the predicted conducted emissions could match the experimental results
around 3MHz [10]. Nevertheless, the fact that the real voltage waveform is not exactly a standard
trapezoid should not be neglected. The authors of [11–15] have studied the switching dynamic process
of the semiconductor in depth. More details have been concluded in the noise source model and thus
help to improve the accuracy of the predicted results.

As an effective method to reduce the conducted noise, the impedance balancing technique has been
discussed and implemented in many articles [16–21]. In this technique, the switch is surrounded by the
impedance bridges while the impedance ratios of each two bridge arms remain the same. Therefore,
the noise source could be greatly attenuated and the explanation can stem from the Wheatstone
bridge theory. This technique can be flexibly applied to different circuits by adjusting the propagation
impedance. The conventional boost converter (CBC) is handled so that the power inductor is spilled
into two parts and the parasitic capacitances are adjusted. Furthermore, in the case of inverters,
the general method is to coordinate with the external CM choke circuit [18]. The noise level has
been suppressed well in these situations, but there are still some problems. Firstly, a serious noise
peak occurred because of the impedance resonance. Moreover, it lacks an accurate model that could
effectively estimate attenuation effects.

In this work, a novel CM noise modeling method was introduced to analyze and optimize the
impedance balancing technique. Specifically, the attenuation degree of noise source was investigated by
comparing the impedance and spectra information, and the resonance problem was solved effectively
by redesigning the bridge impedances. Since the application of balance would not affect the operation
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of the switch, the CBC was modeled at first. The accurate noise source method plays a vital role in
improving the accuracy of the overall model.

This paper is organized as follows. Section 2 introduces the CM noise model of CBC and gives
details of noise source modeling. Section 3 analyzes the mechanism of balancing impedance technique
and evaluates the results in the view of impedance and equivalent noise source. Section 4 proposes
two schemes to solve the resonance problem and gives experimental results to certify their validity.
Finally, Section 5 provides conclusions of this work.

2. Formulation of the Modeling Method with an Accurate Noise Source

Figure 1 shows the configuration of a conventional boost converter connecting with the Line
Impedance Stabilization Network (LISN). The LISN is placed between the DC power supply and the
boost converter circuit, which provides a standard impedance to the equipment under test (EUT) and
evaluates the conducted noise level by integrating with a spectrum analyzer. P and N are the positive
pole and negative pole of converter input and G is the frame ground of circuit and LISN. In CBC,
Ci and Co are the input side and output side capacitances, and L is the power inductor. Cg is the
capacitor that connects the ground and the drain of the MOSFET switch, which simulates the parasitic
capacitors between the switch and the heatsink as well as the capacitors between the heatsink and the
frame ground.

dc
d

s

Figure 1. Configuration of the conventional boost circuit (CBC) and LISN setup.

2.1. Propagation Path of CM Noise Current and the Equivalent Model

At the conducted noise frequency band (from 150 kHz to 30 MHz), the relative impedance of the
capacitor is small and the inductor is large. Therefore, Ci (100 μF) and L (500 μH) could be considered
as short and open, respectively, in the CM noise model. The conducted noise was generated by the
high-frequency voltage fluctuation between the drain and source of the switch. Here in the CBC, the
source voltage is almost constant even when the switch is working. On the other hand, as marked
as the high dv/dt node in Figure 1, the drain voltage changes rapidly and large CM current flows
through Cg to the ground. In conclusion, the blue dotted line in Figure 1 indicates the flow direction of
CM current.

The CM noise model resulted from the developed analysis is shown in Figure 2. Here, ZLISN

represents the equivalent resistance of LISN, which could be taken as a 25 Ω resistor in CM noise
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calculation. VN is the noise source, represents the voltage between drain and source of the switch
(namely Vds). ZCg is the impedance of Cg. According to the EMI measurement specification, the length
of the connecting wire between EUT and LISN should be equal to 80 cm. Here, to improve the accuracy
of the noise model, the impedance of the connecting wire is considered and represented as ZW.

 

Figure 2. Common mode (CM) noise model of the conventional boost circuit.

According to the equivalent noise model, the CM noise voltage of CBC could be represented by
Equation (1):

VLISN =
ZLISN

ZLISN + Zw + ZCg
VN (1)

This equation is true in both time and frequency domains, and the calculations in this paper are
performed in a frequency domain.

2.2. Accurate Noise Source Modeling Method

As mentioned in the introduction, the precision of the noise model is largely affected by the noise
source. Thus, plenty of methods have been proposed to obtain the noise source in time or in frequency
domain. In this article, a novel frequency domain modeling method is introduced. The computational
complexity is reduced while the accuracy is guaranteed. Specifically, the switch voltage waveform
during experiment was observed and classified in time domain, and then, the overall spectrum could
be obtained in frequency domain by calculating the Fourier series by parts. The accuracy of the noise
source model is improved remarkably after considering the high frequency ringing.

The general steps for noise source modeling include:
(1) Capture the turning on and turning off waveforms of the switch by the oscilloscope, while

adjusting the appropriate time scale in order to observe the parameters.
(2) Divide the overall waveform into three parts: trapezoid, turn-off ringing, and turn-on ringing.

Extract the necessary parameters for the Fourier transform.
(3) Calculate Fourier series of each component separately and then add them together. Finally, the

overall spectrum could be obtained.
To specify the modeling process, an experimental setup was established according to Figure 1.

Details of the experimental configuration are given in the following section. The key parameters of the
circuit are given in Table 1. In addition, 1nF Y-capacitor was adopted as Cg.

Table 1. Key parameters of CBC.

Parameter Value

Input voltage 12 V

Switch frequency 103 KHz

Duty ratio 0.75

Load 50 Ω
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Figure 3 shows the voltage waveform of switch measured by oscilloscope. The ringing caused by
turn-on and turn-off could be seen clearly from the following magnified images. Note that the turn-on
ringing is quite limited and thus, its effectiveness could be ignored.

Zoom in

 

Figure 3. The experimental voltage waveform of switch measured by oscilloscope.

As the real voltage waveform is an irregular shape, it is difficult to calculate its spectrum directly.
This paper decomposed the switch voltage waveform and the Fourier series could be done in steps.
The corresponding decomposition process of the overall waveform is shown in Figure 4. The overall
waveform is shown at the top of the figure, and it can be divided into the trapezoid component and the
ringing component. This decomposition has reduced the complexity of Fourier transformation and
improved the precision at the same time. The relative parameters are also marked in Figure 4, which
could help to identify the corresponding symbols listed in Table 2.

 

Figure 4. Decomposition diagram of the switch voltage waveform.
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Table 2. Characteristic parameters of the switch voltage waveform.

Parameter Symbol Value

Amplitude of trapezoid Asw 42.3 V

Period of the voltage Tsw 9.7 μs

Switching time period τ 2.47 μs

Rising time tr 70 ns

Falling time tf 29 ns

Duration of the turn-off ringing ton 2.5 μs

Amplitude of the turn-off ringing Ar1 41.5 V

Period of the turn-off ringing Tr1 42.3 ns

According to the mathematical definition [14], the formula for calculating the Fourier series
corresponding to trapezoid could be expressed in Equation (2).

Cn_t = −j
Asw

2πn
e−

jnπ(τ+tr)
Tsw

[
sin c

(
n

tr

Tsw

)
e−

jnπτ
Tsw − sin c

(
n

tf

Tsw

)
e−

jnπτ
Tsw

]
(2)

In order to approximate the experimental waveform, the difference of turn-on time and turn-off
time was also taken into consideration.

Before calculating Fourier series of the ringing waveform, it is better to clarify the corresponding
time-domain expressions. The ringing shown in Figure 4 begins after the switch turns off (t1), and will
last until the switch turns on (t2). Therefore, it could be written as a piecewise function, as is presented
in Equation (3):

Vr(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, 0 < t < t1

Ar1sinωr1(t−tr)

ekr1(t−tr)
, t1 ≤ t < t2

0, t2 ≤ t < T

(3)

According to the definition, the formula for calculating Fourier series can be written as in Equation
(4). Then, the Fourier series of the ringing part can be calculated by substituting Equation (3) into
Equation (4).

Cn_r =
1
T

∫
〈T〉

Vr(t)·e−jnω·dt (4)

Finally, the Fourier coefficient of the overall switch waveform would be expressed as in Equation (5).

Cn = Cn_t + Cn_r (5)

Figure 5 shows the experimental setup for capturing the voltage waveform and measuring the
conducted EMI noise. The connection order is the same with configuration in Figure 1. In addition, the
spectrum analyzer is connected with LISN to receive and analyze the signal, and the PC is used to
display and record the spectra results. The EUT in this article is the conventional boost circuit and the
different balanced boost circuits.
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Figure 5. The experimental setup of conducted noise measurement.

According to Equations (2)–(5) and the measured data, the Fourier series calculation was completed
with Matlab 2015b. Figure 6 shows the noise source spectra comparison between experimental and
calculation results. The calculation results are plotted in the blue line, and the red experimental results
refer to Fast Fourier Transformation (FFT) computed by the oscilloscope. The comparison shows that
the calculation results match the experimental result in all frequency ranges. The high-frequency peak
is caused by the ringing, and this frequency (around 23.5 MHz) agrees with the frequency of ringing
waveform in Figure 3 (Tr1 = 42.3 ns). The effectiveness of this frequency domain modeling method and
the obtained parameters was well verified.

 
Figure 6. The frequency spectra of switch voltage (noise source) comparison between calculation and
measured results.

Furthermore, based on Equation (1), Figure 7 shows the prediction result of CBC by utilizing the
calculated noise source. The experimental result measured by LISN is also given in green. It can be
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observed that the prediction result matches the measurement in the whole frequency band, and this
model is able to predict CM noise with good accuracy.

Figure 7. CM noise spectra comparison of a conventional boost converter (CBC) between prediction
and measured results.

3. Analysis and Modeling of Impedance Balancing Technique

Instead of adding conventional passive or active EMI filters, the impedance balancing technique
could reduce the conducted noise by changing the topology of CBC. The configuration of balanced
boost converter along with LISN is shown in Figure 8. Compared with Figure 1, the power inductor L
was split into two parts (L1 and L2) and another capacitor C2 was placed between the N phase and the
ground. This action changes the path of the noise current without affecting the efficiency of the circuit.

dc

d

s

 

Figure 8. Configuration of the balanced boost converter and LISN.
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3.1. CM Noise Model of Impedance Balanced Boost Circuit

The corresponding CM noise model of balanced boost circuit is shown in Figure 9a. The model
includes the equivalent parallel capacitor (EPC) and equivalent parallel resistor (EPR) of each inductor,
as well asthe equivalent series inductor (ESL) and equivalent series resistor (ESR) of each capacitor.
These parameters may affect the self-resonant frequency and cause impedance unbalancing as well. In
addition, a more simplified model obtained according to the Thevenin theorem is shown in Figure 9b.

(a) (b) 

Figure 9. (a) CM noise model of the impedance balanced boost circuit; (b) simplified CM noise model
by the Thevenin theorem.

VE and ZE in the figure are the equivalent noise source and the equivalent impedance, respectively.
VN is the same with CBC since the driver circuit of the switch is the same with CBC, and the implement
of balancing impedance would not affect the efficiency of the circuit. The relationships between VE, ZE,
VN, and the impedance bridge arms are shown in Equations (6) and (7).

ZE =
ZL1 ZL2

ZL1 + ZL2

+
ZC1ZC2

ZC1 + ZC2

(6)

VE =

(
ZL2

ZL1 + ZL2

− ZC2

ZC1 + ZC2

)
VN (7)

where ZL1, ZL2, ZC1 and ZC2 are the impedance of each arm. Furthermore, the voltage of LISN can be
expressed as in Equation (8), which has a similar form as Equation (1).

VLISN =
ZLISN

ZLISN + Zw + ZE
VE (8)

Specifically, no CM current would flow through LISN if the impedance of each bridge arm could
satisfy the condition in Equation (9):

ZL1

ZL2

=
ZC1

ZC2

= n (9)

where n represents the impedance ratio.
According to the above analysis, the most important step of a balanced circuit is selecting the

appropriate impedance arms and keeping the impedance ratio (n) stable during all the target frequency
bands. The coupled inductor has been previously used in publications due to its smaller size [19–21].
However, unexpected problems have also arisen. Firstly, the coupling coefficient not only affects the
inductance value after decoupling but also imposes specific requirements on the selection of core.
In [19], the toroidal core has been replaced because it is hard to acquire a high coupling coefficient
when the turn ratio is high. Secondly, the parasitic capacitors between the primary side and secondary
side make the route of CM noise propagation really complicated. This component has greatly increased
the difficulty of modeling analysis and may cause poor reduction results at the same time. Therefore,
two isolated inductances were adopted in this paper to prevent these consequences.
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In this article, as the power inductor in the CBC is 500 μH, two 250 μH inductors (L1, L2) and
two 1nF Y-capacitors (C1, C2) were utilized to build the balanced circuit. The magnitude spectra of
impedance bridge arms are shown in Figure 10. The figure shows that both inductors and capacitances
are well matched over the frequency range. The condition of balancing impedance is properly satisfied.

 
Figure 10. Magnitude comparison of bridge arms impedance (ZC1 VS. ZC2 and ZL1 VS. ZL2).

Figure 11 shows the experimental CM noise spectrum of balanced boost circuit, which is plotted
in red. Meanwhile, the green envelope is the CM noise of CBC (same as in Figure 7). By utilizing the
balanced technique, the noise level was well attenuated from 0.5 MHz and upwards. The effect of this
technique is obvious, as much as 40 dB reduction was done at some frequency points. Nevertheless,
the noise peak at low frequency bands degraded the performance. The relative analysis and solution
are given in the following sections.

 
Figure 11. CM noise spectra comparison of balanced impedance circuit.

3.2. Noise Source Evaluation and Noise Spectrum Prediction

As is shown in Figure 11, the CM noise of balanced boost circuit did not dropped to zero, even
if the impedance arms are almost balanced. This means that Equation (7) could not calculate the
equivalent noise source accurately. This error may be caused by the interference of the PCB layout and
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the inevitable mismatch of the impedance. Therefore, this article proposed a novel method to evaluate
the attenuation level of the noise source and give prediction accordingly.

Comparing the voltage of LISN in the CBC and the balanced boost circuits, which are represented
in Equations (1) and (8), respectively, it should be noted that the two formulas have the same form and
the difference is the impedance ZE and ZCg in the denominator. This also means that the first half of
Equations (1) and (8) are the same when ZE equals to ZCg, and then the differences of the two noise
sources can be directly deducted from the CM noise spectra, as shown in Figure 11.

The equivalent impedance of balanced boost circuit ZE could be calculated by Equations (6), or
measured directly. The error between the two results is small. Referring to Equation (6), ZE0 represents
the entire impedance of 250 μH inductors (L1, L2) paralleled with 1 nF capacitors (C1, C2). Figure 12
shows the impedance variation of ZCg and ZE0 through frequency. The ZCg is larger than ZE0 from
0.15 MHz to 0.69 MHz, and then the ZE0 becomes larger from 0.69 MHz.

 
Figure 12. Magnitude spectra comparison between ZE0 (250 μH and 1 nF) and ZCg.

According to Figure 12, it should be noted that ZCg equals ZE0 at the point of 0.69 MHz, where the
noise of balanced circuit is 80 dBμV and the CBC is about 100 dBμV. This spectra difference equals
to 20 dBμV, which means that VN is about 10 times of VE according to the definition. Therefore, this
paper assumed that VE is one-tenth of VN and then substituted other measured impedance values into
Equations (8) for calculation.

The prediction results are plotted in translucent blue in Figure 11 and are basically consistent
with the measured spectrum except for the medium frequency band. This comparison confirms
the hypothesis.

In addition, the resonance frequency of impedance arms could be calculated by Equations (10).

fc =
1

2π
√
(L1//L2)(C1//C2)

(10)

Specially, when L1 and L2 equal to 250 μH, C1 and C2 equal to 1nF, the series resonance of ZE0

happens at 0.37 MHz, which agrees with the noise peak in Figure 10. Therefore, it is necessary to find
corresponding countermeasures to optimize the known impedance balancing technique.

4. Optimized Schemes with Redesigned Impedance Arms

As shown in Figure 11, the noise peak occurs at the resonant frequency; thus, several researchers
have proposed different methods to solve the spike problem. In [17], the authors changed the inductance
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value and added a pF-class capacitor to cooperate with the impedance ratio in Equation (9). However,
this may push the noise spike to the middle or high frequency band. The designing method of the
inductor in [21] achieved satisfactory results, but this result is based on an additional CM choke filter.
As opposed to previous methods, this paper adjusted the values of passive elements to move the
resonance peak out of the conductive frequency range.

As was mentioned in the previous section, a low-frequency peak occurs because of the series
resonance among the four impedance bridge arms. On the other hand, it is hard to further suppress the
equivalent noise source because the impedance arms are well matched, especially at a low frequency.
Thus, the more practical method is to redesign the value of inductors or capacitors. Without changing
the balancing configuration shown in Figure 8. This paper has proposed two alternative schemes to
attenuate the noise peak according to Equations (10). One is increasing the inductor to 1.4 mH and
the other is increasing the value of Y-capacitors to 4.7 nF. The following sections will investigate and
compare the two approaches.

4.1. Balanced Boost Circuit with 1.4 mH Inductors and 1 nF Y-capacitors

After calculation using Equations (10), the inductance should be larger than 1.3 mH if the capacitors
C1 and C2 are kept constant. Here, two1.4mH inductors were utilized to replace the 250 μH inductors.
The experimental results were recorded and drawn with black in Figure 13, compared with the former
balanced boost circuit in red and the green envelope of CBC. These experimental results show that
the proposed balanced scheme with 1.4 mH inductors and 1nF capacitors could attenuate noise level
over all frequency range compared with CBC. Furthermore, the spike at 0.37 MHz was effectively
suppressed. However, the noise at high frequency increased in contrast with the former balanced
boost circuit (250 μH and 1 nF). The valley at 0.8 MHz is due to the self-resonance between the 1.4 mH
inductor and its EPCs.

 
Figure 13. CM noise comparison after replacing the 250 μH inductors with 1.4 mH inductors.

Referring to Equations (6), ZE1 identifies the whole impedance including 1.4 mH inductors and
1nF Y-capacitors. Figure 14 gives its magnitude in black and makes comparison with ZCg in red.
Note that ZE1 equals to ZCg at 0.24 MHz, which means that the noise source attenuation degree
could be speculated quickly With the same analysis method as the one in Section 3. According to
Figure 13, the noise spectra difference around 0.24 MHz reached about 20 dBμV, which indicates that
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the equivalent noise source VE in the optimized scheme was attenuated well compared with CBC.
However, a drawback of this approach is the increased weight and volume of the circuit.

 
Figure 14. Impedance comparison between ZE1 (1.4 mH and 1 nF) and ZCg.

4.2. Balanced Boost Circuit with 250 μH Inductors and 4.7 nF Y-capacitors

Other than using a pair of larger inductors, this scheme utilized greater Y-capacitors to decrease
the series resonant frequency. After calculation, 4.7 nF capacitors were selected to replace the former
1nF capacitors and the other experimental conditions were kept the same.

The CM noise spectra comparison is shown in Figure 15. The purple curve is for the case of an
optimized solution after replacing the 1 nF Y-capacitors with 4.7 nF, the green one is the noise envelope
of CBC, and the red one is for the former balanced circuit boost (250 μH and 1 nF). The comparison
shows that after utilizing the scheme with 4.7 nF capacitors, a low-frequency spike was also moved
out from the frequency band of interest and the CM noise was significantly attenuated. Meanwhile,
at a high frequency, the noise after adopting 4.7 nF capacitors is lower than the former case using
1 nF capacitors.

 
Figure 15. CM noise comparison after replacing the 1 nF Y-capacitors with 4.7 nF Y-capacitors.
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Similarly to ZE1, ZE2 represents the whole bridge impedance of 250 μH inductors and 4.7 nF
Y-capacitors. The comparison between ZE2 (purple) and ZCg (red) is shown in Figure 16. The resonant
frequency of optimized impedance ZE2 was removed to around 0.16 MHz and the performance at
high frequency is almost the same compared to that in Figure 12. At 0.68 MHz, where ZE2 equals
ZCg, about 30 dB reduction was achieved according to Figure 15. Compared with the former balanced
boost circuit (250 μH and 1 nF), the noise source was significantly attenuated and the performance was
improved over the entire frequency range.

 
Figure 16. Impedance comparison between ZE2 (250 μH and 4.7 nF) and ZCg.

There may be some concerns that the greater capacitor may increase the CM current and exceed
relative standards. Figure 17 shows the CM currents comparison between CBC and the optimized
balanced boost circuit (250 μH and 4.7 nF). The results show that with optimized schemes, the CM
current becomes even smaller because the noise source has been effectively attenuated.

 
Figure 17. Experimental CM current waveforms comparison between CBC and optimized impedance
balancing boost converter (250 μH and 4.7 nF).
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In summary, the optimized scheme of changing the capacitors is more effective than replacing
the inductors, which not only considers the attenuation results but also the cost and the difficulty
of implementation.

A comparative investigation between the proposed work and the previously published relevant
arts was carried out and is addressed in Table 3. The comparison reveals the effectiveness and
practicability of the proposed schemes.

Table 3. Comparison of noise optimization effects.

Noise Reduction
Effect

Attenuated the
Resonance Peak?

Required
Additional Filter?

Practicability and
Feasibility

[16] Medium No Yes Medium

[17] Medium No No Medium

[18] Limited No Yes Limited

[19,20] Medium Yes Yes Medium

Proposed work Medium Yes No High

5. Conclusions

Focusing on the noise attenuation with impedance balancing technique, a frequency domain
modeling method and two optimized schemes are introduced in this paper. The accurate noise source
model was extracted by capturing the switch voltage waveform and then calculating its Fourier series.
Furthermore, for both noise source and CM noise of the conventional boost circuit, the accuracy of the
noise model were verified by comparing the prediction results with the experimental measurements.

Then, the impedance balancing technique was adopted to attenuate the noise. Although this
technique is effective to some extent, it suffers from noise spikes and also lacks a model that can
predict the noise quantitatively. In this research, the noise source attenuation degree was evaluated by
combining the noise spectra and impedance information. Furthermore, a quantitative prediction based
on the proposed noise model is provided. A comparison between prediction and experimental results
was conducted and the accuracy of the proposed noise model was practically verified.

Based on the basic impedance balancing configuration and the calculation formula of resonance
frequency, two optimized schemes were proposed to deal with the noise peak in the low-frequency
band. The size of the impedance arms was redesigned and the two schemes were investigated in
different aspects. Finally, the experimental results were presented to demonstrate the analysis. The
contribution of this research is enhancing the feasibility and effectiveness of the known impedance
balancing technique.
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Abstract: The paper deals with the susceptibility to electromagnetic interference (EMI) of battery
management systems (BMSs) for Li-ion and lithium-polymer (LiPo) battery packs employed in
emerging electric and hybrid electric vehicles. A specific test board was developed to experimentally
assess the EMI susceptibility of a BMS front-end integrated circuit by direct power injection (DPI) and
radiated susceptibility measurements in an anechoic chamber. Experimental results are discussed in
reference to the different setup, highlighting the related EMI-induced failure mechanisms observed
during the tests.
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electric vehicles (HEVs); IC-level EMC; susceptibility to electromagnetic interference (EMI); direct
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1. Introduction

A greater and greater increase in the amount of electronic devices is expected in new vehicles
to make cars capable of running self-diagnostics and interacting with the surrounding environment.
On-board electronics systems for implementing safety features to reduce the number of accidents
and fatalities on the roads have to properly operate in any operating conditions [1]. Smart power
integrated circuits (ICs) employed in automotive front-end electronics have stringent requirements in
terms of accuracy, even in an electromagnetically polluted environment, where relevant conducted
and radiated interference are generated by the electric powertrain, by on-vehicle electronics and by
mobile phones and/or other information and communication equipment carried by the driver and by
the passengers in the cockpit [1]. Therefore, the susceptibility to electromagnetic interference (EMI) of
smart power electronics and its on-board monitoring and control functions (i.e., thermal shutdown,
current sensors and overvoltage protection) has to be considered. This to prevent malfunctions and
guarantee the correct/expected functioning of the electronic system in any operating conditions [1–6].

Critical safety EMI-induced failures could be also a major threat to the safety in emerging electric
and hybrid electric (EV/HEV) vehicles powered by batteries [7]. A battery management system
(BMS) IC manages the state of charge of the battery pack, protecting it from operating outside its
safe operating conditions [8–13]. Electromagnetic interference can be easily picked up by the long
wires that connect BMS front-end ICs to each other, to the BMS control unit, to the terminals of the
electrochemical cells and to the temperature sensors, which are spatially distributed over the whole
battery pack module [14], and can easily impair the operation of data acquisition circuits [15–18].

Battery packs based on the most advanced lithium-ion (Li-ion) and lithium-polymer (LiPo)
electrochemical technologies are nowadays the only viable options to address the challenging demands
in terms of the electric energy storage and deliverable power per unit mass of electric vehicles
(EVs) and hybrid electric vehicles (HEVs) [19–22]. Unfortunately, unlike lead-acid batteries and
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other more conventional electrochemical accumulators, Li-ion and LiPo cells can be permanently
damaged and can also originate life-threatening hazards such as fires and explosions in the event
of overdischarging, overcharging and/or overtemperature operation [21–23]. An electronic battery
management system (BMS), which quickly detects the onset of dangerous conditions and takes the
appropriate countermeasures to avoid hazards, is therefore necessary to safely operate Li-ion and LiPo
cells in vehicles [21–23]. A BMS, which is schematically depicted in Figure 1, typically includes several
front-end modules that acquire critical cell information, such as terminal voltages and temperatures,
and a digital control unit that runs specific control and management algorithms.

Battery Pack

Li-Ion Cells

BMS
Control

Unit

V+

V-

BMS
Control

Unit

CAN Bus

Li-Ion Cells

Li-Ion Cells Li-Ion Cells Li-Ion Cells

BMS
Front-end

BMS
Front-end

BMS
Front-end

BMS
Front-end

BMS
Front-end

Safety
switch

Data/CTRL Bus

Figure 1. Architecture of a battery management system (BMS) for EV/HEV applications.

The typical BMS application scenario in Figure 1 and the EMI susceptibility issues of BMS systems
for electric vehicles are addressed in this paper on the basis of the results of direct power injection
(DPI) tests (IEC-62132-4 standard [24,25]) and radiated susceptibility tests (ISO11452-2 standard [26])
on a commercial smart power IC, widely employed as a BMS front-end in EV/HEV applications.
In particular, the specific susceptibility level of the main IC pins and their different EMI-induced failure
mechanisms were observed. The effectiveness of filtering techniques that can be adopted to enhance
the immunity to EMI of a BMS, is also discussed.

The paper is organized as follows: in Section 2, the BMS IC is presented, and the printed circuit
board (PCB) developed to perform EMC tests is introduced; in Section 3 the test bench and the test
procedure adopted for DPI measurements are described. DPI test results are presented in Section 4
and discussed in Section 5. The results of radiated susceptibility measurements are presented in
Section 6 and compared to the DPI tests in Section 7, and finally, in Section 8, some concluding remarks
are drawn.

2. The BMS Front-End for the Tests

In order to investigate the susceptibility to EMI of a BMS for electric vehicles and perform the
related conducted (DPI) and radiated (in anechoic chamber) tests, a PCB was specifically designed,
and it is described in this Section.
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2.1. BMS Front-End IC Structure and Operation

The simplified block diagram of the BMS front-end IC, which is considered in what follows
as the device under test (DUT), is reported in the pink box of Figure 2. Such an IC is designed to
monitor the terminal voltages of up to twelve series-connected electrochemical cells using a 12-bit
analog-to-digital converter (ADC). To that end, the IC includes 12 cell input pins, internally connected
to the ADC’s differential input by a 12-channel, isolated, high-voltage analog multiplexer to measure
the (differential) voltages across each of twelve series-connected cells, whose common-mode voltage
can be up to 50 V with respect to the IC reference.

...

��

ADC

CTRL
Analog
MUX

SPI

Voltage
Reference

EMC Test Board

SPI
Inj. Point

Cells Inputs
Inj. Points

SMA
Connector

Cells Inputs

Cell #6
plus

Cell #6
minus

Via
to GND

Via
to GND

Filters

To DC
Power Supply +

100�����	�


100�����	�


100nF

�	�


100nF

�	�


Cinj+

Cinj-

{ To BMS
control

unit

.

..

.

S
P

I{

.

.

.

.

.

.

SMA
Connector

V+

V-Via to GND

BMS Front-end IC

To DC
Power Supply -

5V Linear
Regulator

T
o

th
e

C
el

ls

DUT
Figure 2. Simplified schematic diagram of the BMS integrated circuit (IC) direct power injection (DPI)
test board.

The same IC can be also exploited for cell temperature measurements by using external negative
temperature coefficient (NTC) sensors and including power drivers suitable for performing passive
Li-ion cell voltage equalization. These functions have not been considered the susceptibility assessment
and will not be mentioned hereafter.

The IC is designed to be operated by an external BMS control unit via a serial peripheral interface
(SPI), through which acquired data can also be retrieved. The same SPI interface can be employed
to connect the BMS IC to N similar devices in a daisy chain structure, as shown in Figure 1, so as to
monitor up to 12N cells, addressing the requirements of high voltage battery packs including 100 or
more series-connected cells. The frame of the specific SPI protocol implemented in the DUT includes a
packet error code (PEC), by which SPI bus errors can be detected on the basis of the received data.

The IC operates from a DC supply voltage ranging from 10 V up to 55 V, which can be obtained
either from the electrochemical cells to be monitored or from an external isolated DC/DC converter,
and includes an internal voltage reference for the ADC and a 5 V linear voltage regulator to supply the
low voltage analog and digital circuitry.

2.2. DPI Test Board

Firstly, the susceptibility to EMI of the DUT has been tested by the DPI method [24,25]. The dual
layer PCB reported in Figure 2 has been designed to inject RF power into the IC pins which are
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connected to the external wires. These possibly long wires are likely to collect a relevant amount of
EMI in a realistic EV/HEV application. Two DPI injection points are established to superimpose an RF
power into a couple of cell input pins and into the SPI pins of the IC, as depicted in Figure 2.

The cell input injection point includes an SMA connector and two RF coupling networks (each
made up of a 6.8 nF capacitor and a 6 μH inductor), designed so as to inject RF power onto the cell
input pins connected to the positive and to the negative terminals of cell #6 in the stack, as depicted
in Figure 2. A differential RF injection on a single cell input pin (cell #6 plus in Figure 2) can be
performed by connecting only the injection capacitor C+

inj to the signal terminal of the SMA connector.
A common-mode injection can be performed by connecting both the injection capacitors C+

inj and C−
inj

to the SMA signal line.
Figure 2 shows how the cell input injection points include an SMA connector and two RF coupling

networks (each made up of a 1 nF CHECK capacitor and a 6 μH inductor). Two RC filters with
R = 100 Ω, C = 100 nF implemented using 0603 SMD components (sketched in the yellow area)
are mounted on the PCB immediately before the IC pins. The SPI injection point includes an SMA
connector and four RF coupling networks (each made up of a 1 nF capacitor and a 6 μH inductor),
designed to perform DPI on all the SPI inputs at the same time, or alternatively, on a single SPI line.

3. Direct Power Injection Tests

The failure criteria considered in the DPI tests are stated along with the reasoning in this section.

3.1. DPI Test Bench

The PCB in Figure 2 has been employed to perform the DPI method according the setup in
Figure 3. The DUT is operated from an external 20V power supply and the cell inputs of the DUT
are connected to six series-connected commercial nickel metal hydride (NiMH) cells mounted on a
separate board and tied to the DUT cell inputs by twisted wires. The current flowing through the cells
during the DPI test is monitored by an amper meter, as shown in Figure 3.

The SPI lines of the DUT are connected to an automotive microcontroller evaluation board, which
acts as the BMS control unit shown in Figure 1. Such a BMS control unit includes a controller area
network (CAN) bus interface that is connected to a personal computer (PC) via a Vector CANCaseXL
dongle. The microcontroller on the BMS control unit is programmed so as to forward the data content
of the CAN packets with a specific identifier (ID) to the DUT SPI, and to send back to the CAN bus,
with a different ID, the data retrieved from the DUT SPI during the same transaction. In this way,
the DUT can be fully operated and monitored from the PC via the CAN bus. The CAN bus and the
measurement instruments are managed by Matlab. The BMS IC is configured to be initialized, start the
ADC conversion and read the register.
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Figure 3. Direct power injection. Experimental test setup.

The continuous wave (CW) RF power injection is performed by means of an RF source connected
to a 10 W RF power amplifier with a 1 MHz to 2 GHz bandwidth. The output of the power amplifier
is fed to the injection points of the test board through a −20 dB directional coupler, whose forward
and reverse coupled ports are connected to an RF power meter so as to monitor the incident and the
reflected power. The RF source, the amper meter and the RF power meter are connected to the same
PC employed to control the DUT via a general purpose interface bus (GPIB) dongle. Both the CAN
bus and the GPIB are fully controlled by the PC in the Matlab environment.

3.2. DPI Test Procedure

During DPI tests, the DUT is operated from the PC in Figure 3 so as to periodically acquire the
voltages of all the cells in the battery pack. The acquired data are then retrieved from the DUT SPI
by the BMS control unit and forwarded to the PC via the CAN bus, together with the corresponding
SPI PEC code. The same operations are first performed without injecting RF power (i.e., with the RF
source in Figure 3 off) and then while injecting RF power at a given test frequency. The data retrieved
from the DUT, with and without EMI injection, are finally compared and an EMI-induced failure is
recorded if one of the following conditions occurs:

1. An SPI transmission error is detected (i.e., the received PEC is not consistent with the received
data);

2. An EMI-induced offset in the cell voltages acquired with RF injection exceeding an error threshold
VT is detected.

Taking into account of the accuracy level that is required to safely manage Li-ion cells [23], and
the declared maximum error of the IC, an error threshold VT = 10 mV is considered in this paper.

Considering the above failure criteria, DPI tests have been performed for each test frequency
in the 1 MHz to 2 GHz bandwidth by increasing the injected RF incident power until a failure is
detected. Notice that the IEC 62132-4 frequency bandwidth (1 MHz–1 GHz) has been extended to
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2 GHz to include the 1.8 GHz frequency, widely employed in wireless communications. The minimum
RF incident power giving rise to the failure is then reported as the DPI immunity level at the test
frequency. If no failure is detected at the maximum test incident power Pmax = 37 dBm, no immunity
level indication is reported. The results of DPI tests performed according with the above procedure are
presented in the next Section.

4. DPI Experimental Results

The DPI immunity tests on the DUT cell inputs and SPI injection points in Figure 2 are reported
in this Section. The different failure mechanisms observed are highlighted and the effectiveness of
PCB level filtering on cell inputs is discussed.

4.1. Injection of Cell Inputs

The EMI robustness of the DUT undergoing DPI on the cell input injection point is considered
comparing a differential (DM) excitation and a common-mode (CM) one. Differential (DM) excitation
is performed by connecting only the injection capacitor C+

inj to the signal terminal of the SMA connector
in Figure 2. Common-mode (CM) excitation is performed by connecting both the injection capacitors
C+

inj and C−
inj to the SMA signal line. Both the tests have been repeated without the RC filters in Figure 2

(i.e., using 0 Ω 0603 SMD resistors and not mounting the filter capacitors) and with the 100 Ω–100 nF
RC filters prescribed by the IC manufacturer.

The respective measurement results are reported in Figure 4. The DPI immunity level of the DUT
without filters is very similar for CM and DM injection and it is mostly in the range of 5–15 dBm over
the 1 MHz to 1 GHz bandwidth. A very high susceptibility to EMI (immunity level of less than 0 dBm)
can be observed at 16 MHz and harmonic frequencies, which are likely to be related with the internal
clock frequency of the sigma-delta converter built-in the BMS IC. As such, EMI-induced failures do not
seem to be specifically related to EMI superimposed onto the differential cell voltage to be acquired,
but rather to other mechanisms involving the RF voltage between each test pin and the IC reference
(ground) voltage.

The presence of RC filters provides a significant immunity enhancement in the 20–600 MHz band
(a single failure is experienced at 150 MHz at the 37 dBm test level), whereas their effectiveness is lower
above 600 MHz. This can be explained by considering that the impedance of the 0603, 100 nF capacitor
of the filter, dominated above 20 MHz by the parasitic inductance ESL � 1 nH, in series with the PCB
track and via inductance (Ltrack � 1 nH and Lvia � 1 nH), gives rise to a parallel resonance with the
input capacitance of the BMS IC (CIN � 15 pF from S-parameters measurements) at a frequency:

f0 =
1

2π
√
(ESL + Ltrack + Lvia)CIN

� 700 MHz. (1)

Close to this frequency, the actual impedance of the parallel element of the RC filter (capacitor C
and parasitics) is very high and its filtering effectiveness is therefore impaired.
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Figure 4. Measured immunity level (expressed in terms of RF incident power) for DPI on the cell input
pins: differential (DM) and common-mode (CM) injection, with and without RC 100 Ω, 100 nF RC
filters in Figure 2.

4.1.1. Test Port Voltage Estimation

To gain further insights into the intrinsic susceptibility level of the IC and the effectiveness of the
filters, the peak RF voltage at the test board injection port giving rise to the failures reported in Figure 4
has been estimated on the basis of the reflection coefficient Γ at the test board injection port, measured
by a calibrated vector network analyzer (VNA). Taking into account that the peak RF voltage at the
test port Vrf can be expressed in terms of the RF incident power Pinc as

Vrf = |1 + Γ|
√

2RGPinc, (2)

where RG = 50 Ω is the reference port resistance, the incident power immunity levels have been
translated into the corresponding test port voltages in Figure 5. On this basis, it can noticed that an
injected RF voltage with a peak amplitude even lower than 1 V (lower than 0.5 in the worst case) is
sufficient to induce a failure in the BMS IC without filters. Moreover, by comparing the failure levels
in Figure 4, expressed in terms of incident power, and the results in Figure 5, expressed in terms of
injection port voltage, it can be appreciated that the immunity enhancement brought by the filters in
the 800 MHz to 2 GHz range is much lower if expressed in terms of the injection port voltage than in
terms of incident power, and both the filtered and the unfiltered ICs undergo a failure for an injected
EMI peak amplitude of about 3 V.

63



Electronics 2020, 9, 510

Figure 5. Total RF voltage induced at the DPI injection port corresponding to the DPI immunity levels
in Figure 4.

4.1.2. Failure Mechanisms

During EMI induced failures reported in Figure 4, no SPI communication failure (inconsistent
PEC) was reported when performing DPI injection on the cell inputs. In all cases, in fact, failures
events were related to an EMI-induced offset exceeding 10 mV in the cell voltage readings. Such an
offset voltage, defined for each cell i as

VOFF,i = VADC,i,EMI − VADC,i (3)

where VADC,i,EMI is the i-th cell voltage acquired by the DUT while injecting an RF power corresponding
to the immunity level in Figure 4, and VADC,i is the voltage of the same cell acquired by the DUT
without RF power injection, is plotted for each cell in Figure 6 for the unfiltered IC, and in Figure 7 for
the IC including RC filters. In both cases, DM injection is considered.

Figure 6 shows how that failures up to about 300 MHz are related to an EMI-induced offset
exceeding 10 mV in the acquired voltage of cell #6; i.e., on the cell on which DPI is performed. On the
contrary, for EMI frequencies above 300 MHz, all the acquired cell voltages show a similar offset. Such
a behavior can be related to the direct propagation of EMI to the internal ADC and/or to its reference
voltage source.
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Figure 6. EMI-induced offset in the cell voltage readings obtained in accordance with DPI failure levels
of Figure 4 (DM injection performed on the 6th cell positive terminal, without RC filters).

Wrong
readings

Figure 7. EMI-induced offset in the cell voltage readings obtained in accordance with DPI failures level
of Figure 4 (DM injection performed on the 6th cell positive terminal, with RC filters).

Figure 7 shows a different failure mechanism for the filtered device undergoing RF DPI in the 8–12
MHz band (reported as a wrong reading gray area). In this case, injected EMI gives rise to completely
wrong ADC readings, corresponding to the maximum or to the minimum values of the ADC range.
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At lower and higher frequencies the failure mechanisms related to the offset presence are observed.
Similar results have been obtained performing CM injection.

Finally, the DC current delivered by the battery pack and measured by the DC amper meter (see
Figure 3) in accordance with the DPI failure levels shown in Figure 4, is plotted in Figure 8 for DM
DPI performed without (a) and with (b) the RC input filters in Figure 2. Notice that such a current
does not include the DC current sunk by the IC for its operation, and no external load is connected to
the cells. Figure 8 shows how such a DC current delivered by the battery pack in accordance with the
DPI failure levels, (whose measured value without EMI is about 170 μA), can be significative of being
affected by the injected disturbances if the RC filters are not included, reaching 6 mA for a 40 MHz
EMI injection frequency. It is interesting to observe that the measured DC current is negative (current
delivered to the battery pack) for most EMI injection frequencies.

Figure 8. DC current absorbed from the battery pack by the BMS IC cell inputs in accordance with DPI
failures levels in Figure 4 for DM injection performed on the 6th, without (a) and with (b) the RC filters.

4.2. SPI Injection

The immunity level of the DUT undergoing DPI on the SPI injection point in Figure 2 has also
been investigated. Figure 9 reports measurement results for RF injections performed on the four SPI
lines at the same time and injection performed on the SCK (serial clock) SPI line only. The respective
total RF induced voltage at the same pins is reported in Figure 10. In the first case the four SPI injection
capacitors to the signal terminal of the SMA connector in Figure 2 are all connected. In the latter case,
only one injection capacitor between the signal terminal of the SMA connector in Figure 2 and the SCK
pin of the IC is mounted on the PCB.
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Figure 9. Measured immunity level for DPI on the SPI input pins: simultaneous injection on the four
SPI lines and injection on the single SCLK line.

Figure 10. Total RF voltage induced at the SPI input pins: simultaneous injection on the four SPI lines
and injection on the single SCLK line.
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Failure Mechanisms

By comparing the immunity level reported in Figure 9 for the SPI injection with the immunity
level reported in Figure 4 for cell inputs injection, it can be highlighted that the immunity level for SPI
injection is lower than the immunity level of the unfiltered cell inputs. This is a serious concern, since
the EMI immunity for SPI injection cannot be improved by filtering [16] because EMI filters would
give rise to an unacceptable degradation of nominal digital waveforms.

An analysis of the mechanisms giving rise to EMI-induced failures when DPI is performed on
SPI lines has been carried out on the basis of the data retrieved during the DPI tests, in analogy to
what was discussed in Section 4.1.2. Based on these data, failures below 100 MHz are related, as one
could expect, to errors in the SPI transmission detected by checking the PEC code. At higher frequency,
however, EMI failures for SPI injection are related to an offset in the acquired cell voltages, equal for
all the six cells, as shown in Figure 11. Such a behavior, which is similar to what was highlighted for
DPI on the cell inputs in the high frequency range (Figure 6), can be related to EMI propagation inside
the DUT to the internal ADC and/or to its reference voltage source.

Figure 11. EMI-induced offset in the cell voltage readings obtained in accordance with failure levels of
Figure 9 above 50 MHz (simultaneous injection on the four SPI pins).

5. Discussion: DPI Tests

DPI measurements have been performed in the bandwidth 1 MHz to 2 GHz up to a maximum
incident power of 37 dBm on a commercial BMS. A test board has been specifically designed
and fabricated in order to perform DPI in compliance with IEC 62132-4. In particular, DPI has
been performed:

• On the cell monitoring inputs of the BMS IC connected to the top cell in the stack to be monitored
(DM and CM injection), with and without RC low-pass filters recommended by the manufacturer;

• On the SPI lines.

During the tests, the following malfunctions in the operation of the BMS IC have been reported:

• Offset in the acquired cell voltages (considering that the target accuracy level of the IC an offset
exceeding 10 mV has been considered as a failure);

• SPI communication failures (PEC failure and/or communication impaired).
• An increase in the current absorption from the power supply.
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Offsets in acquired cell voltages have been reported both by DPI on the cell monitoring inputs and
on the SPI communication lines. For what concerns cell monitoring input injection, an offset voltage
has been reported for the cell undergoing injection, but also for other cells, depending on frequency.
Communication failures have been reported for DPI in the communication lines only.

For what concerns DPI on cell monitoring inputs without the RC filters, a DPI immunity level
from 5dBm to 15dBm has been reported up to 1 GHz. No substantial difference can be noticed for
CM and DM injection. For what concerns DPI on cell monitoring inputs with the RC filters, a DPI
immunity level exceeding the test level of 37 dBm has been reported for most frequencies above 5 MHz.
Nonetheless, an immunity level as low as 20 dBm (for DM injection) has been reported in a frequency
band around 700 MHz, in accordance with the parallel resonance of the filter capacitor (which is
operating above its self-resonant frequency and shows an inductive impedance) and PCB parasitics.
When filters were mounted, a slightly higher immunity level was measured for CM rather than for
DM injection.

For what concerns DPI on SPI lines, a DPI immunity level lower than 5 dBm has been measured
both at low frequency (<30 MHz) and in the bandwidth 700 MHz to 1 GHz. A slightly worse behavior
has been reported for simultaneous injection on all the four SPI lines at the same time, rather than for
injection performed on a single line. It is worth noting that unlike cells inputs, SPI communication lines
cannot be filtered in order to avoid unacceptable degradation of the digital signal to be transmitted.

On the basis of the results of DPI tests, it can be observed that the immunity level of the BMS IC
can be severely limited by its susceptibility to EMI superimposed onto the SPI line inputs.

6. Radiated Susceptibility Tests

In order to further investigate the BMS IC susceptibility, radiated EMI tests of a BMS IC have
been performed in anechoic chamber in compliance with ISO11452-2 [26]. The DPI injection networks
have been removed and the EMI filters on the cell inputs prescribed by the manufacturer have been
included. The antenna has been placed both in front of the DUT and the cable harness. The DUT is
located inside an anechoic chamber over a metal plane and it is remotely controlled and monitored
by means of optical links. A sketch of the measurement setup is reported in Figure 12. The two
terminals of the battery pack, monitored by the BMS, are connected through a 1.5 m-long cable to two
LISNs. According to [26], the operation of the DUT has been tested radiating the DUT with a 200 V/m
incident EM field, a typical test level for safety critical automotive applications, in the 200 MHz–1.4
GHz bandwidth, considering both horizontal and vertical polarization.

Figure 12 shows the radiated test setup with the antenna placed in front of the equipment under
test (EUT corresponds to the PCB with the DUT and the battery pack). Referring to the this test
setup, the EMI-induced wrong readings (area in gray) and the offset in the cell voltage readings in
the anechoic chamber for vertical an horizontal polarizations are reported respectively in Figures 13
and 14. Both for vertical and horizontal polarization, the radiated field gives rise to completely wrong
ADC readings, corresponding to the maximum or to the minimum values of the ADC range for a
frequency lower than 400 MHz in the gray area in both Figures 13 and 14). The same phenomena
are also observed in the range 850–950 MHz for horizontal polarization. Moreover, the results of
radiated tests in Figures 13 and 14 highlight an EMI-induced offset in the acquired voltages in the
range 650–900 MHz.
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Figure 12. Radiated susceptibility test setup. Antenna in front of the equipment under test (EUT).

Figure 13. EMI-induced offset in the cell voltage readings. Antenna in front of the EUT (Figure 12).
Vertical polarization.
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Figure 14. EMI-induced offset in the cell voltage readings. Antenna in front of the EUT (Figure 12).
Horizontal polarization.

The same measurements have been repeated by moving the antenna in front of the cable, obtaining
a similar phenomena. The respective wrong readings and EMI-induced offsets in the cell voltage
readings in the anechoic chamber for vertical and horizontal polarizations are reported respectively in
Figures 15 and 16.

Figure 15. EMI-induced offset in the cell voltage readings. Antenna in front of the cable. Vertical
polarization.
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Figure 16. EMI-induced offset in the cell voltage readings. Antenna in front of the cable. Horizontal
polarization.

7. Discussion: DPI vs. Radiated Immunity Tests

The radiated susceptibility measurements performed in compliance with ISO 11425-2 [26] aimed
for establishing a correlation between the EMC performance of the BMS IC, previously assessed by
the DPI method, and the susceptibility to EMI of a realistic BMS system IC. For a direct comparison,
Figure 17 reports the immunity level measured by DPI tests on cell inputs (Figure 4)—its respective
peak value in volts (from Figure 5)—and on the SPI lines (Figure 9); see Figure 17a–c respectively.
Moreover, see the EMI-induced offsets in acquired cell voltages measured during radiated susceptibility
tests in Figure 17d,e—for vertical and horizontal polarizations with the antenna placed in front of the
EUT, respectively.

To obtain an approximate relation between DPI immunity level and radiated field strength, it has
been observed that the failure threshold considered in DPI tests (EMI-induced offset in acquired cell
voltages equal to 10 mV) has been reached irradiating the EUT in the bandwidth from 600 to 900 MHz
by a vertically polarized E field Ev = 100 V/m, which approximately induces a CM voltage on the
BMS PCB lines connected to the cell inputs with a peak amplitude

Vcm =
∫ h

0
Ez(z)dz � Ev · h = 8.5 V, (4)

where h = 8.5 cm is the height of the harness connecting the BMS to the cells with respect to
the ground plane. The EMI amplitude estimated by (4) is consistent with the results of the DPI
immunity test reported in dBm and in volts as EMI peak amplitudes, respectively, in Figure 17a,b.
In fact, in the bandwidth around 700 MHz where the effectiveness of RC filters is impaired by the
resonance highlighted in (1), the EMI immunity level both for CM and DM injections is similar to that
defined in (4).
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Figure 17. (a) Measured immunity level for DPI on the cell input pins: differential (DM) and
common-mode (CM) injection, with 100 Ω, 100 nF RC filters in Figure 2, and (b) respective EMI
peak amplitudes. (c) Measured immunity level for DPI on the four SPI lines. (d) EMI-induced offset in
the acquired cell voltages, E = 200 V/m. Vertical polarization. (e) EMI-induced offset in the acquired
cell voltages, E = 200 V/m, horizontal polarization.

Considering the significant differences of the injection mechanisms and of the test setup in DPI
and radiated tests, further considerations on the correlation between IC-level DPI test results and
system-level radiated immunity tests are difficult to be established and are also scarcely significant,
since the results of radiated tests could be strongly influenced by the actual structure of the battery pack,
including the BMS, which, in real applications, could be rather different with respect to the prototype
considered in our investigation. Nonetheless, the same failure mechanisms (offset in acquired cell
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voltages and SPI communication failures) and the same critical EMI bandwidth highlighted during
DPI tests have been found in system level tests.

In particular, an offset voltage of 10 mV, corresponding to the susceptibility level considered in
DPI tests, has been observed by irradiating the system with an antenna placed in front of the EUT with
a vertical polarization for a test frequency from 600–900 MHz. Considering that the board undergoing
radiated tests includes the RC filters, such results are consistent with the results of DPI according to
which the immunity of the EUT is particularly critical in the bandwidth around 700 MHz, where an
immunity level of about 20 dBm was reported.

8. Conclusions

The susceptibility to EMI of a BMS front-end IC for EVs and HEVs has been investigated in this
paper by DPI tests performed according with IEC 62132-4. On the basis of the experimental results,
it has been highlighted that the BMS IC under test can be significantly susceptible to EMI injected on
its cell input terminals and on its digital communication (SPI) lines. For what concerns cell inputs
injection, in particular, it has been observed that low pass RC filtering can be effective at improving the
immunity to EMI of the DUT in the 10–600 MHz bandwidth, but its effectiveness is reduced above
600 MHz. On the other hand, the susceptibility to EMI applied on the SPI input lines, which cannot be
filtered, is likely to be a major concern for the specific application. Finally, the different mechanisms
giving rise to EMI induced failures of the specific DUT have been highlighted. Depending on the EMI
frequency and on the injection points, an EMI-induced offset in the cell readings, SPI failures and
completely wrong acquired values have been reported. An abnormal current absorbtion from the cells
while performing DPI has also been observed.

The immunity to EMI of the same BMS system has been addressed even by radiated susceptibility
measurements performed in compliance with ISO 11425-2 to establish a correlation between the EMC
performance of the BMS IC, previously assessed by the DPI method, and the susceptibility to EMI of a
realistic BMS system based on the same IC. During the radiated tests, which have been performed
for a field strength of 200 V/m, the same failure mechanisms highlighted during DPI tests have been
observed (offset in acquired cell voltages and SPI communication failures).

Funding: The lab activities have been supported by the Regione Piemonte within the Biomethair Project, Fondo
Europeo P.O.R. 2007–2013.

Acknowledgments: The author thanks P. Crovetti and F. Fiori from Politecnico di Torino, Italy, who supported
a preliminary conference paper [4], and Eng. G. Borio, M. Scaglione, and A. Bertino of the LACE, Torino, Italy,
for setting up the test bench used for the radiated emission measurements.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Richelli, A.; Colalongo, L.; Kovács-Vajna, Z.M. Analog ICs for Automotive under EMI Attack. In Proceedings
of the 2019 AEIT International Annual Conference, Florence, Italy, 18–20 September 2019; pp. 1–6.

2. Aiello, O.; Fiori, F. On the Susceptibility of Embedded Thermal Shutdown Circuit to Radio Frequency
Interference. IEEE Trans. EMC 2012, 54, 405–412. [CrossRef]

3. Aiello, O. Hall-Effect Current Sensors Susceptibility to EMI: Experimental Study. Electronics 2019, 8, 1310.
[CrossRef]

4. Aiello, O.; Crovetti, P.S.; Fiori, F. Susceptibility to EMI of a Battery Management System IC for electric
vehicles. In Proceedings of the 2015 IEEE International Symposium on Electromagnetic Compatibility (EMC),
Dresden, Germany, 16–22 August 2015; pp. 749–754.

5. Aiello, O.; Fiori, F. A New MagFET-Based Integrated Current Sensor Highly Immune to EMI. Microelectron.
Reliab. 2013, 53, 573–581. [CrossRef]

6. Aiello, O.; Fiori, F. A new mirroring circuit for power MOS current sensing highly immune to EMI. Sensors
2013, 13, 1856–1871. [CrossRef] [PubMed]

74



Electronics 2020, 9, 510

7. Mutoh, N.; Nakanishi, M.; Kanesaki, M.; Nakashima, J. EMI noise control methods suitable for electric
vehicle drive systems. IEEE Trans. Electromagn. Compat. 2005, 47, 930–937 [CrossRef]

8. Ansean, D.; García, V.M.; González, M.; Blanco-Viejo, C.; Viera, J.C.; Pulido, Y.F.; Sánchez, L. Lithium-Ion
Battery Degradation Indicators Via Incremental Capacity Analysis. IEEE Trans. Ind. Appl. 2019, 55, 2991–3002.
[CrossRef]

9. Omariba, Z.B.; Zhang, L.; Sun, D. Review on Health Management System for Lithium-Ion Batteries of
Electric Vehicles. Electronics 2018, 7, 72. [CrossRef]

10. Lelie, M.; Braun, T.; Knips, M.; Nordmann, H.; Ringbeck, F.; Zappen, H.; Sauer, D.U. Battery Management
System Hardware Concepts: An Overview. Appl. Sci. 2018, 8, 534. [CrossRef]

11. Chen, C.L.; Wang, D.S.; Li, J.J.; Wang, C.C. A Voltage Monitoring IC With HV Multiplexer and HV Transceiver
for Battery Management Systems. IEEE Trans. VLSI 2015, 23, 244–253. [CrossRef]

12. Chol-Ho, K.; Moon-Young, K.; Gun-Woo, M. A Modularized Charge Equalizer Using a Battery Monitoring
IC for Series-Connected Li-Ion Battery Strings in Electric Vehicles. IEEE Trans. Power Electron. 2013, 28,
3779–3787.

13. Cheng, K.W.E.; Divakar, B.P.; Wu, H.; Ding, K.; Ho, H.F. Battery-Management System (BMS) and SOC
Development for Electrical Vehicles. IEEE Trans. Veh. Technol. 2011, 60, 76–88. [CrossRef]

14. Spadacini, G.; Pignari, S.A. Numerical Assessment of Radiated Susceptibility of Twisted-Wire Pairs With
Random Nonuniform Twisting. IEEE Trans. EMC 2013, 55, 956–964. [CrossRef]

15. Richelli, A. EMI Susceptibility Issue in Analog Front-End for Sensor Applications. J. Sens. 2016, 2016, 1082454.
[CrossRef]

16. Crovetti, P.; Fiori, F. IC digital input highly immune to EMI. In Proceedings of the 2013 International
Conference on Electromagnetics in Advanced Applications (ICEAA), Torino, Italy, 9–13 September 2013;
pp. 1500–1503.

17. Richelli, A.; Matiga, G.; Redoute, J.M. Design of a Folded Cascode Opamp with Increased Immunity to
Conducted Electromagnetic Interference” in 0.18 um. Microelectron. Reliab. 2015, 55, 654–661. [CrossRef]

18. Richelli, A.; Delaini, G.; Grassi, M.; Redoute, J.M. Susceptibility of Operational Amplifiers to Conducted
EMI Injected Through the Ground Plane into Their Output Terminal. IEEE Trans. Reliab. 2016, 65, 1369–1379.
[CrossRef]

19. Andrea, D. Battery Management Systems for Large Lithium-Ion Battery Packs; Artech House Inc: Boston, MA,
USA, 2010.

20. Jiang, J.; Zhang, C. Fundamentals and Applications of Lithium-Ion Batteries in Electric Drive Vehicles; John Wiley
& Sons Singapore Pte. Ltd.: Singapore, 2015.

21. Hauser, A.; Kuhn, R. 12—Cell balancing, battery state estimation, and safety aspects of battery management
systems for electric vehicles. In Advances in Battery Technologies for Electric Vehicles; Scrosati, B., Garche, J.,
Tillmetz, W., Eds.; Woodhead Publishing: Cambridge, UK, 2015; pp. 283–326.

22. Lu, L.; Han, X.; Li, J.; Hua, J.; Ouyang, M. A review on the key issues for lithiumion battery management in
electric vehicles. J. Power Sources 2013, 226, 272–288. [CrossRef]

23. Doughty, D.; Roth, P. A general discussion of Li-ion battery safety. Electrochem. Soc. Interface 2012, 21, 37–44.
24. IEC 623132-4:2006. Integrated Circuits, Measurement of Electromagnetic Immunity—Part 4: Direct RF Power

Injection Method. Available online: https://webstore.iec.ch/publication/6510 (accessed on 2 February 2020).
25. Generic IC EMC Test Specification, Ed. 2.1. 2017. Available online: http://www.zvei.org/fileadmin/user_

upload/Presse_und_Medien/Publikationen/2017/Juli/Generic_IC_EMC_Test_Specification/Generic_
IC_EMC_Test_Specification_2.1_180713_ZVEI.pdf (accessed on 19 January 2020).

26. Road Vehicles—Vehicle Test Methods for Electrical Disturbances from Narrowband Radiated Electromagnetic
Energy, ISO Std. 11451-2. 2005. Available online: https://www.iso.org/standard/37999.html (accessed on
2 February 2020).

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

75



electronics

Article

EMI Susceptibility of the Output Pin in
CMOS Amplifiers

Anna Richelli *, Luigi Colalongo and Zsolt Kovacs-Vajna

Department of Information Engineering, University of Brescia, 25123 Brescia BS, Italy;
luigi.colalongo@unibs.it (L.C.); zsolt.kovacsvajna@unibs.it (Z.K.-V.)
* Correspondence: anna.richelli@unibs.it; Tel.: +39-030-371-5501

Received: 16 January 2020; Accepted: 5 February 2020; Published: 9 February 2020

Abstract: Measurements in commercial devices demonstrate a considerable susceptibility of the
operational amplifiers to the electromagnetic interferences coupled to their output pin. This paper
investigates some basic architectures starting from single stage amplifiers up to a whole operational
amplifier. The result is a correlation between the different amplifier configurations, the output
impedance and the susceptibility to the interferences. The simulations are perfomed by using the
standard CMOS UMC 180nm technology and by running the netlist of the schematics extracted from
the layout.

Keywords: Electromagnetic Interferences; Amplifiers; CMOS integrated circuits; susceptibility of the
output pin

1. Introduction

The assessment of IC immunity to EMI is presently compulsory for many applications, because,
thanks to the progress of VLSI, electronics is ubiquitous. It is evident in the following industries:
computing, communication, manufacturing, transport, entertainment, business, health. We can find
ICs nearly everywhere: in computers (of course), in cellphones, watches, medical devices, cars....
Moreover, in recent years, raises serious preoccupations on the vulnerability of electronic equipment to
intentional EMI attacks [1–5]: sources capable of producing very high RF power over a wide frequency
range are, indeed, presently easily available or even home-made manufacturable. In general, as shown
in Figures 1 and 2, Electromagnetic Compatibility issues can be divided into two parts: emissions and
susceptibility. Both of them should be as low as possible. This paper will focus on susceptibility, in
particular of the analog ICs to conducted interferences. Due to the small dimensions of Integrated
Circuits indeed, susceptibility and emission via conduction are more important than via radiation.
The susceptibility of analog integrated circuits to conducted EMI has been modelled and verified with
simulations as well as experimentally in several works, and analytical models predicting high-power
EMI effects in CMOS operational amplifiers and offering a good matching with experimental results
have been presented in [6]. On the other hand, the exact repercussion of electromagnetic interference
(EMI), which is injected conductively into arbitrary pins of an integrated circuit (IC), is very hard
to predict owing to the fact that all the existing coupling paths need to be taken into account [7].
Several works can be found in the literature, describing the susceptibility of analog ICs, as these are
more sensitive to EMI. Most of this research focuses on operational amplifiers and other widely used
analog blocks, such as for example voltage references, because of their high sensitivity to EMI and their
prevalence in electronic circuits [8–15]. The EMI signals are considered directly injected into the gate of
the differential pair or into the power supply pins (Vdd and Vss). On the other hand, all the pins can be
a possible injection point as demonstrated, for example in [16], where the susceptibility of a bulk-driven
CMOS amplifier is investigated by injecting the interferences into the bulk pin. Moreover, the direct
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injection of the interferences is not the only path available for the EMI. Indeed in [17], the interferences
reach the IC (a Local Interconnect Network (LIN) integrated output driver) by means of a parasitic
capacitive coupling between the output pin and the conductive ground plane. The unwanted RF
signals may indeed be transmitted through the copper plane, often shared with other analog, digital or
mixed ICs, and can be capacitively coupled to all the pins, including the output one [18–20].

Figure 1. EMC issues.

Figure 2. Possible coupling mechanisms for EMI attack.

Precisesly, the susceptibility of the Operational Amplifiers to the Electromagnetic Interferences
capacitively coupled to the ouput pin has been demonstrated in recent works [18–20], involving both
commercial amplifiers and custom CMOS integrated ones. The results show a considerable
vulnerability and exacerbate the scenario of EMI pollution. Moreover, it follows that the PCB ground
plane, commonly shared with other analog, digital or mixed-signal circuits, can be a critical point of
EMI pickup and injection. For the sake of clarity, the most relevant measurement results, provided
by the literature [18,19], are plotted in Figures 3–8. The first four graphics show the EMI induced
offset in well-known commercial amplifiers (ua741, OPA705, NE5534 and ICL7611). We can see that
regardless the techonology and the architecture of the amplifiers (bipolar, CMOS or BiCMOS), they are
all suscpetible to the interferences coupled to the output pin. Also, the offset is very high around
the hundreds of MHz and it depends on the amplitude of the interferences. The second couple of
figures refers to some commercial voltage references. They are very sensible to the EMI coupled to the
output pin.
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Figure 3. EMI induced offset in ua741: interferences coupled to the output pin.

Figure 4. EMI induced offset in OPA705: interferences coupled to the output pin.
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Figure 5. EMI induced offset in NE5534: interferences coupled to the output pin.

Figure 6. EMI induced offset in ICL7611: interferences coupled to the output pin.
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Figure 7. EMI induced offset in series voltage references: interferences coupled to the output pin.

Figure 8. EMI induced offset in shunt voltage references: interferences coupled to the output pin.

Therefore, it is of paramount importance to deeply understand the reason of the susceptibility,
the possible injection paths and the differences between the amplifier configurations. This paper
has been organized as follows. In the second section, an overview about the simulation settings,
the amplifier configurations and the transistors sizing will be provided; in the following section,
a single stage common source amplifier will be studied when subjected to the EMI coupled to its
output node (i.e., the drain terminal); in the fourth, fifth and sixth sections the same will be done for
the other simple topologies (common gate, common drain and cascode, respectively); in Section 7
a two stages differential input Miller amplifier will be analyzed both in open loop and closed loop
configurations. Finally, in Section 8, the discussion of the main results will be drawn and Section 9
concludes the paper.

2. Definition of the Simulation Settings

To reproduce the EMI pollution coming from the PCB, or from a generic ground plane or from
close high-frequencies signal traces, an ideal sinusoidal voltage source is connected to the output pin

81



Electronics 2020, 9, 304

of the generic amplifier, by means of an ideal capacitor, representing the capacitive coupling. A few
picofarad forms a realistic value of the parasitic capacitance between a middle length trace and the
PCB ground plane, as stated in [21–23]. The amplifiers are designed in a standard CMOS technology
(the UMC 180nm) and the simulations are performed using the software Virtuoso, developed by
Cadence, and, in particular, the Analog Design Environment (ADE) tool. In this way, the investigation
of the EMI effect can be carried out with the biggest flexibility. Indeed, the sizing of the transistors can
be easy changed, all the possible configuration of the amplifier can be simulated and the effect of the
amplitude and the frequency of the interferences can be easy checked. The experimental measurements
offer more eminent and complete results, but in this technology the simulations and the measurements
of susceptibility fit rather well, Ref. [18,20,24]. Moreover, the simulations (if well supported by the
transistor models) are a powerful instrument to understand the possible reasons of the suscepetibility.
They indeed allow changing the conditions, the sizing, the settings, and so on..., and allow analyzing
the effect of every change individually. Here, a list of the amplifier stages subjected to the interferences
is briefly depicted. The DC and AC parameters and the transistors sizing are summarized in the
following tables. The details on the circuit architectures, the schematics and the behavior of the
amplifiers when subjected to the EMI are, instead, discussed in the corresponding sections. Table
1 refers to the common source stage shown in Figure 9; Table 2 summarizes the parameters of the
common drain stage shown in Figure 10; in Table 3 the parameters of the cascode stage shown in
Figure 11 are listed.

Table 1. DC and AC parameters and Transistor Sizing of the Common Source Stage.

DC Biasing and AC Parameters Components Sizing

Common Source with R VbiasN = 500 mV, 16 dB gain W = 20 μm, L = 1 μm
(passive load) 1.5 MHz cut-off freq., 11 MHz GBW R = 10 kΩ

Common Source with PMOS VbiasN = 500 mV, VbiasP = 1 V, 35 dB gain Wn = 20 μm, Ln = 1 μm
(active load) 180 kHz cut-off freq., 10 MHz GBW Wp = 20 μm, Lp = 1 μm

Table 2. DC and AC parameters and Transistor Sizing of the Common Drain Stage.

DC Biasing and AC Parameters Components Sizing

Common Drain with R VbiasN = 1.2 V, −1dB gain W = 20 μm, L = 1 μm
(passive load) 13 MHz cut-off freq. R = 10 kΩ

Common Drain with NMOS VbiasN = 1.2 and VbiasN2 = 500 mV, 0 dB gain Wn = 20 μm, Ln = 1 μm
(active load) 9.6 MHz cut-off freq. Wn2 = 20 μm, Ln2 = 1 μm

Table 3. DC and AC parameters and Transistor Sizing of the Cascode Stage.

DC Biasing and AC Parameters Components Sizing

Cascode with R VbiasN1 = 0.5 V, VbiasN2 = 1 V, 16 dB gain Wn1,2 = 20 μm, Ln1,2 = 1 μm
(passive load) 1.5 MHz cut-off freq., 10 MHz GBW R = 10 kΩ

Common Drain with NMOS VbiasN1 = 0.5 V, VbiasN2 = 1 V, VbiasP = 1.015 V Wn1,2 = 20 μm, Ln1,2 = 1 μm
(active load) 45 dB gain, 0.6 MHz cut-off freq., 10 MHz GBW Wp = 20 μm, Lp = 1 μm
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Figure 9. Schematics of the common source stage, with passive (A) and active (B) load respectively.

Figure 10. Schematics of the common drain stage, with passive (A) and active (B) load respectively.

Figure 11. Schematics of the cascode stage, with passive (A) and active (B) load respectively.

3. Susceptibility of the Common Source Stage

As a first step, a common source stage (CS) is investigated. The CS amplifier is based on a
NMOS transistor, designed in the standard CMOS UMC (United Microelectronics Corporation) 180 nm
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technology; it is a N_18_MM device (which means regular threshold transistor for 1.8 V nominal
voltage supply), with aspect ratio 20, length 1 μm and width 20 μm. The biasing point of the device is
given by an ideal voltage source of 500 mV at the transistor gate and a resistor of 10 kΩ connected
between the drain and the Vdd (1.8 V), as shown in Figure 9A. The resistor acts also as the active load of
the CS stage. With the threshold of 374 mV, the biasing point sets the current at 57 μA and these small
signal parameters: gm 690 μS and gds 7.2 μS. As a single stage amplifier it exhibits a gain of 16 dB,
a cut-off frequency of 1.5 MHz and a gain bandwidth product (GBW) of 11 MHz. The interference
is represented by means of a sinusoidal signal with large amplitude and medium-large frequency.
In particular, the amplitude is 1 V peak to peak and the frequency is ranging between 10 kHz and
10 GHz. The capacitive coupling versus the noisy ground plane is set to 1 pF. In this case, the comomon
source amplifier exhibits a very low EMI induced offset (a few mV at maximum) and therefore a high
immunity to the interferences coupled to the output pin. If a PMOS transistor takes the place of the
resistor, as active load, the immunity changes. The new schematic is shown in Figure 9B. The resistive
load has been substituted by an active load made of a PMOS transistor in saturation region, with the
same aspect ratio of the NMOS counterpart. The gate of the PMOS is biased at 1V and the threshold
voltage is around 500 mV. The operating point is slightly different to that of the first circuit and the
current is now 54 μA. The small signal simulations show a gain of 35 dB, a cut-off frequency of 180 kHz
and a GBW of 10 MHz.

In this second case (with active load), the common source stage presents a large susceptibility
to the interferences coupled to its output pin. Indeed, the EMI induced offset on the output voltage
reaches about 200 mV and it is rather large in a wide frequency range, starting from 500 kHz (offset is
100 mV) up to 10 GHz. The results of the simulations performed on both the amplifiers are shown
in Figure 12. If the amplitude of interfering signal increases, the induced offset has a large raise, as
expected. For example, if the EMI amplitude is 1 V, the maximum offset becomes 400 mV.

Figure 12. EMI induced offset in the common source stage.

4. Susceptibility of the Common Gate Stage

The behavior of the common gate stage (shown in Figure 13) is exactly the same of the common
source stage. This is because the injection point (the drain of the transistor) is the same.
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Figure 13. Schematics of the common gate stage, with passive (A) and active (B) load respectively.

5. Susceptibility of the Common Drain Stage

The behavior of the common drain stage is now investigated. The first case is the schematic
shown in Figure 10A, with the resistive load.

The NMOS device is a regular threshold transistor, with aspect ratio 20, length 1μm and width
20 μm. The biasing point of the device is given by an ideal voltage source of 1.2 V at the transistor gate
and a resistor of 10 kΩ connected between the source and gnd acts as a passive load. In this operating
point the small signal parameters are: gm 763 μS and gds 8.2 μS. The current is 68 μA and the threshold
voltage is 379 mV. The AC gain is −1 dB and the cut-off frequency is 13 MHz. The second case is
the common drain with the active load (as in Figure 10B). The input transistor is biased at the same
1.2 V, while the active load NMOS is biased by an ideal voltage source of 0.5 V connected to its gate.
The operating point is slightly different from that of case A: the current is now indeed 50 μA. The small
signal parameters of the input transistor are now: gm 635 μS and gds 6.8 μS. The active load NMOS
has similar parameters: gm of 633 μS and gds of 7.1 μS. The AC gain is 0 dB and the cut-off frequency
is 9.6 MHz. To evaluate the susceptibility of the common drain stage the interferences are coupled
to the transistor source (which is the output pin in this configuration) by means of a 1 pF capacitor.
The EMI amplitude is 1 V peak to peak and the frequency is ranging between 10 kHz and 10 GHz.
The results of the simulations performed on both the amplifiers are shown in Figure 14. As one can see
both the schematics (A and B, with resistive or active load) are rather susceptible to the interferences,
starting from a few MHz of the interfering signal frequency.
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Figure 14. EMI induced offset in the common drain stage.

6. Susceptibility of the Cascode Stage

To have a complete overview of the single stage susceptibility, a cascode stage (common source
+ common gate) is also considered. The schematic is shown in Figure 11 with passive resistive load
(A) and with active load (B). The transistors have always a length of 1 μm and a width of 20 μm.
The common source transistor is biased with 0.5 V at the gate, while the common gate has a biased of
1V. The PMOS transistor in the schematic B is biased at 1.015 V in order to have operating points very
similar between the circuits A and B, with the same current of about 50 μA and the same small signal
parameters. In particular, the common source transistor has: gm 633 μS and gds 7.1 μS. The common
gate transistor has: gm 633 μS and gds 7.4 μS. Finally, the active load PMOS transistor has: gm
301 μS and gds 3.5 μS. In the first case (schematic A), the AC gain is 16 dB, the cut-off frequency is
1.5 MHz and the GBW is around 10 MHz. In the second case (schematic B), the AC gain is 45 dB,
the cut-off frequency is 0.6 MHz and the GBW is around 10 MHz. The behavior of the cascode stage
seems very similar to that of the common source stage. The circuit with passive load presents a
negligible EMI-induced offset, while the circuit with active load is rather susceptible. The results of
the simulations performed on both the amplifiers are shown in Figure 15.
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Figure 15. EMI induced offset in the cascode stage.

7. Susceptibility of a Two Stages Amplifier

The next step is to investigate the susceptibility of a two stages differential input single ended
amplifier. Therefore, a Miller amplifier has been considered. The Miller amplifier is indeed one of the
most common CMOS OpAmp. It is based on a differential input stage with single ended conversion
which has a behavior similar to that of a common source stage. The second gain stage is usually a
common source plus an active load. Sometimes, depending on the applications, a voltage buffer is
added after the second stage, to have a low output impedance.

7.1. Susceptibility of a Two Stages Amplifier in Open Loop Configuration

In this subsection, we consider a two stages amplifier in an open loop. This is usually the case of
an amplifier used as a comparator. The schematics of the circuits are shown in Figure 16. On the left
(Figure A) there is the amplifier with a resistive load, while on the right (Figure B) there is the same
amplifier with active load. Concerning the A circuit, the AC simulations show a gain of 55 dB, a cut-off
frequency of 22 kHz, a GBW of 12 MHz. Regarding the B circuit, the gain is 72 dB (thanks to the active
load), the cut-off frequency is 2.8 kHz and the GBW is 12 MHz. Although both the circuits are now
used in an open loop configuration, they have a frequency compensation RC network that ensures
75◦ of phase margins if the circuits are in a closed loop. The main small signal parameters and the
operating point are also listed in Table 4.
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Figure 16. Schematic ofthe Miller amplifier: (A) with active load, (B) with resistive load.

Table 4. DC and AC parameters and Transistor Sizing of the Two Stages Amplifier.

DC Biasing and AC Parameters Components Sizing

Miller with R (passive load) Vb1 = 1.16 V, 55 dB gain Wn1,2 = 20 μm, Ln1,2 = 1 μm;
Wp3,4,6 = 25 μm, Lp3,4,6 = 0.5 μm

22 kHz cut-off freq., 12 MHz GBW Wn5 = 20 μm, Ln5 = 1 μm; R = 10 kΩ

Miller with NMOS (active load)
Vb1 = Vb2 = 1.16 V, Wn1,2 = 20 μm, Ln1,2 = 1 μm;

Wp3,4,6 = 25 μm, Lp3,4,6 = 0.5 μm
72 dB gain, 2.8 kHz cut-off freq.,

12 MHz GBW
Wn5 = 20 μm, Ln5 = 1 μm;

Wn7 = 8.5 μm, Ln7 = 0.5 μm

The offset induced by the interfering signals capacitively coupled to the output pin is shown in
Figure 17: the blue line represents the Miller amplifier with active load (A circuit in Figure 16) and
the red one represents the amplifier with the passive load (B circuit in Figure 16). The output stage
of the amplifier in the open loop configuration is exactly a common source stage and a similar EMI
susceptibility could be expected. Instead, as shown by the simulation results plotted in Figure 17,
the EMI induced offset has two main differences. The first one is the susceptibility of the amplifier with
passive load: although it is much less than the amplifier with active load, it is rather high, much higher
than the susceptibility of the simple common source stage with passive load (which is negligible).
The maximum offset is indeed 600 mV and the critical frequencies range from tens of MHz up to Ghz.
The second difference is that the susceptibility of the amplifier with active low decreases at very high
frequencies. It does not happen in the simple stages (common source, gate, drain and cascode).
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Figure 17. EMI induced offset in the Miller amplifier, open loop configuration.

Finally, another huge difference is the value of the offset, which is much larger than that of the
single stage: indeed, the maximum offset is above 1 V in the Miller amplifier, while it is less than
200 mV in the common source stage. One of the possible reason of the different behavior could be
the RC network for the frequency compensation. It is indeed in the amplifier schematic, even if it is
used in an open loop. The sizing of the RC network is: 3 kΩ for the resistor and 1 pF for the capacitor.
The RC network is directly connected to the output pin, it is across the first and the second stage and it
may cause a typical phenomenon, Ref. [25–27], called EMI charge pumping, which leads to a severe
DC shift of the biasing point. To investigate this, a schematic without the RC network (see Figure 18)
has been simulated and the simulation results are plotted in Figure 19.

Figure 18. Schematic ofthe Miller amplifier without the RC network for the frequency compensation:
(A) with active load, (B) with resistive load.
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Figure 19. EMI induced offset in the Miller amplifier without RC network, open loop configuration.

By comparing Figures 17 and 19, it results that: the EMI induced offset is much reduced, and
it is almost negligible in the case of resistive load (B circuit). On the other hand, there are still some
differences which can be due to the first stage of the amplifier, which polarizes the second stage and is
also weakly connected to the ouput node by means of the parasitics.

7.2. Susceptibility of a Two Stages Amplifier in Closed Loop Configuration

The circuits shown in Figure 16 are now connected in a closed loop and the effect of interferences
are investigated. The feedback loop decreases the output impedance and a reduction of the EMI
induced offset is reasonably expected. The results are indeed plotted in Figure 20.

Figure 20. EMI induced offset in the Miller amplifier with RC network, closed loop configuration.

The susceptibility is similar to that of a simple common source stage (the maximum EMI induced
offset is the same); the behavior of the amplifier with the active load is very similar to that of the
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amplifier with resistive load and the range of uncritical frequencies is enlarged up to a few hundreds
of MHz.

8. Overview of the Obtained Results

The exact repercussion of electromagnetic interference, which is injected into arbitrary pins of an
integrated amplifier, is very hard to predict owing to the fact that all the existing coupling paths need
to be taken into account.

The investigation of single stage amplifier, such as common source, common gate, common drain
and cascode, is easier, but non trivial. The susceptibility can be related, indeed, to the output impedance.
The common source, common gate and cascode stage have a high impedance output node and it is
known that the high impedance (floating) node are more prone to pick up the noise. The behavior
of the common drain stage is less intuitive, but it can be still attributed to the impedance: at large
frequencies the output impedance of the common drain (which is small at low frequencies) grows
up. Moreover, the parasitic gate-source capacitance of the common drain creates a feedback from the
output to the input and the charge pumping is maximum. This explains the increasing of the EMI
induced offset above the hundreds of MHz.

Regarding the two stages amplifier, a distinction must be done between the open loop and closed
loop configuration. For the closed loop configuration, it results that the Miller amplifier (independently
on the passive or active low) has a negligible offset until 100 MHz. This result is reasonable because
the feedback reduces the output impedance and therefore the susceptibility. Moreover, in this case,
by choosing one of the several architectures depicted in the literature, with a high immunity to
the EMI injected into the input pin [8–10,13–16], the susceptibility to the output pin can be further
reduced, ref. [20]. For the open loop configuration, the behavior is rather unpredictable, but it does
not depend on the transistor sizing because a common source stage with the same size and biasing
has a different behavior (similar to the one depicted in section III). By removing the RC network, the
EMI-induced offset assumes more reasonable values. Therefore, a possible cause of the very large
offset at the middle high frequencies can be found by comparing the output node with and without
the frequency compensation network. We found that the RC decreases the impedance seen from the
drain of the PMOS transistor, making it similar to that of the passive load. In brief, the output node
could be in a kind of tri-state. An additional voltage buffer could be useful in this case to reduce the
output impedance and therefore the susceptibility. The results obtained in the open loop configuration
can be also exemplary to understand the behavior of several circuits, such as digital ones and logic
gates. Finally, a general consideration is that the behavior at very high frequencies is always difficult
to predict. Neither the measurements are so determining, because of the parasitics of the IC package
which complicate the analysis.

9. Conclusions

This paper compares the susceptibility to the interferences coupled to the output pin in several
different topologies, starting from the single stage amplifiers up to the whole operational Miller
amplifier. The output pin is indeed a critical point of injection and therefore effort and attention must
be spent to understand the coupling mechanism. The investigation of single stage amplifiers, such as
common source, common gate, common drain and cascode, is easier, but non trivial. The susceptibility
can be related, indeed, to the output impedance. Regarding the two stages amplifier, similar
considerations can be drawn but also a distinction must be done between the open loop and closed loop
configuration. In general, the open loop configuration exhibit a larger and less predictable EMI induced
offset, while the amplifier with the feedback loop shows a good immunity up to hundreds of MHz.
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Abstract: The paper deals with the susceptibility to Electromagnetic Interference (EMI) of Hall-effect
current sensors. They are usually employed in power systems because of their galvanic isolation.
The EMI robustness of such contactless device was compared with that of resistive current sensing
(wired method). To this purpose, a printed circuit board (PCB) was fabricated. EMI tests methods such
as Bulk Current Injection (BCI), Transverse-Electromagnetic (TEM) cell and Direct Power injection
(DPI) were performed to evaluate the robustness of the Hall-Effect current sensor. EMI-induced
failures are highlighted by comparing the different measurements tests and setups.

Keywords: hall-effect current sensors; commercial current sensor; electromagnetic compatibility (EMC);
electromagnetic interference (EMI); direct power injection (DPI) test; transverse-electromagnetic
(TEM) test; bulk current injection (BCI) test

1. Introduction

Current sensing circuits are essential for control and monitoring purposes in switching power
supplies. In fact, a current sensor is usually employed in the current-mode loop control of DC-DC
converters [1–5]. Among the current sensing techniques, Hall-effect current sensors are sensitive to the
magnetic field generated by the current to be detected. This allows keeping the power circuit current
flows to be monitored electrically isolated from the sensor [6]. On this basis, Hall-effect sensors are
not affected by conducted interference generated by the power system to be monitored [7–10] and are
therefore particularly employed in electromagnetically-polluted environments.

In this study, the correctness of Hall-effect current sensor operation in the presence of radiated
and conducted Electromagnetic Interference (EMI) was investigated referring to a commercial device.
A printed circuit board (PCB) suitable to perform Electromagnetic Compatibility (EMC) test was
designed so that a continuous wave (CW) Radio Frequency Interference (RFI) could be superimposed
on an operating Hall-effect current sensor according to the respective international standard (such
as Bulk Current Injection (BCI) [11], Transverse-Electromagnetic (TEM) cell [12] and Direct Power
injection (DPI) [13]).

The paper is organized as follows. In Section 2, the test printed circuit board (PCB) is described.
Section 3 focuses on the BCI experimental setup. The results of the respective BCI immunity tests are
also reported and discussed. In Section 4, the EMI susceptibility of the Hall-effect is further investigated
by TEM cell immunity tests. The DPI tests performed to point out the Hall-effect susceptibility to
conducted disturbances are presented in Section 5. Finally, some concluding remarks are drawn in
Section 6.

2. Test Board

To compare the EMI robustness of a contactless current sensing approach (that exploits the
Hall-effect) and a wired one (based on the voltage drop across a sensing resistance), a test PCB was
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