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Preface

The combination of the computer and distributed networks during recent decades has led to

two ‘Digital Revolutions’ that today allow anyone to create, disseminate, and access any information

anywhere, any time, and from any smart device. The birth of the ‘Digital Age’ is a result of a

research ecosystem that was nurtured by government spending and military–industry–academia

collaboration, along with the alliance of community organizers, communal-minded hippies,

do-it-yourself hobbyists, and homebrew hackers. Strictly speaking, this collaborative creativity

that defines the digital age included the collaboration between humans and machines—also known

as ‘collaborative intelligence’. In recent years, particularly the expansion of the Fourth Industrial

Revolution (or Industry 4.0) to cities has disrupted the way in which cities are planned and developed

as well as having generated a new city conceptualization—i.e., City 4.0. This new smart city blueprint,

City 4.0, aims to leverage the power of engaged and connected citizens, digital technology, and data

to ensure and enhance the quality of urban life, productivity, and sustainable development. In other

words, City 4.0 is a city that utilizes technological developments and digitalization to transform local

public services and the local economy to produce sustainable and desired urban, environmental, and

societal outcomes for all. This reprint further elaborates the concept of City 4.0.

Tan Yigitcanlar, Bo Xia, Tatiana Tucunduva Philippi Cortese, and Jamile Sabatini Marques

Editors
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City 4.0: Digital Transformation of Urban Settlements
Tan Yigitcanlar 1,* Bo Xia 1, Tatiana Tucunduva Philippi Cortese 2 and Jamile Sabatini-Marques 3

1 City 4.0 Lab, School of Architecture and Built Environment, Faculty of Engineering,
Queensland University of Technology, 2 George Street, Brisbane, QLD 4000, Australia; paul.xia@qut.edu.au

2 Graduate Program in Smart and Sustainable Cities, University Nove de Julho, Rua Vergueiro,
São Paulo 01525-000, Brazil; taticortese@gmail.com

3 Institute of Advanced Studies, University of São Paulo, São Paulo 05508-060, Brazil;
jamile.sabatini@abes.org.br

* Correspondence: tan.yigitcanlar@qut.edu.au; Tel.: +61-7-3138-2418

The combination of the computer and distributed networks during the recent decades
has led to two ‘Digital Revolutions’ that today allow anyone to create, disseminate, and
access any information anywhere, any time, and from any smart device. The birth of the
‘Digital Age’ is a result of a research ecosystem that was nurtured by government spending
and military–industry–academia collaboration, along with the alliance of community
organizers, communal-minded hippies, do-it-yourself hobbyists, and homebrew hackers.
Strictly speaking, this collaborative creativity that defines the digital age included the
collaboration between humans and machines—also known as ‘collaborative intelligence’.

This interaction has changed the way in which some services are delivered. For
instance, today, the world’s largest taxi company, Uber, owns no vehicles; the world’s most
popular media owner, Facebook, creates no content; the world’s most valuable retailer,
Alibaba, has no inventory; and the world’s largest accommodation provider, Airbnb, owns
no real estate. In addition, owing to rapid developments in the digital age, technology
is widely seen as an effective apparatus to help us solve some of the most challenging
problems the world is currently facing, particularly when our impact is strongly considered
alongside our technological capabilities.

At present, unexceptionally, all parts of the world are confronted with various en-
vironmental, social, health, and economic crises—e.g., life-threatening natural disasters,
the loss of biodiversity, the destruction of natural ecosystems, regional disparities, socio-
economic inequity, pandemics, and digital and knowledge divides that are mainly caused
by a rapid population increase and an expansion of resource consumption, combined with
industrialization, urbanization, mobilization, agricultural intensification, and excessive
consumption-driven lifestyles. The rapid advancement in digital technologies provides us
with the hope that the impacts of global-scale environmental, social, and economic crises
can be eased with the help of appropriate technology.

Furthermore, in recent years, the expansion of the Fourth Industrial Revolution (or
Industry 4.0) to cities has disrupted the way in which cities are planned and developed
as well as having generated a new city conceptualization—i.e., City 4.0. This new smart
city blueprint, City 4.0, aims to leverage the power of engaged and connected citizens,
digital technology, and data to ensure and enhance the quality of urban life, productivity,
and sustainable development. In other words, City 4.0 is a city that utilizes technological
developments and digitalization to transform local public services and the local economy
to produce sustainable and desired urban, environmental, and societal outcomes for all.

Following this guest editorial backdrop, this Special Issue (‘City 4.0: Urban Planning
and Development in the Age of Digital Transformation’) contains the following 10 papers
that review, empirically explore, or theoretically expand the City 4.0 concept and practice
from the various angles of urban planning and development (or, in simple terms, urban

Sustainability 2024, 16, 671. https://doi.org/10.3390/su16020671 https://www.mdpi.com/journal/sustainability1
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planning and development in the age of Industry 4.0, which is also referred to as planning
the digital transformation of urban settlements).

In Paper #1, entitled ‘Understanding City 4.0: A Triple Bottom Line Approach’, authors
expand our understanding of City 4.0 by elaborating it from three diverse but interrelated
perspectives—namely, societal, environmental, and economic lenses or domains (also
known as the triple bottom line approach)—and highlight the key City 4.0 themes—namely,
circularity, adaptability, livability, accessibility, authenticity, and responsibility. The study
findings inform researchers, local and regional authorities, and urban planners about the
rising importance of the notion of City 4.0 and its prospective research areas.

In Paper #2, entitled ‘Synergy of Patent and Open-Source-Driven Sustainable Climate
Governance under Green AI: A Case Study of TinyML’, authors provide a conceptual
expansion of climate and environmental policy in open synergy with proprietary and open
source Tiny Machine Learning (TinyML) technology, and offer an industry collaborative
and policy perspective on the issue, through using differential game models. This study
finds that collaboration and sharing can lead to the implementation of green AI, reducing
energy consumption and carbon emissions, and helping to fight climate change and protect
the environment.

In Paper #3, entitled ‘Does the Digital Economy Promote Coordinated Urban–Rural
Development? Evidence from China’, authors investigate whether and how the digital
economy affects coordinated urban–rural development by using a panel data model, a
Spatial Durbin Model (SDM), and a mediating effects model. The study findings pro-
vide a reference for China and other developing countries similar to China on how to
promote coordinated urban and rural development in the development process of the
digital economy.

In Paper #4, entitled ‘Smarter Sustainable Tourism: Data-Driven Multi-Perspective
Parameter Discovery for Autonomous Design and Operations’, authors offer an approach
for leveraging big data and deep learning to discover holistic, multi-perspective (e.g., local,
cultural, national, and international), and objective information on a subject. This study
develops a machine learning pipeline to extract parameters from the academic literature
and public opinions on Twitter, providing a unique and comprehensive view of the industry
from both academic and public perspectives.

In Paper #5, entitled ‘Does Cross-Border E-Commerce Promote Economic Growth?
Empirical Research on China’s Pilot Zones’, authors investigate whether the construction
of China’s Cross-Border E-Commerce (CBEC) comprehensive pilot zones can promote
economic growth and social sustainable development. This study employs the difference-
in-differences method to test the impact of the establishment of CBEC comprehensive pilot
zones on economic growth and discusses the impact mechanism.

In Paper #6, entitled ‘Augmenting Community Engagement in City 4.0: Considera-
tions for Digital Agency in Urban Public Space’, authors develop four augmented reality
experiences to learn more about the potential for this technology to transform community
engagement practices in the context of City 4.0. The study findings highlight the value
of augmented reality’s affordances to bring to light new interactions between community
members and project stakeholders.

In Paper #7, entitled ‘Transformation of Industry Ecosystems in Cities and Regions:
A Generic Pathway for Smart and Green Transition’, the author examines the pathways
towards a digital and green transition by assessing a generic pathway for the transformation
of industry ecosystems in cities and regions based on processes of prioritization, ecosystem
identification, and platform-based digital and green transition. This study generates
insights into pathways, priorities, and methods. This enables public authorities and
business organizations to master the current industrial transformation of cities.

In Paper #8, entitled ‘Automatically Generating Scenarios from a Text Corpus: A Case
Study on Electric Vehicles’, authors propose to further automate the process of scenario
generation by guiding pre-trained deep neural networks (i.e., BERT) through simulated
conversations to extract a model from a corpus. Their case study on electric vehicles shows
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that the approach yields similar results to previous work while almost eliminating the need
for manual involvement in model building, thus focusing human expertise on the final
stage of crafting compelling scenarios.

In Paper #9, entitled ‘Musawah: A Data-Driven AI Approach and Tool to Co-Create
Healthcare Services with a Case Study on Cancer Disease in Saudi Arabia’, authors propose
a data-driven artificial intelligence (AI)-based approach (called Musawah) to automatically
discover healthcare services that can be developed or co-created by various stakeholders
using social media analysis. This study emphasizes that open service and value healthcare
systems based on freely available information revolutionize healthcare in manners similar
to the open source revolution by using information made available by the public, the
government, third and fourth sectors, or others, allowing new forms of preventions, cures,
treatments, and support structures.

In Paper #10, entitled ‘Crowdsourcing Public Engagement for Urban Planning in the
Global South: Methods, Challenges and Suggestions for Future Research’, authors provide
a comprehensive overview of the crowdsourcing methods applied to public participation in
urban planning in the Global South, as well as the technological, administrative, academic,
socio-economic, and cultural challenges that could affect their successful adoption. This
study puts forward important suggestions for both researchers and practitioners, where
crowdsourcing has great benefits for the development of sustainable cities in the Global
South.

This Special Issue, with its 10 paper contributions, generates new insights by inves-
tigating City 4.0 from various disciplinary angles to the digital transformation of urban
settlements. We, the guest editors, believe that this Special Issue will be an important repos-
itory of relevant information, material, and knowledge to support research, policymaking,
practice, and transferability of experiences regarding City 4.0.

Before we close, we wish to thank the authors of this Special Issue’s papers for
accepting our invitation and submitting and revising their manuscripts within a short time
frame. Moreover, we would like to thank the referees for their thorough and timely reviews,
as well as the journal’s Assistant Editor, Ms. Sunnie Wei, for inviting us to serve as the
Guest Editors of this Special Issue.

Author Contributions: Conceptualization and writing—original draft preparation, T.Y., B.X., T.T.P.C.
and J.S.-M. All authors have read and agreed to the published version of the manuscript.

Conflicts of Interest: The authors declare no conflicts of interest.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
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Understanding City 4.0: A Triple Bottom Line Approach
Tan Yigitcanlar 1,*, Bo Xia 1, Tatiana Tucunduva Philippi Cortese 2 and Jamile Sabatini-Marques 3

1 City 4.0 Lab, School of Architecture and Built Environment, Faculty of Engineering, Queensland University
of Technology, 2 George Street, Brisbane, QLD 4000, Australia; paul.xia@qut.edu.au

2 Graduate Program in Smart and Sustainable Cities, University Nove de Julho, Rua Vergueiro,
São Paulo 01525-000, Brazil; tatianatpc@uni9.pro.br

3 Institute of Advanced Studies, University of São Paulo, São Paulo 05508-060, Brazil;
jamile.sabatini@abes.org.br

* Correspondence: tan.yigitcanlar@qut.edu.au; Tel.: +61-7-3138-2418

Abstract: Rapid urbanization and population increase, along with remarkable technological advances,
have accelerated the speed of digital transformation, or at least the need for it, in our cities. Whilst
being smart and sustainable is seen somewhat as an ideal city quality globally, a new city concept
has emerged—the so-called City 4.0—that combines Industry 4.0 and Society 4.0 in the context of
smart cities. While there is growing literature on the topic, there is limited understanding of City
4.0. This communication piece aims to bring clarity to City 4.0 by elaborating it from three diverse
but interrelated perspectives—namely, societal, environmental, and economic lenses or domains
(also know as the triple bottom line approach)—and highlights the key City 4.0 themes—namely,
circularity, adaptability, livability, accessibility, authenticity, and responsibility. The methodological
approach includes a thorough appraisal of the current City 4.0 literature. This communication paper
informs researchers, local and regional authorities, and urban planners on the rising importance of
the notion of City 4.0 and its prospective research areas.

Keywords: City 4.0; Industry 4.0; Society 4.0; smart city; sustainable development; knowledge-based
development; urban innovation; responsible innovation; platform urbanism; digital transformation

1. Introduction: Defining City 4.0

At present, way over half of the world’s population resides in urban localities, making
cities undoubtedly the epicenters of socioeconomic activities [1]. In some countries, the
urbanization rate surpasses the 90% mark, such as Australia, the Netherlands, and the
UK [2]. Along with cities being the primary generators of gross domestic product and
innovation, rapid urban growth also brings challenges related to sustainability, quality
of life, productivity, and urban management [3]. More specifically, we face the daunting
task of ensuring that the urban centers of tomorrow do not exacerbate environmental
degradation, social inequalities, and resource scarcity but rather serve as catalysts for
progress toward a more sustainable, livable, and equitable world.

The major challenges we face today include, but not limited to the following: (a) The
need to offer solutions to anthropogenic problems that cities have been causing; (b) The need
to respond to the increasing socio-technological and infrastructural needs of growing urban
regions; (c) The need to address the anthropogenic climate emergency; (d) The need to cater
to the aging population’s needs by using state-of-the art planning, design, construction, and
management; (e) The need to offer cutting-edge and innovative solutions to improve the quality
of life of residents; and (f) The need to prepare for digital transformation and technological
disruption [4–6].

City 4.0 is the response to such challenges [7,8]. In a nutshell, City 4.0 is a city that
utilizes technological developments and digitalization to transform local public services
and the local economy to produce sustainable and desired urban, environmental, and

Sustainability 2024, 16, 326. https://doi.org/10.3390/su16010326 https://www.mdpi.com/journal/sustainability4
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societal outcomes for all [9]. It represents a vision where cities are smart, sustainable,
inclusive, well-governed, and resilient [10,11]. As our planet undergoes an unprecedented
wave of intense urbanization processes, the concept of City 4.0, following the smart city’s
popularity and foundations, has emerged as a beacon of hope on the horizon [12]; it is
becoming a vision for many cities in the 21st century that integrate technology, innovation,
and sustainability to address the myriad challenges of rapid urbanization [13,14].

City 4.0 envisions urban environments where technology enhances resource efficiency,
connectivity improves quality of life, and data-driven decision-making transforms gover-
nance. It represents the convergence of urban development and the digital age, offering
innovative solutions to age-old urban problems [5,15,16]. By integrating various technolog-
ical advancements like Internet-of-Things (IoT), artificial intelligence (AI), big data, and
sustainable practices to manage resources, transportation, energy, and services within a
city, City 4.0 aims to create smarter, more sustainable, more efficient, and more livable and
prosperous cities [6,17].

In terms of the differences between smart city and City 4.0, both refer to urban devel-
opment concepts, but each of them emphasizes different aspects and stages of technological
advancement within a city. In essence, while smart city focuses on using technology to
improve specific aspects of city life, City 4.0 represents a more advanced stage, encompass-
ing a broader and more deeply integrated innovation and technological ecosystem aimed
at creating a highly connected, intelligent, and efficient urban environment. City 4.0 is
often seen as the next phase of smart city development, incorporating more advanced and
disruptive technologies to transform urban living and governance [5,18].

As a result, the concept of City 4.0 represents a paradigm shift in urban planning and
development, “leveraging the power of engaged and connected citizens, digital technology,
and data to ensure and enhance the quality of urban life, productivity, and sustainable
development” [9,19]. Although such a paradigm shift is occurring at the moment, there is a
knowledge gap regarding what City 4.0 is and what its key characteristics are. Tackling
this issue is the rationale behind this communication piece.

This is a communication paper, as opposed to a research article, we aim to contribute
to the efforts in bridging this knowledge gap by sharing our views on the topic thorough an
appraisal of the current City 4.0 literature and our extensive experience and expertise in the
field of smart and sustainable urbanism. In this communication piece, we explore City 4.0
from the perspectives of societal, environmental, and economic lenses (a triple bottom line
approach), and also introduce the six prominent themes—circularity, adaptability, livability,
accessibility, authenticity, and responsibility—of City 4.0.

2. City 4.0 from the Societal Lens

The societal lens of City 4.0 delves into this new city type’s societal benefits and
challenges, and the transformative potential it holds for urban societies, including the
rapidly growing aging population. City 4.0 brings profound societal benefits, influencing
various aspects of urban life through the adoption of various digital technologies and
data-driven decision-making [20].

First, City 4.0 enables active citizen engagement, since digital platforms, mobile
applications, and participatory mechanisms enable citizens to provide feedback, report
issues, and actively participate in local initiatives to shape and better control their urban
environment [21]. This active involvement fosters a sense of ownership, belongingness,
accountability, and community cohesion among citizens, maximizing their contribution to
community development and generating more sustainable solutions [9,22].

Second, City 4.0 promotes inclusive governance and community, where decision-
making is transparent and responsive to the diverse needs of stakeholders, particularly
for community citizens. This inclusivity ensures that marginalized and underrepresented
groups, especially those vulnerable and disadvantaged populations in communities, have
a voice in urban development, leading to more equitable outcomes [23].
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Third, City 4.0 enhances the delivery of public services and infrastructure for the
improvement in the quality of urban life. With data-driven insights and support from AI,
governments can optimize services and infrastructure provision such as transportation,
healthcare, education, and public safety, leading to a smart society that benefits all residents
with improved efficiency and effectiveness [24]. To improve these deliveries, it is necessary
to have good data to work on.

While City 4.0 holds immense promise for our current and future society, it is not
without its challenges and considerations, including, but not limited, to the following:

Privacy and Cybersecurity: The extensive data collection and analysis required for City
4.0 raises concerns about privacy and cybersecurity. Safeguarding citizen data and ensuring
data privacy regulations are adhered to is crucial to maintain public trust. Additionally, as
cities become increasingly interconnected, they become more vulnerable to cyber threats.
Robust cybersecurity measures are necessary to protect critical infrastructure and citizen
data [25]. Robust rules and regulations, such as the General Data Protection Law, must be
implemented to ensure that citizens’ rights are protected [26].

Digital Divide: While City 4.0 envisions a connected and engaged citizenry, it also
highlights the digital divide that exists within our societies because not all citizens have
equal access to digital technology or possess the necessary digital literacy. Addressing this
divide is crucial to ensure that City 4.0 benefits all segments of the population [27]. This
is to say, technology must be accessible and beneficial to all citizens, regardless of their
socioeconomic status, to avoid deepening social inequalities.

Public Acceptance: The changes brought by City 4.0 may not find universal acceptance
among all residents. There may be resistance to new technologies, concerns about job
displacement, or resistance to the disruption of established routines. In addition, urban
citizens from different cultures and societies may have varying levels of acceptance and
readiness for digital transformation [28].

Keeping these issues in mind, City 4.0 initiatives should be sensitive to all these factors
to ensure successful implementation. It is worth mentioning that City 4.0 brings great
opportunities and innovative solutions for addressing issues related to the rapidly growing
aging population. The aging population is a demographic trend that is reshaping societies
worldwide. By 2050, it is estimated that over 22% of the global population will be aged
60 or older [29]. This demographic shift poses unique challenges for urban planners and
policymakers, but City 4.0 offers promising solutions.

For example, the emphasis of City 4.0 on data-driven decision-making can lead to
the creation of age-friendly infrastructures, which include well-designed public spaces,
accessible transportation options, and smart homes that cater to the specific needs of older
citizens. In addition, digital technology in City 4.0 facilitates telemedicine and remote
healthcare services, making it easier for older adults to access medical care without the
need for extensive travel [30].

Additionally, given that loneliness and social isolation are significant concerns for
the aging population [31], City 4.0 platforms can foster social connections by facilitating
virtual meetups, providing information about local social activities, and encouraging in-
tergenerational interactions. Finally, considering that older adults often face challenges
with transportation and mobility, especially in sprawling urban areas, the smart transporta-
tion systems of City 4.0 can offer on-demand, accessible, and personalized transportation
options, ensuring that seniors can remain mobile and independent [32].

To summarize, the emergence of City 4.0 carries a range of important societal implica-
tions, all of which are significant and multifaceted, influencing various aspects of urban
life and society. On the one hand, it offers opportunities for enhanced citizen engagement,
improved governance, sustainability, and better quality of life. On the other hand, it
also presents challenges related to concerns regarding privacy, cybersecurity, the digital
divide, and public acceptance. Meanwhile, it is worth noting that City 4.0 has profound
implications for an aging population, the majority of which will age in cities. By building
age-friendly infrastructures, improving healthcare access, promoting social inclusion, and
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enhancing transportation options, City 4.0 can significantly improve the quality of life for
older citizens, although it is also crucial to address those similar issues like the digital
divide, privacy concerns, and digital literacy to ensure at City 4.0 truly benefits all members
of society, regardless of age.

3. City 4.0 from the Environmental Lens

City 4.0′s environmental perspective has a strong sustainability and sustainable urban
development focus. As outlined in the UN’s Sustainable Development Goals (SDGs),
sustainability encompasses environmental, social, and economic well-being [33,34]. Within
this framework, we examine how City 4.0 contributes to achieving these global objectives.

Technology and Innovation: City 4.0 adopts advanced technologies such as AI, IoT, and
big data analytics to create more efficient, sustainable, and resilient urban environments.
In addition, the adoption of these technologies can optimize transportation, energy con-
sumption, and waste management, contributing to sustainable resource use and reduced
emissions in cities [35].

Smart Infrastructure and Services: An essential aspect of City 4.0 is the development of
smart infrastructure and services, such as intelligent transportation systems, renewable
energy generation, waste reduction strategies, and other urban services [36]. These innova-
tions not only enhance the livability of cities (as discussed in the Society Lens of City 4.0)
but also significantly reduce their environmental footprint [37].

Data-Driven Decision-Making: In the context of City 4.0, the emphasis is on the environ-
mentally responsible collection and analysis of extensive data to enhance the sustainability
of urban services and the efficient allocation of resources. This highlights how data-driven
approaches in urban planning can lead to more eco-conscious governance, offering insights
into the environmental challenges and opportunities associated with this approach [38].
In City 4.0, data will promote innovation and technological ecosystems and governments
can include the smart mind society to contribute to solve city problems and to have more
transparency in the process [39].

Environmental Benefits: City 4.0 can mitigate environmental degradation, given that
sustainable urban planning can enhance green spaces, preserve biodiversity, improve
air quality, and promote climate resilience. The objective is to understand how City 4.0
contributes to sustainability within city boundaries and on a global scale [40,41].

Social Equity and Inclusion: Sustainable development encompasses social dimensions,
and our special edition recognizes their importance in the context of City 4.0. We delve into
the role City 4.0 plays in providing affordable housing, bridging the digital divide, and
ensuring community engagement. The vision of inclusive, equitable, and diverse cities is
explored in detail, emphasizing the significance of balancing technological advancements
with social progress [42,43].

Therefore, City 4.0 supports sustainable development because cities can reduce their
environmental footprint, lower energy consumption, minimize waste and mitigate the
impact of climate change by harnessing data and digital technology [44]. Regulating the
carbon emission trading policies and promoting innovation in green technologies is crucial
for City 4.0 in addressing the climate emergency [45]. This not only benefits the present
generations, but also contributes to a more sustainable future for urban societies.

Effective policies and regulations are pivotal in guiding sustainable urban develop-
ment and governments at all levels must play a central role in incentivizing and regulating
the transition to City 4.0. Public awareness and community engagement will be equally
vital, as informed and engaged citizens are instrumental in driving the transition to more
sustainable, equitable, and resilient cities.

In summary, viewed through the lens of sustainable development, the concept of
City 4.0 offers both a vision and a roadmap toward a brighter and more equitable urban
future. With this communication piece, we hope to stimulate conversations, inspire action,
and provide a platform for knowledge sharing among researchers, policymakers, and
practitioners as we collectively embark on the journey to City 4.0, a vision where our cities
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will not only flourish, but also be the cornerstones of a more sustainable and inclusive
global society.

4. City 4.0 from the Economic Lens

The economic lens of City 4.0 adopts urban innovation principles where, in this regard,
knowledge-based collective platform urbanism paves the way for a more economically
sustainable, resilient, and inclusive urban future [39]. Knowledge-based collective platform
urbanism, a key component of City 4.0, proposes a revolution in the way cities manage
their development [46]. At the heart of this strategy is the establishment of an innovative
environment that values cooperation between diverse actors—from government entities
and the business sector to academia and citizens. This confluence of visions and expertise
makes it possible to create solutions to complex contemporary urban problems.

The concept of City 4.0 expands the traditional idea of urbanism by emphasizing the
importance of technology and the use of data in improving urban infrastructures. It focuses
on capturing and analyzing real-time data to improve urban systems such as transportation
and energy management, as well as human resource development, smart marketing, and
smart technology adoption [47]. This is complemented by knowledge-based collective
platform urbanism, which highlights the role of collective knowledge in solving complex
urban challenges. Both approaches agree on the centrality of data, but while City 4.0 focuses
on optimization and efficiency, knowledge-based collective platform urbanism sees data as
a public resource that must be democratized to foster innovation [48].

The importance of entrepreneurship and innovation in knowledge-based economic
development is undeniable. To promote this integration and economic development, cities
must have universities that train a specialized and entrepreneurial workforce, as well as
support infrastructures such as incubators, accelerators, and technology parks [49]. Legisla-
tion and public policies must also favor the growth of these emerging companies, whether
through investment funds or tax incentives. Furthermore, political ties, environmental
regulations, and corporate innovation should be considered in combination [50].

In the context of City 4.0, creating a robust innovation ecosystem requires a holistic
approach that integrates the UN’s three pillars of sustainability: “economic development,
social development, and environmental protection” [51]. This ecosystem must operate in
four main domains: socio-cultural, spatial, institutional, and economic. Each domain has
its pillars; however, when we look at the economic-domain-emphasizing aspects, such as
knowledge, creativity, fostering, innovation, and competitiveness, we see cities being able
to generate economic development that is both sustainable and knowledge-based [52,53].

A crucial pillar of this vision is the emphasis on open data. By making this data
accessible to a wide range of stakeholders, a stimulus is created for the development
of new applications and services aimed at improving the quality of urban life. These
innovations can cover areas as diverse as transportation, energy management, public safety,
and health [54].

Data management plays a central role in this ecosystem, providing the necessary
stimulus to drive innovation [55]. These data, seen as commons or common goods, have
immense power in society and can be used to reorganize cities in more efficient and just
ways. These commons also include other natural or cultural resources and are fundamental
to sustainable development.

Promotion, whether through favorable tax policies, subsidies, or support programs for
entrepreneurs, plays a crucial role in the development or transformation of City 4,0. Cities
can foster an environment where startups flourish and innovation is valued by encouraging
them to generate innovations. This approach does not just benefit companies; it creates a
dynamic where all citizens benefit from technological advances and innovative solutions.
Especially when fostered by open and big data, the intelligence of the collective is used to
contribute and bring invaluable solutions to cities.

Therefore, the union of City 4.0 with knowledge-based collective platform urbanism,
and the importance of entrepreneurship and innovation, offer a transformative paradigm
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for the future of urban development. These are not just theoretical concepts, but a call to
action that demands a radical reimagining of how cities function and meet the needs of
their inhabitants. The possibilities are endless and, even in the face of significant challenges,
these approaches point towards more resilient, inclusive, and innovative cities.

5. City 4.0’s Prominent Themes

When elaborating on City 4.0, it is also important to present the prominent themes
this new city conceptualization comprises. Thus, this section concentrates on this
issue. In City 4.0, which aims to utilize technological developments and digitalization
to transform local public services and local economies to produce sustainable and
desired urban, environmental, and societal outcomes for all, the following six themes
become prominent—circularity, adaptability, livability, accessibility, authenticity, and
responsibility [56]. These interrelated key themes are briefly introduced below and a
framework with some of the exemplar approaches to these key themes are graphically
presented with some examples in Figure 1.
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In the core ring of Figure 1 sits City 4.0; the middle-ring contains prominent themes of
City 4.0, while the outer-ring includes some project examples for a clearer understanding
of each theme. The six themes are concisely explained below.

Circularity: This theme focuses on economic, social, technological, and environmental
systems that aim to eliminate waste, maximize the reusing of resources, and contribute to
the sustainable development efforts of City 4.0.
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Adaptability: This theme focuses on boosting the ability to make necessary adjustments
in ecological, social, technological, and economic systems in response to actual or expected
climatic stimuli and their effects or impacts on City 4.0.

Livability: This theme focuses on enhancing the conditions of a decent life for all inhab-
itants of cities, regions, and communities, including their physical and mental wellbeing, in
City 4.0.

Accessibility: This theme focuses on informing the practice of making information,
activities, opportunities, and environments sensible, meaningful, and equitably usable for
as many people as possible in City 4.0.

Authenticity: This theme focuses on forming and maintaining spaces, places, and
communities that are genuine and distinctive and contain recognizable social–cultural and
natural characteristics and identities in City 4.0.

Responsibility: This theme focuses on informing governance decisions, including in
technology adoption and utilization, through ethical, accountable, trustworthy, explainable,
and equitable frameworks in City 4.0 [56].

The presence of each of these six prominent themes as successfully applied projects
in a city (see the outer ring of Figure 1 for project examples), at scale, will initiate the
transformation journey of that locality into a smarter and more sustainable city and will
thus pave the way to the emergence of City 4.0.

6. Concluding Remarks: City 4.0’s Prominent Research Areas

This communication piece aims to bring clarity to City 4.0, which is seen as the next
phase of smart city development, by elaborating on it from the three diverse but interrelated
perspectives—namely, the societal, sustainability, and economic lenses or domains (also
known as the triple bottom line approach). The piece also highlighted the prominent themes
in City 4.0—circularity, adaptability, livability, accessibility, authenticity, and responsibility.

Despite our communication piece shedding some light on the notion of City 4.0, the
notion is still in its infancy. We hence call for in-depth research, effective implementation,
and thoughtful consideration of the societal, environmental, and economic implications to
realize the full potential of City 4.0, while tackling its associated challenges.

Additionally, we advocate and encourage collaboration among academics, govern-
ments, communities, business, and industry professionals to ensure that our future cities
are smart, inclusive, sustainable, and responsive to the diverse needs of urban populations.
A concentrated effort is needed to reach the potential of City 4.0 in shaping the future of
our urban centers and to transform the vision of City 4.0 into a tangible reality. This also
means fostering global collaboration to address the challenges of urbanization and climate
change. As cities continue to evolve and embrace the possibilities of the digital age, City
4.0 represents a promising vision for the future of urban life, one that is smart, sustainable,
inclusive, well-governed, and resilient.

Global collaboration for urbanization and climate change is imperative to justify
the vision of City 4.0. As urbanization accelerates worldwide, and the impacts of climate
change become more pronounced, cities must unite to face common challenges. By fostering
global collaboration, cities can share best practices and innovative solutions that transcend
geographical boundaries. This collaborative approach enables the exchange of knowledge,
experiences, and technological advancements, paving the way for the development of
smart, sustainable, and resilient cities. In a world interconnected by shared environmental
concerns, collaboration is the most important management tool for City 4.0, allowing cities
to collectively navigate the complexities of urban growth and climate resilience.

Furthermore, City 4.0 needs to use collective intelligence to solve existing problems,
bringing citizens closer. From this perspective, collaborative intelligence—where humans
and AI join forces—is critical [57]. Moreover, data are the new oil and, hence, through open
data, City 4.0 can promote entrepreneurship through hackathons, contributing to digital
transformation and responsible innovation [58]. Furthermore, cities have the challenge of
promoting education and inclusion for this new world—facing many societal, economic,
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governance and environmental problems— and, to do so, they need to provide digital
network infrastructure and cybersecurity [59,60].

In this communication, we also propose public policy recommendations for achieving
City 4.0. From the societal perspective, policies should be centered on safeguarding citizen
data and ensuring data privacy, giving different groups of citizens equal access to digital
technology and improving public acceptance of City 4.0, especially regarding readiness for
digital transformation. From the perspective of the economic lens for City 4.0, it is important
that there are regulations for opening up data through public policies, and that these data
are clean and clear. As a public policy factor, guaranteeing a quality and secure internet
connection is fundamental for achieving City 4.0 status. In a nutshell, urban policies should
concentrate on initiating the transformation towards human-centered cities, focusing on
social, economic, and environmental aspects, seeking transparency in management and
utilizing technology and collective intelligence for city development.

To achieve the ideal state of City 4.0, we hence call for in-depth research, effective
implementation, and thoughtful consideration of the societal, environmental, and economic
implications in order to realize the full potential of City 4.0 while tackling its associated
challenges. In addition, we advocate for and encourage global collaboration among aca-
demics, governments, communities, business, and industry professionals to ensure that
our future cities are smart, inclusive, sustainable, and responsive to the diverse needs of
urban populations.

We also strongly advocate that, with all above-mentioned factors—along with a sound
and balanced triple bottom line approach (societal, environmental, and economic) with a
focus on the circularity, adaptability, livability, accessibility, authenticity, and responsibility
aspects of our cities—City 4.0 (utilizing digitalization as a disruptive force in cities) has the
capacity to generate development based on knowledge and sustainability, whilst offering
smarter and more sustainable, livable, and prosperous futures. We also believe that the
shared ideas in this communication paper will inform researchers, authorities, and urban
planners on the raising importance of the City 4.0 notion, and will encourage the uptake
of projects concentrating on increasing the circularity, adaptability, livability, accessibility,
authenticity, and responsibility of our cities.

Lastly, we conclude this communication piece by advocating for the importance
of prospective research on City 4.0, and mapping some of the relevant and important
research areas—as shown in Figure 2—that would be of interest to researchers dedicated to
investigating sustainable, healthy, and digital transformations and their disruptions in and
implications for our cities, communities, industries, and the environment.
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Abstract: Green AI (Artificial Intelligence) and digitalization facilitate the “Dual-Carbon” goal of low-
carbon, high-quality economic development. Green AI is moving from “cloud” to “edge” devices like
TinyML, which supports devices from cameras to wearables, offering low-power IoT computing. This
study attempts to provide a conceptual update of climate and environmental policy in open synergy
with proprietary and open-source TinyML technology, and to provide an industry collaborative
and policy perspective on the issue, through using differential game models. The results show that
patent and open source, as two types of TinyML innovation, can benefit a wide range of low-carbon
industries and climate policy coordination. From the case of TinyML, we find that collaboration
and sharing can lead to the implementation of green AI, reducing energy consumption and carbon
emissions, and helping to fight climate change and protect the environment.

Keywords: climate governance; environmental sustainability; green AI; TinyML; patent; open source

1. Introduction

Major economies are regaining growth while facing challenges of carbon reduction
and environmental protection [1]. Digital wave offers opportunities to achieve the goal
of “Dual Carbon” [2], and green AI (Artificial Intelligence) is a tool designed to achieve
quality development in a low-carbon economy [3]. As basic research on AI continues to
progress [4–7], AI is accelerating from the “cloud” to the “edge” in the fields of smart
manufacturing and smart cities [8], into smaller IoT devices for low-carbon energy-efficient
computing and public information monitoring [9].

Negative impacts of AI on climate policy include increased electricity consumption
and carbon emissions [10], i.e., threats such as cryptocurrencies. A shift to sustainable AI is
imperative [3,11,12]. Inclusive, credible, explainable, ethical, and responsible technological
approaches are required to drive smart city transformation [13] to mitigate planetary issues
in a sustainable manner [13,14].

TinyML (Tiny Machine Learning) supports smart cameras, remote monitoring de-
vices, wearable devices, audio capture hardware, and various sensors [15]. The power
consumption and carbon footprint of TinyML devices are much lower than those of cloud
computing and ordinary mobile devices, i.e., TinyML devices operate at a MHz level
and consume power at a mW level, which is 1000 orders of magnitude lower than cloud
computing and mobile devices; CO2 emission levels are at a kg level, which is one order of
magnitude lower.
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Undoubtedly, an ecosystem of at least tens of billions of IoT devices will gain machine
learning capabilities [16]. Low-carbon and green TinyML can create a healthier and more
sustainable environment [17].

We utilize WIPO’s PATENTSCOPE database to search for TinyML keywords in search-
able fields to obtain relevant patent document information, and we then use crawler
software to capture data. We manually referenced IPC code to group, classify, and count
these TinyML patents. Second, we retrieve TinyML-related open-source projects from
GitHub open-source code hosting platform and organize and classify these open-source
projects’ programming languages and count them manually. The data in Tables 1 and 2,
both sorted in descending order, are obtained through the above acquisition and cleaning
process. As the tables show, there are differences in the classification of patent and open
source because patent classification focuses more on categorizing inventions as specific tech-
nological domains to demonstrate independence and systematic nature [18]. Open-source
projects are usually artifacts that depend on each other and other components to build
a fully functional system [19], whereas classification of open-source projects repositories
is more inclined to functional areas so that developers target and contribute to specific
problems or functions.

Table 1. TinyML Patents’ IPC Code and Usage Classification Statistics based on WIPO’s
PATENTSCOPE.

IPC Code IPC Usage Classification Count

G06N computing model 46
G06F data processing 30
H04L data transmission 24
G06Q e-commerce and e-government 19
G06K data visualization 18
G05B control system 11
A61B analytical biology 9
G16Y IoT communications 8
B25J robotic arm 6

G06V computer vision 5

Grand Total 176
Data retrieved as of 1st May 2023.

Table 2. TinyML Open-Source Project Repositories and Artifact Classification Statistics in GitHub.

Programing Language Artifact Classification Count

Other (i.e., Assembly, Java, Arduino) firmware 499
C++ hardware 201

C hardware 131
Python software 74

F# software 14
JavaScript GUI 10

Go software 9
HTML GUI 6

TeX typesetting 5
Jupyter Notebook data science 4

CSS GUI 4

Grand Total 957
Data retrieved as of 1st May 2023.

WIPO patent data (Table 1) indicate that TinyML green AI technology has expected
economic benefits in algorithm applications, data processing, control systems, IoT devices,
etc. (Figure 1). Open-source data (Table 2) show that repositories related to TinyML
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in GitHub are mainly distributed in firmware, hardware programming, and algorithm
implementation and application at the software level (Figure 2).
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TinyML’s patented and open-source technologies play an essential role in climate
policy [20]. Optimizing irrigation for precision agriculture is used to improve crop yield and
quality [21,22]. Smart sensing systems are used in the field of early warning and monitoring
systems [23,24] to address the challenges posed by natural disasters and climate change [25].
Intelligent energy-management systems reduce energy waste and carbon emissions [26].
In smart cities, optimizing energy use of appliances [27] improves energy efficiency [28]
and reduces energy costs [29]. Optimizing traffic flow in intelligent transportation systems
reduces traffic congestion and carbon emissions [30]. In conclusion, patented and open-
source implementations of TinyML technology can play a positive role in the development
of aspects of climate policy.

Patent and open source are two distinct forms of innovation. Knowledge spillovers
bring these approaches to innovation closer together [31–33]. Organizations are blending
these two approaches to gain advantages in competition [34,35]. Through open-source
proactive spillover of technical knowledge, people draw inspiration from existing source
code examples or leverage feedback from the community to innovate or improve prod-
ucts [36]. Meanwhile, patent-built barriers are used to protect inventions [37]. In order to
form a TinyML green technology cluster, organizations must have both proprietary and
open-source technologies. Proprietary technologies create a competitive advantage and
bring economic benefits. And open-source technologies facilitate collaboration and expand
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value networks [38]. Through the synergy of proprietary and open-source technologies, a
more efficient and productive cluster can be constructed [39,40].

Research on synergy of patent and open source in TinyML-based green AI is yet to be
studied. We try to dissect this issue and also provide a broader vision of industry synergy
and policy for the increasingly serious climate and energy challenges.

The significance of this study lies in the fact that it shows the impact of TinyML-based
green AI with patent and open-source synergies on climate and environmental governance,
and demonstrates the potential to improve efficiency of climate and environmental gov-
ernance by providing technology-based conceptual updates for low-carbon, green, and
sustainable climate policies.

The first section explains the research background, raises research questions, intro-
duces methods, and describes the contributions. The second section discusses related works
in recent years that support our study. In the third section, we introduce differential games,
showing the results in three situations of noncooperative game, Stackelberg leader–follower
game, and cooperative game, and conduct discussions. In the fourth section, we summarize
the results of innovative synergy in the areas of proprietary and open source for TinyML
low-carbon green technology, and extrapolate to a wider range of low-carbon industries
and climate policy collaboration.

Realistic strategic decision-making is a game model that considers time factor and
dynamic changes, and differential games provide an analytical approach [41]. Nash’s
noncooperative game [42] lays the theoretical foundation for differential games, which
has become a critical branch of modern game theory and plays crucial role in analyz-
ing competitive strategy, market behavior, and strategic decision-making in economics,
management, and engineering [43]. In environmental protection and green AI, patents
focus on securing independence of innovative achievements by obtaining economic returns
through the granting of patent usage rights. Open source, on the other hand, emphasizes
knowledge sharing and collaboration, and promotes the popularization and progress of
technological innovation by disclosing the design and source code of innovative achieve-
ments. Through differential game analysis of competition conditions, behavioral patterns
of participants, and strategic choices and dynamics of competition between patent and
open-source approaches are revealed.

The scope of this study includes a conceptual update of climate and environmental
policy to incorporate TinyML technology. The analysis covers the potential of TinyML to
address low-carbon and climate policy issues through the examination of patent data and
open-source data. By using differential game theory to model competition between patent
and open-source approaches to environmental protection and low-carbon development,
the scope extends to providing an industry collaborative and policy perspective on the
issues, with a focus on collaboration, sharing, energy consumption reduction, and carbon
emissions reduction for sustainable development in environmental protection.

First, this study makes a marginal contribution to interdisciplinary theories of environ-
mental sustainability and digital innovation: data mining of patent and open source allows
for conceptual updates of climate policy and reveals the potential of TinyML-based green
AI in balancing environment and efficiency. Secondly, comparing previous works that focus
solely on noncooperative [44] or Stackelberg [45] approaches, or on a closed-loop supply
chain [46], we examine the application of differential game theory to evaluate complex
competing synergistic mechanisms by introducing several key variables and parameters,
i.e., rate of open technology value, willingness to open, impact coefficients, decay rates,
long-term profits and benefits of combining noncooperative, Stackelberg, and cooperative
games, and expanding to industrial competitive synergies.

2. Literature Review

Due to the rapid development of the digital era, smart technologies are seen as an
effective tool for solving challenging issues facing the world today and mitigating environ-
mental, social, and economic crises on a global scale [47]. The EU’s “Green New Deal” sets
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out the strategic goal of decoupling economic growth from resource use [48,49]. Industry
4.0 has given rise to the new concept of Cities 4.0 [50], which aims to improve quality
of life, productivity, and sustainability of cities with AI [51]. Sustainability profoundly
influences the direction of energy, transportation, housing, and agriculture [52]. Green
AI advocates a “circular economy” that aims to reduce, reuse, and recycle across sectors
and geographies [53]. Thus, the research value of green AI is highlighted. Human capital,
financing power, technological innovation, and government policies play critical roles in the
green transformation of AI [54]. Patent and open source provide the technical knowledge
required to integrate intelligence and greenness [55].

The essence of AI innovation lies in fulfilling efficient and accurate intelligent algo-
rithms [56] to promote humanistic and responsible technological development [57] and
social progress [58,59]. Through continuous exploration and improvement of green AI
technologies to reduce dependence on natural resources, and multi-disciplinary coopera-
tion and application, people are forging a sustainable [14] intelligent path for the future
of human beings and the planet [60]. TinyML [61] implements efficient machine learning
models on edge devices with low power consumption and low resource consumption [62],
reduces energy dependence, lowers the burden on the environment, which drives green AI
technologies, and redefines smart cities [13].

The application and promotion of TinyML is increasing [63]. In recent years, TinyML
as a typical technology for green AI is continuously progressing in climate governance,
environmental protection, precision agriculture, and smart cities, as demonstrated below.

2.1. In Environmental and Climate Governance

Reducing carbon footprint is crucial. TinyML as green AI is an important tool for
realizing climate and environmental policies [29], e.g., overcoming limitations of traditional
sensors and monitoring systems [20], superior efficiency and energy saving advantages
over traditional machine learning algorithms when running on small devices [64], low
power consumption, high efficiency and energy saving capabilities, and low storage costs in
environmental radiation-monitoring systems [65,66]. It also offers adaptive unsupervised
anomaly detection for extreme environments [67], thus facilitating provision of accurate
data for weather forecasting and disaster warnings [68]. The combination of TinyML and
CloudML (cloud machine learning) even enhances environmental monitoring and climate
prediction [69].

2.2. In Precision Agriculture

TinyML-based green AI addresses key challenges in precision agriculture by provid-
ing better tuning of environmental parameters [70], reducing resource consumption [71],
improving crop yield and quality [72], and promoting sustainable development. As an
example, the TinyML intelligent control system outperforms traditional models in maintain-
ing temperature and humidity balance [73], reducing system response time and resource
consumption [74], achieving smarter and more efficient food production [75], reducing
energy waste and environmental pollution [76], and thus protecting the environment and
mitigating climate change [17].

2.3. In Smart Cities

Industry 4.0 has spawned the new concept of Cities 4.0 [50]. TinyML better realizes
the collection and management of urban data. The Intelligent Transportation System (ITS),
based on TinyML IoT, can reduce traffic congestion and pollution [71], and promote the
green and low-carbon development of smart cities [47,51,77].

2.4. Technological Innovation

TinyML promotes technological innovation through algorithmic optimization. The
TinyML algorithm improves energy output efficiency by implementing a Square Cross-
section Two-phase Closed heat pump (SCTC) in a photovoltaic (PV) system [78]. TinyRep-
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tile, a decentralized edge machine learning model, combines TinyML and coalitional
meta-learning to improve computational efficiency and performance [79]. Generalized
TinyML benchmarking framework based on different operating system platforms lays the
foundation for evaluation [80]. The TinyML compression algorithm reduces memory usage
and computational complexity [81], enabling energy-efficient reasoning on Unmanned
Aerial Vehicles (UAVs) [28]. The efficiency of the C4.5 decision tree algorithm is improved
by determining economic granularity interval in TinyML algorithm optimization [82].

2.5. Competition and Synergy between Proprietary and Open Source

Differences between open source and proprietary have different impacts on the soft-
ware industry [83] and can be strategically complementary [35] and balanced [84]. Open
source and patents have strong synergies [85]. Patents often have a technological lead over
open source, but open source can also compete effectively [86]. Patents use a lock-in strat-
egy, while open source offers greater flexibility and freedom [87,88]. Open source is more
reliable and secure due to open management and auditing of source code [89,90]. RIVICE
(Open Source River Ice Model) demonstrates the benefits of open source in environmental
research collaboration and problem solving [91]. Migration timing framework from patents
to open source provides strategic guidance [53], and the governance model and platform
ecosystem will change [92].

The literature referred to above shows that TinyML’s patent and open-source technolo-
gies provide additional opportunities for climate governance and environmental protection
in multiple areas. Synergy needs to be further investigated.

3. Methods
3.1. Question

In TinyML-based green AI, patent and open source are located at the two ends of the
innovation spectrum, with patents bringing economic benefits by establishing technolog-
ical barriers and open source expanding value networks through proactive knowledge
spillovers [31–33], affecting policy on climate and carbon reduction [20]. Patent innovation
and open-source innovation form an innovation loop, as shown in Figure 3. The following
subsections investigate the open synergy problem of TinyML patent and open source in the
context of climate change and carbon reduction through three scenarios: noncooperative
game, Stackelberg leader–follower game, cooperative game.
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3.2. Premises

Underlying assumption: Proprietary and open-source platforms are participants in
this study, both have technological achievements, conform to limited rationality, and make
decisions with the goal of maximizing benefits [93]. The cost of technology openness is a
convex function of willingness to open up technology [94].
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PAPI components: To present differential games, we investigate the Players + Actions +
Payoffs + Information (PAPI) framework [95], which reflects dynamic interactions between
players’ decisions based on the information they observe and the behaviors of others.
Competitive synergy is a long-term process with participants’ decisions adjusted over time,
and they influence each other.

P(Players): Patent platform and open-source platform are participants in this study.
A(Actions): Both players have strategies set {Open, Close} in a discrete view. However,

as differential games consider a multidimensional continuum of strategic changes and con-
frontations [96], players’ strategies vary depending on value rate of opening technologies
(denoted µ), willingness to open up technology (E), input costs to open up technologies (C),
impact coefficient on open synergy effect (λ), decay rate of synergies (δ), marginal return
(π), impact factor of technology opening on total return (θ), revenue sharing rate (α), degree
of technology openness from patent to open source (σ), discount factor for both platforms
(ρ). The relevant symbols are defined in Table 3.

Table 3. Symbols and Description.

Symbol Description

X Patent platform
Y Open-source platform

µX ∈ [0, 1] Value rate of opening up technologies on patent platform
µY ∈ [0, 1] Value rate of opening up technologies on open-source platform
EX(t) ∈ R Willingness to open up technology on patent platform
EY(t) ∈ R Willingness to open up technology on open-source platform
CX(t) ∈ R Input costs for patent platform to open up technologies
CY(t) ∈ R Input costs for open-source platform to open up technologies
λX ∈ [0, 1] Impact coefficient of patent platform on open synergy effect in TinyML technology
λY ∈ [0, 1] Impact coefficient of open-source platform on open synergy effect in TinyML technology
δ ∈ [0, 1] Decay rate of synergies due to technology opening
K(t) ∈ R Synergies from technology opening up at moment t

πX ∈ [0, 1] Marginal return of patent platform
πY ∈ [0, 1] Marginal return of open-source platform
Π(t) ∈ R Total return from technology opening
θ ∈ [0, 1] Impact factor of technology opening up on total return
α ∈ [0, 1] Revenue sharing rate for patent platform

1− α ∈ [0, 1] Revenue sharing rate for open source platform
σ ∈ [0, 1] Degree of technology openness from patent platform to open-source platform
ρ ∈ [0, 1] Discount factor for both platforms

JX ∈ R Long-term profits of patent platform
JY ∈ R Long-term profits of open-source platform

VX(K) ∈ R Benefits from technology opening up on patent platform
VY(K) ∈ R Benefits from technology opening up on open source platform

P(Payoffs): Payoffs of both players in differential games are measured in terms of their
total return from respective strategies. For simplicity, we model interactions by providing
a payoffs matrix (Table 4) under three differential game models: noncooperative game,
Stackelberg leader–follower game, and cooperative game. The process of equilibrating the
games based on HJB equations is given sequentially in Section 3.3.

Table 4. Payoffs under Differential Games.

Payoffs for Patent Platform Payoffs for Open-Source Platform

Noncooperative game V∗X (10) V∗Y (11)
Stackelberg leader–follower game V∗∗X (17) V∗∗Y (18)

Cooperative game V∗∗∗X (23) V∗∗∗Y (24)

Note: This is a matrix for preview model interactions by both players. Process of equilibrating the games based
on HJB equations is given sequentially in Section 3.3.
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I(Information):
The patent platform is denoted by X. The value rate of open green AI technology is µx.

The willingness to open is a time-varying function EX(t). The input cost by patent platform
is denoted as Equation (1).

CX(t) =
µX
2
[EX(t)]

2 (1)

The open-source platform is denoted by Y. The value rate of open green AI technology
is µY. The willingness to open is a time-varying function EY(t). The input cost by open-
source platform is denoted as Equation (2).

CY(t) =
µY
2
[EY(t)]

2 (2)

Innovation and technology accumulation of green AI technologies in patent and open-
source platforms have a positive incentive effect on technology opening, generating a
synergistic effect of technology opening [97], enhancing innovation efficiency of smart
green technology industry, and strengthening the policy effect of climate [34].

The synergy effect [98] is a time-varying function [99]. The rate of decay [100] describes
decay of synergistic utility over time, given that other variables are equal. λX is the influence
coefficient, which describes the open synergy effect of the patent platform on TinyML green
technology. λY is the influence coefficient, which describes the open synergy effect of the
open-source platform on TinyML green technology. δ represents the decay rate of synergies
from technology opening. The synergistic effect of technology opening up at time t is
denoted as K(t). TinyML’s patent and open-source differential equations for generating
synergies are as follows:

∂

∂t
K(t) = λXEX(t) + λYEY(t)− δK(t) (3)

The impact factor of technology openness on total return is denoted as θ. The marginal
returns of patent and open-source platforms are πX and πY, respectively. Π(t) is the total
return of technology openness in the following equation [101].

Π(t) = πXEX(t) + πYEY(t) + θK(t) (4)

The total returns of technology opening are shared between platforms based on rules
and mechanisms. The revenue share rate of the patent platform is denoted as α ∈ (0, 1).
The revenue share of the open-source platform is 1− α. Platforms incentivize each other to
open up technology. The incentive level is denoted as σ ∈ [0, 1] for the patent platform
and 1− σ for the open-source platform. The discount factor is assumed to be positive for
both platforms and is denoted as ρ.

Long-term profit functions for two platforms are expressed as follows.

{
JX =

∫ ∞
0 e−ρt[αΠ(t)− CX(t)− σCY(t)]dt

JY =
∫ ∞

0 e−ρt[(1− α)Π(t)− (1− σ)CY(t)]dt
(5)

Symbols used in this section and meanings are listed in Table 3.
The following subsections discuss the results of the two platforms in three game

scenarios: noncooperative game, Stackelberg leader–follower game, and cooperative game.

3.3. Game Model
3.3.1. Noncooperative Game

The noncooperative game is the one in which each player has its own interests and
goals, and where players do not necessarily need to cooperate with each other to achieve
each optimal interest. The patent platform and open-source platform were first regarded as
a noncooperative game. Micro and small participants in the patent platform own patented
technologies and license or trade them to gain financial benefits. In the open-source
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platform, developers use and share source codes for free. The open environment creates
higher visibility and a greater social effect. Everyone can contribute knowledge and skills,
and communicate and collaborate across communities.

In the noncooperative game of the patent and open-source platforms, players make
their own decisions and actions to achieve their own optimal interests. In the gaming
process, the Nash equilibrium allows us to understand the relationship between cooperation
and competition and to find equilibriums.

In the noncooperative game, platforms aim to maximize respective profits and benefits
from each technology opening and are a function of synergistic effects, denoted as VX(K)
and VY(K), respectively, and satisfy the HJB equation.

ρVX(K) = max
EX≥0

[
αΠ(t)− CX(t) + VX

′(k)
∂

∂t
K(t)

]
(6)

ρVY(K) = max
EY≥0

[
(1− α)Π(t)− CY(t) + VY

′(k)
∂

∂t
K(t)

]
(7)

By solving the HJB equation, we obtain optimal willingness of each platform to open
up its technology and optimal total revenue of each.

E∗X =
α(πX(ρ + δ) + θλX)

µX(ρ + δ)
(8)

E∗Y =
(1− α)(πY(ρ + δ) + θλY)

µY(ρ + δ)
(9)

V∗X(K) =
αθ

ρ + δ
K +

α2µX
2ρ

(E∗X)
2 +

αµY
(1− α)ρ

(E∗Y)
2 (10)

V∗Y (K) =
(1− α)θ

ρ + δ
K +

αµX

(1− α)
(E∗X)

2 +
µY
2ρ

(E∗Y)
2 (11)

The optimal total benefit (return) is the sum of V∗X(K) and V∗Y (K).

V∗(K) = V∗X(K) +V∗Y (K)

= θ
ρ+δ K + α(2−α)(πX(ρ+δ)+θλX)

2

2ρµX(ρ+δ)2

+
(1−α2)(πY(ρ+δ)+θλY)

2

2ρµY(ρ+δ)2

(12)

3.3.2. Stackelberg Leader–Follower Game

The Stackelberg leader–follower game is noncooperative game model in which players
are composed of a leader and a subordinate (or follower). The leader makes the first
decision, and the follower makes decisions based on the leader’s decision. The leader
pre-observes the response of the follower and then makes an optimal decision, while the
subordinate needs to follow the leader’s decision to make a response. Thus, the leader has
the advantage of formulating the best strategy, while the subordinate needs to react to the
leader’s strategy to achieve the best response.

There is a relationship between technology sharing and competitiveness, and the
Stackelberg model helps scholars study the impact of technology sharing on strategies
and final market competitiveness [102]. Moreover, part of the Stackelberg game involves
technical open sharing between a patent and an open-source platform. Patent holders
obtain informational and technological advantages by applying for patents and, therefore,
utilize this advantage to formulate optimal strategies. The patent platform effectively
controls market pricing and market entry barriers, thus gaining higher profits. The open-
source platform, on the other hand, needs to respond to the strategies of the patent platform
to maximize resources and technological advantages. The open-source platform utilizes
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free and open attributes to attract developers and users, providing better user experience
and higher-quality products. However, open-source platforms need to comply with patent
and intellectual property regulations, and sometimes attempt to circumvent patents [103].
In addition, open-source platforms need to continually innovate and expand the user base
to maintain competitive advantages.

In practice, both open-source and patent platforms continually adjust their strategies
based on changes in market demand and technological progress. In the Stackelberg leader–
follower game, the patent platform acts as leader, while the open-source platform acts as
subordinate. Both parties need to continually evaluate market demand and technological
trends and formulate corresponding strategies to gain maximum benefits. Assume the de-
gree of technology openness of the patent platform to the open-source platform is σ ∈ [0, 1]
and the open-source platform follows the decision based on the level of technologies it
already possesses.

σ represents the degree of technology openness of the patent platform to the open-
source platform. σ takes a value of [0,1], which represents a continuum from no technology
openness at all (σ = 0, no technology is shared) to complete openness (σ = 1, all technolo-
gies are openly shared).

When σ = 0, patent platform does not open any technology to the open-source
platform at all, which means the patent platform completely retains its own technology
secrets and does not share any technology with the open-source platform.

When σ = 1, the patent platform completely opens all technologies to the open-source
platform, which means the patent platform is willing to share all technologies with the
open-source platform and does not keep any secrets of its technologies.

Benefit from technology openness is a function of synergistic effect from technol-
ogy openness, denoted as VX(K) and VY(K), respectively, and satisfies the HJB equation.
Optimal control of the open-source platform as a follower is described in Equation (13).

ρVY(X) = max
EY≥0

[
(1− α)Π(t)− µX

2
(1− σ)E2

Y + VY
′(K)

∂K(t)
∂t

]
(13)

Optimal technology openness intentions for the patent and open-source platforms are
as follows.

E∗∗X =
α[(ρ + δ)πX + θλX ]

(ρ + δ)µX
(14)

E∗∗Y =
(1 + α)[(ρ + δ)πY + θλY]

2µY(ρ + δ)
(15)

Optimal incentive levels for the patent and open-source platforms are as follows.

σ∗∗ =
{ 2α−1

1+α , α ∈ (1/3, 1]
0, α ∈ (0, 1/3]

(16)

Optimal and total returns for the patent and open-source platforms are as follows.

V∗∗X (K) =
αθ

ρ + δ
K +

α2[(ρ + δ)πX + θλX ]
2

2ρµX(ρ + δ)2 +
(1 + α)2[(ρ + δ)πY + θλY]

2

8ρµY(ρ + δ)2 (17)

V∗∗Y (K) =
(1− α)θ

ρ + δ
K +

α(1− α)[(ρ + δ)πX + θλX ]
2

ρµX(ρ + δ)2 +

(
1− α2)[(ρ + δ)πY + θλY]

2

4ρµY(ρ + δ)2 (18)

V∗∗(K) = V∗∗X (K) + V∗∗Y (K) =
θ

ρ + δ
K +

α(1− α/2)[(ρ + δ)πX + θλX ]
2

ρµX(ρ + δ)2 +
1
2
(
3− 2α+ 3α2)[(ρ + δ)πY + θλY]

2

ρµY(ρ + δ)2 (19)
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Using the patent platform as leader, as described above, can be extrapolated to, e.g., a
small patent firm (SPF) or a small open-source firm (SOSF). (1) If the SPF acts as leader, it
seeks patent protection more aggressively to ensure exclusivity and market dominance of its
innovations in order to maintain inflow of economic benefits and operational sustainability.
The SPF adopts more conservative strategies to control the release and sharing of intellectual
property to protect its interests. (2) If the SOSF acts as leader, it should emphasize open-
source innovation and collaboration, and share knowledge and source code with other
developers and researchers. This promotes technological progress and market development
while increasing influence and competitiveness. Open-source developing lends itself to
large-scale collaboration and sharing, thus posing a significant challenge to the SOSF with
limited resources. In brief, small firms tend to face constraints in terms of resources and size
in highly competitive markets. Industrial centrality of innovations, flexibility of innovation,
and diversity of innovation cooperation networks are crucial for becoming a leader. Both
open-source and patent small firms need appropriate strategies based on resources and
goals, and adapt to a competitive environment and market changes.

3.3.3. Cooperative Game

The cooperative game is one in which players make decisions with the goal of maxi-
mizing common interests. Sometimes, all players maximize their gains, while at other times,
one player needs to lose its benefits to maximize collective benefits, thus maximizing sus-
tainability of cooperation. A cooperative game of technology openness is a way to achieve
a mutually beneficial situation through open technology. In the technology openness sce-
nario, various players cooperate through technology sharing and knowledge transfer [104],
i.e., patent platform facilitates exchange data and innovation through open data sharing.
Data providers and users collaborate to achieve appropriate data usage. Patent owners use
the open-source platform to allow more users to use and submit contributions, increasing
the stability and functionality of the technology, as well.

The patent platform and open-source platform allocate total benefits obtained from
the cooperative game of technology opening at a rate of α ∈ [0, 1] for the patent platform
and 1− α for the open-source platform. Revenues as total benefits received by the patent
platform and open-source platform are based on technology openness allocation. When
α = 0, the patent platform receives zero benefits and all benefits are retained in the open-
source platform, which means that the patent platform fully opens up its technology and
is willing to give up its own financial interests for the development of an open-source
community. When α = 1, the open-source platform gains zero benefits and all benefits go
to the patent platform, which means that the patent platform fully retains revenues and
shares no technology with the open-source platform. The value of α can be determined
according to the interests and goals of both parties to the cooperation, and it is an adjustable
parameter that can regulate the distribution of benefits in the cooperation agreement.

Benefits of technology opening for both players are denoted as VX(K) and VY(K), and
total benefits are denoted as V(K), and both satisfy the HJB equation.

ρV(K) = max
EX≥0,EY≥0

[
Π(t)− µX

2
E2

X −
µY
2

E2
Y + V′(K)

∂

∂t
K(t)

]
(20)

Open intentions for the patent and open-source platforms are as follows.

E∗∗∗X =
(ρ + δ)πX + θλX

(ρ + δ)µX
(21)

E∗∗∗Y =
(ρ + δ)πY + θλY

(ρ + δ)µY
(22)
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Optimal returns and optimal total return from open technology for both players are
as follows.

V∗∗∗X =
αθ

ρ + δ
K +

α[(ρ + δ)πX + θλX ]
2

2ρµX(ρ + δ)2 +
α[(ρ + δ)πX + θλY]

2

2ρµY(ρ + δ)2 (23)

V∗∗∗Y =
(1− α)θ

ρ + δ
K +

(1− α)[(ρ + δ)πX + θλX ]
2

2ρµX(ρ + δ)2 +
(1− α)[(ρ + δ)πX + θλY]

2

2ρµY(ρ + δ)2 (24)

V∗∗∗ =
θ

ρ + δ
K +

[(ρ + δ)πY]
2

2ρµX(ρ + δ)2 +
[(ρ + δ)πY + θλY]

2

2ρµY(ρ + δ)2 (25)

The cooperative game on technology open scenarios is an important method of co-
operation between enterprises, which promotes technological innovation and market
competitiveness. Through the cooperative game of technology openness, enterprises mutu-
ally promote each other, develop together, and form a strong joint competitiveness, and
also make positive contributions to the industry. The following section discusses the nonco-
operative game, Stackelberg leader–follower game, and cooperative game between patent
and open source.

4. Discussion
4.1. Results Analysis

A numerical example is provided based on definitional and value domains in Table 1
in Section 3.2, by randomly selecting values for these variables and parameters:

α = 0.4, θ = 0.3, δ = 0.2, ρ = 0.2, µX = 0.3, µY = 0.4, λX = 0.2, λY = 0.3, πX = 0.5,
πY = 0.6, and K(t = 0) = 2, outcomes on willingness to open up technology (denoted E)
for both players separately are obtained as E∗X ≈ 0.8667 ≤ E∗∗X ≈ 0.8667 < E∗∗∗X ≈ 2.1667,
and E∗Y ≈ 1.2375 < E∗∗Y ≈ 1.4438 < E∗∗∗Y ≈ 2.0625. It can be seen that the willingness to
open up of both players increases progressively under the three types of games.

Further, benefits from technology opening (denoted V) for both players separately are
obtained as V∗X ≈ 3.20521 < V∗∗X ≈ 3.24775 < V∗∗∗X ≈ 3.7099, and
V∗Y ≈ 4.12141 < V∗∗Y ≈ 4.37664 > V∗∗∗Y ≈ 4.29734. It can be seen that the benefit of
the patent platform is strictly partial order with Pareto improvement under three games.
Benefits of the open-source platform are not strictly partial order, and the open-source
platform has the highest benefit (denoted V∗∗Y ) as the follower role under the Stackelberg
leader-follower game.

In addition, from patent and open-source platforms’ synergistic view, the total benefit
(return) denoted as V is obtained as V∗ ≈ 7.32661 < V∗∗ ≈ 7.62439 < V∗∗∗ ≈ 8.00724,
which is strictly partial order with Pareto improvement.

The results and numerical data above show that the total benefits of both platforms are
Pareto improvement under the three games and having Pareto optimality under synergy
(Figure 4). The platform’s intention to cooperate under the Stackelberg leader–follower
game increases with the level of incentive for technology openness input, which is related
to the design of the incentive mechanism. Both parties have a higher willingness to open
up technology under the cooperative game than under the noncooperative game. Attitudes
and behaviors towards technology openness are not stable but can be influenced by various
factors. Intention to open up technology is higher under the cooperative game than the
noncooperative game, which indicates that mutual collaboration and exchange tend to
foster innovation, resulting in better technology and higher returns [105]. Therefore, when
making technology opening decisions, companies should take these influencing factors
into account, combine them with the actual situation, and make a more effective technology
opening strategy to achieve better competitive advantage and business returns.
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(1) In the noncooperative game, in addition to considering changes in the willingness
to open up technology, it is also necessary to consider the conflict of interest and
incentives for noncooperation of the parties, including the effects of competition
and uncertainty in the external market, resource allocation, and risk taking [106].
Strategies that can reduce incentives for noncooperation and conflicts of interest are
formulated to achieve a better competitive advantage.

(2) In the Stackelberg leader–follower game, in addition to the level of incentives for
technology openness, it is also necessary to analyze how much influence and control
the leader has over the follower, as well as how much the follower trusts the leader
and how receptive they are to technology openness decisions [107]. As mentioned in
Section 3.3.2, role swapping between leader and follower is also an aspect worth inves-
tigating, i.e., when open-source platforms have sufficient core technology resources,
the follower becomes the leader and has a dominant influence on the technology open-
ing of the industry cluster [108]. Open-source platforms need to invest resources and
incentives in order to encourage more developers and enterprises to join in technology
sharing and innovation [109]. Meanwhile, the design of incentives for open-source
platforms also needs to take into account the specificity and needs of the industry to
establish a more flexible and effective mechanism for technological innovation [110].
Therefore, exploring the influence of power structure and role transformation on the
willingness of technology openness in the Stackelberg leader–follower game is of
great significance for enterprises when formulating technology openness strategies.

(3) In the cooperative game, strong willingness to open up technology and synergy
between patent and open source has a boosting effect on innovation and returns.
Sharing can bring mutual trust and cooperation, which leads to a greater market share
and improved market competitiveness [111]. In the cooperative game, both players
have higher trust and willingness to cooperate, which provides a more positive
environment for technology opening. In addition, cooperation can also provide
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more sharing of resources and expertise, which further promotes the development
and innovation of technology [112]. Therefore, when enterprises make decisions on
technology opening, they can consider establishing a stable cooperative game model
through partnership, cooperative research and development, or technology sharing in
order to achieve better results of technology opening [113].

The analysis above is insightful. Firms and policymakers should recognize the benefits
of technology sharing and synergy in green AI industry. Firms should promote technology
openness and incentivize collaboration while also protecting their own intellectual property
rights. Policymakers should develop flexible laws and policies that encourage technology
sharing and innovation while also promoting industrial upgrading and economic growth.
Additionally, enterprises should strive for balance and caution in technology openness
to protect their core technologies while engaging in healthy competition and collabora-
tion with others. By adopting synergy, the TinyML-based green AI industry can achieve
sustainable development and competitive advantages.

4.2. Synergistic Approach

Current climate and environmental governance policies should seek to actively engage
with both patent and open-source areas of TinyML, promoting technology openness and
innovative synergies between platforms. The following approaches are suggested.

(1) Promote the collaborative development of proprietary and open-source TinyML
for climate and environmental governance goals. Use patent and open source together to
develop TinyML components. This approach combines the advantages of patent and open
source to ensure that TinyML development aligns with climate and environmental goals
while remaining competitive and adaptable. Open patenting, a model that emphasizes
knowledge sharing and collaboration, allows for technology sharing and licensing, fostering
innovation and industrial progress [114]. Open patents can be a collective intelligence
solution to drive technological innovation and adoption.

Under TinyML’s climate and environmental governance objectives, open patents and
open source can play a synergistic role in promoting the collaborative development of
proprietary and open-source technologies [115].

In terms of open patent usage, proprietary technology companies can open up some of
their patents to allow the open-source community to use them in their own projects, which
can allow the open-source community to gain access to the application and technology
experience of proprietary technology companies and build on it for better innovation.

In terms of building open-source frameworks, know-how companies can release their
own products based on open-source frameworks, i.e., the open-source community, which
can allow more developers to participate in the development of that product and ultimately
create more solutions.

In terms of promoting co-development: proprietary technology companies and open-
source communities can work together to develop new TinyML applications and share
technology through open source, promoting continuous innovation in technology while
learning from each other’s experiences.

In terms of establishing a technology sharing platform, know-how companies can
provide effective support for the open-source community in terms of know-how through a
technology sharing platform with a focus on exchanging technology and reaching consen-
sus on sharing technology experience, intellectual property, and patents, thereby creating
more business opportunities.

(2) Foster co-promotion of proprietary and open-source TinyML under climate and
environmental governance objectives. Proprietary and open-source platforms can work
together to promote the use of TinyML technology. Patent and open-source platforms
can collaborate to promote the use of TinyML technology. Open-source platforms can
raise awareness and popularity by involving more developers in open-source hardware
and software. Proprietary technologies can be applied to a wider range of fields through
licensing agreements [116]. Collaboration among enterprises, organizations, and industry
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groups can drive the development and application of TinyML technology in various
sectors like smart agriculture and environmental protection. Strengthening the open-source
community can enhance the dissemination and promotion of open-source technology.
Active participation in policy and standard formulation can further enhance the role of
TinyML technology in environmental governance and protection. Leveraging media,
conferences, and forums can increase public awareness and understanding, promoting
the development and application of TinyML technology in environmental governance
and protection.

(3) Facilitate cross-fertilization of proprietary and open-source TinyML in the context
of climate and environmental governance objectives. Patent and open-source technologies
can collaborate to enhance the quality and efficiency of TinyML technology [117]. Open
innovation can enable the joint development of new applications, allowing for knowledge
exchange and improvement of technical expertise and effectiveness. Technical exchanges
through conferences and forums can facilitate sharing of experiences and cases to advance
TinyML. Establishing a talent training system can provide excellent professionals for both
the open-source community and proprietary technology enterprises, promoting technology
development and application. Collaboration in standardization efforts can better promote
and implement TinyML standards. Creating a sharing platform for small, low-cost, and
low-power TinyML devices can enable practitioners to share their experiences and learn
from each other, enhancing the overall effectiveness of the technology.

In summary, promoting the mutual learning of proprietary and open-source TinyML
in the context of climate and environmental governance objectives requires the open-
source community and proprietary technology companies to work together to promote
technology development and application, and to make a concerted effort in open innovation,
technology exchange, talent training, standardization, and common sharing. In these ways,
patented and open-source technologies can synergize and encourage each other to higher
achievements and better results in the development of TinyML technology [88].

5. Conclusions

TinyML is machine learning based on small machine learning algorithms, low power
consumption, low cost, and small data sets. Compared to conventional machine learning
algorithms, TinyML’s algorithms are designed to run on low-power devices such as IoT,
portable devices, and drones. However, there may be competition between the two models
of TinyML, proprietary and open source, which could be detrimental to the low-power IoT
industry and climate environmental policy. In particular, in terms of patents, if technological
innovation is blocked, then the industry will be stuck with a monopoly of knowledge and
an inability to innovate. Especially in a highly specialized field such as TinyML, whether
patents can be managed properly will directly affect industry costs, market competition,
and the speed of industry innovation. The sustainability of the industry’s development
may also be affected if it relies only on open source.

As open source and patent technologies spread, this double-sided character intensifies.
Which is more critical for green AI, open source or patented innovation roles? Open source
freely discloses source code to the public to boost collaboration and joint improvement. In
contrast, patent protects intellectual property and exclusive ownership. In the context of
green AI, i.e., TinyML, where the focus should be on environmental friendliness, compared
to high-energy consumption and pollution of traditional AI, which means both should
contribute to the development and deployment of green AI solutions. Open-source innova-
tion can foster collaboration and knowledge sharing among researchers and developers,
leading to faster and wider development of AI technologies with environmentally friendly
properties. Through open source, developers can improve on existing solutions, increasing
efficiency and reducing environmental impact. On the other hand, patent innovation can
encourage companies in green AI technological investment. Patents offer the right to
protect inventions and realize innovations, which can drive commercialization and scaling
of green AI solutions. Ultimately, open source and patent strike a balance. Open source can
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drive initial research and development of green AI, while patents can provide companies
with the financial incentives necessary to bring technologies to market at scale. In brief,
while open source and patent are critical in any technological advancement, they should
be balanced with a focus on environmentally friendly use in green AI. A combination of
open-source collaboration and patent protection can drive development and deployment
of sustainable AI solutions that mitigate the effects of climate change.

First, this study makes a marginal contribution to interdisciplinary theories of environ-
mental sustainability and digital innovation which provides a conceptual update of climate
policy with the potential for TinyML-based green AI to balance environment and efficiency;
second, this study contributes by applying differential game theory to evaluate complex
competing synergistic mechanisms by introducing several key variables and parameters
with combining noncooperative, Stackelberg, and cooperative games and expanding to
industrial competitive synergies.

This study’s limitations lie in a relatively novel direction with lag in disclosure of
practice and research. Furthermore, as climate and environmental research is often re-
lated to ethical and sustainability issues, limitations such as data privacy, energy con-
sumption, and environmental protection need to be carefully considered when applying
TinyML technology.
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Abstract: Urban–rural coordination development is a key factor in achieving sustainable development.
The research sample consisted of panel data for 30 provinces in China for the period from 2011 to 2020.
Our aim was to investigate whether and how the digital economy affects coordinated urban–rural
development by using a panel data model, a spatial Durbin model (SDM), and a mediating effects
model. The results indicate that (1) the growth of the digital economy has increased the level of
coordinated urban–rural development directly and indirectly; (2) the coordinated development of
urban and rural areas and the spatial distribution of the digital economy are highly correlated, with
eastern regions generally experiencing a high level of agglomeration and central and western regions
having a low level of agglomeration; (3) the digital economy can promote coordinated urban–rural
development by reducing the income gap between urban and rural areas; and (4) the direct and the
spatial promotion effects of digital economy development on coordinated urban–rural development
appear to be stronger in the eastern region, insignificant in the central region, and to have a significant
direct inhibition, as well as a significant spatial spillover effect, in the western region. This study
provides a reference for China and other developing countries similar to China on how to promote
coordinated urban and rural development in the development process of the digital economy.

Keywords: digital economy; urban–rural dualism; coordinated urban–rural development; urban–rural
income gap; spatial spillover effects

1. Introduction

China’s urban–rural structure has undergone tremendous changes since the mid-1980s,
and since 2003, the government has implemented sustainability policies for coordinated urban–
rural development [1]. China has now achieved its goal of poverty alleviation, and the inequity
between urban and rural development has been dramatically reduced. However, the imbalance
between urban and rural development still exists in some remote regions [2]. Urban-biased
policies and the urban–rural dual system are the primary causes of the urban–rural gap [3].
There are three main representative theories on the development of urban–rural relationships [4]:
the urban–rural connection theory is represented by the urban–rural integration of utopian
socialism and Marxism, the Lewis–Ranis–Fei model represents the urban–rural dual structure,
and the Desakota model and the regional network model represent the urban–rural coordinated
development [5,6]. Fostering urban–rural interdependence is seen as an effort to support
sustainable urban–rural and regional growth [7,8].

With the development of next-generation technologies such as mobile internet, cloud
computing, big data, the Internet of Things, blockchain, and artificial intelligence, China’s
economy is driven toward high-quality development by the broad and rapidly expanding
digital economy. According to the “White Paper on China’s Digital Economy Growth”,
published by the China Academy of Information and Communication Technology (CAICT)
in 2022, the Chinese government is committed to fostering the expansion of its digital econ-
omy. Since 2012, the Chinese digital economy’s average annual growth rate has been 15.9%,
significantly higher than the average annual growth rate of China’s GDP over the same
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period. In 2021, the digital economy reached CNY 45.5 trillion, representing a nominal gain
of 16.2% annually. The widespread use of digital technologies has triggered an economic
revolution and brought new ways of practising production, and the digitisation of eco-
nomic systems is becoming increasingly important. From the point of view of technological
progress, digitalisation causes economic activities to have increasing marginal returns,
breaking the law of decreasing returns for each additional unit of a factor input after the
input of that factor reaches a critical point in the industrial economy. From the perspective
of production organisation, digitalisation can significantly reduce transaction costs. The
transparency of the network and the openness of information in the digital era have greatly
reduced the marginal costs of market transactions; boundaries of enterprises are shrinking,
transactions and cooperation between enterprises are becoming more frequent, and flat
production organisation forms have emerged, reducing the cost burden of enterprises.
From the perspective of resource allocation, in the digital economy, the problem of market
failure is alleviated to a certain extent, and the role of market regulation is enhanced. From
the perspective of the division of labour, the antagonism between urban and rural relations
is diminishing. With the proliferation of information and communication technologies, the
high-value-added segments of the industrial chain, such as research, development, and
sales, are gradually moving closer to technology-intensive cities, while the low-value-added
segments, such as production and processing, are moving to labour-intensive townships.
In this process, cities and townships brought into play their comparative advantages and
deepened their collaborative relationship, changing the dichotomy between the urban
economy of industrial production and the agricultural economy of smallholder production
and forming a new pattern of mutually beneficial and complementary urban–rural division
of labour [9]. The growth of the digital economy will have a profound impact on reshaping
the new urban–rural relationship, achieving balanced development in urban and rural
areas and changing the pattern of income distribution between urban and rural areas [10].
Therefore, the attention of numerous scholars has been drawn to how to effectively pro-
mote coordinated urban–rural development with digital economic growth. Most scholars
study the impact of the digital economy on coordinated urban–rural development from the
perspective of the gap between urban–rural income and consumption. Some scholars have
noted the importance of digitisation in the public sector and that digital public platforms
can provide better and equal access to public services across different sectors, which can
reduce divisions and inequalities between countries, the private and public sectors, and
urban and rural areas [11,12]. However, the academic community has yet to determine
whether the expansion of the digital economy would enable the “digital dividend” and thus
promote coordinated urban–rural development or whether it would worsen the “digital
divide” and, in that way, inhibit coordinated urban–rural development [13]; their findings
are still highly controversial.

The following are possible contributions of this study: (1) the impact of the digital
economy on the coordinated development of urban and rural areas and its mechanism of
action are explored from the perspective of narrowing the urban–rural gap in the context of
the rural revitalisation strategy; (2) China’s innovative evaluation index system of digital
economy level is constructed from four dimensions: digital economy infrastructure (DIS)
support, digital economy innovation and entrepreneurship (DIE) level, digital talent pool
(DTP), and digital technology services (DTS); and (3) the impact of the digital economy
on coordinated urban–rural development is examined from the perspective of the spatial
spillover effect, and this examination also combines the direct and the spatial heterogeneity
to further improve and complement the existing research.

The study is arranged as follows. Section 2 is a literature review, Section 3 introduces
the logical mechanism and research hypotheses, Section 4 describes the data and methods,
Section 5 provides the empirical results, Section 6 provides conclusions, and Section 7 provides
policy recommendations and limitations. The research framework is shown in Figure 1.
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2. Literature Review

China’s fast-rising digital economy has recently emerged as the “new engine” of the
economic and social revolution. This has caused the research in this area to exponentially
expand. Most of the relevant literature on the digital economy has observed it from three
different perspectives—theory, mechanism, and realisation. This scope of literature has
brought us a more extensive understanding of how the digital economy affects high-quality
development [14,15], a circular and sustainable economy [16,17], green innovation [18,19],
the transformation and upgrading of industrial structure [20,21], and total factor productiv-
ity [22]. Digitalisation brings opportunities as well as challenges, and digital technologies
have contributed to a shift in household financial models and have required financial
institutions to accelerate the pace of innovation to adapt to the changing environment [23].
Digitalisation has enhanced the international competitiveness of businesses and has had a
positive impact on the economies of countries at all levels of development [24,25]. However,
the digitalisation of the economy has also triggered intense market competition and unfair
practices [26], which require governments to adopt scientific policies to address these issues.
At present, there are primarily three distinct viewpoints when attempting to precisely observe
the digital economy’s influence on the coordinated growth of urban and rural areas.

From the first viewpoint, the sharing aspect of the digital economy can support the
sensible allocation of resources between urban and rural areas, narrowing the income
gap between urban and rural inhabitants and promoting coordinated urban–rural devel-
opment [27]. This viewpoint is supported by the fact that the digital economy directly
decreases the urban–rural gap through the impact it has on market integration [28], as
well as through the modular division of the labour effect. What is more, the agglomera-
tion economy indirectly reduces the urban–rural gap via workforce reallocation and the
agglomeration effect [29]. What has also been stated in the context of this viewpoint is
that even though the digital economy has surpassed its original time and space limitations,
it has still yielded the expansion of employment opportunities [30]. The digital economy’s
spillover effects have generated a significant number of jobs suited for the skill levels of
farmers while parallelly raising their incomes, and, thereby, enhancing the market resource
allocation efficiency. Based on their empirical research, Zhou (2022) came to the conclusion
that [31], with the reform of the household registration system and the construction of
transport infrastructure, the two-way flow of the urban and the rural factors can extend
the optimal allocation effect that the digital economy has on urban and rural incomes and
further promote the development of the digital economy itself.
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From the second viewpoint, digital technology will restrict coordinated urban and
rural development. The “digital divide” between the urban and rural areas can nowadays
be characterised by the vast difference in their digital infrastructure and their populations’
digital literacy. On the one side, the digital industry is more concentrated in the urban areas
where economic activities normally take place due to the digital infrastructure’s higher
quality and its higher level of advancement. On the other side, the average education level
of the rural inhabitants falls behind that of the residents of the urban areas [32,33]. As an
additional point, digital literacy, digital information absorption, and digital knowledge
digestion skills are not particularly strong among rural inhabitants either. It should be
noted as well that Jun (2017) found that digitisation and the information revolution have
not lessened the gap between the rich and the poor as was anticipated [34], but they have
rather resulted in the widening of the urban–rural income gap, recognised via the Matthew
effect. Based on the empirical tests that they have conducted, Yaping (2019) found that [35],
although the Internet’s high efficiency has reduced the cost of searching and acquiring
information, and even though it has increased income levels, due to the disparity in the
farmers’ levels of Internet application, the reduced cost of searching the Internet is not
significant in the rural areas, and this further widens the income gap between the urban
and rural regions.

According to the third viewpoint, the effect of the digital economy on the urban–rural
development gap follows an inverted U-shaped pattern [36]. In other words, the digital
economy has altered the traditional labour market’s growth pattern, and it has further
optimised the structure of income distribution. China’s digital economy is still undergoing
rapid development, while some simple and mechanised jobs have disappeared because
of digital technologies such as artificial intelligence and many low-skilled jobs have been
created, giving low-skilled and middle-skilled workers more employment opportunities
and allowing rural labourers to earn higher wages. This has in turn reduced the urban–rural
wage gap and further decreased the income disparity between them. Looking from a long-term
standpoint, however, further development of the digital economy can lead to the opposite
result in the future [37]. More specifically, the level of knowledge and the technical skills
that will be required in the future will increase together with digital improvement, which
will then leave the low-skilled labourers to face the double risk of losing employment
opportunities due to possibly being substituted by artificial intelligence or their insufficient
levels of digital literacy. Subsequently, this leads to a reduction in employment options for
low-skilled rural labourers and the majority of the farmers who do not meet the job skill
requirements and who will once again find themselves unemployed [38].

In summary, the existing literature has deeply studied the relationship between the
digital economy and coordinated urban–rural development, thus providing a solid founda-
tion for our study. However, there are still shortcomings in terms of the research content
and perspective. First, most of the existing research focuses on the definition and mea-
surement of the digital economy or coordinated urban–rural development, while studies
of the combination of these two concepts are lacking. Second, research on the impact of
the digital economy on coordinated urban–rural development and its mechanisms has yet
to be established and improved. Third, existing research has only examined the regional
heterogeneity of the direct effects of the digital economy on coordinated urban–rural devel-
opment, ignoring the regional heterogeneity of the spatial effects of the digital economy on
coordinated urban–rural development.

To fill the gaps in current studies, we aim to combine the digital economy and coordi-
nated urban–rural development and investigate the influence of the relationship between
them, with the objective of providing empirical support for one of the three different
conclusions mentioned above. Additionally, it is hoped that our research from a spatial
perspective will lead to a different conclusion from that obtained in existing studies. There-
fore, this study uses panel data of 30 Chinese provinces from 2011 to 2020 to systematically
explore the spatial impact, action mechanism, and heterogeneity of the digital economy
impacts on coordinated urban–rural development. This is achieved by constructing a
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spatial Durbin model (SDM) and a mediating effects model and by proposing scientific and
targeted policy recommendations.

3. Theoretical Analysis and Research Hypothesis
3.1. The Direct Effect of the Digital Economy on the Coordination of the Urban and Rural Development

The mechanism by which the digital economy facilitates coordinated urban–rural
development manifests itself in the three following ways.

Firstly, the digital economy significantly improves the farmers’ ability to collect and
access information, lowering their cost of learning and knowledge sharing and thus con-
tributing to the optimisation and the upgrading of rural industries. Put differently, the
digital economy, with its technology, has significantly decreased the economic and social
transaction costs for businesses, individuals, and the public sector by reducing the cost of
information search [39].

Secondly, the digital economy allows rural areas to have equal access to an increasing
quantity of high-quality public service resources. Digital technology is a catalyst not
only for economic transformation but also for social transformation as well. It provides
significant social benefits, particularly in terms of facilitating access to basic services, such
as financial services and education. Furthermore, the digital economy addresses the lack of
traditional service provision in underdeveloped rural areas, and it fosters the coordination
and rapid improvement of the public service levels in both urban and rural areas [40].

Thirdly, the digital economy can increase the rural population’s consumption capacity
and income. The knowledge-sharing characteristics of the digital economy allow it to
maximize resource allocation and efficiency optimisation and offer consumers a greater
product choice and cheaper access to goods of identical quality [41]. When it comes to
the role of the digital economy in agricultural development, digital agriculture can effectively
reduce the wealth gap between urban and rural residents and, at the same time, increase the
farmers’ disposable income, thereby contributing to the improvement of their overall social
welfare level [42]. Taking all of this into consideration, the following hypothesis is proposed:

H1. The growth of the digital economy has had an impact on the increase in the degree of urban and
rural development coordination.

3.2. Digital Economy’s Spatial Spillover Effects on Coordinated Urban–Rural Development

According to the first law of geography, geographical objects or attributes are inter-
related and dependent on one another in terms of their spatial distribution. Analogously,
there is agglomeration, random and regular distribution [43], and spatial spillover and spa-
tial dependence within the digital economy sphere as well. The primary manifestations of
the digital economy’s spillover effects are knowledge spillover and human capital spillover.
When it comes to knowledge spillover, rural areas have surpassed the traditional methods
of acquiring and learning information through education and technical training. Instead,
they now construct digital villages. Using digital technologies, such as the Internet and
augmented virtual reality, farmers can acquire and gain knowledge more quickly and easily
now, and, in that way, they are allowing for a gradual shift in the mentality and cognitive
level of the rural communities.

When it comes to human capital spillover, the development of the digital economy
has resulted in the creation of a substantial number of job opportunities. Farmers have
improved their professional level and their abilities due to the knowledge spillover effect.
They also have the opportunity, through the Internet, to obtain a great amount of informa-
tion concerning the jobs that match their abilities, which has in turn increased the efficiency
of the resource allocation market and facilitated the flow of human capital.

The second manifestation of the spatial dependence of the digital economy’s develop-
ment is the imperfect construction of new digital infrastructure and the spatial disparities
in its distribution [44]. By constructing a virtual space, governments and businesses, as
well as cities and rural areas, can engage in cross-regional cooperation, production, and
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operation with the costs of coordination and management being reduced. Consequently,
this leads to resource sharing and complementary advantages being established between
regions and between cities and rural areas [45]. Previous research has indicated that the
impact of the digital economy on coordinated regional development has a spatial effect [46].
In other words, the development of the digital economy in an area can stimulate the region’s
coordinated regional development and the regional development of the province’s adjacent
regions. What is more, the digital economy has significant spatial spillover effects on the
other elements included in the achievement of coordinated urban–rural development, such
as urban–rural economic integration and rural revitalisation [47,48].

In addition, due to China’s vast size, significant differences in economic resources and
other factors have been found to exist between different regions. The digital economy and
the urban and rural development in each region may exhibit distinctive characteristics,
which then may result in disparate effects of the digital economy on coordinated urban and
rural development in different regions.

Considering the preceding analysis, the following research hypothesis is proposed:

H2. Through the effect of the spatial spillover, the digital economy can boost the level of coordinated
urban–rural development in neighbouring regions.

H3. The impact of the digital economy on coordinated regional development is regionally heterogeneous.

3.3. Mediating Mechanisms for the Effects of the Digital Economy on Coordinated Urban and
Rural Development

The growth of the digital economy has reduced the income gap between urban and
rural residents primarily through the following mechanisms. First, digital technology has
empowered industries, which is conducive to adjusting the structure of the agricultural
industry, extending the industrial, value, and income chains, and thus increasing the income
of rural residents [49]. Second, there is a gap in Internet penetration, digital technology
application, and e-commerce development between urban and rural areas. Most rural
areas can use the “latecomer advantage” to fully implement the digital economy dividend
and to close the income gap with urban residents [50]. Thirdly, the application of the
Internet and big data in agriculture can reduce agricultural production costs, increase
access to information, and promote the coordinated development of the entire industrial
chain (production, processing, and marketing of agricultural products). It can also lead to
the development of services related to agriculture such as recreation and tourism, which can
increase the income levels of rural residents [51]. Fourthly, the development of the digital
economy can create numerous employment opportunities in rural areas, thereby expanding
the employment base and enhancing the employment quality and income levels of locals [52].

H4. Development of the digital economy promotes coordinated urban–rural development by narrow-
ing the income gap between urban and rural areas.

4. Methodology and Design
4.1. Methodology

This study uses a panel data model, a spatial econometric model, and a mediating
effects model to investigate the impact and mechanisms of the digital economy on the
detection of urban–rural coordination.

Firstly, a panel data model is used to verify whether the digital economy has an impact
on coordinated urban–rural development and whether the effect is positive or negative,
thereby providing a basis for subsequent spatial econometric analysis.

Second, a spatial econometric model is used to verify whether there is a spatial
spillover effect of the digital economy on urban–rural coordination and whether the effect
is positive or negative, as well as to further explore the regional heterogeneity of direct and
spatial effects.
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Third, a mediating effects model is used to verify whether the digital economy can
promote coordinated urban–rural development by reducing the urban–rural income gap.

Finally, robustness analysis was conducted using three methods, i.e., 1% tail-shrinking
on the core explanatory variables, replacement of the core variables, and replacement of
the spatial matrix, in order to ensure the reliability and stability of the study results.

4.2. Variable Selection and Description
4.2.1. Measuring the Level of the Coordinated Urban and Rural Development

The coordinated urban–rural development’s spatial distribution by province in China
in 2011 and 2020 is depicted in Figure 2. Currently, the Gini coefficient (Gini) and the
urban–rural binary contrast index (Duci) are seen as the most important indicators of the
coordinated development of urban and rural areas. The Gini coefficient is applicable to the
evaluation of the overall income gap, but it is, at the same time, insensitive to the income
structure differences between urban and rural areas. The urban–rural dichotomy index is
used in explaining and analysing the dichotomous economic structure from the perspective
of the economic development process of transforming an agricultural economy into a
modern industrial economy. It is more suitable for measuring the degree of coordinated
urban–rural development.
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(a) is the level of coordinated urban–rural development in Chinese provinces in 2011, (b) is the level
of coordinated urban–rural development in Chinese provinces in 2020.

In this paper, we integrate the urban–rural dichotomy contrast index and the propor-
tion of one output value into the evaluation index system of the coordinated urban–rural
development level. We also calculate the current final level of coordinated urban–rural de-
velopment using principal component analysis (PCA). The urban–rural dichotomy contrast
index is calculated as shown in the following Equation (1):

Duci = |G1/G − L1/L| (1)
where Duci stands for the rural–urban dichotomy index, G represents the gross regional
production, and G1 represents the non-agricultural sector output (the secondary and
the tertiary sectors). L stands for total employment, and L1 stands for non-agricultural
sector employment.

4.2.2. Measuring the Level of Development of the Digital Economy

There is still no universal agreement on how to measure and evaluate the development
level of the digital economy. Scholars primarily evaluate the state of the digital economy in
terms of Internet development and digital infrastructure and applications [18,53], failing to
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consider the importance of digital talent and innovation in the development of the digital
economy. In this paper, we develop a regional digital economy measurement index system
for China based on four dimensions: (1) digital economy infrastructure support (DIS),
(2) level of digital economy innovation and entrepreneurship (DIE), (3) the digital talent
pool (DTP), and (4) the digital technology services (DTS). Included are the length of optical
fibre cables, the Internet penetration rate, the mobile phone penetration rate, the number
of Internet broadband interfaces, the number of Internet domain names, information
transmission, computer services, fixed asset investment in the software industry, the
number of new enterprises, the attraction of inward investment and venture capital, the
number of patents, and the number of patent applications. Using the entropy method, we
determined the level of the digital economy. The spatial distribution of digital economy
levels by province in China in 2011 and 2020 is shown in Figure 3.
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4.2.3. Measuring the Urban–Rural Income Gap

This study uses the Thiel index to measure the urban–rural income gap. The Theil
index takes population changes into account, and it is more sensitive to the income changes
in both the high- and the low-income groups positioned at the two ends of the dispersion.

4.2.4. Selection of the Control Variables

Based on the selections of the control variables given in the literature [54–57], and
to ensure the reliability of the measurement results, we controlled four variables. The
first one was the people’s livelihood fiscal expenditure, expressed as the proportion of the
expenditure on education, health care, housing, social security, and employment in the
fiscal budget. The second one represented the years of education per capita, expressed
as the average sum of the years of education of the educated population regional groups,
calculated via the method shown in Equation (2). The third one was the level of financial
development, expressed as the ratio of total deposits and loans to GDP. The fourth and
final control variable was the fiscal expenditure on science and technology, expressed as
the proportion of GDP in fiscal science and technology expenditures. Table 1 displays the
names and the abbreviations of the primary variables.

Avsy =

number of elementary schools× 6 + number of junior high schools× 9 +
number of senior high schools× 12 + secondary schools× 12 + specialists

×15 + bachelor′s degrees× 16 + graduate students× 19
total population over 6 years

(2)
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Table 1. Variable selection and description.

Variable Type Variable Name Variable Symbol

Explained variables Level of coordinated urban and rural development Urds

Core explanatory variables Digital economy level Diec

Mediator variables Theil index Urig

Control variables

Financial expenditure on people’s livelihood Fepl
Years of education per capita Avsy

Level of financial development Finance
Fiscal expenditure on science and technology Scte

4.3. Data Sources and Descriptive Statistics

Using panel data from 30 provinces (municipalities directly under the Central Gov-
ernment and autonomous regions) from 2011 to 2020, this paper empirically examines the
impact of China’s digital economy on the coordinated growth of urban and rural areas.
Hong Kong, Macao, Taiwan, and Tibet were omitted from the analysis due to insufficient
and excessively missing data for some regions in those areas. The data regarding the digital
economy and the coordinated development of urban and rural areas are derived from the
“China Statistical Yearbook” published from 2012 to 2021. China’s Digital Economy Innova-
tion and Entrepreneurship Index, published by the Center for Enterprise Research at Peking
University, provides access to variable data, including the number of new enterprises, foreign
investment, venture capital, patents granted, trademark registrations, and software copyright
registrations. The descriptive statistics of the variables are given in Table 2.

Table 2. Descriptive statistics of variables.

Variables Sample Size Average Value Standard
Deviation

Minimum
Value

Maximum
Value

Explained variables Urds 300 0.466 1.474 −0.257 8.723

Explanatory variables Diec 300 0.797 0.758 0.067 4.078

Mediator variables Urig 300 0.093 0.043 0.018 0.227

Control variables

Fepl 300 0.409 0.04 0.281 0.504
Avsy 300 9.452 1.073 7.514 14.185

Finance 300 3.199 1.08 1.568 7.607
Scte 300 0.471 0.262 0.155 1.286

4.4. Model Setting
4.4.1. Panel Data Model

To test the validity of the research hypotheses, we first needed to develop the following
fundamental model for the empirical examination of the direct impact mechanism that the
digital economy has on coordinated urban–rural development:

Urdsi,t = α0 + α1Dieci,t + αcZi,t + µi + δt + εi,t (3)

where i stands for the province code, t is time, Urds represents the level of the coordinated
urban–rural development, Diec is the level of digital economy development, vector Z stands
for a series of the control variables, µ represents the individual fixed effects of provinces
that do not vary over time, δ represents the time fixed effects, and ε stands for the random
disturbance term.

4.4.2. Spatial Econometric Model

Secondly, based on model (3), to discuss the spatial spillover effects of the digital
economy on the coordinated development of urban and rural areas, we have used the SDM,
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the spatial autoregression model (SAR), and the spatial error model (SEM) for testing. The
specific employed models are given below.

Urdsi,t = α0 + ρWUrdsi,t + φ1WDieci,t + α1Dieci,t + φcWZi,t + αcZi,t + µi + δt + εi,t (4)

Urdsi,t = α0 + α1Dieci,t + αcZi,t + εi,t (5)

Urdsi,t = α0 + α1Dieci,t + αcZi,t + ρWUrdsi,t + µi + δt + εi,t (6)
where ρ represents the autoregressive regression coefficient, W is the spatial weight matrix,
and φ1 and φc stand for the spatial interaction terms of the core explanatory and the
control variables, respectively. The connotations of Equations (5) and (6) are consistent with
Equation (4).

4.4.3. Mediating Effect Model

The digital economy can impact coordinated urban–rural development by affecting
the income gap between urban and rural residents. For the empirical analysis, a model of
the mediating effect is developed, as shown in the Equations below:

Mi,t = φ0 + φ1Dieci,t + φcZi,t + µi + δt + εi,t (7)

Urdsi,t = β0 + β1Dieci,t + β2Mi,t + βcZi,t + µi + δt + εi,t (8)
where M represents the mediating variable, indicating the urban–rural income gap (Urig).

4.5. Setting of the Spatial Weighting Matrix

To determine the distance between the provinces, we have utilised the two spatial
weight matrices given below. The Equation (9) is the adjacency matrix, which is relatively
easy to construct. If there is a common boundary between two different provinces, then
the final value is 1; otherwise, it is 0. The Equation (10) is the economic distance matrix,
which represents the difference in the level of economic development between provinces,
expressed as the absolute value of the subtraction of each province’s GDP. These two
weighting matrices are set as follows:

Wij =

{
1 Area i is adjacent to area j
0 Area i is not adjacent to area j

(9)

Wij =

{
1/
∣∣Gpi −Gpj

∣∣ i 6= j
0 i = j

(10)

Gpi and Gpj represent the difference in economic income (GDP) between province
i and province j, respectively, and the other symbols have the same connotation as in
Equation (4).

5. Empirical Testing and Analysis
5.1. Baseline Regression Analysis

Table 3 displays the effects of the digital economy on the coordinated development of
urban and rural areas in each region. The findings of the Hausman test suggest that a fixed-
effects model is preferable to a random-effects model. In light of this, the fixed-effects model
was also utilised to estimate the parameters of this study. Model (1) displays the baseline
regression results without the inclusion of control variables, while models (2) through
(5) display the baseline regression results with the increasing inclusion of control factors.
The estimated coefficient of the digital economy development level (Diec) on the urban–rural
coordination development level (Urds) was found to be significantly more positive with or
without the inclusion of the control variables, while the size of the decidable coefficient R2

remains largely consistent. This suggests that, as the digital economy develops, the level of
urban–rural coordination development in each region increases too. These results support H1.
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Table 3. Baseline regression results.

Variables (1) (2) (3) (4) (5)

Diec 0.309 *** 0.311 *** 0.292 *** 0.293 *** 0.333 ***
(0.085) (0.086) (0.082) (0.082) (0.089)

Fepl −0.319 −0.404 −0.432 −0.903
(1.337) (1.280) (1.286) (1.341)

Avsy 0.532 *** 0.538 *** 0.530 ***
(0.108) (0.109) (0.110)

Finance 0.026 0.012
(0.088) (0.089)

Scte −0.323
(0.264)

Year YES YES YES YES YES
Province YES YES YES YES YES

N 300 300 300 300 300
R2 0.933 0.933 0.934 0.939 0.939

Note: *** mean significant at the 1%, with standard errors in brackets.

5.2. Spatial Correlation Analysis
5.2.1. Global Spatial Correlation Analysis

The spatial analysis requires the existence of a spatial correlation between the research
variables. Primarily, Moran’s I index and the Geary index are utilised to determine whether
a spatial correlation exists. In this study, Moran’s I index was used to analyse the spatial
association between the digital economy (Diec) level and the level of urban–rural develop-
ment coordination (Urds). Table 4 displays the results of this experiment. Moran’s I index
of the digital economy and the coordinated urban–rural development were considered
positive at the 1% level, and the two exhibit spatial clustering phenomena, satisfying the
requirements for spatial model analysis.

Table 4. Global Moran Index.

Year
Urds Diec

Moran’s I Z Value Moran’s I Z Value

2011 0.333 *** 5.029 0.226 *** 3.303
2012 0.331 *** 5.024 0.231 *** 3.212
2013 0.329 *** 5.012 0.165 * 2.363
2014 0.328 *** 4.999 0.161 * 2.361
2015 0.329 *** 4.986 0.168 * 2.458
2016 0.327 *** 4.961 0.192 ** 2.716
2017 0.328 *** 4.939 0.218 ** 2.985
2018 0.328 *** 4.909 0.151 * 2.046
2019 0.331 *** 4.829 0.061 1.045
2020 0.324 *** 4.564 0.013 0.517

Note: *, **, *** mean significant at the 5%, 1%, and 0.1% levels.

5.2.2. Local Spatial Correlation Analysis

The local Moran index offers a more precise depiction of the spatial correlation between
the regions, and it also investigates the local spatial aggregation of the explored variables.
In our study, the local Moran index was computed for each year from the sample, under
the adjacency matrix. The results demonstrated a spatial association between the digital
economy (Diec) and coordinated urban–rural growth (Urds). Figures 4 and 5 depict
2011 and 2020 Moran scatter plots for the digital economy and coordinated urban–rural
development, respectively. As depicted in Figure 4, as the digital economy’s level increased,
many provinces fell into the first and third quadrants, with spatial spillover and diffusion
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effects gradually increasing. Most provinces were located in the first and third quadrants
of Figure 5, demonstrating a spatial correlation between coordinated urban and rural
development. We can conclude from the preceding study that there has been a significant
spatial association between the digital economy and urban–rural development.
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5.3. Analysis of the Spatial Econometric Estimation

In this study, we have employed the test idea of Elhorst (2015) [58], but we have also
selected a suitable spatial econometric model using the four steps explained below.

Firstly, the Lagrange multiplier (LM) test results indicated that the choice of either
the SEM or the SAR model was appropriate. Thus, the SDM that included both was to
be selected. Secondly, the likelihood ratio (LR) test results indicated that the original
hypothesis did not hold, indicating that the SDM model could not be degraded to the SAR
model or the SEM model. Finally, the Hausman test results indicated that the choice of the
fixed-effects model was more suitable for the estimation than the random-effects model.
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The estimation results for the spatial Durbin, spatial lag, and the SEM, under the adjacency
matrix, are given in Table 5.

Table 5. Regression results of the spatial model.

(1) (2) (3)
SDM SAR SEM

Diec_Main 0.299 *** 0.260 *** 0.174 **
(0.078) (0.077) (0.078)

Diec_Wx 0.627 ***
(0.165)

Diec_W-Direct 0.371 *** 0.280 ***
(0.087) (0.084)

Diec_W-Indirect 1.061 *** 0.204 **
(0.241) (0.080)

Diec_W-Total 1.432 *** 0.484 ***
(0.298) (0.152)

rho 0.347 *** 0.447 ***
(0.078) (0.070)

lambda 0.441 ***
(0.078)

sigma2_e 0.099 *** 0.111 *** 0.115 ***
(0.008) (0.009) (0.010)

Year YES YES YES
Province YES YES YES

N 300 300 300
R2 0.186 0.341 0.461

Note: **, *** mean significant at the 1%, and 0.1% levels.

To further examine the spatial spillover effects of the digital economy on coordinated
urban–rural development, the effects of the explanatory variables of one region on the
explained variables of the same and other regions were decomposed using the partial
differential interpretation method into direct effects, indirect effects, and total effects [59].
The results are shown in Table 5.

Table 5 displays the results of the fixed-effects spatial models, which reveal that the
signs and the numerical magnitudes of the regression coefficients of the variables in the
SDM, SAR, and SEM models were found to be essentially consistent, with the results being
highly credible. This empirical analysis reveals that all factors of the digital economy have
had a considerable positive impact on the level of coordinated urban–rural development
in neighbouring regions. This then indicates that the digital economy did in fact promote
the level of coordinated urban–rural development in the neighbouring regions through the
spatial spillover effects, thus providing support for H2. As far as explanatory variables go,
the direct effect, indirect effect (the spatial spillover effect), and the total effect of the digital
economy (Diec) all had a significant positive effect, indicating that the digital economy
not only increased the coordinated urban–rural development level in the region but also
improved it in neighbouring regions. This finding offers additional support for H2.

5.4. Further Research: Regional Heterogeneity
5.4.1. Regional Heterogeneity of the Direct Effects

Using the statistical system as well as the classification standards most recently re-
leased by the National Bureau of Statistics as a guide, in this study, we have also divided
China’s 30 provinces (the municipalities directly under the Central Government and the
autonomous regions) into three major regions: the eastern, the central, and the western
regions. The regressions for each region used the SDM to experimentally examine regional
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variability in the digital economy’s direct effects and spatial spillover effects on China’s co-
ordinated growth of urban and rural areas. Table 6 shows that the digital economy positively
influences eastern and central regions’ coordinated urban–rural growth. On the other hand,
a negative coefficient was found for its effect in the western region. In other words, these
results indicate that the digital economy did significantly promote coordinated urban–rural
development in the eastern region and that it did significantly inhibit this development in
the western region, thereby providing support for H3. Due to the small sample size, the
promotion effect in the central region was not found to be statistically significant.

Table 6. Regional heterogeneity test.

(1) (2) (3)
East Middle West

Direct-Diec 0.364 ** 0.046 −0.015 *
(0.150) (0.042) (0.009)

Spatial-Diec 1.462 *** 0.019 0.062 *
(0.306) (0.087) (0.035)

rho 0.438 *** 0.409 *** −0.817 ***
(0.114) (0.137) (0.173)

sigma2_e 0.107 *** 0.002 *** 0.000 ***
(0.015) (0.000) (0.000)

Year YES YES YES
Province YES YES YES

N 110 80 110
R2 0.381 0.354 0.384

Note: *, **, *** mean significant at the 5%, 1%, and 0.1% levels, with standard errors in brackets.

5.4.2. Regional Heterogeneity of the Spatial Effects

If the regional heterogeneity is analysed from the perspective of the direct effects alone,
the results could be biased. Table 6 additionally includes the spatial spillover effects, which
should be employed in further investigations of the regional heterogeneity and the digital
economy, in relation to the coordinated urban–rural development from a spatial spillover
perspective. Table 6 further demonstrates that, at the national level, the spatial spillover effects
of the digital economy on coordinated urban–rural development were significantly positive.

From the combined effects, the digital economy was shown to have a significant
positive effect on the coordinated urban–rural development level in the eastern region
through the direct and spatial spillover effects. In the central region, however, the direct
and the spatial spillover effects of the digital economy on the coordinated urban–rural
development level were not found to be significant, but they rather exhibited a general
tendency to improve it. Finally, in the western region, the direct and the spatial promotion
effects were also not significant, even though they showed a general tendency to increase.
Additionally, in the western region, the direct and the spatial promotion effects of the
digital economy were more pronounced, but they did exhibit two opposing effects: direct
inhibition and spatial promotion.

Possible explanations for the differences between the direct and the spatial spillover
effects include the fact that the spatial spillover effects exhibit different regional trends
due to the factors such as network structure, knowledge gaps and absorptive capacity,
and economic and policy environments. The central and the western regions are still in
the initial development stage of the digital economy due to a lack of digital infrastructure,
digital talents, and other resources, while the eastern regions have developed the digital
economy earlier and consequently have a higher degree of development and aggregation
level than the central regions, allowing them to reap the benefits of the digital economy.
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5.5. The Mediating Effect of the Digital Economy on Coordinated Urban–Rural Development

Following Fritz and MacKinnon’s research (2007) [60], a mechanism analysis was first
conducted to investigate the impact of the digital economy on the income gap between
urban and rural residents. Model (1) in Table 7 shows regression estimates from a fixed-
effects model. The results demonstrate that the digital economy reduces the urban–rural
income gap. This study also employed the mediating effects model to empirically investi-
gate the relationship between digital economy development and coordinated urban–rural
development by examining the income gap between urban and rural areas. Combining
the regression results of models (2) and (3) in Table 7, the estimated coefficients of the core
explanatory variables and the mediating variables were found to be significant at the 1%
level, and therefore, no further Sobel test was required. Furthermore, there is a mediating
effect with the income gap between urban and rural residents (Urig) as the mediating
variable, which supports H4.

Table 7. Mediation effect test.

Variables
(1) (2) (3)

Urig Urds Urds

Diec −0.23 *** 0.371 *** 0.214 ***
(0.003) (0.079) (2.16)

Urig −6.868 ***
(1.421)

Control variables YES YES YES
Year YES YES YES

Province YES YES YES
R2 0.383 0.664 0.688
N 300 300 300

Note: *** mean significant at the 1%, with standard errors in brackets.

5.6. Robustness Tests

To ensure the consistency and stability of the empirical results, we used the following
three methods. The results of applying a 1% tail-shrinking to the core explanatory variables
are shown in model (1) of Table 8, and they represent the firstly employed method. The
second method that was employed included replacing the core explanatory variables and
reconstructing the digital economy level for the regression, in accordance with Tao’s (2020)
research [61], and the regression results of model (2) are presented in Table 8. The third
employed method included the replacement of the spatial weight matrix with an economic
distance matrix. The resulting model (3) is presented in Table 8 as well. The estimation
results of all the models shown in Table 8 indicate that the core explanatory variables are
significantly positive, though with different levels of confidence, except for variations in
the estimated values. This shows that the found empirical results are more robust.

Table 8. Robustness tests.

(1) (2) (3)

Diec 0.352 *** 7.329 *** 0.138 **
(0.078) (1.223) (0.068)

W-Diec 0.544 *** 13.013 *** 0.495 ***

rho 0.330 *** 0.179 ** 0.382 ***
(0.079) (0.083) (0.102)

sigma2_e 0.102 *** 0.410 *** 0.258 ***
(0.008) (0.034) (0.022)

N 300 300 300
R2 0.188 0.179 0.285

Note: **, *** mean significant at the 1%, and 0.1% levels, with standard errors in brackets.
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6. Conclusions

The rapid growth of the digital economy has made it a key factor in the high-quality
development of China’s economy, with digitalisation and artificial intelligence seen as
the future economic development trend. Based on the balanced panel data obtained
for 30 provinces (the municipalities directly under the Central Government and the au-
tonomous regions) in China for the period from 2011 to 2020, this paper deals with the effect
of the digital economy on coordinated urban–rural development, using a combination of
panel fixed-effects models, the mediating effects model, and the SDM. Conclusions that can
be drawn based on the results of our analysis are discussed below.

First, the results of the benchmark regression indicate that the development of the
digital economy has significantly reduced the dual economic structure of urban and rural
areas and that it has fostered the growth of coordinated urban–rural development. Second,
the results of the SDM stipulate that the existence of a significant positive spatial spillover
effect of the digital economy on coordinated urban–rural development is present and that
the found results were still significant under the transformation of the economic distance
matrix. These results are found to be highly robust. Third, the digital economy affects
urban–rural coordinated development by reducing the urban–rural income gap. Fourth,
the results of the heterogeneity test point out that the positive impact of the digital economy
on coordinated urban–rural development is robust as well. Finally, the results of the
heterogeneity test show that the impact of the digital economy on coordinated regional
development is regionally heterogeneous, where the digital economy has a significant
positive effect on urban and rural development in the eastern region, a non-significant
positive effect in the central region, and a significant inhibiting effect in the western region.
In terms of the spatial spillover effects, the digital economy has exhibited a positive spillover
effect on the coordinated development of the urban and rural areas in the eastern region,
whereas it has no promotion effect on the central and western regions. In summary, the
digital economy innovation dividend was found to be significantly higher in the eastern
region than in the central and western regions.

7. Policy Recommendations and Limitations
7.1. Policy Recommendations

In response to these findings, the following policy recommendations are presented:

(1) The simultaneous development of the digital economy in urban and rural areas should
be promoted. Moreover, what should also be promoted is the integrated development
of the urban and rural areas, and the digital economy’s dividends should be fully
released. To further explain, firstly, the application of digital technology in rural areas
needs to be strengthened, parallel with the act of active promotion of the application
of new agricultural development models based on artificial intelligence, the Internet
of Things, big data, and 5G technology. What also needs to be empowered is the
development of digital villages with digital technology. Secondly, what should be
accelerated is the construction of an intelligent agricultural production system, the
integration of agricultural and rural data, the development of the existing agricul-
tural information service platforms, and the enhancement of agricultural information
service capabilities. This should serve to establish modern agriculture in the coun-
tryside with strong and enduring competitive advantages. Thirdly, investment in
the education and training of farmers should be increased, with an emphasis put
on the development of their digital literacy and vocational skills, as farmers’ wages
and incomes are significantly influenced by their level of knowledge and proficiency.
Finally, increasing the knowledge and skills of farmers will narrow the gap between
the labour skill endowment of the urban and the rural workforce. This will thereby
enhance their employment competitiveness and ensure the stability and sustainability
of employment for rural residents.

(2) Given the heterogeneity of the digital economy development between regions, cities,
and rural areas and groups, it seems to be necessary to formulate differentiated and
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hierarchical digital economy development strategies. Firstly, we should promote the
construction of the “East is Digital, West is Digital” and “Broadband China” projects,
as well as the construction and the layout of rural digital infrastructure. Secondly,
the “New Infrastructure” program should increase their investment in rural areas
and thusly gradually improve the digital infrastructure environment and the digital
technology penetration rate in rural areas. In turn, this will reduce the cost of search-
ing and absorbing information in rural areas and additionally narrow the “digital
divide”. What needs to be carried out, thirdly, for the coordinated development of the
urban and rural areas is to stimulate the endogenous momentum of the digital trans-
formation of the traditional industries, promote the stable development of the digital
economy, and further consolidate the dividend effect caused by digital technology. To
do this, the government should play its role of guidance and support, thus leading
the digital transformation of the traditional industries in a reasonable manner, as well
as providing certain financial and tax policy support.

(3) Another segment that asks for action is the full utilisation of the digital economy’s
spatial spillover effect on the coordinated development of the urban and rural areas,
as well as the information radiation-driven effect of the relatively developed digital
economies in the surrounding areas. We should promote the rationalisation of the
layout of the digital economy industry together with the even distribution of digital
resources. We should also direct the spatial concentration of the digital economy to
rural areas, alleviate the contradiction between the resources, the environment, and the
development in rural areas, and, at last, narrow the “digital divide” between the urban
and rural areas. In that way, we would be promoting the coordinated development of
the urban and rural areas. What should be strengthened is cross-regional exchanges
and cooperation, where governments should actively build cross-regional cooperation
platforms, promote and support inter-regional cooperation and exchanges, and, in
that way, create a good environment for cooperation and innovation. Governments
should finally promote the reasonable flow of talents, capital, and other elements
across the regions to be able to build sharing practices of urban and rural resources
and propel the development of underdeveloped rural areas more effectively.

7.2. Limitations and Prospects

This study includes the digital economy and coordinated urban–rural development in
the research framework, examines the impact and mechanism of the digital economy on
coordinated urban–rural development from the perspective of urban–rural income disparity
as well as spatial spillover, and puts forward policy recommendations for promoting
coordinated urban–rural development. However, there are several limitations of the study.

First, there are many factors affecting coordinated urban–rural development, and this
study measures the level of coordinated urban–rural development from the perspective
of economic structure, which may not provide a comprehensive measure of urban and
rural development.

Second, the sample used in this study is based on provincial-level data, which may bias
the results to a certain extent due to the small sample size; using prefectural or county-level
data would be more detailed and accurate.

Finally, this study has only looked at the current coordinated urban–rural development
of the digital economy, and the driving effect of the digital economy on urban–rural
development in the long term may yield different results.

Future studies could use more refined measures of coordinated urban–rural devel-
opment and more detailed data and methods such as dynamic modelling to explore the
long-term effects of the digital economy on urban–rural development.
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Abstract: Global natural and manmade events are exposing the fragility of the tourism industry and
its impact on the global economy. Prior to the COVID-19 pandemic, tourism contributed 10.3% to
the global GDP and employed 333 million people but saw a significant decline due to the pandemic.
Sustainable and smart tourism requires collaboration from all stakeholders and a comprehensive
understanding of global and local issues to drive responsible and innovative growth in the sector.
This paper presents an approach for leveraging big data and deep learning to discover holistic,
multi-perspective (e.g., local, cultural, national, and international), and objective information on a
subject. Specifically, we develop a machine learning pipeline to extract parameters from the academic
literature and public opinions on Twitter, providing a unique and comprehensive view of the industry
from both academic and public perspectives. The academic-view dataset was created from the
Scopus database and contains 156,759 research articles from 2000 to 2022, which were modelled to
identify 33 distinct parameters in 4 categories: Tourism Types, Planning, Challenges, and Media and
Technologies. A Twitter dataset of 485,813 tweets was collected over 18 months from March 2021 to
August 2022 to showcase the public perception of tourism in Saudi Arabia, which was modelled to
reveal 13 parameters categorized into two broader sets: Tourist Attractions and Tourism Services.
The paper also presents a comprehensive knowledge structure and literature review of the tourism
sector based on over 250 research articles. Discovering system parameters are required to embed
autonomous capabilities in systems and for decision-making and problem-solving during system
design and operations. The work presented in this paper has significant theoretical and practical
implications in that it improves AI-based information discovery by extending the use of scientific
literature, Twitter, and other sources for autonomous, holistic, dynamic optimizations of systems,
promoting novel research in the tourism sector and contributing to the development of smart and
sustainable societies.

Keywords: smart tourism; sustainable tourism; natural language processing (NLP); big data analytics;
deep learning; machine learning; unsupervised learning; Bidirectional Encoder Representations from
Transformers (BERT); literature review; smart societies

1. Introduction

Smart tourism [1,2] has developed as a sector of the smart societies concept [3,4],
which integrates traditional tourism practices with the use of smart technologies to offer
transformative and tailored solutions for the specific needs and requirements of travelers.
However, the exploitative practices of capitalist approaches have had a detrimental effect
on social, environmental, and economic sustainability. In response, sustainable tourism has
emerged as an alternative approach that seeks to enhance both the tourism experience and
promote longer-term sustainability [5–10].
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1.1. Tourism in the Global Economy

Prior to COVID-19 (2019), the tourism sector, which was nearly three times larger than
agriculture [11], amounted to 10.3% of the world’s GDP, approximately USD 9.6 trillion [12].
In 2019, international visitors spent approximately USD 1.8 trillion, which represented
6.8% of total exports. In the same year, the sector accounted for one-quarter of all new jobs
created globally and made up 10.3% of all jobs totaling 333 million [12].

COVID-19 severely impacted the tourism sector, reducing its contributions to the
global GDP by nearly half in 2020, and subsequently recovering slowly in 2021 to a total
global GDP contribution of USD 5.8 trillion [13]. In 2020, 62 million jobs were lost in the
tourism sector, and the spending by domestic and international visitors declined by nearly
50% and 70%, respectively [12].

1.2. A Case Study on Tourism in Saudi Arabia: Diversification of Oil-Based Economy

For Saudi Arabia, in 2019, prior to COVID-19, travel and tourism amounted to 9.7% of
the total national GDP, equaling 77.8 billion USD (see “Saudi Arabia 2022 Annual Research:
Key highlights” at [12]). The sector contributed 1.58 million jobs, making up a 12.2% share
of national jobs. The spending by domestic and international visitors in Saudi Arabia was
16.6 billion USD and 29.9 billion USD (10.4 percent of total exports), respectively.

There was a significant drop in all these economic figures due to the pandemic in
Saudi Arabia. The 2021 economic figures for travel and tourism are as follows. The tourism
sector was 6.5% (down from 9.7%) of the total national GDP, equaling 51.5 billion USD,
and contributed 1.3 million jobs, making up a 10% share of national jobs. The spending by
domestic and international visitors in Saudi Arabia was 16.2 billion USD and 6.1 billion
USD (2.3% of total exports), respectively. The relatively low decline in domestic spending
across the pandemic time is because a large part of local tourism is based on rural, natural,
or religious sites and activities. Moreover, the restrictions on international travel and
tourism were compensated by domestic travel. These economic figures for Saudi Arabia
and other countries can be found in [12].

These numbers clearly show the vulnerability of the tourism sector and the national
and global economies.

It is high time for new investors and other stakeholders in the tourism sector in Saudi
Arabia, explained as follows. The Saudi economy has been heavily dependent on the oil
industry. Saudi Arabia’s vast oil reserves and position as the world’s largest exporter of
oil give it significant economic leverage in the global market. Its role in OPEC and close
economic relationships with major oil-consuming countries allow it to influence the price
and stability of the oil, making it a key player in the global geoeconomics of oil.

Saudi Arabia is diversifying its economy to reduce its reliance on oil, create new job
opportunities, attract foreign investment, and prepare for the future in order to provide
more stability, be more attractive to investors, and ensure its long-term prosperity. For
instance, Saudi Arabia is investing in renewable energy as part of its efforts to diversify its
energy mix and reduce reliance on oil. The goal is to produce 50% of the nation’s electricity
from clean energy sources by 2030, and the country has made significant progress in the
development of solar and wind energy. It is also exploring other forms of renewable
energy, such as geothermal and tidal energy, and has established initiatives and programs
to support the development of renewables.

Tourism is an important target sector in Saudi Arabia’s efforts to diversify its econ-
omy [14]. It is expected that the tourism sector will become the white oil, i.e., a major source
of revenue for Saudi Arabia, similar to how (black) oil has traditionally been a major con-
tributor to the country’s economy [15]. Saudi Arabia, which is located in the Middle East,
is a country known for its rich cultural history and significant religious sites such as Mecca
and Medina. The government has been working to develop the country’s tourism industry
in recent years, with a focus on both domestic and international tourism. To support this
growth, the government has implemented initiatives, for instance, the development of new
infrastructure, such as hotels and airports, and the promotion of the country as a desti-
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nation for events, conferences, and other business activities. There are opportunities for
growth in various areas of tourism, including cultural and religious tourism, adventure and
nature-based tourism, business and conference tourism, and medical tourism. In addition,
Saudi Arabia is home to a number of cultural and natural attractions, including museums,
galleries, the Asir National Park, and the Al-Hasa Oasis. Its cities, including Riyadh and
Jeddah, are also popular tourist destinations. The planned city of NEOM is being developed
as a hub for advanced technology and innovation, and there are several other planned
tourism developments in Saudi Arabia, including Qiddiyah, Amaala, Trojena, Oxagon, The
Line, Sindalah, and the Red Sea Project. Some of these are connected to NEOM city [16].

As Saudi Arabia and other Gulf countries compete in the tourism industry, they each
offer unique cultural and natural attractions, modern infrastructure and facilities, and a
convenient location for tourists from around the world. All of these recent developments
and factors make researching the tourism sector in Saudi Arabia exciting and lucrative.

1.3. Technologies and Their Impact on Tourism

The tourism industry is being transformed by a number of key technologies, includ-
ing virtual and augmented reality, artificial intelligence, machine and deep learning, the
Internet of Things (IoT), mobile technologies, social media, big data and analytics, and
blockchain. The IoT is expected to positively impact the tourism industry by providing
timely or real-time interactions with tourists in areas such as transportation, attractions,
tours, shopping, and hotels [17]. Artificial intelligence and machine learning are being
employed to improve the customer experience through personalized recommendations and
helping with trip planning, finding the nearest restaurants, suggesting road conditions, and
many other applications for reservations, hotels, transport, and restaurants [18]. Virtual
and augmented reality is being used to create immersive experiences for travelers [19].
Mobile technologies and social media have made it easier for travelers to book trips, find
things to do, and connect with other travelers [20]. Big data and analytics are helping
the industry to understand traveler behavior and preferences [21]. Blockchain has the
potential to revolutionize the way the industry operates by enabling secure, transparent,
and decentralized transactions [22]. These technologies are coming together to provide
innovative capabilities and services including forecasting tourism demand [23], mining
tourist locations, pathways, and travel itineraries [24], the visualization of tourist mobil-
ity activity patterns, identifying tourist congestion zones and tourist routes in specific
areas [25], measuring tourist satisfaction [26], support for decision-making [27], identifying
factors related to tourist satisfaction [28], integration of the Android platform and GPS
services for guiding tourists to their preferred sites [29], augmented reality for historical
tourism using mobile and smart devices [30,31], and more.

These technologies are all playing a significant role in transforming the tourism
industry into smart tourism and shaping the way we travel in the future. Smart tourism [1,2]
has developed as a sector of the smart societies concept [3,4], which integrates traditional
tourism practices with the use of smart technology to offer tailored solutions for the specific
needs and requirements of travelers.

1.4. The Need for Smart, Responsible, and Sustainable Tourism

Tourism is a multi-faceted industry that can bring economic and cultural benefits, but
it can also pose challenges [32–34]. Environmental sustainability is a major concern, as the
growth of tourism can put a strain on natural resources and ecosystems and contribute to
climate change [35]. Overcrowding and over-tourism can lead to social and environmental
impacts and overburden local infrastructure [36–40]. The economic impact can be positive,
but can also lead to disruption and inequality [41]. Cultural sensitivity is also important
as the influx of tourists can lead to cultural tension [37]. Health and safety risks, such as
the spread of disease, crimes, and natural disasters, are also a concern [38,42]. Geopolitical
dynamics and wars are also worsening the situation [43,44]. Many innovative and radical
technologies are emerging frequently [45,46] while the existing technologies are evolving
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at a fast pace, and these advancements and dynamics are making unforeseeable impacts
on societies and hence on tourism, its nature, and requirements [30,31,47]. It is important
for all stakeholders, such as governments, businesses, and local communities, to work
together to develop sustainable and responsible tourism practices, a concept being pursued
internationally under the sustainable tourism umbrella [5–10].

A holistic and dynamic (interactive, timely, or real-time) understanding of the sector
and related global, regional, national, and cultural issues is needed to drive innovation
and improvements toward smart and sustainable tourism [42]. Further details about the
research gap can be found in Section 2, and a discussion on the novelty and utilization of
this work can be found in Section 6.

1.5. This Work

This study uses our data-driven approach to model the tourism industry through
the lens of both academics and the general public, using 156,000 research papers and
485,000 tweets. By combining advanced technologies such as deep learning and big
data, we have developed a machine learning pipeline to extract parameters from both
the academic literature and public opinions on Twitter. This approach gives a unique
and comprehensive view of the tourism industry from two differing perspectives. These
perspectives are not isolated and have some impact on each other, but they still have
distinct and significant variations.

The aim of this study is to gain a comprehensive understanding of tourism, drive
future research through cutting-edge technologies, and ultimately develop a theory and
approach for smarter tourism that supports sustainable future societies. The paper presents
a comprehensive knowledge structure and literature review of the tourism sector, drawing
on more than 250 research articles.

The academic-view dataset was constructed using the Scopus database for the pur-
pose of uncovering key elements of academia-oriented tourism. The dataset consisted of
156,759 English language research article abstracts and titles along with their keywords,
covering the period from 2000 to 2022 (precisely 30 July 2022). By analyzing the academic
dataset, we identified 33 distinct parameters relating to tourism and grouped them into
four main categories, viz. Tourism Types, Tourism Planning, Tourism Challenges, and
Media and Technologies.

For a period of 18 months from March 2021 to August 2022, we collected a Twitter
dataset showcasing the public perception of the tourism sector in Saudi Arabia. The dataset
comprised of 485,813 tweets and was limited to the region to focus on local tourism
issues and compare them with international views. Our analysis revealed 13 parameters,
which were then categorized into 2 broader set of parameters, Tourist Attractions and
Tourism Services.

A software tool (see Section 3 for details) was developed for our data-driven approach
to smart tourism, composed of four software modules: Data collection and storage, pre-
processing, modelling and discovery, and validation, reporting, and visualization. The
tool uses pre-trained BERT word-embeddings and UMAP for dimensionality reduction,
HDBSCAN for clustering, and class-based TF-IDF scores to determine the importance of
words in each cluster. The parameters are discovered from clusters and grouped into macro-
parameters based on domain knowledge and are validated using internal and external
methods. Visualization approaches, such as dataset histograms, taxonomies, and similarity
matrices, are used to describe the data and clusters. Python packages such as Seaborn,
Plotly, and Matplotlib were used to construct these visuals.

Figure 1 presents a multi-perspective taxonomy of the tourism sector, generated by
our software tool. This taxonomy offers both academic and public perspectives, providing
a comprehensive understanding of the industry. Additionally, it includes international and
national or cultural (Saudi Arabia) perspectives, highlighting the diversity of the sector. The
academic and international view provides a broad and in-depth analysis, covering 15 types
of tourism, various planning dimensions, major challenges, and the impact of media
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and technology. In contrast, the national and public perspective in Saudi Arabia focuses
on services such as medical insurance and popular tourist attractions, including recent
developments such as the trillion-dollar NEOM smart city, AlUla city, and seasonal festivals.
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Figure 1. A multi-perspective taxonomy of smarter sustainable tourism.

The paper is organized as follows. Section 2 covers the related literature and identifies
research gaps. Section 3 explains the research methodology and design of the proposed
tool. Section 4 examines the parameters identified from an academic (and international)
perspective using Scopus data. Section 5 examines the parameters identified from a public
(and local or national) perspective using Twitter data. Section 6 presents a discussion.
Section 7 concludes and suggests areas for future research.
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2. State-of-the-Art and Research Gap

This section reviews works related to this paper. Our methodology that leverages deep
learning has afforded us to conduct a comprehensive review of research on tourism using
a dataset comprising 156,759 papers from the Scopus database. Additionally, we carried
out an extensive review of research on the use of machine learning and data analytics
in the tourism sector. No work directly linked to our study was found (i.e., a holistic,
multi-perspective parameter discovery of the tourism sector using deep learning and big
data analytics). However, to locate our study within the larger body of works on the use of
machine learning and big data analytics in the tourism sector, we discuss related research
from three fields. Firstly, we review research on the analysis of the academic literature
(i.e., scientometric and bibliometric analysis works) in tourism. This is relevant because
our work is based on the analysis of scientific literature on tourism. Subsequently, we
review research in tourism on the application of artificial intelligence and machine learning
for the analysis of digital and social media including Twitter. This is relevant because we
analyze and extract parameters from Twitter data. Finally, we highlight the research gap in
Section 2.3.

2.1. Data Analytics of Scientific Literature

Bibliometric and scientometric analysis of scientific literature has been used as an
approach to analyze existing research in different areas such as finance [48], construction
industry [49], transportation [50,51], smart homes [52], artificial intelligence [53,54], and
others. Scientists have also employed scientometric analysis in tourism. For instance,
Zach et al. [55] studied technology and innovation in the tourism sector using topic mod-
elling. Loureiro et al. [19] used text mining to investigate augmented and virtual reality
research in the tourism sector. Barrera-Barrera [56] used the LDA (Latent Dirichlet Alloca-
tion) algorithm for text mining research in tourism and hospitality with the aim to provide
recommendations for selecting a suitable journal for submitting manuscripts using as crite-
ria the manuscript topic, the journal scope, and the journal impact factor. Fang et al. [57]
presented a scientometric investigation of the tourism literature with a focus on climate
change using the CiteSpace tool. Chen and Zhou [58] used the CiteSpace tool and sciento-
metric analysis to investigate people’s motivation for travelling. Ribeiro et al. [59], using
the VOSviewer tool, conducted a bibliometric analysis of the tourism literature with a focus
on smart tourism. Baqeri et al. [60] employed scientometric analysis and the VOSviewer to
investigate mining tourism with the aim of acquiring an understanding of the prospects
of environmentally sustainable tourism involving the mining industry. It is clear from the
literature that all the existing works have focused on specific topics in tourism. None of the
works have attempted to use scientometrics to analyze the tourism literature in its broad
sense and develop a comprehensive understanding of the tourism landscape.

2.2. Social Media Analytics

Data from digital and social media including Twitter has been widely used with textual
analytics to study various phenomena and problems in different application domains such
as in healthcare [61,62], disasters [63], smart homes [52], education [64], COVID-19-related
studies [65,66], event detection [67,68], opinion mining about government services [69],
city logistics [70,71], and transportation [51]. Likewise, in the tourism sector, several
works involving textual analysis of Twitter data have been reported. Afzaal et al. [18]
presented a classification of tourist sentiments from data in online reviews with the goal
of extracting and categorizing users’ favorable or negative sentiments about certain as-
pects. Ramanathan et al. [72] reported sentiment analysis of Twitter data with the aim of
understanding tourists’ views about tourism in Oman. Feizollah et al. [73] used Twit-
ter data to investigate people’s discussion topics and sentiments about halal tourism.
Colladon et al. [24] reported a study based on the analysis of social networks and seman-
tics of data from the travel forum TripAdvisor to forecast tourist arrivals in seven cities in
Europe. Hasnat et al. [74] proposed a method using Twitter data for classifying tourists
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and residents and determining the destination preferences of tourists. Obembe et al. [75]
reported sentiment analysis of Twitter data to investigate the influence of social me-
dia and communications between stakeholders on the tourism sector during COVID-19.
Vecchio et al. [1] showed how value can be created from social media data to improve a
tourist destination.

The works that are specific to the analysis of tweets in the Arabic language for research
related to tourism are but a few. Al Sari et al. [76] used Twitter, Snapchat, and Instagram data
to study the performance of different machine learning algorithms for sentiment analysis of
cruise experiences in Saudi Arabia. Alasmari and Abdelhafez [77] used machine learning
to analyze Twitter data to investigate visitor sentiments about tourist destinations in Saudi
Arabia. Al-Smadi et al. [78] reported sentiment analysis of hotel reviews in the Arabic
language. Sayed et al. [79] compared the performance of machine learning algorithms for
sentiment analysis of hotel reviews in Arabic. Al Omari et al. [80] proposed a Logistic
Regression method for sentiment analysis of reviews of hotels, food, and shopping places.

None of the works on social media analytics in English, Arabic, or other languages
have attempted to extract a holistic national understanding of tourism.

2.3. Research Gap and Novelty

The review of the literature we provided above establishes that the current research and
development on smart tourism have primarily focused on investigating specific functions,
activities, or aspects of tourism, such as the analysis of tourist sentiments, experiences,
satisfaction levels, cruise experiences, food and accommodation experiences, travelling
routes, forecasting tourism demand, and others.

While the existing literature is rich in breadth and depth, a comprehensive under-
standing of the tourism landscape is missing that is needed to better design and optimize
the tourism sector, particularly because of the opportunities offered by the emerging tech-
nologies that allow sector-wide and intersystem, holistic optimizations. Moreover, none of
the works on Twitter data analytics in English, Arabic, or other languages have analyzed
tourism in its broad sense to develop a holistic national understanding of the tourism space.

Our work bridges these gaps and is novel due to its aim, design, methods, and results.
None of the earlier works have been aimed at or designed to discover a multi-perspective,
international, and national, holistic landscape of tourism. None of the earlier works have
used a methodology and accordingly developed a tool that uses several cutting-edge deep
learning and big data methods for the analysis, discovery, and visualization of information
and knowledge for policymaking, design, and operations. An outcome of this work is deep
learning-based discovery of information structure and taxonomy, design, and operations
parameters, and a comprehensive review of the tourism sector literature.

3. Methodology and Design

In this section, the methodology and design of our proposed system are described in
detail. The system architecture is displayed in Figure 2, which examines relevant topics
that describe the tourism landscape, its various dimensions, its evolving nature, digital
technologies and smart societies, tourist experiences, and tourism sustainability by using
Scopus research articles. The software architecture is comprised of four components that
will be discussed in the subsequent section. The overview of the system, including the main
algorithm, is discussed in Sections 3.1–3.6, which describe the data collecting technique,
data pre-processing, parameter modelling, parameter discovery and quantitative analysis,
visualization, and validation, respectively.
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3.1. Methodology Overview

Algorithm 1 describes the fundamental steps at a high level of our proposed system.
We performed a specific search query to obtain the data, then saved the results in CSV
format. Then, we loaded the CSV file into the Panda data frame for the pre-processing
step. During pre-processing, redundant articles, unnecessary characters, tokenization,
stop words, and lemmatization are eliminated. Then, we utilized pre-trained BERT word
embedding [81]. The essential part of the BERTopic model is the dimensionality reduction
of the embeddings, therefore, we use UMAP. Subsequently, we applied the clustering
technique using HDBSCAN to cluster the topics into groups of similar embeddings [82],
and we calculate the class-based TF–IDF score to determine the significance of words
within each cluster. In addition, we save the model and allocate each document to a cluster.
Based on our domain expertise, we renamed the clusters as parameters and grouped these
parameters into macro-parameters. The parameters and macro-parameters were thereafter
displayed graphically. In addition, these parameters were validated using both external
and internal validation.

Algorithm 1 BERTopic Algorithm

Input: Scopus SearchQuery
Output: Topics with labeled parameters and visualization
1: CSV_file← DataColletion (Scopus SearchQuery)
2: AbstractPapers_DF← read_CSV (CSV_file)
3: PreProces_AbstractPapers← DataPreprocessing (AbstractPapers_DF)
4: word_embedding← CreateBERT_EmbeddingModel (PreProcess_AbstractPapers)
5: UMAP_Model← DimensionReduction (word_embedding)
6: HDBSCAN_Model← Clustering (UMAP_Model)
7: Caclcaulate_ClassTFIDF← Clustering (HDBSCAN_Model)
8: BERT_Clusters← ClusterRediction (Caclcaulate_ClassTFIDF)
9: Model← LoadModel (BERTopicModel)
10: Parameters← relabeled (BERT_Clusters)
11: figures← Visualization (Parameters)
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3.2. Dataset Collection Method

We utilized two types of data sources. The first one is the Scopus database, which
we used to collect the academic literature, whereas the second data source is Twitter. We
collected the pertinent papers from Scopus, the largest database of abstracts that includes
expanded data and connected academic material from many different disciplines. The
knowledge provided by Scopus helps researchers, librarians, research managers, and
professionals make better decisions, take better actions, and produce better results. As such,
we believe it offers an academic view of smart tourism. Articles might be produced to
describe public perceptions and circumstances, yet these perceptions and expressions could
be called academic because they are viewed and presented by academics. We used Twitter,
a microblogging social media network, to determine the public’s perspective on smart
tourism. Twitter might contain tweets from governments, companies, and other interested
individuals. Tweets from these and other parties might be utilized to understand other
perspectives. We downloaded the Scopus academic literature from the Scopus website,
then we used a CSV file to save them. Moreover, we used Twitter REST API to extract
Arabic tweets then stored them in a CSV file.

3.2.1. Dataset (Scopus)

We collected 156,759 research documents by utilizing the “Tourism” keyword from
five disciplines: Computer Science, Social Science, Environmental Science, Engineering,
Business, and Management and Accounting. We limited our research documents type
to articles, reviews, conference papers, conference reviews, book chapters, and books.
Furthermore, we filtered the publication years as 2000–2022 and selected the English
language. Faulty data such as duplicates and “no abstract available” were removed. The
final data contained 100,244 articles.

Figure 3 illustrates the histogram of the Scopus abstract articles. The x-axis displays
the number of academic research articles, while the y-axis displays the word count for each
research article abstract. We note that many research article abstracts contained 250 words
or more. The maximum number of words in the research abstract is 1500. The average
abstract length of academic research abstracts is approximately182 words. Few research
articles had more than 500 words.

Sustainability 2023, 15, 4166 9 of 65 
 

7: Caclcaulate_ClassTFIDF ← Clustering (HDBSCAN_Model) 

8: BERT_Clusters ← ClusterRediction (Caclcaulate_ClassTFIDF) 

9: Model   ← LoadModel (BERTopicModel) 

10: Parameters ← relabeled (BERT_Clusters) 

11: figures ← Visualization (Parameters) 

3.2. Dataset Collection Method 

We utilized two types of data sources. The first one is the Scopus database, which we 

used to collect the academic literature, whereas the second data source is Twitter. We col-

lected the pertinent papers from Scopus, the largest database of abstracts that includes 

expanded data and connected academic material from many different disciplines. The 

knowledge provided by Scopus helps researchers, librarians, research managers, and pro-

fessionals make better decisions, take better actions, and produce better results. As such, 

we believe it offers an academic view of smart tourism. Articles might be produced to 

describe public perceptions and circumstances, yet these perceptions and expressions 

could be called academic because they are viewed and presented by academics. We used 

Twitter, a microblogging social media network, to determine the public’s perspective on 

smart tourism. Twitter might contain tweets from governments, companies, and other in-

terested individuals. Tweets from these and other parties might be utilized to understand 

other perspectives. We downloaded the Scopus academic literature from the Scopus web-

site, then we used a CSV file to save them. Moreover, we used Twitter REST API to extract 

Arabic tweets then stored them in a CSV file.  

3.2.1. Dataset (Scopus) 

We collected 156,759 research documents by utilizing the “Tourism” keyword from 

five disciplines: Computer Science, Social Science, Environmental Science, Engineering, 

Business, and Management and Accounting. We limited our research documents type to 

articles, reviews, conference papers, conference reviews, book chapters, and books. Fur-

thermore, we filtered the publication years as 2000–2022 and selected the English lan-

guage. Faulty data such as duplicates and “no abstract available” were removed. The final 

data contained 100,244 articles.  

Figure 3 illustrates the histogram of the Scopus abstract articles. The x-axis displays 

the number of academic research articles, while the y-axis displays the word count for 

each research article abstract. We note that many research article abstracts contained 250 

words or more. The maximum number of words in the research abstract is 1500. The av-

erage abstract length of academic research abstracts is approximately 182 words. Few re-

search articles had more than 500 words.  

 

Figure 3. Histogram (Data Source: Scopus). Figure 3. Histogram (Data Source: Scopus).

3.2.2. Dataset (Twitter)

The dataset collection phase used Twitter REST API to extract Arabic tweets. The
Tweepy library and cursor python function were used to fetch tweets. The tweets were
extracted using a search query for the keywords related to tourism, its types, and some
Saudi cites, such as “ �ékAJ
�Ë@” (Tourism), “Q 	®�Ë@” (Travel), “ �éK
Xñª�Ë@ �ékAJ
�Ë@” (Saudi Tourism),

“ �éJ
Ê 	g@YË@ �ékAJ
�Ë@” (Local Tourism), “CªË@” (AlUla), “ÐñJ
 	K” (Neom), and others. Moreover, we
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used several tourism types such as, “ �éJ
	m�'
PA�JË @ �ékAJ
�Ë@” (Historical Tourism), “ �éJ
J�
J. Ë @ �ékAJ
�Ë@”
(Environmental Tourism), “ �éJ
 	�K
YË@ �ékAJ
�Ë@” (Religious Tourism), and others. Furthermore,
we utilized several hashtags related to the list of tourism activities and festivals in Saudi
Arabia and other hashtags for the official account of Saudi Tourism such as “ 	�AK
QË @_Õæ�ñÓ#”

(# Riyad Season), “ �éK
Xñª�Ë@_ 	J
�#” (#Saudi Summer), and others. We also collected data
using twitter official accounts that post about tourism in Saudi Arabia such as the Saudi
Tourism Authority (@SaudiTourism); (@VistSaudiAR), the official account of Saudi Tourism
Activates; (@GEA_SA), the official Twitter account of the general entertainment authority
in Saudi Arabia; and (@Tourism_news1), the account for publishing tourism news. Table 1
indicates a sample of the keywords, hashtags, and accounts that were used for scraping the
tweets. The total number of collected tweets is 485,813 tweets that were retrieved during
the period from March 2021 to August 2022. We saved the tweets in CSV format. The steps
of the data collection process are depicted in Algorithm 2. Firstly, we utilized a search
query to search for relevant tweets using the cursor Python function. We extracted the
tweet-created time, id, and text, then we saved them in a CSV file. Algorithm 2 illustrates
the steps of the data collection.

Algorithm 2 Data Collection Algorithm

Input: Search_query {}
Output: Tweets_CVS File []
1: api← connect_Twitter_API ()
2: Tweets_DF← collect_tweetsTourism (created_at, tweet_id, tweet_text)
3: Tweets_CSV← Tweets_DF

Table 1. The tourism keywords, hashtags, and Twitter accounts used to collect the dataset.

Keywords

Tourism, Travel, Saudi Tourism, Domestic Tourism, Tourists, Travelers

Hashtags

The Spirit of Saudi Arabia, Saudi Tourism, Saudi Summer, Our Summer, Internal Tourism, Riyadh Season, Discover AlUla, AlUla, NEOM

Accounts

@Saudi MT, @Tourism news1, @VistSaudiAR, @SaudiTourism, @GEA_SA

Figure 4 shows the histogram of Arabic tweets. The number of tweets is indicated
on the x-axis, while the word count of the tweet text is indicated on the y-axis. Tweets
are commonly less than 60 words long. There are relatively few tweets with more than
60 words in them. Only a small number of tweets have a maximum of 90 words, and a few
tweets have less than 10 words.

3.3. Data Preprocessing

During the data analysis, data pre-processing is an essential step after the collection
of data. Data pre-processing is conducted to improve the data analysis quality and ac-
curacy. This includes using several approaches to clean the data that has been collected.
Two different types of data sources were used in our research. English academic articles
were included in the Scopus dataset, whereas Arabic tweets were included in the Twitter
dataset. Twitter and Scopus cannot be pre-processed using the same technique because of
the varied languages utilized in both datasets. The following subsections describe the data
preprocessing processes for Scopus and Twitter individually.
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3.3.1. Pre-Processing (Scopus: English)

Among the pre-processing phases are the removal of duplicate articles, the removal of
irrelevant characters, tokenization, and lemmatization using POS tags, and the removal of
English stop words. Algorithm 3 illustrates the preprocessing steps as follows: First, we
used a Python library (Panda) to read the CSV and saved it in the data frame. Second, we
identified and removed redundant articles. Then, we deleted all unnecessary characters.
In the fourth phase, the texts were tokenized using the Python package “genism”, which
contains the basic preprocess function. After that, the English stop words were removed
using (NLTK) the Natural Language Toolkit list of predefined stop keywords. We initially
developed the BERT parameter model and utilized the provided stop words list from NLTK
for clustering. After obtaining the topics from the BERT model, we checked the associated
keywords for each discovered parameter and investigated the irrelevant keywords that
scored a high probability in the parameter. After some experimentation, we came up with
a list of keywords and phrases that did not have a big impact on the parameters that were
generated. Because of this, we removed certain keywords from the articles and added
them to the list of stop words in our final model. Finally, the data were lemmatized using
the WordNetLemmatizer. The cleaned abstracts were collected and saved in a CSV file for
parameter modeling and discovery.

Algorithm 3 Data Preprocessing (Scopus: English)

Input: abstract
Output: clean abstract
1: abstract _DF← read_CSV (CSV_file)
2: RD_DF← DuplicateRemoval(abstract_DF)
3: RNV_DF← RemovaNoAbstractValue (RD_DF)
4: AIC_DF← RremoveIrrelevantCharacters (RNV_DF)
5: token_DF← tokenizer (AIC_DF)
6: RSW_DF← removeStopWords(token_DF)
7: lemma_DF← lemmatization (RSW_DF)
8: clean_DF← cleanAbstract(lemma_DF)

3.3.2. Pre-Processing (Twitter: Arabic)

Algorithm 4 illustrates the preprocessing steps of Arabic Twitter datasets. The steps
are explained in the following sections.
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Algorithm 4 Data Preprocessing (Twitter: Arabic)

Input: tweets_list; stopwords_List
Output: CleanTweets []
1: tweets_DF← load(tweets_list)
2: tweets_RD← RemoveDuplicate(tweets_DF)
3: tweets_RIC← removeIrrelevantCharacters(tweets_RD)
4: tweetstokens← tokenization(tweets_RIC)
5: tweets_normalize← Normalization(tweets_tokes)
6: tweets_RS← removeStopWords (tweets_normalize)
7: clean_Tweets [ ]← cleantweets(tweets_RS)

Removing Duplicates Tweets and Irrelevant Characters

After collecting the tweets, we saved them in CSV files and loaded them into the Panda
Data Frame format. We iterated the tweets and removed duplicate tweets to avoid the
frequency of the same tweets. We defined the cleaning function that iterated the text of the
tweet and removed numbers, the English alphabet, emails, URLs, extra whitespace, emojis,
line breaks, and extra spaces. Moreover, all punctuations marks were removed because the
majority of punctuation marks are misused. Therefore, we created a list of all punctuation
containing periods (.), question marks (?), semi-colons (;), colons (:), commas (,), Arabic
semicolons (;), and Arabic question marks (?), and we removed different types of brackets,
mathematical symbols, and slashes. Furthermore, we deleted the hashtags and underscores
to reduce the feature set’s size and increase the value of information.

Tokenization

The tokenization process involved dividing text data into words (tokens). The NLTK
library contains a module called tokenize (), which further classifies sentences into sub-
sentences or words.

Normalization

The normalization process involves replacing letters that have multiple shapes with

the same basic shape. For example, the Arabic letter Alif (

@), which is spelled Alif, has three

shapes (
�
@ @ @), it normalized to ( @). In additionally, the letter Yaa (ø
 ) is normalized to (ø)

dotless Yaa and Taa Marboutah ( è �è) is normalized to dot Taa ( �è).
Removing Stop-Words

In any language, there are many stop-words in textual data. Pre-processing involves
removing these stop-words from textual data. Certain libraries are available in several
languages for text preprocessing. An example is the Natural Language Toolkit (NLTK). It is
used in a wide variety of languages, including Arabic. To remove the stop-words, we used
the stop-words list provided by the NLTK library. In addition, we added a list of created
stop-words that are usually used in dialectical Arabic, for example, “ñ�J 	K @”, “ ���
@”, “ 	àA ��«”,

and “ ���
Ë”.

3.4. Parameter Modeling

We used the BERT topic modeling approach in our system to cluster the data and
identify parameters [83]. We created a word-embedding model before parameter modeling
by utilizing BERT, a transformer-based method created by Google [81]. BERT is used
to analyze text data and extract features, such as word and sentence embeddings. The
sentence-transformer model known as “distilbert-base-nli-mean-tokens” was used in our
work. Our documents were initially converted into numeric representations and generated
dense vector representations for each document in the data corpus. The essential part
of the BERTopic model is the dimensionality reduction of the embeddings; therefore, we
used UMAP, which contains a considerable number of parameters. The n_neighbors and
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n_components are the most important parameters. The parameter n_components refer to
the dimensionality of the embedding. Depending on the circumstance, there are no direct
approaches to select the optimum values. We tested the model several times, and we found
that the n_neighbors = 20 and n_components = 7 produced the best result. Subsequently,
we applied the clustering technique using HDBSCAN to cluster the topics into groups of
related documents. Many parameters control the clustering technique, but min cluster size
and min sample are the most significant HDBSCAN settings. The min cluster size specifies
the minimum possible cluster size. The cluster size is controlled by the min sampling
parameter. If the min sample is less than the min cluster size, the article will be merged
into the same cluster. When the min sampling is large, more items are eliminated. The
importance of terms for each parameter was also determined using a class-based TF-IDF
score. The TF-IDF provides a way to evaluate the importance of words among texts by
calculating a word’s frequency in a specific document, as well as its importance throughout
the whole corpus. However, if we regard each document inside a group as a distinct
document prior to running TF-IDF, we will be able to evaluate the importance of each word
within a cluster. This significance rating is known as the c-TF-IDF score. The parameter is
more representative the more significant the words are inside a cluster. We may therefore
obtain keyword-based descriptions for each parameter. Equation (1) is used to generate
the c-TF-IDF score, where f is the word frequency for each class and c is determined and
divided by the total number of words w. The overall frequency of words across all classes
(f ) is divided by the total number of unjoined texts (d) (cc).

c− TF− IDF =
fc

wc
× log 10

d
∑cc

p fp
(1)

Before the training model, it is challenging to predict how many topics will be pro-
duced once the topic model has been trained. We trained our documents using BERTopic,
which produced results for several parameters. The nr_topic parameter determined the
number of topics that will be reduced after training the topic model. It will reduce the
number of topics to the specified nr_topics. We found the nr_topic = 45 is a reasonable
number of topics. After that, we labeled all parameters and saved the model.

We re-labeled and aggregated the parameter—which was initially represented as an
integer number—into macro-parameters using our domain expertise and quantitative
analysis techniques. In the section below, we explain the quantitative analysis techniques.

3.5. Parameter Discovery and Quantitative Analysis

Understanding the topic model and how it works requires visualizing BERTopic and
its variations. Users find it challenging to test their models since topic modeling may be
a very subjective profession. An important step in solving this problem is to examine
the issues and determine whether they make sense. Therefore, after our BERTopic model
has been trained, we may iteratively go over hundreds of topics to truly understand the
topics that were extracted. However, that takes a while and does not have a universal
representation. However, visualizing the topics that were produced using quantitative
analysis techniques might be a better approach. We identified the parameters and macro-
parameters using domain expertise and quantitative analytic techniques, (i.e., Intertopic
distance, keyword score, hierarchical clustering, and similarity matrix).

3.5.1. Term Score

A list of keywords (terms) for each parameter does not express the context of an
associated parameter in the same manner. We need to determine the required number of
keywords, as well as the beginning and ending points of essential keywords before we can
identify a parameter. We sorted the keywords in decreasing order to visualize the c-TF-IDF
score for each parameter [83]. The parameter may be identified significantly with the help
of this word score visualization.
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3.5.2. Inter-Topic Distance Map

The inter-Topic distance map generates a two-dimensional visualization of the param-
eters in an interactive Plotly graph. It is represented by parameter circles, the size of which
is often related to the number of dictionary words required to describe that parameter. The
circles are created using a MinMaxScaler algorithm. The parameters that are closer together
share more words [83].

3.5.3. Hierarchical Clustering

The hierarchical clustering of parameters relies on cosine similarity matrices between
parameter embeddings to connect parameters consistently [83]. Hierarchical clustering
creates a unique cluster of hierarchical clusters by carefully matching clusters. All clusters
are evaluated in all possible pairings beginning with the correlation matrix, and the pair
with the greatest average inter-correlation inside the experimental cluster is selected as the
new unique cluster.

3.5.4. Similarity Matrix

Applying cosine similarities to topic embeddings generates the similarity matrix [83].
The result will be a matrix displaying how closely related specific topics are to one another.
The light green color displays the least similarity between parameters, while the dark blue
color displays the largest similarity link.

3.6. Validation and Visualization

The outcomes may be both internally and externally verified. Internal validation of
parameters entails examining and analyzing the documents associated with the parameter.
Documents in our study might be academic articles or tweets. In most of the documents in
our collection, we explained how we judged the relationship between the documents and
the parameters. External validation is measured by analyzing the parameters, keywords,
and metrics of the two datasets. We applied a variety of visualization approaches for
internal and external validation. Many visualization approaches are utilized to describe
the datasets, clusters of documents, and identified parameters. Dataset histograms [84],
taxonomies, hierarchical clustering [85], Intertopic Distance Maps [86], similarity matri-
ces [87], Term Rank, Similarity Matrix [88], temporal progression charts [89], and word
clouds are examples of these. Several Python packages, including Seaborn [90], Plotly [91],
and Matplotlib [84], are used to construct these visuals.

4. Tourism Parameter Discovery for Tourism (Academia: Scopus)

In this section, we discuss the detected parameters by our BERT model obtained from
the Scopus dataset.

Section 4.1 provides an overview of the parameters and macro-parameters. In Section 4.2,
we provide quantitative analysis of the clustering characteristics and discovered parameters.
In Section 4.3, we discuss each individual macro-parameter in detail and the temporal
analysis of each macro-parameter.

4.1. Overview and Taxonomy (Academia: Scopus)

We discovered a total of 45 clusters using the BERT modelling algorithm from the
Scopus dataset. Our approach in this research was to cluster the data and then eliminate
any unnecessary clusters. We omitted four clusters from the original clustering results as
they were irrelevant to the work’s subject. Four clusters (0, 24, 32, and 37) contain irrelevant
words and the redundant keyword “tourism” due to the use of it in the research article. We
grouped the 33 discovered parameters into four macros, termed macro-parameters, based
on domain knowledge, the similarity matrix, hierarchical clustering, and other quantitative
methods. The methodology and process used to discover parameters and group them into
macro-parameters have already been described in Section 3.5.
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Table 2 list the parameters and macro-parameters of the Tourism Scopus dataset. The
parameters are categorized into four macro parameters, including Tourism Types, Tourism
Planning, Tourism Challenges, and Media and Technologies (Column 1). Columns 2–4 list
the parameters’ names, their numbers, and the percentage of the articles for each parameter
in the clustering model, accordingly. The fifth column represents the top 20 keywords
related to each parameter. The BERT model identified 43.28% of documents as outlier
clusters, so we ignored these clusters, and the remaining 56.7% of documents are listed in
the fourth column.

Table 2. Macro-parameters and parameters for tourism (data source: Scopus).

Macro Parameters No. % Keywords

To
ur

is
m

Ty
pe

s

Urban Tourism 18 0.34%
Urban, City, Urban Tourism, Culture, Space, Heritage, Branding, Tourism,
Spatial, Social, City Branding, Economic, Historic, Destination, Sustainable, City
Image, Policy, Urban, Planning, Design

Rural Tourism 1 1.31%
Rural, Rural Tourism, Farm, Tourism, Agricultural, Rural Area, Village,
Community, Agritourism, Farmer, Landscape, Economic, Sustainable, Cultural,
Traditional, Farming, Rural Community, Land, Product, Resource

Beach &
Marine Tourism

22 0.31%
Coastal, Marine, Blue, Ocean, Area, Sea, Tourism, Maritime, Marine Tourism,
Coastal Tourism, Resource, Economic, Ecosystem, Management, Island,
Economy, Coastal Area, Sustainable, Coast, Coastal Zone

31 0.24%
Beach, Coastal, Litter, Sand, Coast, Wave, Erosion, Management, Item, Area,
Sediment, Marine, Sea, Along, Shoreline, Plastic, Natural, Recreational,
User, Activity

National Parks

38 0.21%
Park, National Park, National, Visitor, Area, Protected, Management, Protected
Area, Nature, Recreation, Ecotourism, Forest, Area, Cultural, Sustainable,
Resource, Environmental, Community, Ecological, Landscape

39 0.21%
Forest, Specie, Are, Land, Mountain, Plant, Bird, Vegetation, Landscape, Change,
Cover, Fire, Park, Tree, Habitat, Management, Ecosystem, Population,
Natural, Diversity

Wildlife Tourism

21 0.31%
Wildlife, Animal, Hunting, Specie, Human, Wild, Bear, Visitor, Population, Park,
Experience, Habitat, Viewing, Area, Management, Encounter, Activity,
Community, Disease, Protected

29 0.25%
Wildlife, Animal, Elephant, Wildlife Tourism, Zoo, Specie, Human, Wild,
Population, Bear, Tourism, Park, Hunting, Habitat, Visitor, Area, Management,
Viewing, National Park, Encounter

Adventure
Tourism 43 0.18%

Mountain, Adventure, Hiking, Trail, Alpine, Tourism, Area, Mountain Tourism,
Landscape, Climbing, Hiker, Bike, Adventure Tourism, Destinations, Mountain
Area, Biking, Activity, Management, Natural, Recreation

Diving Tourism 13 0.41% Diving, Reef, Coral, Oil, Marine, Spill, Sea, Coral Reef, Coastal, Specie, Water,
Island, Area, Site, Impact, Ecosystem, Coast, Environmental, Damage, Pollution

Sports Tourism

25 0.28%
Olympic, Sport, Game, Event, Olympic Game, Cup, Mega, Olympics, World Cup,
Host, City, Legacy, Hosting, World, Host City, Sporting, Impact, Sport Tourism,
Resident, Host

33 0.25%
Olympic, Sport, Game, Event, Olympic Game, Cup, Mega, Olympics, World Cup,
Host, City, Legacy, Hosting, World, Host City, Sporting, Impact, Sport Tourism,
Resident, Host

Space
Tourism 12 0.49%

Space, Flight, Launch, Commercial, Vehicle, Mission, Earth, Exploration, Station,
Satellite, Private, International, Human, Technology, Cost, Design, Passenger,
Law, Operation, Future
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Table 2. Cont.

Macro Parameters No. % Keywords

Culture &
Heritage Tourism 30 0.25%

Geological, Geotourism, Geopark, Geological Heritage, Heritage, Area, Site,
Volcanic, Geomorphological, Unesco, Rock, Village, Building, Historical,
Economic, Architectural, Resource, Global, Mining, Activity

Music &
Art Tourism 16 0.37%

Festivals, Event, Music, Cultural, Visitor, Art, Community, Impact, Identity, Place,
Organize, Culture, Economic, Group, Experience, Finding, City, Social,
Held, Satisfaction

Religious Tourism 19 0.33%
Religious, Pilgrimage, Religious Tourism, Spiritual, Pilgrim, Religion, Sacred,
Church, Tourism, Christian, Secular, Spiritual Tourism, Buddhist, Spirituality,
Temple, Pilgrimage, Experience, Visitor, Heritage, Place

Halal
Tourism 40 0.21%

Muslim, Islamic, Halal, Halal Tourism, Religious, Islam, Tourism, Destination,
Compliant, Friendly, Country, Satisfaction, Religiosity, Non, Religious Tourism,
Hotel, Attribute, Finding, Service, Saudi, Mosque, Pilgrimage, Pilgrim, Relationship

Medical &
Wellness Tourism 6 1.03%

Medical, Medical Tourism, Health, Patient, Healthcare, Hospital, Wellness, Spa,
Tourism, Health Tourism, Treatment, Service, Healthcare, Travel, Quality,
Country, Eastern, Industry, Medicine, Factor

Volunteer
Tourism 23 0.30%

Volunteer, Experience, Host, Organization, Community, Host Community,
Participant, Motivation, Organization, Group, Project, International, Practice,
Interview, Personal, Cultural, Global, Understand, Program, Motivation

To
ur

is
m

Pl
an

ni
ng

Education
& Training 2 1.10%

Student, Tourism, Teacher, Work, University, Industry, Management, Tourism
Student, International, Language, Graduate, Classroom, Educator, Program,
Vocational, Degree, Training, Experience, Questionnaire, Degree

Workforce 17 0.34%

Employee, Job, Customer, Satisfaction, Work, Service, Organizational,
Relationship, Performance, Workplace, Industry, Worker, Leadership,
Organization, Manager, Engagement, Customer Satisfaction, Influence,
Tourism, Working

Air Transport 36 0.23%
Airline, Airport, Air, Low Cost, Aviation, Passenger, Carrier, Cost, Transport,
Low, Flight, Service, Travel, Industry, Demand, Route, Market, International,
Traffic, Code

Hotel
Industry 5 0.86%

Hotel, Customer, Hotel Industry, Industry, Employee, Performance, Guest,
Manager, Satisfaction, Star, Management, Room, Green, Relationship, Hotel
Manager, Star Hotel, Model, Organizational, Service Quality, Environmental

Food
Services 3 1.1%

Food, Restaurant, Culinary, Food Tourism, Cuisine, Gastronomic, Gastronomy,
Tourism, Experience, Product, Dining, Consumption, Culture, Customer,
International, Safety, Service, Satisfaction, Industry, Quality

Economic Growth

15 0.38%
Growth, Economic Growth, Economic, Tourism, Model, Test, Demand, Country,
Tourism Demand, International, Income, GDP, Arrival, Relationship, Result,
Long, Long Run, Panel, Domestic, China

10 0.56%
Tourism Industry, Growth, World, Growing, Economic, International, Market,
Sector, Tourism Industry, Country, Largest, Travel, Economy, Fastest, Fastest
Growing, Destination, Global, City, Increase

EGUC 27 0.27%
Poverty, Pro Poor, Tourism, Alleviation, Poverty Alleviation, Pro, Community,
Income, Poverty Reduction, Economic, Country, Growth, Sector, Government,
Benefit, Low, Development, Rural, Policy, Household

Forecasting
Methods 14 0.42%

Forecasting, Model, Algorithm, Google, Forecast, Ontology, Forecast, Time Series,
Fuzzy, Recommendation, Prediction, Neural Network, Performance, Arrival,
Accurate, Combination, Result, Error, Corpus, Machine
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Table 2. Cont.

Macro Parameters No. % Keywords

To
ur

is
m

C
ha

lle
ng

es

Climate Change

44 0.17%

Climate, Weather, Temperature, Thermal, Summer, Climatic, Dog,
Meteorological, Outdoor, Season, Tourism, Weather Condition, Day, Warm,
Comfortable, Humidity, Tourism Climate, Winter, Daily, Warm, Humidity,
Comfortable, Pet, Seasonal

20 0.32% Ski, Winter, Climate, Resort, Climate Change, Ice, Mountain, Sport, Alpine, Area,
Season, Condition, Adaption, Impact, High, Temperature, Cover, Destination, Alp

Air Quality
& Pollution 26 0.28%

Carbon, Emission, Low carbon, climate, carbon emission, tourism, Co2,
Environmental, co2 emission, Consumption, Climate, Change, Growth, Policy,
Country, Travel, Economic, Greenhouse, Industry, Air

WQPM 4 0.92%
Water, Lake, River, Water Quality, Groundwater, Water Resource, Quality, Waste,
Water, Basin, Pollution, Drought, Irrigation, Management, Water Supply,
Reservoir, Ecosystem, Sediment, Damage, High, Environmental

Disasters

35 0.23%
Tsunami, Disaster, Earthquake, Damage, Recovery, Flood, Area, Landslide,
Natural Disaster, Hazard, Coastal, Natural, Affected, Tourism, Vulnerability,
Indian Ocean, Resilience, Building, Impact, Affected

28 0.26%
Death, War, Site, Memorial, Literary, Tourism, Heritage, Museum, Memory,
History, Visitor, Place, World War, World, Visit, Military, Book, Experience,
Narrative, Right

Pandemics 9 0.60%
COVID-19, 19, Pandemic, 19 Pandemic, Crisis, Disease, Industry, Health, Travel,
Impact, Outbreak, Risk, Sector, 2020, Affected, Business Measure Global,
Countries, Policy

Sustainable
Tourism 42 0.18%

Sustainable, Sustainable Tourism, Tourism, Community, Environmental,
Sustainability, Amazon, Manager, Heritage, Cultural, Policy, Impact, Attitude,
Destination, Economic, Protection, Visitor, Ecotourism, Industry, Management

M
ed

ia
&

Te
ch

no
lo

gi
es

Film & TV Media 41 0.20%
Film, Film Tourism, Movie, Television, Induced Tourism, Tv, Drama, Tourism,
Popular, Screen, Video, Production, Cinema, Celebrity, Film Television, Audience,
Fan, Cultural, Destination Image, Travel

Online &
Social Media 11 0.56%

Online, Internet, Website, Travel, Social Media, Golf, Facebook, User, Hotel,
Customer, Marketing, Consumer, Twitter, Review, Online Travel, Booking,
Instagram, Travel Agency, Sentiment, Purchase

Mobile
Applications 8 0.66%

Mobile, Smart, Smart Tourism, Smartphone, Mobile Device, Phone, City, Tourism,
Technology, Mobile Application, Information, User, Smartphones, Location,
Context, Experience, Map, GPS, Platform, Design

Virtual Reality

34 0.23%
3d, Algorithm, Detection, Building, Virtual, Computer, Digital, Simulation,
Software, Modelling, Sensor, Machine, Optimization, Laser, Visualization,
Reconstruction, High, City, Network, Photogrammetry

7 0.67%
Destination, Intention, Satisfaction, Vr, Image, Model, Relationship, Perceived,
Effect, Service, Result, Finding, Destination Image, Influence, Customer, Quality,
Factor, Emotion, Decision, Implication, Implication

The taxonomy was extracted for the 33 parameters that were detected by our BERT
model (See Figure 5). The taxonomy was created from Table 2, and it indicates the parame-
ters, their macro-parameters, and some keywords related to the parameters. The first-level
branches indicate the macro parameters, the second-level branches indicate the discovered
parameters, and the third-level branches show the most representative keywords associated
with each parameter.
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Figure 5. A taxonomy of tourism extracted from the Scopus dataset. 
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Figure 5. A taxonomy of tourism extracted from the Scopus dataset.

4.2. Quantitative Analysis (Scopus)

This section presents the quantitative analysis including the term score, word score,
Intertopic distance map, hierarchical clustering, and similarity matrix. A set of keywords
are used to represent each parameter; however, not all of them accurately define it. Figure 6
demonstrates that the first ten to thirteen terms in each topic’s ranking accurately reflect
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the topic. Since the probability of all other words are so close to one another, their ordering
is essentially meaningless. Therefore, in order to label the parameter, we focused on its top
ten to thirteen terms.
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Figures 7 and 8 visualize the top 10 keywords for each parameter (see Section 3.5).
The importance score, or c-TF-IDF, is used to order the keywords. There are 33 subfigures,
and in each subfigure, the horizontal line shows the importance score, and the vertical line
shows the parameter keywords.
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Figure 8. Smart tourism parameters with keywords’ c-TF-IDF scores (data source: Scopus) (Part B).

Figure 9 indicates the hierarchical clustering of the 33 parameters and systematically
pairs them based on the cosine similarity matrix (see Section 3.5). We noticed that clusters 1,
42, 18, 43, 38, and 29 created a unique cluster that we labelled the Tourism Types parameter.

Figure 10 shows the similarity matrix among the parameters (see Section 3.5). The
dark blue shows the highest similarity between parameters, whereas the light green color
shows the least similarity. For example, we note there is a dark blue color between cluster
20 (Climate Change) and cluster 43 (Adventure Tourism), which indicates a high simi-
larity score because climate change is one of the most important factors that could affect
adventure tourism.

Figure 11 shows the Intertopic Distance Map based on a multidimensional scale. The
figure clearly identified four macro-clusters, where three clusters are clearly identified on
the right side, and the lower-left side represents one cluster.

4.3. Tourism Types

This macro-parameter captures various dimensions of the tourism landscape in re-
lation to the following parameters: Urban Tourism, Rural Tourism, Beach and Marine
Tourism, Natural Parks, Wildlife Tourism, Adventure Tourism, Diving Tourism, Sports
Tourism, Space Tourism, Cultural and Heritage Tourism, Music and Art Tourism, Religious
Tourism, Halal Tourism, Medical and Wellness Tourism, and Volunteer Tourism.
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4.3.1. Urban Tourism

This parameter captures tourism in urban areas and its link with technologies and
smart cities. The keywords in this parameter include Urban, City, Urban Tourism, Culture,
Space, Heritage, Branding, Tourism, Spatial, Social, City Branding, Economic, Historic, Des-
tination, Sustainable, City Image, Policy, Urban, Planning, Design, Creative, and Study. The
dimensions and research areas related to this parameter include the mobility management
of tourist flows [92], providing better tourist services [93], improving street parking sys-
tems [94], green tourism [95], strategies to develop cities with sustainable hospitality [36],
and the causes and effects of over-tourism in urban cities [36].

4.3.2. Rural Tourism

The keywords that were detected by our model include Rural, Farm, Rural Area,
Agricultural, Community, Area, Farmer, Village, Economic, Sustainable, Activity, Rural
Community, Landscape, Resource, Social, Farming, Cultural, Business, Traditional, and
Result. The Rural Tourism parameter concerns tourism involving farms, rural areas, and
agricultural activities bringing many benefits to the local communities. These benefits
include the economic growth of local communities [96] and sustainable development of
rural areas [97]. Rural Tourism is often seen as a good option for rural development and
poverty reduction [98] and a major source for creating job opportunities in rural areas [99].
For instance, farmers may benefit from tourism by offering accommodation or selling farm
products to tourists [100].
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4.3.3. Beach and Marine Tourism

The Beach and Marine Tourism parameter is created by merging two clusters (numbers
22 and 31) because the clusters include keywords pointing to similar subjects. It contains
the following keywords: Marine, Island, Sea, Site, Coastal, Ecosystem, Contact, Activity,
Area, Management, Recreational, Water, Specie, Impact, Damage, Ocean, Change, Cover,
Environmental, and Environment. Beach and Marine are the main assets of tourist desti-
nations. This parameter captures the issues related to the development, protection, and
environmental sustainability of beaches and coastal and marine areas of the county. The
parameter dimensions include developing a beach management strategy [101], ensuring
the cleanliness of beach environments [102], protecting tourism infrastructure in beach
zones [103], reducing environmental pollution, which can affect beach tourism experi-
ences [104], ensuring the safety of water transportation to support the growth of marine
tourism [105], and managing fishing activities in the maritime protected area [106].
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4.3.4. National Parks

The National Parks parameter explores the following keywords: Park, National Park,
National, Visitor, Area, Protected, Management, Protected Area, Nature, Recreation, Eco-
tourism, Natural, Forest, Area, Cultural, Sustainable, Resource, Environmental, Community,
Ecological, Landscape, and Village. This parameter emphasizes the importance of National
Parks as tourist attractions designed to protect the natural environment from ecosystem pro-
liferation. For example, Emphandhu et al. [107] applied a set of strategic policies to enhance
local communities and National Parks. National Parks are very valuable natural areas and
have the potential to attract a large number of visitors. Rogowski et al. [108] managed car
traffic in National Parks to avoid over-tourism. Liu et al. [109] investigated the impact of
climate change on the number of visitors in National Parks as climate change has a signifi-
cant influence on rainfall and climate temperature. Kariyawasam et al. [110] investigated
the role of National Parks in ensuring socioeconomic sustainability. Puustinen et al. [111]
discussed how the number of visits is connected to the qualities of National Park, the
leisure services within it, and tourism services in the neighboring areas.
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4.3.5. Wildlife Tourism

This parameter concerns Wildlife Tourism activities in their natural habitats and
tourists’ experience. It is created by merging clusters 21 and 29. It contains the following
keywords: Animal, Elephant, Wildlife Tourism, Zoo, Specie, Human, Population, Bear,
Habitat, Visitor, Area, Management, National Park, Whale, Boat, Marine, Tour, Industry,
Behavior, and Interaction. We discovered several topics related to this parameter including
developing interpretations at wildlife tourist destinations such as zoos, aquariums, and
others to increase visitors’ understanding and appreciation for natural resources, as well
as to make them aware of the effects that human activity has on animal populations [112],
investigating the potential impacts of post-visit action tools such as printed handouts and
email updates on the development of sustainable behavior following a wildlife tourism
experience at a zoo [113], examining animal cloning and how it can help future tourist
efforts [114], visiting and playing with animals in their natural environment such as
watching whale and shark cage diving [115], and enhancing tourists’ Wildlife Tourism
experiences to achieve environmental sustainability by analyzing online reviews of wildlife
tourism [116]. For instance, Flower et al. [117] looked at the types of tourists most likely to
visit various elephant tourism locations and examined visitors’ sentiments before and after
their visits to try to raise public knowledge of the problems within elephant tourism sites
in order to encourage positive attitude and behavior change.

4.3.6. Adventure Tourism

The Adventure Tourism parameter relates to travelling that involves a certain level
of adventure and risk and may require specific skills such as climbing and physical ex-
ertion. It contains the following keywords: Mountain, Adventure, Hiking, Trail, Alpine,
Tourism, Area, Mountain Tourism, Landscape, Climbing, Hiker, Bike, Adventure Tourism,
Destinations, Mountain Area, Biking, Activity, Management, Natural, and Recreation. The
dimensions in this parameter include creating an Adventure Tourism package, assisting in
the improvement of product offerings in areas with natural resources [118], analyzing how
visitors and tour guides behave in terms of sustainability during Adventure Tourism trips
in natural places [119], evaluating the level of customer satisfaction of an adventure trip
provider [120], risk management in Adventure Tourism by assisting tourism organizers and
adventure tour guides in identifying risk and developing risk mitigation and risk reduction
techniques [121], and investigating how Adventure Tourism may help the destination’s
tourist growth [122].

4.3.7. Diving Tourism

Diving Tourism relates to diving activities, coral reefs, and associated environmental
impacts. It is represented by the following keywords: Diving, Reef, Coral, Oil, Marine,
Spill, Sea, Coral Reef, Coastal, Specie, Water, Island, Area, Site, Impact, Ecosystem, Coast,
Environmental, Damage, and Pollution. We discovered several dimensions and topics by
reviewing academic documents that belong to this parameter including, among others,
managing awareness of the significance of external risks to local diving operators [123],
constructing artificial reefs to preserve coral reefs from several threats such as climate
change, heavy human activity, and commercial usage, providing new tourist destinations
that change diving and diving experiences [124], developing scuba diving guide features
to ensure diver safety and environmental impact considerations associated with this ac-
tivity [125], supporting the socioeconomic enhancement of coastal zones and islands by
developing maritime infrastructure such as diving parks [126], and educating scuba divers
to achieve environmental goals for coral reef protection [127].

4.3.8. Sports Tourism

Sports Tourism captures important dimensions of tourism related to sports events.
It is represented by the following keywords: Sport, Event, Game, Mega, Sporting, Host,
City, Legacy, Impact, Hosting, World, Destination, Economic, Participant, Image, Fan,
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Social, International, Resident, and Group. Studies under this parameter discussed several
important factors related to Sports Tourism including how sports events enhance tourism by
bringing foreign visitors to a city to encourage economic growth [128], how foreign world
cup tourists generate significantly higher returns compared to foreign leisure tourists [129],
the importance of cycling and racing sports that bring positive participation in upcoming
sport events [130], building a recommendation system to notify users who are more likely
to attend an upcoming active sporting event [131], and using smartphone technology to
enhance tourists’ viewing experiences and provide information about sport events and
enable facility booking, buying of tickets, and more [132].

4.3.9. Space Tourism

The Space Tourism parameter is described by the following keywords: Space, Flight,
Launch, Commercial, Vehicle, Mission, Earth, Exploration, Station, Satellite, Private, In-
ternational, Human, Technology, Cost, Design, Passenger, Law, Operation, and Future.
We discovered several topics linked to this parameter by reviewing the Scopus academic
articles that related to it. For example, Aravindhan et al. [133] discussed the importance
of medical examinations during space travel for successful survival and the difficult per-
formance of human exploration throughout space flight. It consists of training, selecting
spaceflight, and recovery from several side effects post-flight. Saputra et al. [134] studied
the effect of open Space Tourism on regional development, which is measured by tourist
satisfaction, destination image, and visitor attraction and commitment. In addition, the
public increasingly views Space Tourism not just as a kind of entertainment but also a
resource that provides access to alternative airspace, provides new opportunities for sci-
entific and academic research, and creates opportunities for technological development
and innovation [135]. Ganesha et al. [136] applied sentiment analysis from Twitter data to
analyze the opinion of people about Space Tourism and found that the majority of people
have confidence in space travel and eagerly await the day when they can fly to space,
whereas few individuals worry and have negative feelings about the potentially harmful
impacts of Space Tourism. Security is an importance issue for spaceflight [137]. Maintaining
the sustainability dimensions in Space Tourism is another critical matter of concern [138].

4.3.10. Cultural and Heritage Tourism

Cultural and Heritage Tourism are among the major tourist attractions. This param-
eter covers concepts related to Heritage Sites, Historical Sites, UNESCO, Archaeological
and Cultural Heritage, Museums, Visitor Experiences, Exhibitions, Art and History, and
Augmented Reality. The parameter highlights the need for the protection of historical
sites and the enhancement of tourism involving Cultural and Heritage. The dimensions
in this parameter include the development of virtual museums based on emerging tech-
nologies [139], building virtual reality systems to develop virtual tours in historical tourist
attractions [140], using augmented reality smartphone applications to promote historical
tourism [141], developing digital storytelling methods based on recommendation systems
to improve the experience of tourists who come into contact with artistic and cultural
heritage [142], and educating the next generation about the historical places by using video
games [143]. For example, for virtual museums, Garlandini et al. [144] illustrated how
museums benefited from digital innovative technologies during the pandemic shutdown
and attracted people efficiently in a safe and accessible way. Sapio et al. [143] proposed
video games as an entertainment tool for historical places in Italy to teach users and the
next generation about such places and enable them to interact with the world safety.

4.3.11. Music and Art Tourism

This parameter captures various dimensions of tourism involving music and art
festivals. The keywords in this parameter include Festivals, Event, Music, Cultural, Visitor,
Art, Community, Impact, Identity, Place, Organize, Culture, Economic, Group, Experience,
Finding, City, Social, Held, and Satisfaction. A good number of research articles in this
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parameter covers the benefits and harms of tourism related to music events. For example,
Carneiro et al. [145] studied the importance of festivals for generating economic impacts on
the community and the need to define appropriate strategies to increase the positive impact.
Almedia et al. [146] investigated the primary promotional channels for a music festival
by understanding the primary marketing communication channels and the most efficient
techniques to reach various groups of the public as a vital aspect of festival management.
Montoro-pans et al. [147] analyzed the web search behavior of prospective music festival
attendees, which indicates hidden patterns of behavior among cultural tourists who want
to attend music festivals. Tan et al. [148] examined the influence of music festival-specific
factors on visitors’ levels of satisfaction and how this impacts people’s well-being. On
other hand, festivals can also have negative effects on host residents and communities. For
instance, Moisescu et al. [149] investigated the negative impacts produced via over-tourism
during the time of large music events, which include noise pollution, crime, damage to the
natural environment, traffic and parking traffic problems, and others.

4.3.12. Religious Tourism

Religious Tourism is a type of tourism where people travel to visit a religious site. The
Religious Tourism parameter captures studies related to religious tourism and sites. This
parameter is represented by keywords including Religious, Pilgrimage, Spiritual, Pilgrim,
Site, Religion, Sacred, Temple, Experience, Visitor, Heritage, Place, Motivation, Cultural,
Muslim, Islamic, Tourism, Destination, and Satisfaction. Looking at the documents related
to this parameter, we found different dimensions of this parameter, including religious
tourist motivations [150,151], religious tourist experiences [152], exploring sacred sites [153],
technological developments in religious heritage sites [154,155], and the role of Religious
Tourism for enhancing social and economic growth within local communities [156].

4.3.13. Halal Tourism

This parameter captures dimensions related to Halal Tourism that is geared toward
Muslims to provide them with halal food and other facilities that are compliant with or
friendly to the Islamic faith. It includes the following keywords: Muslim, Islamic, Halal,
Halal Tourism, Religious, Islam, Destination, Compliant, Friendly, Country, Satisfaction,
Religiosity, Religious Tourism, Hotel, Attribute, Finding, Service, and Intention. Religious
observances play an important role in the hotel selection process for Muslim travelers, and
easily accessible Halal food is a preferred travel requirement for this group. Yen et al. [157]
discuss the requirements of Muslim visitors for basic hotel and food services, specify the
categories in which these features should be placed, and determine which areas require
additional resources to attract more Muslim tourists. Yahaya et al. [158] analyzed the
criteria related to observing Islamic rules, such as participating in fasts and prayers, eating
halal food, self-discipline and abstinence, refraining from drinking alcohol and illegal
sexual practices, and separating people by gender in spas and swimming pools. These are
essential requirements for Muslim tourists and hotel visitors and may vary based on the
individual Muslim practices.

Dabphet et al. [159] examined the criteria of Muslim tourists’ selection of travel locations
and accordingly looked into the overall Muslim tourists satisfaction. Rahman et al. [160]
investigated the possible effects of non-Muslim visitors’ perceptions of halal travel destina-
tions and their word-of-mouth for halal travel destinations. Aji et al. [161] studied Muslims’
opinions and plans to travel to non-Islamic nations and determined what variables affect
Muslims’ decision to travel to non-Islamic countries by examining their perceptions of
those countries. Sthapit et al. [162] investigated the overall halal food preferences of non-
Muslim travelers, the reasons they previously tried halal cuisines, the pleasant and negative
feelings they had, and the memorable aspects of their most recent halal food experiences
after returning from vacations.

81



Sustainability 2023, 15, 4166

4.3.14. Medical and Wellness Tourism

This parameter captures various dimensions related to tourism that is undertaken
nationally or internationally primarily for the purpose of improving wellness and obtaining
better or relatively inexpensive treatment of illnesses and healthcare services. This parame-
ter is represented by the following keywords: Medical, Patient, Healthcare, Spa, Hospital,
Treatment, Wellness, Service, Healthcare, Travel, Cell, Quality, Factor, Country, Eastern,
Industry, and Medicine. We discovered various topics linked to this parameter by analyzing
various quantitative data and reviewing the articles related to this parameter. For example,
Jangra et al. [163] presented an Internet of Things (IoT)-based framework for health moni-
toring that may be useful for both medical travelers and hotel management in keeping track
of the health of personnel and visitors. It examines numerous bodily vital signals and then
informs the admin of each person’s health situation. Cham et al. [164] examined how ad-
vertisements and social media communications affect hospital branding and trust building
before the consumption stage, as well as their effects on medical tourists’ perceptions and
attitudes about service quality, satisfaction, and behavioral intentions. Mahmud et al. [165]
investigated how satisfied and devoted international medical tourists are with the level of
healthcare services offered by foreign medical facilities. Prajitmutita et al. [166] identified
the most efficient ways for healthcare providers to allocate resources to enhance healthcare
quality from the viewpoint of medical tourists. Marković et al. [167] focused on measuring
customer satisfaction and service quality, particularly when entering the health tourism
industry. It offers guidelines for hospital administrators to create plans that would satisfy
patients’ demands for high-quality care and make them more competitive in the market for
Medical Tourism.

4.3.15. Volunteer Tourism

Volunteer Tourism involves volunteering to travel and benefit typically disadvantaged
host communities to tackle issues such as health, education, the environment, and the econ-
omy [168]. This parameter captures various dimensions of Volunteer Tourism including
volunteer tourists’ participation, experiences, and motivations during their travel. The
keywords represented in this parameter include Volunteer, Experience, Organization, Com-
munity, Host Community, Participant, Motivation, Group, Project, International, Practice,
Interview, Personal, Cultural, Global, and Program. Examples of studies under this parame-
ter include the participation of women volunteers in tourism in rural areas [169], examining
the reasons for volunteer tourists’ motivation to participate [170], how volunteer tourism
organizations could encourage re-participation motivation in a short-term or long-term
period [171], creating volunteering opportunities for visitors and local volunteers engaging
in community festivities [172], and how volunteering tourists gain positive benefits related
to their social selves and careers [173].

4.3.16. Temporal Progression (Tourism Types)

Figure 12 shows the temporal evolution of research intensity for the macro-parameter
Tourism Types. The plot shows that there is a somewhat sustained increase in the re-
search activity among all parameters (consider the y-axis scale). The parameter Rural
Tourism shows the largest increase in research activity followed by Medical and Wellness
Tourism. Obviously, COVID-19 has affected the growth of tourism from 2020; however,
its relationship with the decline in the number of research articles needs to be established.
Furthermore, we note that the decline in the numbers towards the end of the plots is
because the data for 2022 are not for the whole year (the data containing research articles
were collected on 30 July 2022, which makes up 58.3% of the annual data). Moreover,
another interesting trend is that Rural Tourism shows a higher rate of increase than other
types of tourism, and the rate is even higher around COVID-19 period, which indicates
agreement with the trend because of the lower levels of social distancing requirements in
open areas.
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4.4. Tourism Planning

The macro-parameter Tourism Planning captures the services, planning, and develop-
ment related to the Tourism Industry. It includes eight parameters, including Education
and Training, Workforce, Air Transport, Hotel Industry, Food Services, Economic Growth,
Economic Growth for Underdevelopment Communities, and Forecasting Methods.

4.4.1. Education and Training

This parameter relates to the development of Educational and Training programs for
enhancing the tourism and hospitality industry. The keywords include Student, Learning,
Teaching, Hospitality, School, Skill, Educational, Career, Curriculum, Teacher, Academic,
Undergraduate, Graduate, Experience, Group, Training, Management, Higher, Industry,
and University. The research topics in this parameter include students’ perceptions of jobs
in the hospitality and tourism industries [174], developing English courses for tourism
purposes [175], creating and delivering courses in the field of sustainable tourism devel-
opment to meet particular training requirements [176], and establishing models of open
education for tourist companies by training experts in designing tourism areas and leisure
environments [177].

4.4.2. Workforce

This parameter covers various dimensions related to the workforce in the hospitality
and tourism sector including Workforce required skills, attributes, and behaviors, support
structures, satisfaction, management, performance, and productivity. It contains keywords
including Employee, Job, Organizational, Hospitality, Work, Hotel, Satisfaction, Perfor-
mance, Workplace, Leadership, Commitment, Relationship, Working, Training, Service,
Skill, Manager, Industry, Effect, and Human Resource. For example, Haarhoff et al. [178]
examined the relationship between positive travel experiences and foreign language pro-
ficiency of the labor force and discussed issues to better understand how language and
tourism interact. They encouraged tourist organizations to pay attention to language chal-
lenges and suggested that employment criteria for employees in the tourism sector should
also consider language skills. Bani-Melhem et al. [179] indicated the most important factor
influencing employees’ creative behavior is their workplace satisfaction, with colleagues’
support serving as a key mediating factor. Moradi et al. [180] demonstrated how better or-
ganizational commitment and e-training will enhance the success of virtual teams working
in e-tourism. They also stressed that employees’ participation in training initiatives plays a
big part in deciding how productive and effective employees are at work.

The staff of international hotels are the most crucial links in the service delivery chain
since they interact directly with the hotel’s guests. Tsai et al. [181] suggest that international
hotel managers must build positive relationships with their internal workforce and be
effective future leaders in a dynamic environment. Choi et al. [182] investigated ways
to improve the use of smart work by looking at the personal opinions of the employees.
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They also demonstrated that employees did not have a comprehensive understanding of
smart work effectiveness as one of the environmental protection measures in sustainability
management concepts during the COVID-19 pandemic.

4.4.3. Air Transport

This parameter captures dimensions related to Air Transport (e.g., operational and
management aspects) in connection with the tourism sector. The keywords include Airline,
Airport, Air, Low Cost, Aviation, Passenger, Carrier, Cost, Transport, Low, Flight, Service,
Travel, Industry, Demand, Route, Market, International, Traffic, and Code. This dimension
and research regarding this parameter include the enhancement of airport infrastructure to
meet the increased demand of passengers [183], ensuring the accessibility of direct flights
to and from a location to improve the number of tourists arriving [184], measuring airport
security procedures and their effects on travelers’ selection of destinations during the
COVID-19 outbreak [185], evaluating international tourist satisfaction when using online
reservation services [186], and analyzing how low-cost airlines set their prices and how
the Internet affects this strategy where both users and businesses profit from the use of
internet in the purchase and sale of airline tickets and looking for the most reasonably
priced flights [187].

4.4.4. Hotel Industry

This parameter covers various dimensions related to the issues and enhancement of
the Hotel Industry in the hospitality and tourism sector. It contains keywords including
Hotel, Green, Customer, Hotel Industry, Hospitality, Service, Performance, Guest, Quality,
Room, Management, Efficiency, Business, Star, Manager, Environmental, Practice, Result,
and Factor. The dimensions captured by this paper include, among others, the use of
technology to provide better hospitality services, the use of technology in compliance with
safety and social distancing protocols during pandemics, and the use of social media in
marketing and engaging tourists, information security, and crisis management.

For example, effectively utilizing advanced and emerging technologies in the Hotel
Industry influences travelers’ behavior and their positive reactions to these technologies.
Çakar and Aykol [188] investigated how robotic services greatly increase the quality of
service provided to travelers while also positively influencing travelers’ decision to return
to robotics-enabled hotels in the context of customer engagement behaviors. Furthermore,
in circumstances where social distance is necessary, the employment of robots in hospitality
and tourist businesses will boost the mobility of individuals seeking to travel by imple-
menting social separation through the use of robots in services. Chen et al. [189] indicated
that hotel managers have to leverage social media networks to attract potential guests,
since social media networks have become key contributors to customers’ decision-making
process when booking and visiting a hotel. Wang et al. [190] clarified how the information
security policy attributes are essential for the hotel sector.

Dealing with crisis management is essential in the hotel industry. Murad et al. [191]
determined the crisis management strategies employed by five-star hotels and discussed
the coping and reaction methods employed to manage these crises. Martinez et al. [192]
stress that hotel companies should seek to establish a green positioning strategy that can
create goods and services that have both high-value and green qualities.

4.4.5. Food Services

This parameter captures research related to Food Services in the hospitality and
tourism sector. Food services are an indispensable part of the tourism sector, and many
see it as two sides of the same coin [193]. It includes the following keywords: Food,
Restaurant, Cuisine, Destination, Gastronomy, Product, Finding, Consumption, Hospitality,
Culture, Implication, Safety, Service, Satisfaction, Intention, Industry, Result, Image, and
Quality. Examples of topics discovered in this parameter include the investigation of
using robots in the food and beverage industry to overcome the lack of workers [194],
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evaluating the quality of services and customer satisfaction in the restaurant industry
in which physical architecture, restaurant design, cost of the products, and the staff’s
response are significant factors of customer satisfaction [195], minimizing food surplus
and waste in restaurants [196], the requirements of religious visitors for basic hotel and
Food Services [157], and proposals for effective tourism-related food safety planning and
policy [197].

4.4.6. Economic Growth

This parameter highlights the positive contribution of the tourism sector to the eco-
nomic development of a country. It is represented by the following keywords: Growth,
Economic Growth, Economic, Income, Country, Causality, Run, Effect, Demand, GDP,
Arrival, Relationship, Model, Result, Long, Test, Long Run, Panel, and Domestic. The
parameter captures various dimensions of economic growth including sustainable tourism,
visitor satisfaction, host-nation well-being, safety, and prosperity, meeting tourist demands,
and more. For example, Kotlyarov et al. [198] emphasized the importance of working
toward the goals of sustainable development of the tourism industry to assure a high level
of visitor satisfaction and achieve a balance between the host nation, the tourists, and the
environment. This can lead to providing new jobs and a comfortable and safe environment,
which improves the national economics and industry. Hussein et al. [199] stressed that the
development of educational tourism while taking the university quality, pricing decisions,
and student demand into account will make the country a center for higher education
and foster economic growth and sustainability. Al-hammadi et al. [200] investigated the
relationship between Halal Tourism and economic development, which has become an
internationally attractive sector as a result of increased demand not only from Muslim
visitors but also from non-Muslims. They stated that due to high demand, many Muslim
and non-Muslim nations have taken the initiative to innovate and diversify their tourism
industries by promoting Halal tourism in order to attain the satisfaction and commitment
of travelers.

The number of international tourists plays a critical role in promoting Economic
Growth. Din et al. [201] suggested that the economy, the number of global natural and
cultural heritage sites, ethnic diversity, and strong governance are major variables affecting
international tourists’ destination choices. Tourism development must be based on the
“green economy”, which will improve job opportunities, socioeconomic growth, the pro-
tection of natural, cultural, and architectural heritage sites, and the utilization of natural
resources while ensuring the renewability and sustainability of consumption [41].

4.4.7. Economic Growth for Underdeveloped Communities (EGUC)

This parameter captures tourism dimensions related to the role of tourism in devel-
oping and uplifting economically poor communities. The captured dimensions allow
governments, policy makers, system designers, and operations professionals to learn the
opportunities and challenges in this area and develop better solutions. The parameter
includes the following keywords: Poverty, Poor, Community, Income, Economic, Coun-
try, Growth, Sector, Reduction, Government, Benefit, Low, Development, Rural, Policy,
Household, Level, Social, and Political. Tourism can play a major role in developing low-
income communities. Several studies have examined the issues and relationships between
tourism and low-income communities. Zeng et al. [202] examined the impact of tourism on
the income of poor communities and how tourism development can benefit low-income
regions. Sati [203] explained that the construction of new infrastructure including hotels
and homestays creates numerous job opportunities for the local community and moves
it to above-poverty levels. Cole [204] investigated how tourism assists a poor, distant
community’s growth, and how the village benefits from the advantages of tourism without
experiencing tourism’s potential drawbacks. Lu et al. [205] studied the strategies that the
government took to encourage rural rejuvenation through tourism, particularly in places

85



Sustainability 2023, 15, 4166

of extreme poverty. Holden et al. [206] investigated how an understanding of poverty in
communities helps provide alternative, tourism-related livelihood opportunities.

4.4.8. Forecasting Methods

The parameter captures various Forecasting Methods, research, and practices in the
tourism sector. It is represented by keywords including Forecasting, Model, Forecast,
Demand, Method, Google, Prediction, Neural, Time Series, Neural Network, Time, Series,
Algorithm, Network, Performance, Arrival, Accurate, Combination, Result, and Error. Ex-
tensive research has been carried out on the forecasting of tourism-related variables. Exam-
ples include tourist arrival forecasting [207], rainfall and natural disaster forecasting [208],
weather and temperature forecasting [34], forecasting museum visitor behaviors [209],
designing tourist infrastructure, project planning for accommodations and transportation
development, and reliable tourism demand forecasts to predict the number of international
tourists for government agencies [210].

4.4.9. Temporal Progression (Tourism Planning)

Figure 13 shows the temporal evolution of research intensity for macro-parameter
Tourism Planning. The plots show the overall growth in all parameter activities, with
the highest activities in Education and Training followed by Food Services and the Hotel
Industry. Note that the decline in the numbers towards the end of the plots is because the
data for 2022 are not for the whole year as we collected scientific abstract research for the
years of 2000 to 2022. As mentioned earlier, COVID-19 has affected the growth of tourism
from 2020; however, its relationship with the decline in the number of research articles
needs to be established. Moreover, the decline in the numbers toward the end of the plots is
because the data for 2022 are not for the whole year (the data contained in research articles
were collected on 30 July 2022, which contributes 58.3% of the annual data).

Sustainability 2023, 15, 4166 32 of 65 
 

without experiencing tourism’s potential drawbacks. Lu et al. [205] studied the strategies 

that the government took to encourage rural rejuvenation through tourism, particularly 

in places of extreme poverty. Holden et al. [206] investigated how an understanding of 

poverty in communities helps provide alternative, tourism-related livelihood opportuni-

ties. 

4.4.8. Forecasting Methods  

The parameter captures various Forecasting Methods, research, and practices in the 

tourism sector. It is represented by keywords including Forecasting, Model, Forecast, De-

mand, Method, Google, Prediction, Neural, Time Series, Neural Network, Time, Series, 

Algorithm, Network, Performance, Arrival, Accurate, Combination, Result, and Error. Ex-

tensive research has been carried out on the forecasting of tourism-related variables. Ex-

amples include tourist arrival forecasting [207], rainfall and natural disaster forecasting 

[208], weather and temperature forecasting [34], forecasting museum visitor behaviors 

[209], designing tourist infrastructure, project planning for accommodations and trans-

portation development, and reliable tourism demand forecasts to predict the number of 

international tourists for government agencies [210]. 

4.4.9. Temporal Progression (Tourism Planning) 

Figure 13 shows the temporal evolution of research intensity for macro-parameter 

Tourism Planning. The plots show the overall growth in all parameter activities, with the 

highest activities in Education and Training followed by Food Services and the Hotel In-

dustry. Note that the decline in the numbers towards the end of the plots is because the 

data for 2022 are not for the whole year as we collected scientific abstract research for the 

years of 2000 to 2022. As mentioned earlier, COVID-19 has affected the growth of tourism 

from 2020; however, its relationship with the decline in the number of research articles 

needs to be established. Moreover, the decline in the numbers toward the end of the plots 

is because the data for 2022 are not for the whole year (the data contained in research 

articles were collected on 30 July 2022, which contributes 58.3% of the annual data).  

 

Figure 13. Temporal progression (macro-parameter: Tourism planning) (data source: Scopus). 

4.5. Tourism Challenges  

The macro-parameter Tourism Challenges covers major challenges facing the tour-

ism sector. It includes six parameters: Climate Change, Air Quality and Pollution, Water 

Quality and Pollution Management, Disasters, Pandemics, and Sustainable Tourism. 

4.5.1. Climate Change 

The Climate Change parameter captures the problems and solutions surrounding the 

effects of the tourism and hospitality sector on Climate Change and vice versa. Climate 

Figure 13. Temporal progression (macro-parameter: Tourism planning) (data source: Scopus).

4.5. Tourism Challenges

The macro-parameter Tourism Challenges covers major challenges facing the tourism
sector. It includes six parameters: Climate Change, Air Quality and Pollution, Water Quality
and Pollution Management, Disasters, Pandemics, and Sustainable Tourism.

4.5.1. Climate Change

The Climate Change parameter captures the problems and solutions surrounding the
effects of the tourism and hospitality sector on Climate Change and vice versa. Climate
Change and the current state of tourism have serious consequences for each other. This
parameter is created from merging clusters 20 and 44. It consists of the following keywords:
Climate, Weather, Winter, Resort, High, Temperature, Mountain, Season, Impact, Adaption,
Risk, Destination, and Others. The dimensions and challenges covered by this parameter
include extreme weather conditions [35], increasing Climate temperature [32–34], rising
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sea levels [211], measurement of the ozone level [212], the reduction of carbon [213], and
others. For instance, an example of the extreme weather conditions dimension is the work
by Younes et al. [32] who proposed a driver assistance system that recommends a safe
speed during extreme weather conditions. Moreover, flight delays depend on weather
conditions, and Liu et al. [214] investigated a wide range of variables that might potentially
impact flight delays and suggested a gradient boosting decision tree (GBDT)-based model
for generalized flight delay prediction. Hernández-Travieso et al. [34] proposed a system
with a broad strategy for obtaining an accurate temperature forecast by using artificial
neural networks. Gazioǧlu et al. [211] examined the relationship between sea level rise
(SLR), depression, and the effects of these phenomena on freshwater supplies that could be
more vulnerable to the saltwater incursion. Groundwater resources are heavily utilized by
the local population for urban, tourist, and agricultural water usage, which poses a serious
threat to the coastal aquifer recharge.

4.5.2. Air Quality and Pollution

The Air Quality and Pollution parameter is represented by the following keywords:
Carbon, Emission, Low, Energy, CO2, Environmental, Consumption, Policy, Country,
Travel, Economic, Greenhouse, Gas, and Others. The parameter relates to air pollution
resulting from tourism activities where the Air Quality has a significant impact on tourism
decision-making before and during the trips. International tourism is a primary source
of carbon emissions [215], and traffic and public transport affect environmentally friendly
development in the transportation industry [216]. Furthermore, the aircraft emissions
during the cruise cycle and the landing/take-off cycle affect the Air Quality [217]. The use
of green technology n the transportation sector is expected to minimize air pollution and is
an active area of research.

4.5.3. Water Quality and Pollution Management (WQPM)

This parameter captures the effects of tourism on water availability, consumption, and
pollution, and vice versa. It is represented by keywords including Water, Lake, River, Water
Resource, Area, Quality, Resource, Basin, Pollution, Flood, Concentration, Management,
Supply, Plant, Environmental, Ecosystem, Flow, and Source. Looking at the material pro-
duced by BERT including the documents that belong to this parameter we were able to
find various dimensions of this parameter including sustainable water resource manage-
ment [218], the impact of tourism activities on Water Quality and Water Pollution [219],
water consumption in tourist pools [220], water quality prediction systems [221], and
overcoming water scarcity via the treatment of wastewater and reuse of water [222].

4.5.4. Disasters

This parameter highlights how the tourism sector can be vulnerable to natural dis-
asters and how it can solve the challenges from the Disasters that have already occurred
and the risk of future Disasters. The parameter is created by merging clusters 35 and 28. It
is represented by keywords including Tsunami, Disaster, Earthquake, Damage, Recovery,
Flood, Area, Hazard, Coastal, Affected, Tourism, Vulnerability, Resilience, Building, Impact,
Death, War, Site, Heritage, Museum, and Visitor. The dimensions and topics of the papers
contained in this parameter include the impact of Disasters on tourism landmarks and
the effects of frequent natural Disasters on tourist flow [223], forecasting natural Disas-
ters [208], Disaster management recovery [224], tourist behavior after a recent Disaster
in their planned destination, and how a country develops protection against potential
natural Disasters [225]. For example, to protect cultural heritage from natural Disasters,
Uysal et al. [226] developed a model that generates 3D photo-realistic model using pho-
togrammetry methods for the registry. Kovačić et al. [227] investigated whether tourists’
behavior is influenced by perceived risks when deciding to travel to disaster-impacted des-
tinations. Gain et al. [224] examined the planning and recovery actions that the government
has to consider during natural Disaster and crisis periods in India.
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4.5.5. Pandemics

This parameter captures the impact of COVID-19 and other Pandemics on the tourism
sector. It is represented by the keywords COVID-19, Pandemic, Crisis, Disease, Indus-
try, Health, Travel, Impact, Outbreak, Risk, Sector, Affected, Business, Measure Global,
Countries, and Policy. The COVID-19 pandemic has affected every element of human life,
including tourism. The impression of tourism during and after a Pandemic has been altered
by policies and travel restrictions established in numerous countries. The dimensions
and issues related to this parameter include a sharp reduction in the number of tourist ar-
rivals [228–230], increased travel costs and effects on the restaurant industry [231], airlines
industry [232], lockdown of places of religious tourism [233], and almost entire national
economies [234,235].

For example, Wang et al. [230] developed effective techniques to help predict tourist
arrivals after the COVID-19 Pandemic. Ghosh et al. [229] studied how international tourism
in Australia was influenced by the pandemic. They investigated the primary factors of
tourism in favorable times and the principles that may be derived to re-establish interna-
tional travel in the post-pandemic world. Polese et al. [231] demonstrate the importance
of using technology to establish a service ecosystem supporting restaurant management.
Moreover, the government set new rules and policies to overcome the COVID-19 Pandemic.

4.5.6. Sustainable Tourism

Sustainable Tourism is defined by the WTO (World Tourism Organization) as “tourism
that takes full account of its current and future economic, social and environmental impacts,
addressing the needs of visitors, the industry, the environment and host communities” [7].
This parameter captures various dimensions of Sustainable Tourism including Environ-
ment, Sustainability, Ecotourism, Communities, Destinations, Visitors, Residents, Homes,
Impacts, Management, People’s Behaviors, Norms, and Attitudes. The research activities
in this parameter include, among others, managing ecotourism by protecting natural re-
sources and environments, preserving traditional cultures of the host communities, and
enhancing the environmental protection awareness of the local population [5,6], tourists’
attitudes toward sustainable consumption and purchasing habits concerning eco-friendly
products [8], managing over-tourism and the impacts on residents [9], and citizens’ par-
ticipation in environmentally sustainable actions [10]. For example, Schubert et al. [9]
asserted that over-tourism has a negative impact on the cultures of the residents and con-
sumption such as booked-out restaurants and crowded hiking trails. They stressed that
maintaining investments in high-quality tourism while minimizing numbers will increase
locals’ well-being.

4.5.7. Temporal Progression (Tourism Challenges)

The temporal evolution of research intensity for the macro-parameter Tourism Chal-
lenges is shown in Figure 14. The plots show that there is a somewhat sustained but
relatively low increase in research activity among all parameters, except Pandemics and
Water Quality and Pollution Management (WQPM) (consider the y-axis scale). The rel-
atively low growth could be attributed to the 2007 recession. The sharp increase in the
Pandemics parameter is expected due to COVID-19. The relatively higher growth in the
research intensity for Water Quality and Pollution Management (WQPM) reflects the signif-
icance of the problem dimension. The decline in the intensity toward the right side of the
plots was explained earlier.
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4.6. Media and Technologies

The Media and Technologies macro-parameter relates to various uses of Media and
Technologies in development, marketing, and other functions of tourism. The use of
media and technologies contributes to enhancing services and service quality, improved
operational effectiveness, enhanced customer satisfaction, and cost savings. It includes the
following parameters: Film and TV Media, Online and Social Media, Mobile Applications,
and Virtual Reality.

4.6.1. Film and TV Media

This parameter captures the role of Film and Television Media in exploring and
marketing popular tourist locations and destinations. The keywords related to this pa-
rameter include Film, Television, Induced, Destination, Image, Location, Media, Popu-
lar, Series, Viewer, Screen, Audience, Culture, Place, Phenomenon, Destination Image,
Visit, and Involvement. Bolderman et al. [236] investigated the strategies that popular
media produces to generate new tourism flows and emphasized how movies and mu-
sic could engage the geographical imagination and physically move tourists to these
locations. Nieto-Ferrando et al. [237] examined the impact of Movie-Induced Tourism
(MIT) stereotypes on the satisfaction of visitors who visited a place after watching films.
Iwashita et al. [238] explored the importance that films and television dramas play in in-
fluencing international visitors in selecting their travel destinations. Garrison et al. [239]
studied the relationship between media tourism and sustainability and their influence on
rural communities. Kay [240] used music as an instrument to promote tourism.

4.6.2. Online and Social Media

The Online and Social Media parameter captures the significant impact of Social Media
applications in the tourism sector and the way it has transformed traveling and tourism.
The keywords represented in this parameter include Online, Travel, Website, Social, Media,
Satisfaction, Review, and Others. The tourism industry is becoming more influenced by
the spread of Social Media and user-generated content. Consumers share their tourism
and hospitality experiences with other consumers online by posting reviews of their stays.
The articles related to this parameter disclose various dimensions of using Social Media
in tourism. These dimensions include automatic text analysis and mining [76,241,242],
forecasting tourist demand [24,243,244], tourist recommendation systems [245], and mining
travel locations and routes [246].

4.6.3. Mobile Applications

Mobile Applications have a significant impact on tourism activities. The Mobile Ap-
plications parameter captures various developments and services that make use of mobile
devices and applications. It is represented by keywords Including Mobile, Applications,
Smartphone, Location, Services, Technology, and Maps. Looking at the scientific papers
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that belong to this parameter, we were able to find several topics that capture various
mobile application services. These services include integration of the Android platform
and GPS services in guiding tourists to their preferred sites [29], augmented reality for
historical tourism using mobile and smart devices [30,31], the use of Mobile Applications
for tracking tourist travel experiences [247], determining different types of tourists mobility
and providing location-based services [20,248], and implementing QR systems for shopping
centers [249].

The use of Mobile devices and Applications together with augmented reality has
transformed visitor experiences by providing a chance for meaningful connection with
distinctive cultures and history on smartphones. Jiang et al. [31] investigated the effective-
ness of augmented reality (AR) in promoting the memorability of tourist experiences at
heritage sites such as the Great Wall of China, utilizing a smartphone app. Location-based
services are used as part of information systems for tour guides to provide travelers with
route planning and tourism information. Yang et al. [248] developed a master multi-agent
system utilizing picture recognition technology and Google Maps as a source of tourism
information and a route planner for travelers. It combines a smartphone GPS function,
a QR/Bar code scanner, and access to a cloud database, allowing users to locate all the
necessary web services while traveling for business or pleasure. Huettermann et al. [250]
discuss how visitors may use smartphone apps and obtain real-time forecasting information
to resolve issues such as parking, traffic, and queues.

4.6.4. Virtual Reality

The Virtual Reality parameter is created by merging two clusters 7 and 34. The pa-
rameter is depicted by the keywords Virtual, Reality, 3D, Video, Camera, Technology,
Augmented, Image, Site, Cultural, Urban, and Data. The parameter captures several
dimensions represented by Virtual Reality applications in the tourism sector. These applica-
tions include web-based visualization and 3D modeling for cultural heritage objects [251],
displaying a 3D image at tourist destinations [252], a virtual city tour [253], a cultural
entertainment system that allows tourist to improve their travel experience by carrying
out a series of games based on augmented reality [254], and virtual reality applications for
museum visitors. For instance, applications were reported in [255] to visualize the grand
mosque in Medina (Al-Masjid Al-Nabawi) and religious places in an interactive style with
ease of use for guests with the interaction of 3D environments.

Automatic text analysis focuses on mining tourist information to improve the qual-
ity of experience for both tourists and the public tourism industry. For example, García-
Pablos et al. [241] applied sentiment analysis of hotels to measure tourist satisfaction and
feelings related to other factors. Al Sari et al. [76] investigated the role of cruises in Saudi
Arabia using social media platforms and a machine learning algorithm. Feizollah et al. [256]
applied sentiment analysis based on Twitter data, which analyzed tweets related to
Halal tourism.

As regards forecasting tourist demand, for instance, Colladon et al. [24] applied
social networks and predicted foreign arrivals at airports in the capital cities of Europe.
Yuan et al. [257] predicted popular tourism locations and travel routes to help users obtain
a better travel schedule.

This parameter also captures the impact of the COVID-19 pandemic on the hotel
and lodging sector by providing a comparison of guest satisfaction before and after the
pandemic [258]. The impact of COVID-19 on the airline industry was reported in [259].

4.6.5. Temporal Progression (Media and Technologies)

Figure 15 depicts the temporal progression of the macro-parameter Media and Tech-
nologies. The vertical line of the graph indicates the number of research articles, defined
as the intensity. We note that the activity in the Mobile Applications parameter has sig-
nificantly increased over time compared to other parameters followed by the Online and
Social Media and Virtual Reality parameters. The Film and TV Media parameter has seen
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some growth after around 2010, although the growth is small compared to the other three
parameters. These trends are in line with the expected trends and potentials of these media
and technologies. Virtual reality is a high-potential technology, and its relatively low inten-
sity is due to virtual and augmented reality applications covered under mobile applications
research. The discussions about the parameters included in this macro-parameter and the
plots in the figure clearly show the evolving nature of societies in relation to tourism; there
is an increasing tendency of society to use mobile smart devices, social media, and virtual
reality for tourism with relatively low usage of film and TV media.
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Note that some of these trends (see the lines 2019/2020 onwards) are influenced by
COVID-19. The sharp drop at the end is due to the data period that does not include
scientific articles for the entire year of 2022.

5. Tourism Parameter Discovery (Public: Twitter)

This section discusses the tourism discovered parameters by our BERT model from
the Arabic Twitter dataset. It captures the national perspective of tourism about Saudi
Arabia. The parameters are grouped into two macro parameters: Tourist Attractions and
Tourism Services. We provide an overview of the parameters and taxonomy in Section 5.1.
The quantitative analysis is discussed in Section 5.2. Subsequently, we discuss each macro-
parameter in separate sections, namely Sections 5.3 and 5.4.

5.1. Overview and Taxonomy

We discovered a total of 30 clusters using Bert Topic modeling. Then we analyzed the
results and excluded irrelevant clusters that did not have important information for our
analysis. We removed six clusters due to their irrelevant themes. The remaining clusters
merged as necessary and resulted in a total of 13 parameters. The parameters were grouped
into two macro-parameters based on our domain knowledge, similarity matrix, hierarchical
clustering, and other quantitative methods. In this section, we discuss the methodology
and process used to discover parameters and group them into macro-parameters.

Table 3 lists the parameters and the macro-parameters discovered by our BERT model
from the Arabic Twitter dataset. The parameters are grouped into two macro-parameters
(Column 1), namely, Tourist Attractions and Tourism Services. The second and third
columns indicate the parameters and their number, respectively. The fourth column lists
the percentage of the number of documents. Our BERT model classified 42.7% of tweet
documents in outlier clusters and we ignored these clusters, and the remaining 49.5% of
tweet documents are listed in the fourth column. The fifth column lists the top 10 keywords
associated with each parameter along with their English translations. As part of our efforts
to gain a better understanding of the parameters, we examined the tweets associated with
each parameter. As shown in the following table, we also contextually translated the Arabic
tweets’ content so that English readers can better understand the content.
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Figure 16 shows a taxonomy of the tourism parameters that were discovered by our
system. The taxonomy was created from Table 3, and it indicates the tourism parameters,
their macro-parameters, and some keywords related to the parameters. The first-level
branches represent the macro-parameters including Tourist Attractions and Tourism Ser-
vices. The second-level branches represent the discovered parameters such as International
Destinations, National Destinations (Saudi Arabia), NEOM, Programs, Tours and Packages,
Restaurants and Hotels, etc. The third-level branches represent the most representative
keywords associated with each parameter.

Table 3. Macro-parameters and parameters for tourism (data source: Twitter).

Macro Parameters No % Keywords

To
ur

is
tA

tt
ra

ct
io

ns

International
Destinations 1 3.04%

	áK
QjJ. Ë @ ,Q¢�̄ , ú
æ�J
ÊJ. �K , ú
×ñ�KAK. , ú
G. X , ú
×ñk. PñK. ,ñ» AK. , AK. ñ�̄ , CK. A�̄ , 	àAj. J
K. P 	X

@

Azerbaijan, Qabil, Quba, Baku, Borjomi, Dubai, Batumi, Tbilisi, Qatar, Bahrain

National
Destinations

(Saudi Arabia)

0 14.20%
CªË@ , é 	JK
YÖÏ @, èYg. , ÕËAªË @ , Õæ�ñÓ , éJ
Ê 	g@YË@ , ÐñJ
 	K, 	�AK
QË @ ,Q 	®�Ë@ , �ékAJ
�Ë@

Tourism, Travel, Riyadh, Neom, Local, Season, The World, Jeddah, Medina, Alula

25 0.85%
ÕÎª�J�@ , ÉJ
�A 	®�JÊË , �éK
Q�
ºJ. Ë @ , 	à@ 	PAg. , é 	JK
YÖÏ @ , èPñ	JÖÏ @ , CªË@ , ©J. 	�K
 ,PYK. ,Q�. J
 	k

Khyber, Badr, Yanbu, Alula, Munawwarah, Medina, Jazan, Bukayriah,
Details, Inquire

NEOM
(Smart City)

8 1.03%
ÉJ. �®�J�ÖÏ @ , ÑêÊÖÏ @ð , YKA �®ÊË , ÕË AªË @ , AgñÒ£ , ¨ðQå��ÖÏ @ , ø
 ñ�J�Ó , ÐCgB@ ,Q��»


B@ , ÐñJ
 	K

NEOM, The Most, Dreams, Level, Project, Ambitious, World, Leader,
Inspiring, Future

13 0.92%
ú
æ

	�QÖÏ @ , 	á¢	J ��@ð , é�®Ê 	ªÓ , �I 	�Q 	̄ , éJ. �̄ @QÖÏ @ , h. QK. , 	�AK
QË @ , PA¢Ó , èYg. , ÐñJ
 	K
NEOM, Jeddah, Airport, Riyadh, Tower, Observation, Imposed, Closed,

Washington, Accepted

22 0.66% Future, Investment, NEOM, Announces, Designs, Goals, Launched, Line,
Economic, Idea

AlUla City 3 2.14%
¼ñJ. ��K. , Z @P 	Pð , ú
j. J
Ê	mÌ'@ , úÎ«@ , �H@P@Q�̄ , èYg. , 	áK @YÓ , �éÔ�̄ , i. ÊÓ@ , CªË@

AlUla, Umluj, Summit, Mada’in, Jeddah, Decisions, Higher, Gulf,
Ministers, Tabuk

Abha City 14 0.96%
ékAJ
�Ë@ , ©J. 	�K
 , Q�
�« ,Q�. �JªK
 , 	PAm.�

	' @ , �é 	JK
YÒÊË , é�®¢	JÖÏð , ÐAªË , ��Q£
Abha, Capital, Roads, Year, Region, For City, Achievement, Considered, Asir,

Yanbu, Tourism

Jeddah Historical 18 0.75% Historical, Tour, Jeddah, Host, Geographic, Position, Importance, Assistance,
Helper, Geologic

Natural Places 26 0.55%
©�JÖ �ß , �éK. C	mÌ'@ , AÒÊg , h. @ 	Q��Ó@ , AîD�ÒÊK
 , Q 	̄ A�ÖÏ @ , é 	Jk. , �éªJ
J.¢Ë@ , �éJ
K. Pð


B@ , ÈAJ.k. , 	PA�̄ñ�®Ë@

Caucasus, Mountains, European, Nature, Paradise, Traveler, Touches, Mix,
Dream Wonderful

Seasonal Festivals

11 0.99%
XPA 	®J
ÊJ. Ë @ð , AîD
K. ú
Í@ , Q 	̄ñ�J�K , ú
m.

�'
 , XPA 	®J
ËñJ. Ë @ , 	�AK
QË @ , èYg. , Õæ�ñÓ , Y 	KBQ�� 	Kð , 	Qm.k@ ,Q» @ 	Y�K
Tickets, Book, Winterland, Season, Jeddah, Riyadh, Boulevard, Come, Available,

If You Want

16 0.92%
ù�®J
�ñÖÏ @ð ,Q 	kA�J�K , ���
ª�Jk , É 	®k , Q» @ 	Y�K , èYg. , É 	ª 	Jk. , 	Qm.k@ , �HAJ
ËAª 	̄ , ½�KQ» 	Y�K

Your Ticket, Events, Book, Jungle, Jeddah, Tickets, Party, Live, Be Late, Music

17 0.91%
Y	KBQ�� 	Kð , èQK
 	Qk. , ÕÎªË@ , XPA 	®J
ËñJ. Ë @ , éÊ 	®k , 	�AK
QË @ , Õæ�ñÓ , �@P ,Q» @ 	Y�K , é 	J�Ë@

Year, Tickets, Head, Season, Riyadh, Party, Boulevard, Flag, Island, Winterland
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Table 3. Cont.

Macro Parameters No % Keywords

To
ur

is
m

Se
rv

ic
es

Programs, Tours
& Packages

5 1.49%

�H@ 	Pñm.k , �HBñk. , �è 	Q�
Ò�JÓ ,Q�
g.

A�K , ��XA 	J 	̄ 	Qm.k , I. �	� @ , l .×A 	KQK. , �èPAJ
� , l .×@QK. , éJ
kAJ
� , ú
kAJ
�

Tourist (a person), Tourist (adjective), Programs, Car, Program, Most Suitable,
Hotel Reservation, Rental, Distinguished, Tours, Reservations

15 0.93%
PAª�


AK. ,PA¢ÖÏ @ , ÉJ
ËX , ���® �� , ��KA� , 	Qm.k , ÉJ
�ñ�K , ½J
 	J»ñK. , é�® 	̄ @QÓ , �HA�J ��»

Camping, Accompany, Booking, Delivery, Reservation, Driver, Apartments,
Guide, Airport, Prices

27 0.55%
Q¢�̄ , 	Qj. jÊË , 	áK
QjJ. Ë @ , �HC¢« , ú
×ñ�KAK. , ÉK@ñ« , 	àAÔ« , H. QªË@ , �HCgP , 	àðQ 	̄ A�ÖÏ @
Travelers, Trips, Arabs, Oman, Families, Batumi, Holidays, Bahrain, For

Reservations, Qatar

Offers, Discounts
& Gifts

29 0.50% ÉJ
Ôg. , ©j. �J 	JÓ ,Q¢�̄ , Q 	®� , PAª�

AK. , Q 	̄ðð , ©�JÒ�J�@ð , 	Qm.k@ ,Q 	̄ A� , 	�Q«

Offer, Travel, Book, Enjoy, Save, Prices, Travel, Qatar, Resort, Beauty

2 2.22%
ZA�J ��Ë@ ,PA� 	®�J�@ , �èQ�
J.ºË@ , AK
 @Yëð , èXAK
P , �HA¿Qå��ÊË , ékAJ
�Ë@ , �HAÓñ� 	k , é�A 	g , 	àAj. J
K. P 	X


@

Azerbaijan, Special, Discounts, Tourism, Companies, Entrepreneurship, Gifts,
Big, Inquiries, Winter

21 0.70%

�HAÓñ�	mÌ'@ , 	àAj. J
K. P 	X

@ , Z A 	J�K @ , ��A ��« , éËðX ,PAª�B@ð , ú


	GðQ��ºËB@ ,PAª�

B@ , 	�ðQªË@ , É 	� 	̄ @

Best, Offers, Prices, Electronic, Prices, Country, Lovers, During,
Azerbaijan, Discounts

Tourist Guides 4 1.53%
Q¢�̄ , ú
æ�J
ÊJ. �K , 	àAÔ« , 	áK
QjJ. Ë @ , �H@PAÓB@ , 	Qj. jÊË , 	�ðQ« , ½�JÊgP , Y ��QÓ , ÐCª�J�B@ð

Inquire, Guide, Your Trip, Offers, For Reservations, Emirates, Bahrain, Oman,
Tbilisi, Qatar

Restaurants
and Hotels

23 0.62% i. J
Ê	mÌ'@ , 	àYÓ , ¡�ð

B@ , ÉÓA¿ , Ñ«A¢ÖÏ @ð , �ðQ« , ©�̄ @ñÖÏ @ð , �H 	Qêk. , éJ
kAJ
�Ë@ , 	á» AÓ


B@

Places, Tourist, Prepared, Sites, Bride, Restaurants, Full, Middle, Cities, Gulf

24 0.58%
Õº�K 	PAg. @ , éËðX , 	�Q« , ú


�̄P@ , I. K
Q�®Ë @ , 	á�
m�
'A�Ë@ , 	áº�@ , Ñ«A¢ÖÏ @ , ��XA 	J 	®Ë @ , Ñ	m 	̄


@

Most Luxurious, Hotels, Restaurants, Live, Tourists, Nearest, Finest, Offer,
Country, Vacation

7 1.03%
	á» AÓ


B@ , ék@QË @ , 	àAÓ


B@ð , É 	� 	̄ @ , �HAªj. �J 	JÓ , ékAJ
�Ë@ , ZA�J ��Ë@ ,PAª�


@ , �HAÓY 	g , 	�ðQ«

Offers, Services, Prices, Winter, Tourism, Resorts, Best, Safety, Comfort, Places

Medical Insurance
& Internet

Services (MI2S)
12 0.99%

�HQå�� 	� , ú
æ�» A�K , Õ �æK


@P , ��KA�Ë , èðQ�. 	g@ , �I	KQ�� 	K @ , l�' @Qå��ð , éÊgP , É�k@ð , 	á�
ÓA�K

Insurance, Get, Trip, SIM Cards, Internet, Tell Him, Driver, You Saw, Taxi

5.2. Quantitative Analysis (Twitter)

This section presents the quantitative analysis including the keywords score, the Inter-
topic distance map, hierarchical clustering, and the similarity matrix. A set of keywords are
used to represent each parameter; however, not all of them accurately define it. Figure 17
presents the top 10 keywords for each parameter (see Section 3.5). The importance score,
or c-TF-IDF, is used to order the keywords. There are 13 subfigures, and in each sub-
figure, the horizontal line shows the importance score, and the vertical line shows the
parameter keywords.
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Figure 18 indicates the hierarchical clustering of the 13 parameters and systematically
pairs them based on the cosine similarity matrix (see Section 3.5). We noticed that clusters
0, 3, 14, and 22 created a unique cluster that we labelled Tourist Attractions.
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Figure 19 shows the similarity matrix among the parameters (see Section 3.5). Dark
blue shows the highest similarity between parameters, whereas light green color shows
the least similarity. For example, we see a dark blue color between clusters 11 and 18,
which indicates a high similarity score because both clusters 18 (Jeddah Historical) and 11
(Seasonal Festivals) are related; Jeddah city had seasonal festivals (Jeddah Season) during
the period of 2 May 2022 to 30 June 2022.
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Figure 20 shows the term scores that identify the number of keywords needed to
describe the parameters. It indicated that ten to thirteen terms in each topic’s ranking
accurately reflect the topic. Since the probability of all other words are so close to one
another, their ordering is essentially meaningless.

Sustainability 2023, 15, 4166 42 of 65 
 

Figure 19 shows the similarity matrix among the parameters (see Section 3.5). Dark 

blue shows the highest similarity between parameters, whereas light green color shows 

the least similarity. For example, we see a dark blue color between clusters 11 and 18, 

which indicates a high similarity score because both clusters 18 (Jeddah Historical) and 11 

(Seasonal Festivals) are related; Jeddah city had seasonal festivals (Jeddah Season) during 

the period of 2 May 2022 to 30 June 2022. 

 

Figure 19. Similarity matrix (data source: Twitter). 

Figure 20 shows the term scores that identify the number of keywords needed to 

describe the parameters. It indicated that ten to thirteen terms in each topic’s ranking ac-

curately reflect the topic. Since the probability of all other words are so close to one an-

other, their ordering is essentially meaningless.  

 

Figure 20. Term rank (data source: Twitter). Figure 20. Term rank (data source: Twitter).

Figure 21 shows the Intertopic distance map based on a multidimensional scale. The
figure clearly identified three macro-clusters.

96



Sustainability 2023, 15, 4166

Sustainability 2023, 15, 4166 43 of 65 
 

Figure 21 shows the Intertopic distance map based on a multidimensional scale. The 

figure clearly identified three macro-clusters. 

 

Figure 21. Intertopic distance map (data source: Twitter). 

5.3. Tourist Attractions 

In this section, we discuss the first macro-parameter Tourist Attractions. It includes 

eight parameters, namely International Destinations, National Destinations (Saudi Ara-

bia), NEOM (Smart City), AlUla City, Abha City, Jeddah Historical, Natural Places, and 

Seasonal Festivals. 

5.3.1. International Destinations 

The first parameter is International Destinations. It is represented by keywords in-

cluding Azerbaijan, Qabil, Quba, Baku, Borjomi, Dubai, Batumi, Tbilisi, Qatar, Bahrain, 

travel, Emirates, Tourism, Bosnia, and Trabzon. An example of a tweet related to this pa-

rameter from a company is as follows: 
 سفر #  بورجومي# قابال #  قوبا# باتومي#   تبليسي# جورجيا#  باكو #اذربيجان #  فى   السياحة  عن المعلومات من للمزيد“
 ”المارات #  دبي# سياحة#

“For more information about tourism in #Azerbaijan #Baku #Georgia #Tbilisi #Batumi 

#Quba #Qabala #Borjomi #Travel #Tourism #Dubai #UAE” 

5.3.2. National Destinations (Saudi Arabia) 

The second parameter is National Destinations (Saudi Arabia). It is created by merg-

ing two clusters (numbers 0 and 25). This parameter is related to popular tourism desti-

nations in Saudi Arabia. It includes the following keywords: Tourism, Travel, Riyadh, 

Neom, Local, Season, Jeddah, Medina, AlUla, Mecca, Ministry, Yanbu, Tabuk, and 

Dammam. The following tweet mentions the hashtags of several tourism destinations in 

Saudi Arabia. The second tweet is from the Saudi Ministry of Tourism and it highlights 

the trends towards national and ecological tourism due to COVID-19 risks and physical 

distancing restrictions: 

Figure 21. Intertopic distance map (data source: Twitter).

5.3. Tourist Attractions

In this section, we discuss the first macro-parameter Tourist Attractions. It includes
eight parameters, namely International Destinations, National Destinations (Saudi Ara-
bia), NEOM (Smart City), AlUla City, Abha City, Jeddah Historical, Natural Places, and
Seasonal Festivals.

5.3.1. International Destinations

The first parameter is International Destinations. It is represented by keywords
including Azerbaijan, Qabil, Quba, Baku, Borjomi, Dubai, Batumi, Tbilisi, Qatar, Bahrain,
travel, Emirates, Tourism, Bosnia, and Trabzon. An example of a tweet related to this
parameter from a company is as follows:

Q 	®�#ú
×ñk. PñK.#BAK. A �̄#AK. ñ �̄#ú
×ñ�KAK.#ú
æ�J
ÊJ. �K#AJ
k. Pñk. #ñ» AK.# 	àAj. J
K. P 	X@#ú 	̄ �ékAJ
�Ë@ 	á« �HAÓñÊªÖÏ@ 	áÓ YK
 	QÒÊË“
” �H@PAÓB@#ú
 G. X# �ékAJ
�#

“For more information about tourism in #Azerbaijan #Baku #Georgia #Tbilisi #Batumi
#Quba #Qabala #Borjomi #Travel #Tourism #Dubai #UAE”

5.3.2. National Destinations (Saudi Arabia)

The second parameter is National Destinations (Saudi Arabia). It is created by merging
two clusters (numbers 0 and 25). This parameter is related to popular tourism destinations
in Saudi Arabia. It includes the following keywords: Tourism, Travel, Riyadh, Neom,
Local, Season, Jeddah, Medina, AlUla, Mecca, Ministry, Yanbu, Tabuk, and Dammam. The
following tweet mentions the hashtags of several tourism destinations in Saudi Arabia. The
second tweet is from the Saudi Ministry of Tourism and it highlights the trends towards
national and ecological tourism due to COVID-19 risks and physical distancing restrictions:

Q�. 	mÌ'@#ÐAÓYË@# 	á£AJ. Ë @Q 	®k#¼ñJ. �K# AîE. @# �èPñ 	JÖÏ @_ �é 	JK
 YÖÏ@# �éÓQºÖÏ@_ �éºÓ# �èYg. # 	�AK
 QË @# �éK
 Xñª�Ë@#ÉK
 X@_ 	à@Q�
£#“

” �ékAJ
�#CªË@#ú
 j.
	® 	mÌ'@#h. Q 	mÌ'@# 	à@Qm.�

	'#©J. 	�K
# 	 KA¢Ë@#É KAg# �éªÒj. ÖÏ @# 	¬ñm.Ì'@#ù

	®Ë 	QË @# �èYK
 QK. #Õæ
 � �®Ë@#
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“Flyadeal #Saudi Arabia #Riyadh #Jeddah #Mecca #Abha #Tabuk #Hafar Al-Batin
#Dammam #Khobar #Qassim #Buraydah #Zulfi #Jouf #Al Majmaah #Hail #Taif #Yanbu
#Najran #Kharj #Khafji #Ula #Tourism”

PðX A 	Jëð Q�
J.» É¾ ���. �I¢ �� 	� ú

�æË@ �éJ
Ê 	g@YË@ �éJ
 	�K
YË@ð �éJ
 J�
J.Ë@ �ékAJ
�Ë@ ù
 ë A 	KðPñ» 	á« �Ij. �� 	K ú


�æË@ �éJ
K. Am.�'
B@ PñÓ


B@ 	áÓ“
” �ékAJ
�Ë@ð Q 	®�Ë@ �HBA¿ðð �HAK. A �® 	JË @ ©Ó ��J
� 	��JËAK. �ékAJ
�Ë@ �èP@ 	Pð

“Among the positive things that resulted from Corona is the internal and ecological
tourism, which has been very active, and here is the role of the Ministry of Tourism in
coordination with unions and travel and tourism agencies”

5.3.3. NEOM (Smart City)

The third parameter is Neom (Smart City), a trillion-dollar smart city being built in
the northwest of Saudi Arabia. NEOM intends to bring about a shift in Saudi economy
by developing a knowledge-based economy, diversifying the country’s economic sources
of revenue, and reducing the country’s reliance on oil. This parameter is represented by
the following keywords: NEOM, Dreams, Project, World, Inspiring, Future, Renewed,
Ambitious, Inspired, and Leader:

ÕËAªË @ øñ�J�Ó úÎ« ���
ªÊË �éÓZCÓ Q��»

B@ �éêk. ñË@ ñëð YK
 Ym.Ì'@, t�'
PA �JË @ð ÉJ. �®�J�ÖÏ@ ñë ÐñJ
 	K ¨ðQå��Ó“

”. �è QëX 	QÓð �éÓ@Y�J�Ó �é ���
ªÖÏ ú
 ÍA �JÓ h.
	XñÖ 	ß Õç'
 Y �®�Kð , èPXA�Ó ©K
 ñ 	J �Kð ø
 Xñª�Ë@ XA��J �̄B@ �éJ
Ò 	J �JË ùª��
 �IJ
k

“NEOM is the new future and history, the world’s most livable destination. It seeks
to develop the Saudi economy, diversify its sources, and provide an ideal model for
sustainable and prosperous living”.

i�J�J 	® 	J� AÒ» , 2022 ÐA« �éK
Aî 	E ú

	̄ ” ÐñJ
 	K“ ¨ðQå��Ó ��XA 	J 	̄ Èð


@ hA�J�J 	̄@ ¡¢ 	jÖÏ@ 	áÓ ÐñJ
 	K:# �é»Qå�� ú


	̄ �ékAJ
�Ë@ ¨A¢�̄ ��
 KP“

“ 2025 ð 2023 	á�
K. AÓ �èQ�� 	®Ë @ ú

	̄ A �K
 ñ 	J� A ��̄Y 	J 	̄ 15 úÍ@ É��
 AÓ

“Head of the tourism sector in #NEOM: It is planned to open the first hotel in the NEOM
project at the end of 2022, and open up to 15 hotels annually between 2023 and 2025”

©K
PA ��Ó �HAg. éªJ
J.¢Ë@ ø

	YêË É�JÓ


B@ ÈC 	ª�J�B@ ÈA¾ ��@ 	áÓð éÊ¿ ÕËAªËAK. Aê«ñ 	K 	áÓ �èYK
Q 	̄ �éJ
 	̄@Q 	ªk. �éªJ
J.¢�. 	Q�
Ò�J�K ÐñJ
 	K“

” �éJ
 J�
J. Ë @ �ékAJ
�Ë@ ú

	̄ 	Q�
ÓB@ Q�
��
 h@P ú
 ÎË @ð A 	JJ
k. ðQ�K# ¨ðQå��Ó ��C£@ É�JÓ ÐñJ
 	K ú


	̄ �é �̄CÔ«

“NEOM is characterized by a unique geographical nature in the whole world, and
among the forms of optimal exploitation of this nature, giant projects have come to-
gether in NEOM, such as the Trogena project, which will become a distinguished name
in eco-tourism”

NEOM will be built around the concept of The Line, a mega project located in NEOM
smart city, launched in January 2021. The Line will be a city with a million residents and
a length of 170 km that preserves 95% of nature with zero cars, zero streets, and zero
carbon emissions [260]. The Line concept has attracted much debate and interest due to its
radically different approach towards urban living. It was detected as a separate cluster by
our BERT model, but we merged it into one parameter called NEOM. The following are
tweets related to this parameter:

”. �éK
Qå��J. Ë@ ék. @ñ�K ú

�æË@ �éjÊÖÏ@ �HAK
Yj�JË@ �ém.Ì'AªÓð ���
ªË@ �éJ
ËA�JÓ ��J
 �®m��' 	¬Yî �D��� �é 	JK
YÖÏ@ , ÐñJ
 	K ú


	̄ ÉJ. �®�J�ÖÏ@ �é 	JK
YÓ 	áK
B @ 	X“
“The Line, the city of the future in NEOM, the city aims to achieve the ideal of living and
address the urgent challenges facing humanity”

”ú
ÎjÖÏ@ XA��J�̄B@ð �ékAJ
�Ë@ øñ�J�Ó 	áÓ © 	̄QK
ð �èAJ
mÌ'@ �èXñk. 	áÓ © 	̄QK
ð �éJ�
J.Ë@ ÐY 	m�'
 ú
ÎË@ð ÉJ. �®�J�ÖÏ@ ©K
PA ��Ó øYg@ 	áK
B @ 	X“

“The Line is one of the future projects that serves the environment, raises the quality of
life and raises the level of tourism and the local economy”

Significant Twitter activity was detected around the topic of the Neom International
Airport. Our BERT model detected it as a separate cluster. We merged it with the NEOM
for knowledge structure and simplicity. Below is an example tweet on the subject.
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�éÓAªË@ �é JJ
êÊË @Qº �� . . . �éºÊÒÖÏ@ �éK
 ðP ��J
 �®j�JË �è 	Q�
ÜØ �èñ¢ 	k , ú
 G. X úÍ@ ÐñJ
 	K PA¢Ó 	áÓ �éJ
ËðYË@ �HCgQË@ úÍð

@ �I �®Ê¢ 	� @“

” �HAêm.Ì'@ �é 	̄ A¿ð ú

	GYÖÏ@ 	à@Q�
¢ÊË

“The first international flight departed from NEOM Airport to Dubai, an important step
to achieve the Kingdom’s vision. . . thanks to the General Authority of Civil Aviation
and all”

5.3.4. AlUla City

The fourth parameter is AlUla City. The Saudi city of AlUla has become one of the new
tourist destinations due to its beautiful natural components, diverse history, and antiquities
dating back thousands of years. It includes the keywords AlUla, Umluj, Summit, Mada’in,
Jeddah, Decisions, Higher, Gulf, Ministers, and Tabuk. The following tweets were posted:

	áÓYK
YªËAK. ©�JÒ�J�K �éªK@ P �éJ
kAJ
� �éêk. ð ù
 ë ð lÌ'A� 	áK@YÓ AîE. Yg. ñ�Kð , �éK
Xñª�Ë@ �éJ
K. QªË@ �éºÊÒÖÏ@ ú

	̄ �éJ
 	m�'
PA�K é 	JK
YÓ Ñ 	¢«


@ CªË@“

” �éK
 Q�K

BAª �̄@ñÖÏ@ð �HA 	̄ A �®�JË @

“AlUla is the greatest historical city in the Kingdom of Saudi Arabia, and there is Mada’in
Saleh, which is a wonderful tourist destination with many cultures and archaeological sites”

”ù
 ÖÏAªË @ �H@Q��ÊË ñº� 	�ñJ
Ë @ �ém� 'B úÎ« h. PY �Ó ø
 Xñª� © �̄ñÓ Èð

@ CªË@# ú


	̄ lÌ'A� 	á K@YÓ“

“Mada’in_Saleh in AlUla is the first Saudi site to be inscribed on the UNESCO World
Heritage List”.

” �éÊJ
Òm.Ì'@ð �éÖß
Y �̄ PA �KB@ Yg@ ( lÌ'A� 	á K@YÓ) AîD
 	̄ Yg. ñ�K © K @P éJ
 	J 	̄ é 	®m��' ù
 ë CªË@ �é 	¢ 	̄ Am×“

“AlUla Governorate is a wonderful masterpiece in which there is (Madain Saleh), one of
the ancient and beautiful monuments”

5.3.5. Abha City

The fifth parameter is Abha City (also called the Abha Tourist City by Saudi people).
The keywords of this parameter include Abha, Capital, Region, Achievement, Asir, and
Tourism. The following are examples of tweets related to this topic:

” . . . Aî�EAë 	Q�� 	JÓ ú
ÍA«

AK. �I 	K@ð AëYëA ���� éÒ» @Q��Ó ÐñJ
 	ªK. AëZAÖÞ� éJ
 	̄ ú
æ��Jº�K ©�JÜØ 	J
�ð �éK. C 	g �éªJ
J.¢�. é<Ë@ AëAJ.k �éJ
îD.Ë@ AîE. @“

“Abha Al-Bahiya. God has blessed it with a beautiful nature and an enjoyable summer in
which its sky is covered with accumulated clouds. You watch it while you are in parks
above the clouds”

”ÐA« É¾ ���. Q�
�« �é �®¢ 	JÖÏð �é 	JK
 YÒÊË 	PAm.�
	'@ Q�. �JªK
 ø


	YË@ ð , Ð2017 ÐAªË �éJ
K. QªË@ �ékAJ
�Ë@ �éÖÞ�A« ù
 ë AîE.

@ �é 	JK
 YÓ“

“Abha is the capital of Arab tourism for the year 2017. Which is considered an achieve-
ment for the city and the Asir region in general”

XYª�JÓ �HA 	KAg. QêÓð �HAJ
ËAª 	̄ð �HA£A �� 	� .Q�
�« QK
ñ¢�� �éJJ
ë ÉJ. �̄ 	áÓ ÐAªË@ @ 	YêË AîE.

@ 	J
� ú


	̄ �éªK@ P Xñêk. : �éK
Xñª�Ë@ �ékAJ
�Ë@“
” �éª K @P Z@ñk.


AK. AîE.


@ P@ð 	P ©�JÒ�J�@ �è

“Saudi Tourism: Great efforts in Abha summer this year by the Asir Development Authority
Multiple activities, events, and festivals. Visitors to Abha enjoyed a wonderful atmosphere”

5.3.6. Jeddah Historical

The sixth parameter is Jeddah Historical, also called AlBalad, which means town.
It is a historical district of Jeddah city in Saudi Arabia. This parameter is characterized
by the keywords such as Historical, Tour, Jeddah, Host, Geographic, Its Position, Impor-
tance, Assistance, Helper, Geologic, and Land. The following are some tweets related to
this parameter:

I. �J» AÖÏ ÑêË
�
AÔg. Q��Ó �IÊÔ«ð hAJ
�Ë@ 	áÓ

�
@XY« �HYg. ð , �éK
Q�KB@ Aêª �̄@ñÓ ð �éÖß
Y �®Ë@ èYg. t�'
PA�K ú


	̄ �éÊgQK. �IªÒ�J�@ð ÐñJ
Ë@ �HP 	P“

” �HAgñÊË@ úÎ«
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“I visited today and listened to a journey in the history of ancient Jeddah and its archae-
ological sites, and I found a number of tourists and worked as a translator for them of
what was written on the paintings”

” éÒm.k �ºªK
 AëQK
 ñ¢ �� ú

	̄ Yê« ú
 Íð ÐAÒ�Jë@ð A 	J �JËðX ú


	̄ éJ
 	m�'
 PA �JË @ 	á» AÓ

B@ Ñë@ Yg@ 	áÓ Q�. �Jª�K éJ
 	m�'
 PA �JË @ èYg. “

“Historic Jeddah is considered one of the most important historical places in our country,
and the interest of the Crown Prince in developing it reflects its importance”

5.3.7. Natural Places

The seventh parameter is Natural Places. The keywords of this parameter are Caucasus,
Mountains, European, Nature, Paradise, Traveler, Touches, Mix, Dream, Wonderful, and
Enjoy. Examples of the tweets regarding this parameter are below:

” . . . �éJ
ÖÏAªË @ ð �éJ
K. ðPðB@ �HAgA�Ë@ Ñ«A¢Ó ú

	̄ Z @Y 	ªË @ YªK. �éK. C 	mÌ'@ 	PA �̄ñ �®Ë@ ÈAJ. k. ú


	̄ �éªJ
J. ¢Ë@ ÈAÒm.�'. ©�JÖ �ß“
“Enjoy the beauty in spectacular Caucasus mountains after lunch in the restaurants of
European and international squares . . . ”

” �éJ
 	m�'
 PA �JË @ ©ÖÏ

@ ÈAg. P �éK
 Q �̄ ú �æk �èXñ�Ë@ ÈAJ. k. ú


	̄ �èQkA�Ë@ �éªJ
J. ¢Ë@ 	¬A ��º�J�AK. ©�JÒ�J�@ð Q�
�« Pð 	P“

“visit Asir and enjoy exploring the enchanting nature in the Souda Mountains to the
historic village of Rijal Alma”

”ÐñJ
 	K ÈAJ. k. ú
 ÍA«

@ ú


	̄ éJ
 	̄Q��Ë @ð �èQÓA 	ªÖÏ @ð �éªJ
J. ¢Ë@ ��A ��ªË �éJ
ÖÏA« �éJ
kAJ
� �éêk. ð . . . A 	JJ
k. ðQ�K“

“Trogena . . . a global tourist destination for lovers of nature, adventure and entertainment
in the high mountains of NEOM”

5.3.8. Seasonal Festivals

The eighth parameter is Seasonal Festivals. It is created by merging three clusters, 11,
16, and 17. The parameter captures various discussions about tourism related to seasonal
entertainment festivals and events in Saudi Arabia. The keywords for the parameter include
Tickets, Booking, Winterland, Season, Jeddah, Riyadh, Boulevard, Events, Jungle, Party,
Music, Horrible, Fun, Show, and For Sale. For instance, the tweet outlined below was found
in our dataset related to this parameter. It was posted by the booking company. This and
similar tweets describe the Riyadh Season events and activities such as booking tickets and
searching for flights to travel to Riyadh:
” . . . XPA 	®J
ËñJ. Ë@ ú


	̄ �HAë 	Q 	�Óð H. AªË@ð �HAJ.�A 	JÓ �HCgPð �HC 	®k Q»@ 	Y�K 	�AK
QË@ Õæ�ñÓ �HAJ
ËAª 	̄ �HAJ 	̄ð ¨@ñ 	K@ �é 	̄A¿ ½�KQ» 	Y�K 	Qm.k@“
“Book your ticket for all types and categories of Riyadh Season events, tickets for parties,
trips, events, games and parks on the Boulevard . . . ”

5.3.9. Temporal Progression (Tourist Attractions)

Figure 22 plots the temporal progression of the macro-parameter Tourist Attractions.
We generated the plots using the topic-over-time method in the BERTopic library. The
graph’s horizontal line represents the timeline of the discovered parameters during the
data period of March 2021 to October 2022, while the vertical line represents the number of
tweets, which is referred to as the intensity. The tweets related to popular tourist national
and international destinations and some tourism-related development projects in Saudi
Arabia. The National Destination parameter was the most discussed topic in 2022.
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5.4.1. Programs, Tours, and Packages 

The first parameter in this macro-parameter (ninth overall) is Programs, Tours, and 

Packages. This parameter is created by merging three clusters, numbers 5, 15, and 27. Most 

tourists, when planning their trips, look for reasonable and suitable tourism programs. 

Usually, tourism and travel companies offer a variety of tourism programs. This parame-

ter covers these issues and is represented by the keywords Tourist, Programs, Most Suit-

able, Hotel Reservation, Rental, Distinguished, Tours, Reservations, Apartments, Cars, 

Offers, and Families. The following tweets provide examples of the posts: 

⸮ تنظيم شركات   قبل من  وحدة منصة في  السياحية البرامج  أفضل لك يقدم ]سياحية شركة [“  ”الرح

“[Travel Company] offers you the best tourism programs in a single platform by tour 

operators.” 

 ”والسفر  للسياحة] سياحية شركة [ من مختلفة سياحية   برامج  مع جورجيا في الن  المغامرة عيش “

“Live the adventure now in Georgia with different tourism programs from [Travel Com-

pany] for travel and tourism” 
,  زيارات   للمعتمرين مصممه   ثقافيه سياحيه  برامج الحرمين لزوار   ينظمون السياحة  وزارة مع بالتعاون الثقافة  وزارة“ 

⸮  دينيه لماكن ” الغزوات  لمواقع  زيارات.  لهجرة   لطريق رح  
“The Ministry of Culture, in cooperation with the Ministry of Tourism, organizes cul-

tural tourism programs for visitors to …” 
  ومنتجعات فنادق المطار  وتوديع  استقبال والشباب للعوائل  فاخره شقق  تشمل  برامجنا... في  السياحه“

⸮ خاص وسائق سيارة  ” يومي رح
“Tourism in … Our programs include luxury apartments for families and youth Airport 

reception and farewell Hotels and resorts Car and private driver Daily trips” 

The keywords related to Packages (Cluster 15) detected by our model include Camp-

ing, Accompany, Delivery, Reservation, Driver, Apartments, Guide, Airport, Prices, Tour-

ists, Car, Flights, and Hotels. The following tweets provide examples of the posts: 
  سيارة ومنتجعات فنادق المطار  وتوديع  استقبال والشباب للعوائل  فاخره شقق  تشمل  برامجنا... في  السياحه“

⸮ت خاص وسائق  ” يومي رح

Figure 22. Temporal progression (macro-parameter: Tourist Attractions) (data source: Twitter).

5.4. Tourism Services

We discuss now the second macro-parameter, Tourism Services. It consists of five
parameters. These are Programs, Tours, and Packages; Offers, Discounts, and Gifts; Tourist
Guides; Restaurants and Hotels; and Medical Insurance and Internet Services.

5.4.1. Programs, Tours, and Packages

The first parameter in this macro-parameter (ninth overall) is Programs, Tours, and
Packages. This parameter is created by merging three clusters, numbers 5, 15, and 27. Most
tourists, when planning their trips, look for reasonable and suitable tourism programs.
Usually, tourism and travel companies offer a variety of tourism programs. This parameter
covers these issues and is represented by the keywords Tourist, Programs, Most Suitable,
Hotel Reservation, Rental, Distinguished, Tours, Reservations, Apartments, Cars, Offers,
and Families. The following tweets provide examples of the posts:

” �HCgQË@ Õæ

	¢ 	J �K �HA¿Qå�� ÉJ. �̄ 	áÓ �èYgð �é� 	JÓ ú


	̄ �éJ
kAJ
�Ë@ l .×@Q�. Ë @ É 	� 	̄ @ ½Ë ÐY �®K
 [ �éJ
kAJ
� �é»Qå��]“

“[Travel Company] offers you the best tourism programs in a single platform by tour operators”.

”Q 	®�Ë@ð �ékAJ
�ÊË [ �éJ
kAJ
� �é»Qå��] 	áÓ �é 	®Ê �J 	m× �éJ
kAJ
� l .×@QK. ©Ó AJ
k. Pñk. ú

	̄ 	àB@ �èQÓA 	ªÖÏ @ ���
«“

“Live the adventure now in Georgia with different tourism programs from [Travel Com-
pany] for travel and tourism”

, �H@PAK
 	P 	áK
 QÒ�JªÒÊË éÒÒ�Ó éJ
 	̄ A �®�K éJ
kAJ
� l .×@QK. 	á�
ÓQmÌ'@ P@ð 	QË 	àñÒ 	¢ 	JK
 �ékAJ
�Ë@ �èP@ 	Pð ©Ó 	àðAª�JËAK. �é 	̄ A �®�JË @ �èP@ 	Pð“

” �H@ð 	Q 	ªË @ © �̄@ñÖÏ �H@PAK
 	P . �èQj. êË ��K
 Q¢Ë �HCgP éJ
 	�K
 X 	á» AÓB
“The Ministry of Culture, in cooperation with the Ministry of Tourism, organizes cultural
tourism programs for visitors to . . . ”

�HAªj. �J 	JÓð ��XA 	J 	̄ PA¢ÖÏ@ ©K
 Xñ�Kð ÈAJ. �®�J�@ H. AJ. ��Ë@ð É K@ñªÊË èQ 	kA 	̄ �� �® �� ÉÒ ���� A 	Jm.×@QK. . . . ú

	̄ ékAJ
�Ë@“

”ú
 ×ñK
 �HCgP �A 	g �� KA�ð �èPAJ
�

“Tourism in . . . Our programs include luxury apartments for families and youth Airport
reception and farewell Hotels and resorts Car and private driver Daily trips”

The keywords related to Packages (Cluster 15) detected by our model include Camping,
Accompany, Delivery, Reservation, Driver, Apartments, Guide, Airport, Prices, Tourists,
Car, Flights, and Hotels. The following tweets provide examples of the posts:

�èPAJ
� �HAªj. �J 	JÓð ��XA 	J 	̄ PA¢ÖÏ@ ©K
 Xñ�Kð ÈAJ. �®�J�@ H. AJ. ��Ë@ð É K@ñªÊË èQ 	kA 	̄ �� �® �� ÉÒ ���� A 	Jm.×@QK. . . . ú

	̄ ékAJ
�Ë@“

”ú
 ×ñK
 �HCgP �A 	g �� KA�ð
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“Tourism in . . . Our programs include luxury apartments for families and youth, Airport
reception and farewell, Hotels and resorts, Car and private driver, daily trips”

Some examples of tweets related to Tours or trips are provided below.
” �éK
 Xñª�Ë@_ 	J
� ú


	̄ 	 KA¢Ë@ 	 KA�ÖÏ@ �ðQ« ú

	̄ XPñË@ h. A �J 	K @ ¨P@ 	QÖÏ �éJ
kAJ
� �HCgP“

“Tourist trips to the rose production farms in the bride of summer resorts Taif City”

” �éJ
kAJ
� �HCgP ð �é�A 	g �èPAJ
� ð �éJ
 �̄Y 	J 	̄ �� �® �� ð

@ ú


�̄Y 	J 	̄ 	Qm.k ½Ë Q 	̄ñ 	Jë“

“We will provide you with a hotel reservation or hotel apartments, a private car and
tourist trips”

” 	àXP


B@ð Qå�Óð �éK
Xñª�Ë@ QÔg


B@ QjJ. Ë@ ú

	̄ �HAêk. ð 3 úÍ@

�èYg. 	áÓ
�
@XYm.× ��Ê¢ 	J�K �éK
Xñª�Ë@ 	PðQ» �HCgP

�
AJ. K
Q �̄“

“Coming soon Saudi Cruise trips, it departs from Jeddah to three destinations in the Red
Sea, Saudi Arabia Egypt Jordan”

5.4.2. Offers, Discounts, and Gifts

The next parameter is Offers, Discounts, and Gifts. This parameter is created by
merging three clusters, numbers 29, 2, and 21. The keywords related to this parameter (in
all clusters) are Offers, Travel, Book, Enjoy, Save, Prices, Qatar, Resort, Beauty, Tourism,
Services, UAE, Azerbaijan, Special, Discounts, Companies, Entrepreneurship, Gifts, Big,
Inquiries, Winter, Best, Electronic, Lovers, and Location. The following tweets provide
examples of posts related to this parameter:

” . . .Q 	®�ð ékAJ
�Ë@ 	�ðQ« É 	� 	̄@ úÎ« 	àB@ 	Qj. mÌ'AK. ¨PA� �éÊJ
Òm.Ì'@ . . . �èQK
 	Qk. úÍ@
�ékAJ
�Ë@ ð Q 	®�Ë@ 	�ðQ« É 	� 	̄ @ 	àB@“

“Now the best travel and tourism offers to the beautiful island . . . , hurry up to book now
for the best tourism and . . . travel”

QîD�� ú
Îg

B X@Ym.Ì'@ 	àA�QªÊË AK
 @Yëð �HA¿Qå��ÊË �é�A 	g �HAÓñ� 	kð �èQ�
J.ºË@ X@Y«


CË �é�A 	g �HAÓñ� 	k AJ
k. Pñk. ú


	̄ �ékAJ
�“

”É�«
“Tourism in Georgia Special discounts for large numbers, special discounts for companies
and gifts for newlyweds for the sweetest honeymoon”

” �éJ
Ê 	g@YË@ �ékAJ
�Ë@ ©J
j. �� ��Ë 	á�
 	J£@ñÖÏAK. �é�A 	g �H@PXAJ. Óð 	�ðQ«ð �HAÓñ� 	k“

“Discounts, offers and initiatives for citizens to encourage domestic tourism”

”%50 ú �æk É��� �éK
 Qå�k �HAÓñ� 	m�'.
�éK
 Xñª�ËA 	®J
� �HAêk. ð ÈAÔg.

	¬A �� ��» AK. ©�JÒ�J�@“
“Enjoy discovering the beauty of Saudi summer destinations with exclusive discounts of
up to 50%”

” . . . ¼Q 	®� Q» @ 	Y�K Qª� 	áÓ30%É�k@ ú
 Î« 	à@Q�
¢Ë@ Q» @ 	Y�K PAª�@ ú
 Î« �è 	Q�
ÜØ �HAÓñ� 	k �éJ
kAJ
�_ 	�ðQ«“

“Tourist Offers Special discounts on airline ticket prices. Get a 30% discount on the price
of your travel tickets . . . ”

5.4.3. Tourist Guides

The third parameter in this macro-parameter (eleventh overall) is Tourist Guides.
It includes the following keywords: Inquiries, Guide, Your Trip, Offers, Reservations,
Emirates, Bahrain, Oman, Tbilisi, Qatar, Tourism, Hotels, Areas, and Car. The following
tweets provide examples of the posts:

”CªË@ �é 	¢ 	̄ Am× ð@ ÐñJ
 	K ð@ ¼ñJ. �K �é �®¢ 	JÓ ú

	̄ ú
 kAJ
� Y ��QÒ�» ú
 kAJ
�Ë@ XA ��PB@ ÈAm.× ú


	̄ Õº�JÓY 	m�'. Yª� 	�“
“We are pleased to serve you . . . as a tourist guide in the Tabuk, Neom, or AlUla regions”.

Qå��AJ. Ó 	¬@Qå��AK. . . . �éJ
ËðB@ �HA 	̄Aª�B@ð ú
kAJ
�Ë@ XA ��PB@ �H@PAêÓ ú

	̄ éÊJ
ë


A�K Õç�' Y �® 	̄ èXCJ. Ë é 	̄Qå��Ó éêk. @ð ú
kAJ
�Ë@ Y ��QÖÏ@“

”Q 	®�Ë@ ú

	̄ 	á�
ªÓ Q�
 	gð 	àAÓ 	QË @ð 	àA¾ÖÏ@ 	á« �éjJ
j�Ë@ �éÓñÊªÖÏ@ ÐY �®K
 ñê 	̄ . . . �ékAJ
�Ë@ �èP@ 	Pð 	áÓ
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“The tour guide is qualified with the skills of tourist guidance and first aid . . . managed
by the Ministry of Tourism . . . [tour guide] provides the correct information about the
place and time and other information needed in travel”

” �éJ
K. QªË@ð �éK
 	Q�
Êm.�
	'B@ ÕÎ¾�JK
 AJ
��
 	KðY 	K @ ú


	̄ ú
 kAJ
� Y ��QÓð �� KA�“

“Driver and tour guide in Indonesia who speaks English and Arabic”

”�� 	j�JÓ ú
 kAJ
� Y ��QÓ �é �® 	̄ @QÖß. i. 	JºK
 AêË @  A �� 	� 	áÒ 	��J�K , A 	® ��Ë@ �HAª 	®�KQÓ �èPAK
 	QË �éJ
kAJ
� �éÊgP“

“Tourist trip from Shefa Heights, hiking activity, accompanied by a specialized tour guide”

5.4.4. Restaurants and Hotels

Restaurants and Hotels constitute the fourth parameter (overall twelfth) for the macro
parameter Tourism Services. This parameter is created by merging three clusters, numbers
23, 24, and 7. It highlights the issues and importance of restaurants and accommodation
services in tourism. The keywords include Places, Hotels, Restaurants, Resorts, Tourist,
Nearest, Finest, Offer, Country, Vacation, Sites, Cities, Visitor, Family, Winter, Bahrain, and
UAE. Following are example tweets:

”QjJ. Ë @ úÎ« �éÊ¢ÖÏ@ Ñ«A¢ÖÏ@ ©Ó �éª�JÜØ �éK. Qj. �JK. @ñª�JÒ�J�@ �Hñ 	jJ
ÊË_ �èYg. _ø
 XA 	K ú

	̄“

“In Jeddah yacht club, have an enjoyable experience with restaurants overlooking the sea”

” �é�A 	g PAª�

AK. AJ
k. Pñk. ú


	̄ ��XA 	J 	®Ë @ Ñ 	m 	̄ @ ð �HBC£@ É 	� 	̄ @“

“The best views and the most luxurious hotels in Georgia at special prices”

. . . �HAªj. �J 	JÓð ��XA 	J 	̄ �é«ñÒm.× ©Ó ú
kAJ
�Ë@ �éJ
Ò 	J�JË@ ��ðY 	J� ©�̄ð , �éJ
«ñ 	K �éJ
kAJ
� �HAêk. ð QK
ñ¢��ð �ékAJ
�Ë@ ¨A¢ �̄ 	QK
 	Qª�JË“
” �éºÊÒÖÏAK. ú
 kAJ
�Ë@ PAÒ�J ���B@ H.

	Ym.Ì éK
 QK
 ñ¢ �� �éJ
j. �
 �K @Q���@ �é» @Qå��Ë ÑëA 	®�K �èQ» 	YÓ

“To promote the tourism sector and develop quality tourist destinations, Tourism Develop-
ment Fund signed up with a group of hotels and resorts a memorandum of understanding
for a strategic development partnership to attract tourism investments in the Kingdom”

” �éJ
 �̄@QË @ �HAªj. �J 	JÖÏ @ð �éÓA �̄B @ 	á» AÓ

@ 	áÓ �é«ñ 	J �JÓ �é«ñÒm.× CªË@ Ð �Y �® ��K“

“AlUla offers a variety of high-end accommodation and resorts”

” AJ
k. Pñk. ú

	̄ p@ñ»


B@ð ��XA 	J 	®Ë @ð �HAªj. �J 	JÖÏ @ Ñ 	m 	̄@ ú 	̄ �éÓA �̄B@ Z @ñk.


AK. ©�JÖ �ß“

“Enjoy the atmosphere of accommodation in the most luxurious resorts, hotels, and
cottages in Georgia”

5.4.5. Medical Insurance and Internet Services (MI2S)

The thirteenth parameter is Medical Insurance and Internet Services (MI2S). The global
tourism industry has faced significant difficulties because of the COVID-19 pandemic. The
requirements for traveling during and after the pandemic have been altered by policies
and travel restrictions established in numerous countries. Travel insurance is important to
protect from potential health hazards and financial losses. The keywords related to this
parameter are Insurance, Get, Trip, SIM Cards, Internet, Driver, Taxi, Published, Tourist,
Company, Best, Insurance, and Travel. The reason for the two topics—insurance and
Internet services—is some companies offer the two services together.

” . . . ��J. �ÖÏ@ 	Qj. jÊË �A 	g Õæ� 	kðA 	KAm.× �I 	KQ�� 	K @ l� '@Qå��ð Q 	®�Ë@ 	á�
Ó

A �K úÎ« É�k


@ð A 	JªÓ ½�JÊgP 	Qm.k@“

“Book your trip with us and get travel insurance, free internet SIM cards, and a special
discount for pre-booking for reservations. . . ”

”ÈA 	®£


CË ú
 æ. £ 	á�
Ó

A �K  Q�� ���� �éK
 Xñª�Ë@  ñ¢ 	mÌ'@“

“Saudi Airlines requires medical insurance for children”
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The following tweet was posted by Saudi Tourism Authority indicate the importance
of obtaining medical insurance to cover COVID-19 risk when arriving at Saudi airports.

�éJ
ËðYË@ �H@PA¢ÖÏ@ ©J
Ôg. 	áÓ AîD
Ê« Èñ�mÌ'@ 	áºÖß
 ú

�æË@ð ; A 	KðPñ» Q£A 	m× Y 	� ú
æ. £

	á�
Ó

A�K úÎ« Èñ�mÌ'@ P@ð 	QË@ �é 	̄A¿ úÎ« 	á�
ª�JK
“

”Èñ�ñË@ Y 	J« �éºÊÒÖÏ@ ú

	̄

“All visitors are required to have medical insurance against corona risks, which can be
obtained from all international airports in the Kingdom upon arrival”

5.4.6. Temporal Progression (Tourism Services)

The temporal progression of the macro-parameter Tourism Services, which includes
five parameters, is shown in Figure 23. A mix of behaviour can be observed for all parame-
ters. Overall, the Offers, Discounts, and Gifts parameter shows the highest intensity among
all, and this could be due to businesses posting tweets about their offers.
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6. Discussion

The aim of this paper is to gain a comprehensive understanding of tourism and
develop a theory and approach for smarter, sustainable tourism through the use of cutting-
edge technologies. The study modelled the tourism industry using scientific research
papers and tweets. It used a data-driven approach with deep learning and big data to
extract parameters from both academic literature and public opinions on Twitter to give
a comprehensive view of the industry from two different perspectives. A software tool
for smart tourism was developed with four modules using BERT embeddings, UMAP,
HDBSCAN, and TF-IDF, grouping discovered parameters into macro-parameters, validated
internally and externally, and visualized with Seaborn, Plotly, and Matplotlib libraries. The
paper also presented a comprehensive knowledge structure and literature review of the
tourism sector, drawing on more than 250 research articles.

The academic-view dataset was constructed using 156,759 English research articles
from the Scopus database covering 2000–2022. It was used to uncover key elements of
academia-oriented tourism. Thirty-three parameters related to tourism were identified
and grouped into four categories: Tourism Types, Tourism Planning, Tourism Challenges,
and Media and Technologies. The “Tourism Types” macro-parameter discovered that the
tourism industry encompasses a variety of activities and experiences such as urban, rural,
beach and marine, national parks, wildlife, adventure, diving, sports, space, culture and
heritage, music and art, and religious tourism. Activities range from city sightseeing, rural
life experience, swimming, snorkeling, safari, adventure, visiting museums and historical
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sites, attending concerts, visiting art galleries, and religious tourism. The “Tourism Plan-
ning” macro-parameter captured details of planning for tourism that involves investing in
education and training, utilizing air transport, and considering the hotel and food service
industries to drive sustainable economic growth in communities. Forecasting methods are
used to predict future demand. It also helps to develop underdeveloped communities by
providing jobs and income opportunities.

The “Tourism Challenges” parameter captured several challenges that the tourism
industry is facing such as climate change, poor air and water quality, natural disasters,
and pandemics. Climate change is affecting the availability of tourist destinations and
activities. Poor air and water quality can make tourist destinations less attractive and
have negative effects on visitors’ health. Natural disasters and pandemics can damage
tourism infrastructure and disrupt travel plans. To overcome these challenges, research
in sustainable tourism is underway such as reducing carbon emissions, improving waste
management, and promoting sustainable transportation options, which will minimize
negative impacts on the environment and local communities while promoting the long-
term viability of the tourism industry. The “Media & Technology” parameter captured
the major impact that media and technology are having on the tourism industry. Film
and TV have been used traditionally to showcase destinations. Online and social media
platforms have now become essential for promotion. Mobile apps have made it easier for
travelers to plan and book trips, and virtual reality technology allows people to experience
a destination before visiting or enhance their experiences during visits.

The Twitter dataset for this study was collected for 18 months from March 2021 to
August 2022 and consisted of 485,813 tweets related to the public perception of tourism
in Saudi Arabia. The dataset was limited to the region to focus on local tourism issues
and was modelled to reveal 13 parameters, grouped into two broader categories: Tourist
Attractions and Tourism Services.

The “Tourist Attractions” parameter captured a diverse range of tourist attractions
that Saudi Arabia offers for both domestic and international travelers, including popular
National destinations such as the NEOM Smart City, AlUla City, Abha City, and Jeddah,
and many natural places such as deserts, mountains, and beaches. Additionally, Saudi
Arabia hosts many seasonal festivals that allow tourists to experience the country’s culture
and traditions. With a variety of options catering to different interests, Saudi Arabia is
an attractive destination for tourists. The parameter also captured many international
destinations that are popular for Saudi tourists including, Qabil, Qubam and Baku (Azer-
baijan), Batumi, Tbilisi, and Borjomi (Georgia), and Dubai, Emirates, Qatar, Bahrain, Bosnia,
and Trabzon (Tukiye). The “Tourism Services” captured a wide range of tourism services
Saudi Arabia offers for both domestic and international travelers, including tour packages,
discounts and gifts, and tourist guides. They also offer a variety of hotels and restaurants
and options for medical insurance and internet services.

The two perspectives, academic versus public, or international versus national, are
not isolated and have some impact on each other, but they still have distinct and signifi-
cant variations. In Figure 1, in comparing these two perspectives, we presented a multi-
perspective taxonomy of the tourism sector, combining academic, public, international,
and national/cultural (Saudi Arabia) perspectives. It offered a holistic understanding
of the industry, including 15 types of tourism, various planning dimensions, major chal-
lenges, and the impact of media and technology (academic and international view). The
national/public perspective in Saudi Arabia focuses on tourist attractions and services
such as medical insurance, including recent developments such as the NEOM smart city,
AlUla city, and seasonal festivals.

Figure 24 presents a data-driven framework for smarter tourism, aimed at improving
tourist experiences and promoting sustainable practices. The framework is based on
data sources such as social media, academic articles, government, and industry, among
others. The objectives include improving the quality of services, cultural sustainability,
economic sustainability, environmental sustainability, and tourist experiences. Enablers
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for achieving these objectives include tourism satisfaction, efficiency, experiences, and
emerging technologies. The framework also lists challenges in tourism, such as climate
change, air pollution, water quality, security, lack of awareness, and food safety. These
challenges should be addressed by the framework to achieve the desired goals.
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6.1. Novelty and Utilization

The tourism industry is constantly evolving and facing new challenges such as emerg-
ing technologies, global conflicts, energy and monetary crises, pandemics, and disasters. A
literature review (see Section 2) and an extensive analysis of current research (see Section 4)
show that the field is fragmented and narrowly focused. To effectively navigate and im-
prove this dynamic sector, a holistic approach is needed to study tourism. A holistic view
of the tourism industry considers all aspects of the industry, including economic, social, en-
vironmental, and cultural factors. By taking this comprehensive approach, decision-makers
can gain a deeper understanding of the interconnectedness of different aspects of tourism
and how they impact one another. This knowledge can be used to drive sustainable tourism
practices and destination development and enhance visitor experiences. Additionally, a
holistic approach can help identify potential challenges and opportunities in advance,
allowing for proactive rather than reactive solutions. This proactive approach is crucial in
today’s fast-paced environment as it helps to stay ahead of industry trends and mitigate
potential negative impacts. Furthermore, a holistic approach to tourism can have a positive
impact on both tourists and local communities, promoting sustainable tourism practices
that benefit the environment and local communities and creating better visitor experiences
that lead to repeat visits and positive word of mouth.

Moreover, the relationship and effects of tourism on local cultures in the emerging
digital world have also attracted limited attention, particularly in Saudi Arabia. In these
contexts, research on big data analytics of social and digital media, particularly in the
Arabic language, is limited. Saudi Arabia is a rapidly developing country with a unique
culture and a diverse range of tourist attractions. Conducting tourism research in this
country can provide insight into the latest trends and developments in the industry and
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help to identify potential opportunities for tourism growth. It can also allow researchers to
explore the country’s attractions and learn more about its culture and history.

This paper presents an approach for leveraging machine and deep learning to gather
holistic, multi-perspective (e.g., local, cultural, national, and international), and objective
information on any subject including tourism. By providing powerful tools and resources
to analyze various datasets, it makes it possible to uncover crucial information on matters of
public, academic, industrial, and government interest. The research and insights discovered
in this paper make a significant contribution to our understanding of the tourism industry
and have the potential to shape public perception, guide future research, and inform
decision-making by the public, the government, and other stakeholders.

The proposed approach not only enhances the theory and practice of AI-based methods
for information discovery but also extends the use of the scientific literature, Twitter,
and other media and data sources for information and parameter discovery to enable
autonomous capabilities for holistic and dynamic optimizations in everyday applications,
systems, and platforms. Furthermore, it promotes novel approaches to research in the
tourism sector using the information discovery approach, ultimately giving rise to the
development of smart and sustainable societies, economies, and the planet, which is a
paramount concern for today’s world.

As technology advances, more and more systems such as self-driving cars, web
services, drones, and robots in manufacturing and farming are becoming autonomous. This
trend is likely to continue, and we will see this kind of autonomous functionality being
incorporated into an even wider variety of systems, including those used in industry, city,
and country management. Even when a system is not fully autonomous, understanding
its parameters is still important, as they form the basis for decision-making and problem-
solving in the design and operation of the system.

7. Conclusions

The fragility of the tourism industry, which prior to the COVID-19 pandemic con-
tributed 10.3% to the global GDP and employed 333 million people, is being exposed by
global natural and manmade events and requires collaboration and comprehensive under-
standing for responsible and innovative growth towards sustainable and smart tourism.
The aim of this study is to gain a comprehensive understanding of tourism, drive future
research through cutting-edge technologies (artificial intelligence, big data, and others), and
ultimately develop a theory and approach for smarter tourism that supports sustainable
future societies. This paper presented a machine learning approach to extract parameters
from the academic literature and public opinions on Twitter to provide a holistic view of the
tourism industry and promote sustainable and smart tourism through improved AI-based
information discovery. The approach modelled 156,759 research articles and 485,813 tweets
to identify 33 distinct parameters in 4 categories for the academic perspective and 13 pa-
rameters for public perception. The paper presents a comprehensive knowledge structure
and literature review of the tourism sector, drawing on more than 250 research articles.

7.1. Theoretical and Practical Implications

The work presented in this paper has significant theoretical and practical implications
for the tourism industry and beyond and is of critical importance in the current rapidly
evolving technological landscape (see also Section 6.1). By highlighting the need for a
comprehensive, holistic approach to studying the tourism industry, the paper provides a
framework that can be used to navigate the complex challenges facing the industry, such as
emerging technologies, global conflicts, pandemics, and disasters.

The practical implications of this work are numerous and far-reaching, with the
development of powerful tools and resources for analyzing diverse datasets representing
a major step forward in the effective management and optimization of complex systems.
These tools and resources are critical in today’s fast-paced environment, where proactive
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rather than reactive solutions are needed to stay ahead of industry trends and mitigate
potential negative impacts.

Additionally, the proposed approach has the potential to extend the use of scientific
literature, Twitter, and other media and data sources for information and parameter discov-
ery to enable autonomous capabilities for holistic and dynamic optimizations in everyday
applications, systems, and platforms. By leveraging machine and deep learning to gather
objective and multi-perspective information, decision-makers can make more informed
choices, leading to the development of smart and sustainable societies, economies, and
the planet.

Overall, this work represents a significant contribution to our understanding of the
tourism industry and has the potential to shape public perception, guide future research,
and inform decision-making by the public, government, and other stakeholders. It is essen-
tial reading for anyone interested in the future of the tourism industry and the development
of sustainable, technology-driven solutions to the challenges facing our planet.

7.2. Limitations

While the work presented in this paper is undoubtedly important and valuable, it is
important to acknowledge its limitations. One of the primary limitations is that the study
focuses on the tourism industry in Saudi Arabia, and while this is a rapidly developing
country with unique cultural and tourist attractions, the findings may not be applicable to
other countries or regions.

Additionally, the proposed approach for leveraging machine and deep learning to
gather objective and multi-perspective information has its own limitations. For example,
the accuracy and reliability of the data sources used to train the machine learning algorithms
can affect the quality of the insights generated. Similarly, the complexity of the algorithms
used can make it difficult to interpret the results and identify potential biases.

Another limitation is that the approach proposed in this paper is heavily reliant on
technological infrastructure, which may not be available or accessible in all regions. This
could limit the applicability of the approach in certain contexts and may prevent some
decision-makers from accessing the insights and resources that it provides.

7.3. Future Work

The paper belongs to our extensive research on utilizing Information and Communica-
tion Technology (ICT) to tackle issues in smart cities and societies. Our work encompasses
deep journalism [51,261], labor economics [262], transportation [51], smart families and
homes [52], healthcare [62,263], education during COVID-19 [64], and event detection [67].
In the future, we aim to enhance the methodology in this paper through advanced deep
learning techniques and apply them to enhancing tourism and other societal, economic,
environmental, and cultural issues. This research utilized Scopus database and Twitter
data to uncover parameters. In the future, we plan to integrate other scientific databases,
social and digital media, and additional data sources to expand the scope of our findings
and provide a more comprehensive understanding. Finally, we note that the development
of sustainable tourism must necessarily be based on intangible factors of territorial devel-
opment, such as intellectual capital in particular, such as noted in [264,265]. Future work
will also look into this direction.
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Abstract: Crowdsourcing could potentially have great benefits for the development of sustainable
cities in the Global South (GS), where a growing population and rapid urbanization represent serious
challenges for the years to come. However, to fulfill this potential, it is important to take into
consideration the unique characteristics of the GS and the challenges associated with them. This
study provides an overview of the crowdsourcing methods applied to public participation in urban
planning in the GS, as well as the technological, administrative, academic, socio-economic, and
cultural challenges that could affect their successful adoption. Some suggestions for both researchers
and practitioners are also provided.

Keywords: crowdsourcing; Global South; urban planning; developing countries; public participation;
big urban data

1. Introduction

Although the concept of crowdsourcing is fairly recent [1], the idea of engaging the
public and non-experts in problem-solving and data collection has a long history in both
research and practice. In 1936, the Japanese company Toyota (then Toyoda) organized a
public contest for the design of its new logo [2]. In total, 27,000 designs were submitted,
and the best logo was selected and used between 1936 and 1989. In the 1960s, public
advocacy theory [3] (emphasized the importance of public participation in urban planning.
Other concepts, such as citizen science, and Public Participation Geographic Information
Systems (PPGIS), follow the same principle of engaging the public to participate in the
design and implementation of solutions to various problems regardless of their level of
expertise. With the upsurge of the Internet, researchers and practitioners had to rethink the
ways in which public participation is carried out and re-assess the societal transformation
that comes with it. This led to the emergence of crowdsourcing, “a web-based business
model requiring voluntary open collaboration to develop innovative solutions” [1]. By
tapping into a large and diverse pool of stakeholders through the Internet and Web 2.0
technologies, crowdsourcing, as a public participation method, has alleviated the spatial
and temporal constraints that are associated with the aforementioned methods.

The term Global South (GS) has several definitions which have economic, geopolitical,
and cultural implications. Economically speaking, the GS groups developing countries
characterized by, among other indicators, medium and low human development index
(HDI less than 0.8). Geographically speaking, most of the GS is in the southern hemisphere
and regroups African, Southern and Central American, and Asian countries (with the
exception of Japan, South Korea, and Singapore). Due to their limited resources, these
countries struggle to develop plans that could effectively address the challenges faced by
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contemporary cities. For example, in the Asia-Pacific region, over 50% of the Sustainable
Development Goals (SDGs) cannot be measured due to a lack of data [4]. Fraisl et al. [5,6]
have demonstrated that crowdsourcing could help monitor SDG indicators. Thus, crowd-
sourcing could be very useful to these countries as it allows gathering useful data, which in
turn could support better-informed policies. From a historical point of view, most of these
countries are former European colonies. As such, the traditional urban planning method
consisted mainly of copying strategies implemented in the former colonial power [7,8].
However, these strategies are rarely successful as they fail to take into account the unique
challenges faced by developing countries [9]. With its participatory approach, crowd-
sourcing could provide a platform that taps into the citizens’ local knowledge to identify
the main challenges faced by cities in the GS. This, in turn, could help planners better
define their priorities and implement policies that meet the needs of the local communities.
Furthermore, this democratized planning process through public participation can lead to
more transparency and greater citizens’ acceptance of public decisions [10].

In the Global North, crowdsourcing has helped democratize the planning process,
empower citizens, provide low-cost data for real-time planning, and helped mitigate
the limitations of traditional data collection methods such as census data [11–15]. In
America, Thiagarajan et al. [12] used low-cost, grassroots GPS tracking solutions to improve
riders’ transit experience (e.g., reduction of waiting time), while Griffin and Jiao [15]
demonstrated that collecting data through crowdsourcing increased the inclusiveness of the
participatory planning process from the perspective of geography and equity. In Australia,
K. Hu et al. [14] developed a low-cost participatory sensing system (called HazeWatch) for
urban air pollution monitoring which yields more accurate measurements than the existing
government system. The HazeWatch system provides a better understanding of the health
impact of air pollution in metropolitan areas. In Italy, MiraMap [13], a we-government
platform, helps facilitate the collaboration between the public and the administration while
promoting social inclusion, transparency, and accountability in smart city management.
These examples in the Global North show the potential value crowdsourcing could have for
the GS, which is characterized by limited resources, low or inexistent citizen participation,
and a lack of transparency, accountability, and data-driven planning methods.

However, despite these possible advantages, the potential of crowdsourcing remains
to be exploited in the GS. This is even more true in Africa, where most urban studies rely on
qualitative analysis or traditional data collection methods (survey questionnaires) instead
of quantitative methods that require abundant and reliable data [16]. This affects the relia-
bility of the findings and limits the effectiveness of the policies that could be implemented
from the existing literature. Furthermore, the existing reviews on crowdsourcing in urban
studies mainly provide a global overview of the literature [17–22]. These studies provide a
clear understanding of the methods and challenges associated with the use of crowdsourc-
ing. However, the GS faces specific cultural, technological, political, and administrative
challenges which could greatly impact the successful use of crowdsourcing in this part
of the world. To fill this gap, this paper presents a review of the crowdsourcing research
efforts conducted in the GS. More specifically, this study describes the crowdsourcing
methods adopted in the GS as well as the main areas of application. The methods described
focus on public engagement to support urban planning. Therefore, crowdsourcing in this
context mainly consists of data collected and shared by the public through mobile devices
(GPS tracking, crash reporting, environment monitoring, etc.) and/or local knowledge
shared through collaborative websites (crime mapping, flood mapping, idea generation
for smart city management, etc.). Furthermore, drawing from the descriptive statistics of
the reviewed papers as well as the characteristics of the GS, the paper also discusses the
challenges that could hinder the implementation of crowdsourcing. Finally, it suggests
some solutions that could be useful to developing countries in general. This approach has
some advantages, which could lead to significant contributions to the existing literature:

• By providing an overview of the main areas of research, we identify the domains
where more research is needed in the future;
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• Drawing lessons from countries that share the same historical, social, and economical
experiences seems more logical than copying methods adopted in the developed world
and could lead to more realistic solutions.

The remainder of this paper is organized as follows. The next section discusses the
concept of crowdsourcing and adapts it to the context of this study. Section 3 outlines
the review method and provides a summary of the reviewed literature. Sections 4 and 5
identify the main areas of application and methods, respectively. Section 6 discusses the
challenges associated with the development of crowdsourcing methods in the GS and
provides suggestions for future implementations. Section 7 concludes this study.

2. Crowdsourcing: Definitions

Since Howe [1], several studies have provided different definitions of crowdsourcing.
These definitions are important as they provide a basis for what should be considered
crowdsourcing and what should not. For example, some studies perceive YouTube and
Wikipedia as crowdsourcing [23] while others do not [24].

In urban planning, concepts such as problem-solving, idea generation, and collabo-
rative mapping are widely accepted as crowdsourcing [23,25–27], while data collection
methods such as social media scraping and crowdsensing are subject for debate [25,28]
Brabham [25] defines crowdsourcing as a top-down approach to solving planning problems.
This definition includes approaches such as idea generation for smart city solutions [23,29]
but excludes data collection methods such as crowdsensing, Public Participation Geo-
graphic Information Systems (PPGIS), social media, etc. Nakatsu et al. [28] argue for a
broader definition that includes “geo-located data collection” (e.g., GPS tracking, a form of
crowdsensing) but excludes social media. Their main argument for excluding social media
was the absence of explicit outsourcing of a task to the crowd. Furthermore, although
social media have been widely adopted as crowdsourced data, the method usually consists
of extracting people’s posts (social media scraping) through Application Programming
Interfaces (APIs) without their consent. This could raise some ethical concerns as the people
whose posts are extracted may not be willing to participate in data collection. Besides,
Howe, who introduced the concept of crowdsourcing, also defined it as a voluntary process.
Finally, Estellés-Arolas and González-Ladrón-De-Guevara [24] have provided a definition
of crowdsourcing based on a thorough review of the existing literature. They found volun-
tary participation and a clearly defined task among the main criteria for crowdsourcing.
Based on the aforementioned studies, the adoption of methods that do not necessarily
require voluntary participation (such as social media scraping and crowdsensing) may be
problematic. However, it would be too simplistic to discard all studies using social media
or crowdsensing without exploring cases where the participation is voluntary and the task
clearly defined. The next subsections address this issue in detail.

2.1. Social Media Data

Although most studies use social media scraping, there are specific cases in which the
methods described meet the criteria we described above. These cases are:

• Voluntary participation in dedicated social media groups or pages. Dedicated social
media pages can be open platforms for citizen engagement. In this case, the task
could consist of submitting complaints (e.g., HarassMapEgypt, a Facebook page [30]),
participating in e-governance or sharing citizen sensing data (e.g., pictures, videos,
etc.), etc. (see Section 5.3).

• Studies using social media scraping as a primary data collection method and another
crowdsourcing method (usually Open Street Map, OSM) as a secondary dataset. We
believe such studies to be of importance as they demonstrate how crowdsourcing
could complement other datasets.
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2.2. Crowdsensing

Crowdsensing leverages the proliferation of low-cost sensing devices and citizen
engagement for collecting and sharing data in different domains (environment monitoring,
traffic management, waste management, etc.). Participation in crowdsensing can be vol-
untary or non-voluntary. For example, a crowdsensing application can combine sensing
data (e.g., GPS data) with lobation-based service network datasets such as social media
check-ins [31]. Thus, similar to social media, we will carefully identify the studies in which
participation in crowdsensing is voluntary.

Web-based PPGIS has also been used to crowdsource data for urban planning [32]. Some
Web-based PPGIS projects provide an online platform where participants can share local
knowledge through open calls, which is consistent with the basic principles of crowdsourcing.

Therefore, in line with the arguments discussed above, we adopt a broader definition
of crowdsourcing which covers voluntary crowdsensing, dedicated social media campaigns,
and collaborative websites (web-based PPGIS, collaborative mapping, and idea generation).

3. Method and Descriptive Statistics of the Reviewed Papers
3.1. Literature Search

In this section, we adopt the PRISMA [33] method to search for the core literature used
in this study. PRISMA (Figure 1) consists of the following steps: identification, screening,
eligibility, and inclusion. We discuss each step below.
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Figure 1. Literature search based on the PRISMA framework.

During the identification, we used the SCOPUS database to search for articles corre-
sponding to our keywords. Based on the research objectives, keywords related to “crowd-
sourcing,” “urban planning,” and “Global South” should be identified (Table 1). Drawing
from the discussion in Section 2, the main keywords related to “crowdsourcing” are VGI,
PPGIS, PGIS, crowdsensing, etc. “Urban planning” was split into two keywords: “urban”
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(town, city, etc.) and “planning” (management, planning, and policy). The main difficulty
was finding keywords related to “Global South,” as several studies do not have specific
keywords for the GS. Instead, they use the name of the country or city in their abstract, title,
or keywords. In order to include as many articles as possible, “Global South” was left out
of the keywords and checked during the screening stage.

Table 1. List of possible keywords for each theme.

Crowdsourcing Urban Planning

crowd*sourc*
participatory sensing

crowd*sensing
VGI/volunteered geographic information

participatory GIS/PGIS/
participatory geographic information system*

PPGIS/public participation geographic
information system*/

user*generated content

urban
residential

city/cities/town

planning
management

policy/policies

Using the keywords displayed in Table 1, we generated the following query:
TITLE-ABS-KEY ((crowd*sourc* OR “participatory sensing” OR crowd*sensing OR vgi
OR “volunteered geographic information” OR “participatory gis” OR
“participatory geographic information system*” OR “public participation
geographic information system*” OR *pgis OR “user*generated content”)
AND (urban OR residential OR city OR cities OR town)
AND (planning OR management OR policy OR policies))
AND (LIMIT-TO (SRCTYPE, “j”))
AND (LIMIT-TO (DOCTYPE, “ar”))
AND (LIMIT-TO (LANGUAGE, “English”))
The query above searches for journal articles written in English and corresponding to

the keywords described in Table 1. The literature search was first performed in March 2021
and repeated in late December 2021 in order to find the latest articles. In total, 591 articles
were obtained from SCOPUS. An additional 29 papers were obtained from other sources
(references of selected papers and other reading materials), giving a total of 620 articles.

After removing the duplicates, the remaining articles were screened for relevance and
geographic location. The articles corresponding to our research objectives and investigating
cities of the GS were retained. A total of 144 articles were obtained at the end of this process.

The available articles from the remaining 144 were downloaded and checked for
eligibility based on the following criteria. First, one of the main objectives of this study was
to explore the crowdsourcing methods adopted in the GS and their associated challenges.
Thus, only studies with a clearly detailed methodology were retained. Second, studies
where the data were extracted without the knowledge of the users (social media scraping,
non-voluntary crowdsensing, etc.) represented a large portion of the available literature
and had to be removed manually. Using the aforementioned criteria, we further screened
the database and obtained a final core literature of 78 papers (see Supplementary Materials).
The following section provides the descriptive statistics of the reviewed papers.

3.2. Descriptive Statistics
3.2.1. Source Titles and Article Frequency

Table 2 shows that the most represented journals are Remote Sensing (6 articles),
Sustainability (5), IEEE Access, Cities, and the International Journal of Geographical Infor-
mation Science (3). Sustainability, IEEE Access, and PloS One are all Open Access (OA)
journals. Furthermore, 25 out of the 78 papers were published in OA journals (about
32%). More OA journals are needed as most researchers in the GS cannot afford journal
subscriptions. Open Access journals would be a good way to democratize access to the
latest findings and methods in this research area.
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Table 2. Top source titles (with at least two articles).

Source Title Frequency

Remote Sensing 6

Sustainability 5

Cities 3

IEEE Access 3

International Journal of Geographical Information Science 3

GeoJournal 2

Journal of Flood Risk Management 2

Journal of Universal Computer Science 2

PLoS ONE 2

There are also many GIS/engineering journals, which may seem surprising. Given
the research topic, one may expect more journals with a planning focus. However, several
studies also tried to demonstrate how crowdsourcing could complement other methods,
such as remote sensing, to solve the data scarcity problems of the GS [34]. These studies
may target non-planning journals such as Remote Sensing Furthermore, several studies
tried to optimize the crowdsourcing methods (through new incentive mechanisms, more
privacy, better coverage, etc.) using advanced computer and engineering methods [35].
Such studies may target more engineering-oriented journals such as the IEEE series. The
presence of GIS journals is mainly due to the fact that several crowdsourcing methods
use VGI data (e.g., OSM, web-based PPGIS, etc.). However, all reviewed papers address
important urban planning issues and could be of tremendous value for the GS.

All reviewed papers were published in the last 12 years, and the increasing numbers
are evidence of a growing interest in the application of crowdsourcing methods in the GS
(see Figure 2a).

3.2.2. Large Contribution from China and Researchers Outside the GS

Figure 2b shows that most of the research was conducted by researchers affiliated with
Chinese institutes or those outside the GS (United States, United Kingdom, Germany, etc.).
In terms of study areas (Figure 2c,d), 38% of the research was conducted in China, followed
by 25% in Central and South America (Brazil, Argentina, Guatemala, etc.), 19% in the
other parts of Asia (India, Iran, Pakistan, etc.), and 18% in Africa (South Africa, Egypt,
Morocco, etc.). There was no contribution from the Pacific Islands.

These numbers show the large domination of China in this research field (both in
terms of affiliations and study area). Meanwhile, the other areas of the GS are largely
covered by researchers outside the region.

3.2.3. Research Areas

Table 3 shows the main research areas covered in the reviewed papers. We can see
that urban morphology and transportation are the most represented areas (16 papers each),
followed by environmental monitoring (13 papers). Papers that demonstrate the potential
of crowdsourcing as a data collection method, as well as techniques to optimize it and those
that assess crowdsourcing tools/methods, represent an important portion of the reviewed
papers (9 papers each). Other areas such as urban demographics, disaster detection and
management, and smart city management are also covered. The next section provides a
detailed description of the main research areas and their key aspects.
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Table 3. Main research areas.

Main Research Areas Key Aspects Number of Papers

Urban morphology
Land use, urban landscape, effects of urban forms on physical activities,
housing & urban development (neighborhood infrastructure planning,
housing schemes, urban development control).

16

Urban transportation

Traffic signal control, public transportation, cycling, traffic flow,
intelligent transportation systems (ITS), traffic safety, shared mobility
services, parking, multimodal transportation, accessibility, and travel
behavior analysis (e.g., route planning, travel pattern analysis, etc.).

16

Environmental monitoring and
management

Air quality monitoring (temperature, vehicular emission), sentiment
analysis on environmental issues, pollution of coastal zones, waste
management, and air quality decision support systems.

13

Urban Data collection
and optimization

Introduction of crowdsourcing for urban data collection, optimization
of collaborative data collection: distribution, incentive mechanisms,
data privacy, data forwarding mechanisms in the context of
urban planning.

9

Assessment of Crowdsourcing
methods for urban planning

Statistical evaluation of the density, crowd, evolution, and accuracy of
crowdsourcing methods (especially collaborative mapping), users’
perception of platforms

9

Urban demographics Urban population estimation (population mapping) 4
Smart city management Resource management, smart city transformation in the Global South. 4
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Table 3. Cont.

Main Research Areas Key Aspects Number of Papers

Disaster detection and
management Flood detection, mapping and management. 3

Facility location selection Collaborative selection of facility locations. 1
Public safety Crime monitoring and management. 1
Urban governance Citizen participation in urban governance. 1
Urban tourism Identification of tourism areas of interest. 1

4. Main Research Areas and Keys Aspects

In this section, we use Table 3 to describe the main areas and key aspects covered in
the reviewed papers.

4.1. Urban Morphology

These studies use data shared by the public to examine the urban forms, their forma-
tion, and evolution, as well as their impact on different aspects of urban life. The main
elements of urban forms investigated in the reviewed papers are land use, infrastructures,
and housing. The GS experiences fast urbanization which negatively affects the aforemen-
tioned elements, and strong measures need to be taken in order to overcome the challenges.
In terms of land use, studies in the GS focused on the classification of functional zones so
as to determine the main areas where human activities usually occur [36–38]. Such studies
are important for the GS as they can help, among others, detect rapid urbanization and
can therefore help better manage the existing resources. Crowdsourcing is, in this case,
a source of training datasets for the classification algorithms. Regarding infrastructures,
they should be a major domain of investigation due to the lack of basic infrastructure in
many areas of the GS [39]. Some studies investigated the effects of the road network on
cyclist behavior [40]. Studies on urban design focus on the effects of the urban landscape
and street configuration on human activities and/or behavior. For example, Mohamed
& Stanek [30] examined the effects of street configuration on sexual harassment, while
other researchers analyzed the impact of the urban landscape on physical activities [41,42].
Such studies can help guide future urban design so as to build safer, more equitable, and
healthier urban environments. Regarding housing, it has been a major cause of concern
in the GS, mainly due to the lack of affordable housing and the proliferation of informal
settlements. Sub-Saharan Africa has the highest proportion of slums in the world (50.2%),
followed by Central and Southern Asia (48.2%) [43]. To tackle these challenges, some stud-
ies have involved the public in the mapping of informal settlements in the GS. However,
they usually rely on the most basic forms of community mapping with paper drawings
and limited sample sizes [44,45]. With the proliferation of smartphones in some parts of
the GS, more advanced methods through crowdsourcing could help reach larger samples.

4.2. Urban Transportation

Due to its importance and several implications on different aspects of urban life,
transportation is among the most represented areas among the reviewed papers (16 papers).
The wide variety of domains covered also justifies the large number of papers in the
reviewed literature. As a service designed for the public, transportation is heavily impacted
by the way people behave through time and space as well as their response to different
transportation-related services. Investigating travelers’ behavior could help understand
their impact on the urban space (e.g., through their travel patterns) and help draw more
data-driven policies to support better transportation planning in the GS. In some cities
of the GS, crowdsourcing has been used to examine users’ travel behavior through travel
patterns [46], route choice [47], travel behavior’s impact on congestion [48], etc. Travelers’
responses to mobility services as well as strategies to improve them were also investigated.
Musakwa and Selala [49] used crowdsourced GPS data to investigate cycling patterns, while
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other studies developed multimodal or public transportation networks with crowdsourced
data [50,51]. Other studies also focus on the traffic signal optimization [52], traffic density
estimation [53], etc. Given the large number of social media users among young people,
researchers have also looked for ways to involve the youth in transportation planning by
crowdsourcing through dedicated social media pages.

4.3. Environmental Monitoring and Management

In an era of sustainable urban planning, research on how public engagement could
foster the development of more sustainable cities has become a trend in some cities of
the GS. This is also in line with the United Nations’ 2030 agenda for sustainable devel-
opment goals (SDGs) regarding sustainable cities and communities [54], which supports
the improvement of urban planning in participatory and inclusive ways. For this reason,
researchers have leveraged the power of public engagement through crowdsourcing to
monitor the environment and, in some cases, develop decision support systems for both
the public and decision-makers. The proliferation of smartphones has made this process
easier as smartphones can capture and share data without any technical knowledge from
the users. This made possible the collaborative collection of noise data [55], air temperature
from smartphone batteries [56,57], the reporting pollution of coastal zones [58], etc.

4.4. Data Collection and Optimization

These studies demonstrate the potential of crowdsourcing as a source of data for
the GS as well as ways to optimize the data collection methods. For example, in China,
several research efforts have developed new methods to increase the spatio-temporal cov-
erage of voluntary crowdsensing tasks to obtain larger and more representative datasets
while minimizing the cost and improving privacy. These methods include protecting
participants’ privacy, increasing the coverage distribution of sensing tasks through incen-
tive mechanisms [59], and enhancing data forwarding performance through cooperative
data forwarding mechanisms [60,61]. Taking into consideration the characteristics of the
GS, other studies showed different solutions to involve the public in data gathering and
experiment design [62]. Recently, there has been a growing trend on the potential for
crowdsourcing as a data collection method for monitoring sustainable development goals
(SDGs) in the GS. Pateman et al. [63] provided a review on the use of citizen science for
monitoring SDGs in low-and-middle-income countries, while Fraisl et al. [6] introduced a
citizen science tool (Picture Pile) for monitoring SDGs.

4.5. Assessment of Crowdsourcing Methods for Urban Planning

Some studies have assessed crowdsourcing methods in the context of urban planning
in the GS. Given the novelty of crowdsourcing in the GS, such studies are crucial when
assessing its applicability and usefulness for cities in this part of the world. If most studies
adopt a more objective approach using statistical evaluations (through the density, accuracy,
nature of the crowd, etc.), others opt for a subjective method through users’ perceptions
(perceived usefulness, perceived ease of use, perceived satisfaction, etc.). The objective
assessments mainly focused on collaborative mapping and were conducted in China [64,65],
Turkey [66], Kenya [67], as well as cities in Argentina and Uruguay [68], most of them focus-
ing on OSM. Regarding the subjective assessments, Cilliers & Flowerday [69] investigated
the subjective factors affecting the intention to use the Interactive Voice Response (IVR)
system in South Africa, while Bugs et al. [70] examined the perceived ease of use, perceived
usefulness, and satisfaction with a Web-based PPGIS platform for urban planning in Brazil.

4.6. Smart City Management

Smart cities put the public at the center of the planning process. Therefore, participa-
tory approaches such as crowdsourcing play an important role as they allow the public
to share their ideas and opinions for more efficient planning practices. However, the GS
is behind the rest of the world in terms of smart city management due to a lack of basic
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infrastructure and a clear understanding of what a smart city should be in local contexts.
For this reason, crowdsourcing could start with an exchange on steps towards smart city
transformation in the context of the GS. This is the method adopted by Kumar et al. [29],
who crowdsourced ideas (idea generation) for smart city transformation in India. Another
step would be to consult the public on the efficient management of the existing resources,
as demonstrated by other studies in the GS [71].

4.7. Urban Demographics

The rapid population growth in many cities of the GS, especially African cities, raises
some challenges which could be mitigated with data-driven methods. Such methods could
help monitor the changes in the population, predict future trends and implement proactive
policies to face future challenges. However, despite the potential advantages for the GS,
urban population estimation has not been widely investigated in the area as all reviewed
studies were conducted in China [72–75]. In the aforementioned studies, crowdsourcing
(collaborative mapping through OSM) was adopted as supplementary open data so as to
improve the accuracy of the mapping algorithms.

4.8. Disaster Detection and Management

If natural disasters are common in all regions of the world, the GS is particularly
vulnerable to them due to the lack of resources for disaster detection and management.
Crowdsourcing, especially collaborative mapping, has played an important role in helping
the GS face these challenges. One of the main examples is the use of OSM for disaster relief
during the 2010 earthquake in Haiti. Some studies have shown how public engagement
can help improve flood mapping in the GS ([76–78]. Crowdsourced data can supplement
other datasets (e.g., wireless sensor networks data) to develop spatial decision support
systems (SDSS) for flood management, as demonstrated by Horita et al. [78].

4.9. Other Areas

Some research areas that could have tremendous effects on urban planning have not
been widely investigated in the reviewed papers. Although lack of security is often an
issue in the GS, only one study has addressed it among the reviewed papers [79]). This is
also the case for urban tourism, urban governance, and facility location selection.

Several studies that were excluded also discussed different aspects of urban planning
using social media data. As we explained in Section 2, social media without explicit consent
from the crowd are excluded from the reviewed literature. The topics discussed in those
studies include urban health (e.g., COVID mapping in urban areas), urban tourism, disaster
detection and management (earthquake, flood detection, etc.).

5. Crowdsourcing Methods

This section provides an overview of the crowdsourcing methods applied in the GS.
More specifically, for each method, we discuss the basic principles, its potential value for
urban planning, especially in the context of the GS, the type of data obtained and, finally,
its main areas of application. The methods identified in this study can be regrouped into
three categories: collaborative websites, voluntary crowdsensing, and dedicated social
media campaigns.

5.1. Collaborative Websites

Collaborative websites are web-based platforms that allow participants to share local
knowledge, maps, geo-tagged pictures, etc., within a specific framework. Globally, they
have the benefit of providing a participatory planning process that allows the end users to
comment on planning projects [70], map the areas they are most familiar with (e.g., OSM),
report violations and crimes [80], suggest innovative ideas for smart city planning [23], etc.
Collaborative websites are generally in line with the concept of collective intelligence [81], as
individual knowledge is openly available to other participants who can access, edit, discuss
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and improve them. As a result, they yield better outcomes than knowledge from single
individuals. In the GS, government agencies usually lack the equipment and workforce
to adequately handle the many problems they face on a daily basis [58,80]. Collaborative
websites can provide a low-cost and effective solution to these problems while raising
awareness among the people.

For more clarity, we distinguish between mapping as a separate endeavor and pro-
viding user-generated content to support a specific area of planning (crime reporting,
environmental monitoring, etc.) using web-based PGIS/PPGIS, for example. This is be-
cause some maps are collaboratively built for general purposes (e.g., OSM). The resulting
map could then be applied to different areas, including urban planning. The next subsection
discusses collaborative mapping as a separate endeavor.

5.1.1. Collaborative Mapping

Collaborative mapping is a collective effort in which volunteers with various levels
of expertise and motivations participate in the creation, edition, and dissemination of
digital maps [27,82]. The mapping process relies on the collection (through sensors),
assemblage, and annotation of geographic information using web mapping tools (e.g.,
OSM website). Since these web mapping tools are easy to use, even non-experts can take
part in collaborative mapping, which helps reach a potentially larger crowd.

These mapping endeavors have several potential advantages for the GS, including
accessibility and accuracy. Accessibility refers to the possibility for any user to freely use
the maps. OSM provides this possibility as long as the user acknowledges their use of
the service [82]. Furthermore, many areas of the GS still use outdated maps due to the
costliness of professional mapping services [67]. Collaborative platforms offer the same
level of accuracy as commercial mapping services [83]. These factors make collaborative
mapping a potential source of reliable and up-to-date urban data with minimal cost for
areas with limited resources, such as the GS.

The main data used from collaborative mapping in the GS consists of road networks
(road types, stations, etc.) [47,84,85]. Datasets related to building footprint have also been
used [86]. Collaborative mapping has been used to investigate urban morphology [40],
land use [84,87], transportation planning [47,50], urban population estimation [74], etc.
Recently, there has been an increasing trend in the contributions of corporate editors to
OSM, especially in Southeast Asia [88]. Finally, it is worth noting that some collaborative
mapping platforms also apply to specific areas such as disaster relief, election monitoring,
etc. One example of such platforms in the GS is the use of the Ushahidi platform for flood
mapping in Brazil [77].

5.1.2. Web-Based PPGIS

A web-based PPGIS framework consists of four main concepts: GIS, public participa-
tion, web development, and the domain of application (e.g., crime monitoring, environ-
mental monitoring, flood mapping, etc.). As such, it is a multidisciplinary area that allows
participants to share local knowledge through online GIS platforms. Participants can use
the platform to post or comment on different urban problems, including infrastructure
damage, crime, natural disasters, etc. The importance of the aforementioned problems and
the risk they could represent in a community are among the main factors that explain the
need for the public to actively participate in these PPGIS projects. Furthermore, artificial
sensors (i.e., cameras), which are often used to monitor crime and other types of violations
do not have the intelligence to provide an in-depth and real-time interpretation of the
events. In this case, the public could provide a better response to the issue (e.g., crime
reporting, helping the victim, etc.) than an artificial sensor. The posts can be in the form of
geotagged text, audio, video, or a combination. The fact that other participants can also
comment on a post helps ensure the reliability of the information provided.

Web-based PPGIS has been adopted in the GS for environmental monitoring [58],
housing [89], crime management and monitoring [79], flood risk management [78], etc.
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There are also bottom-up decision support systems that allow the public to get involved
throughout the decision-making process. In Iran, the web-based Spatial Decision Support
System (WebGIS-SDSS) allows citizens to access, discuss, review and submit their opin-
ions about urban development applications based on multi-criteria decision-making [90].
The authorities then aggregate the opinions to make their final decision (accept or reject
the application).

5.1.3. Idea Generation/Idea Contest

Some collaborative websites provide a platform for innovative ideas to support mod-
ern and sustainable city planning. They allow non-experts to actively participate in the
planning process by identifying their needs, submitting innovative ideas, commenting
and/or rating other users’ suggestions [23], or helping choose the location of future facili-
ties. Unlike collaborative mapping and web-based PPGIS, these websites do not necessarily
require the use of geo-location services, and users can directly participate without any
prior GIS knowledge. Despite its potential advantages for citizen empowerment, this
type of collaborative website was rare among the reviewed papers. Examples in the GS
include idea generation for smart city transformation in India [29] and facility location
selection [91].

5.2. Voluntary Crowdsensing

The latest smartphones are equipped with a variety of sensors, including cameras,
accelerometers, microphones, a global positioning system (GPS), air quality sensors, etc.
Furthermore, there have been tremendous improvements in the memory size and compu-
tational capabilities of these mobile devices in the last few years. These factors, coupled
with the increasing accessibility of smartphones, have turned mobile phone owners from
simple users to contributors of rich sensing data. In addition to smartphones, these sensors
can also be installed in other devices (laptops, tablets, etc.) or locations such as cars and
help gather data for traffic or environmental monitoring from a potentially large group of
participants. Crowdsensing uses the power of the crowd and the ubiquity of sensing tech-
nologies to collect data for various urban planning activities, including traffic management,
environmental monitoring, etc.

Crowdsensing has advantages in investigating modes with low share, such as cycling.
Given the small number of cyclists in many cities (between 1 and 2% for work trips), it may
be difficult to find a representative sample for analyzing cycling patterns using traditional
methods such as cycle count [92]. In this case, crowdsensing could help cover a larger and
more diverse sample (e.g., Strava in Johannesburg, South Africa [49]). Crowdsensing is also
beneficial in traffic control and management. It could be a time and cost-efficient alternative
to roadside cameras and loop detectors to detect traffic congestion. Most developing
countries cannot afford these cameras or other roadside sensors and could highly benefit
from these methods [52]. In Africa, recent studies have used GPS devices to address the lack
of reliable data [93,94]. However, these methods are expensive and suffer from a limited
sample size [93,94]. Crowdsensing could provide a low-cost solution to these problems [95].

Data from crowdsensing usually consists of GPS tracks, temperature, noise level,
particulate matter (PM2.5 and PM10), geotagged pictures/videos/audio/comments shared
by participants, etc. Crowdsensing can also provide large urban datasets for planners.
Examples of such datasets in the GS include datasets for environmental sensing [55,57],
GPS data for cycling patterns analysis [49]), and smart city management [96], Waze data
for urban mobility [48], etc.

As specified in Section 2, we only investigated voluntary participation in crowdsensing
throughout our analysis.

5.3. Dedicated Social Media Campaigns

Social media campaigns (SMC) are not to be confused with social media scraping
(through Twitter or Weibo). By SMC, we refer to specific social media pages, groups, etc.
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which are launched with a clear goal (e.g., addressing an urban planning issue), the
task is clearly defined and outsourced to the crowd (submission of proposals, comments,
complaints, vote, etc.), and the participation is always voluntary. They are, to some extent,
similar to collaborative websites. However, unlike many collaborative websites which
require technical skills and/or financial resources (that are not always available in the
GS), SMC leverage existing social media platforms and are easy to set up and manage.
A concrete example would be the use of a dedicated Facebook group to discuss public
safety in an urban area. The crowdsourcer can launch a page that invites all inhabitants of
a specific area to report issues, comment, and suggest solutions. The information provided
could be valuable to policymakers and the public without any financial burden.

Examples of applications in the GS include Facebook pages for public participation
in transportation planning [97] and e-government [98], sexual harassment reporting on
Facebook and Twitter [30], etc.

6. Discussion
6.1. Challenges

Although some challenges, such as sample representativeness, privacy, access, and
data processing, are applicable to all crowdsourcing projects [99], some issues are specific to
or more severe in the GS. The challenges discussed here are drawn from the characteristics
of the GS and corroborated with the 78 reviewed papers.

6.1.1. The Digital Divide

Despite the recent improvements, the digital divide is still present in many parts of
the world [63]. The GS is also characterized by a technological gap with respect to the rest
of the world. For example, in 2022, Internet penetration rates are lower in Africa (43.2%),
The Caribbean/South America (80.5%), the Middle East (77.1%) and Asia (67.0%) [100].
In comparison, North America has a 93.4% penetration rate, while 89.2% of Europeans
have access to the Internet. Furthermore, access to mobile Internet is also lower in low and
middle-income countries [101]. Given the importance of the Internet in crowdsourcing,
the GS suffers a severe disadvantage compared with the rest of the world. In addition to
access, the ability to use the technology is also an indicator of the digital divide. A lack
of literacy and digital skills is a barrier to mobile Internet use in low-and-middle-income
countries [101]. As a result, many people lack the knowledge or means to effectively handle
the technology needed to participate in collaborative mapping [27] or web-based planning
decision support systems. This is evidenced by Young et al. [102], whose crowdsourcing
effort across Africa was hindered by slow and expensive Internet connections, regular
disruptions due to power outages, and participants’ limited digital skills. Zia et al. [66] also
found a strong correlation between literacy level and the density of OSM in Turkey. Thus,
the digital divide could lead to limited mapping coverage and/or reliance on armchair
mappers. Despite their efforts, armchair mappers lack local knowledge, which can have
significant effects on the accuracy of the produced maps. De Leeuw et al. [67] found
that participants with local knowledge (including laypeople) achieved significantly higher
accuracies than those without local knowledge, including professional mappers.

6.1.2. Academic Challenges and Digital Colonialism

Figure 2b shows that, besides China, most of the studies were conducted by researchers
outside the GS. The possible reasons for the limited numbers of researchers from the GS
(besides China) are a lack of access to the technologies (see Section on digital divide),
limited resources for undertaking data collection campaigns, and a lack of trained experts
able to process the data. For these reasons, countries of the GS are at the mercy of NGOs,
funding agencies, and institutes of the Global North whose interests may not be aligned
with the challenges faced by cities of the GS. This predominance of foreign entities could
be an opportunity if they fully involved their local counterparts in the process. However,
since foreign institutes and NGOs also provide the funding, their collaboration with local
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scholars usually turns into a top-down relationship where local researchers are merely
used as “glorified data collectors” [103]. This hierarchical relationship affects the way
research is conducted in the GS and could leave out important issues that affect the local
people. For example, a few studies among the reviewed literature address issues related
to public safety (e.g., crime mapping), illegal dumping, gender-related issues, or lack of
basic facilities and services in many GS cities (e.g., good roads, poor public transportation
systems, etc.). Beyond the academic area, this also raises several questions about the
possible “exploitation” of the GS citizens whose efforts to contribute data to crowdsourcing
campaigns may only serve the interests of foreign (usually Global North) organizations. Do
the data contributed result in solutions that help the participants? Do the participants have
access to the data they contributed? Do these external scholars and NGOs give an accurate
and unbiased portrayal of the Global South? All these issues have raised concerns over
new forms of “digital and data colonialism” [102,104]. Moreover, the growing influence
of corporate editors [88] could be problematic, especially in the vulnerable areas of the
GS, if the generated maps serve corporate interests rather than the local people. Digital
colonialism poses challenges to citizen empowerment, data ownership, and academic
excellence. If these challenges are not addressed, they could contribute to enforcing the
same North-South inequalities that democratic processes such as crowdsourcing were
supposed to mitigate.

It is important to clarify that we did not see any direct relationship between a particular
crowdsourced method and the former colonial ruler. This is due to the fact that the
crowdsourcing projects are usually launched by different Western organizations regardless
of who the former colonial power was. For example, a project in Niger (a former French
colony) was initiated by a German organization [105]). Another project in Mexico (a former
Spanish colony) was initiated by a Belgian organization [62]. All these projects have certain
characteristics in common.

• Besides China, most projects were initiated by foreign, western universities, an indica-
tion of dependence on western countries for crowdsourcing.

• Such dependence has implications in terms of data ownership, research design, and
administration (as we explained in Section 6), which lead to the phenomenon of
digital colonialism.

Thus, digital colonialism is not necessarily associated with a particular former colonial
ruler; it is due to the presence and practices of western organizations whose control over
the data may not serve the interests of the local communities.

It is, however, important to point out that digital colonialism’s impact on the global
south varies depending on the region. As shown in Figure 2b, China is less dependent on
foreign researchers.

6.1.3. Socio-Economic and Cultural Challenges

The issues raised here are related to income, age, and gender.
Regarding age and income, about 25% of adults in low-and-middle-income countries

are unaware of mobile Internet, while more than half of the people do not meet the UN’s
mobile Internet affordability target [101]. Lack of awareness and/or affordability of mobile
Internet is an obstacle to people’s participation in mobile crowdsourcing and a source of
bias. The potential cultural issues are mostly related to gender. Gender issues in the GS
include the assumption in many cultures that women lack the ability to provide useful
information in mapping projects, for example [106]. Furthermore, women from low-and-
middle-income countries are 20% less likely than men to use mobile Internet. Since one of
the main objectives of crowdsourcing is to democratize the planning process and empower
the public, all stakeholders need to actively and freely participate regardless of gender. In
addition, crowdsourcing could help address many of the problems (primarily) faced by
women, such as sexual harassment. One example of such a case in the GS is HarassMap, a
platform for reporting sexual harassment in Egypt. Although such platforms could help
raise awareness and encourage the authorities to address this issue, the authors also pointed
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out the lack of female participation as a major challenge [30]. Another cultural challenge in
the GS is the expectation of financial reward in exchange for participation, even when the
project has clear value for the community [102]. This could seriously limit the number of
participants as many citizen engagement projects do not offer any financial reward.

6.1.4. Administrative Challenges

Public participation should integrate the input of all stakeholders into the planning
process. In this regard, citizens should not be simple providers of census data or travel
diaries, nor should their role be limited to a simple consultation prior to decision making.
Instead, they should be involved throughout the decision-making process. However, the GS
is mostly characterized by top-down governance systems, which give little to no room for
full citizen participation [90]. This is also evidenced in the literature corpus analyzed in this
study, where a few studies provide platforms for citizen participation in problem-solving
or decision-making.

The existence of top-down governance systems also does not allow to break away
from traditional authoritative data collection methods. Many projects often seek approval
from local authorities before implementation [102].

6.2. Suggestions for Future Implementations
6.2.1. Data Ownership and Benefits for the Public: A Solution to Digital Colonialism and
Low Participants’ Motivation

It is important for the public to know that their efforts to collect and/or share
data/information will be accessible to them, or they will result in solutions, technolo-
gies, or policies that will help them, not exploit them. A failure to meet the aforementioned
requirements could further reinforce digital colonialism and affect the public’s motivation
to participate in any crowdsourcing initiative [102]. In the GS, some scholars address
this issue by looking for ways to help the public directly appropriate their data and/or
participate in the interpretation of the results. For example, in Niamey (Niger, Africa),
participants and their families were also involved in the analysis and interpretation of the
crowdsourced photos [105]. In China, Li et al. [55] stated that data shared by the public
through their collaborative environmental sensing network (CESN) would be publicly
available, which could increase the number of participants. Unlike Strava Metro, which
is a commercial platform, OSM data is available to the public. Thus, participants in OSM
projects can directly access the fruit of their labor and use it for future endeavors. This
makes OSM more suitable for the GS than other commercial services. Experts should also
use the data contributed by the public to develop solutions that will benefit them. In Kenya,
Williams et al. [107] used the data collected through the digital Matatu project to help local
experts build a mobile crowdsourcing application (Ma3Route), which shares real-time
traffic data with users [108]. In Morocco, El Alaoui El Abdallaoui et al. [109] designed an
air quality decision support system that uses collaborative environmental sensing data to
recommend the least polluted route and display information pertaining to public health.
Finally, it is important to get participants more involved in the design of the methodologies.
This could help design methods that are more suitable for the participants and ensure
that the projects’ goals are in line with community priorities [63]. An example is provided
in Mexico, where participants and experts codesigned the crowdsourcing experiment for
SenseCityVity [62].

6.2.2. For Governments and Research Institutes

In addition to the public, digital colonialism also affects local scholars. Crowdsourcing
could be an opportunity for strong collaboration between North-South researchers if
challenges related to digital and data colonialism are addressed. To do so, a new framework
that integrates equal inputs from both sides is needed. More concretely, local researchers
should not be “exploited” for data collection. Instead, they should fully participate in the
definition of the objectives and methodology so that the research is in line with the needs
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of the GS and does not repeat the same North-South inequalities that characterize digital
and data colonialism.

This review has shown that there is an urgent need for more research in many areas.
The Caribbean, Central America, the Pacific Islands, the Middle East, and Sub-Saharan
Africa are barely covered, with the research largely condensed in China and Brazil. This
opens an opportunity for more research and perhaps more insight into the urban dynamics
of this area of the world that remains unknown. Furthermore, as discussed in Section 4,
several topics have not been widely investigated despite their importance for the GS and
the potential benefits of public engagement in these areas. This shows the tremendous
potential that is yet to be fulfilled in the application of crowdsourcing for urban studies in
the GS.

For governments, it is important to include public participation in all aspects of their
programs to raise awareness and encourage citizen engagement. A good example in the
GS is Brazil, which encourages public engagement via legislation [70]. This seems to
have a major effect as a large part of the platforms for public engagement were found in
Brazil [70,71,77,78,110].

Finally, authorities, as well as researchers, should adopt more affordable methods
such as open-source software (which allows access and replication of the methods) [111],
as well as accessible and easy-to-use platforms such as Ushahidi (https://www.ushahidi.
com/about/pricing, accessed on 9 May 2022). Since most crowdsourcing projects are not
sustained due to a lack of resources, these solutions could be useful to the GS.

6.2.3. Solutions to Socio-Economic and Cultural Challenges

Sample representativeness is a challenge in all crowdsourced projects. The problem
is bigger in the GS, where some segments of the population are excluded due to local
customs (see Section 6.1.3). Including all members of the society helps mitigate sample
bias and provide a more accurate analysis of the problem under study, which in turn helps
implement more suitable policies. A change of mentality (especially regarding women) is
required. Another way to include women is to adapt the public engagement process to
their temporal and spatial constraints, for example, by allowing them to participate with
their children [63].

Other solutions to socio-economic and cultural barriers include using emojis, pictures,
checkmarks, and voice messages to reach the illiterate [63,69,111]. An interesting example
in the GS would be the adoption of the interactive voice response (IVR) system in South
Africa [69]. The IVR is a crowdsourcing system that allows users to report public safety
concerns by directly recording and sharing a voice message without having the write or
deal with a web interface. Furthermore, the IVR system can be available through a toll-free
number (accessible to the poor) and be adapted to local languages.

Finally, the use of mixed methods is also important. This includes combining crowd-
sourcing with traditional methods to obtain more representative samples. For example, in
areas with low literacy levels, the project could involve calling, chatting on social media
platforms (WhatsApp, for example), and having personal meetings with the participants
in order to explain in detail the basics of the participation process [102] or combining the
crowdsourced data with census data.

7. Conclusions

Although crowdsourcing has several advantages, it is important for planners to have
a clear understanding of the target population [15]. This could help anticipate some of
the challenges that could affect the quality of the crowdsourced data. Given the unique
characteristics of the GS, it was thus crucial to conduct a review of the crowdsourcing
methods adopted in this region of the world and highlight their potential benefits and
challenges so as to provide some suggestions for future research.

To achieve this goal, we reviewed 78 English-written journal articles focusing on
voluntary participation in crowdsourcing in the GS. The reviewed articles were mainly
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contributed by researchers affiliated with Chinese institutes or outside the GS. Among the
crowdsourcing methods, collaborative mapping (through OSM) was most widely adopted,
while the studies covered a variety of areas, including urban transportation, event detection
and crisis management, urban tourism, urban health, environmental monitoring, gender,
etc. Based on the descriptive statistics of the reviewed papers and the characteristics of the
GS, we discussed the potential administrative, academic, technological, socio-economic,
and cultural challenges that could affect the successful adoption of crowdsourcing in the
GS. Solutions to these challenges were provided as suggestions for future implementations
and included new collaboration frameworks with foreign experts so as to avoid digital
colonialism, the inclusion of all segments of the population (especially women), the use of
more accessible platforms to foster public participation in urban planning (e.g., Ushahidi),
the development of methods that are more in line with the needs and the characteristics of
the GS, etc.

Overall, this study has demonstrated that even though crowdsourcing has been
heralded as a means for less developed countries to gather large urban data at a minimal
cost and foster citizen empowerment and awareness through public platforms, several
challenges still need to be addressed. The needed datasets and/or platforms are VGI (e.g.,
OSM) datasets to complement remote sensing datasets for investigating the challenges of
the GS (e.g., informal settlements, lack of data for disaster response, crimes, lack of clean
water, etc.), citizen sensing data for a better understanding of mobility patterns (e.g., GPS)
and environmental monitoring (noise, temperature, etc.), recommendations/solutions for
better planning practices, etc.

This study is, however, not without limitations. The inclusion of China in the literature
could be misleading as a large portion of the reviewed papers is from this country. This
might give the impression that the GS, in general, has produced a large part of the studies
on this topic. The main reason for including China was the fact that, despite its rapid
growth in the last four decades, the country still displays some characteristics of the
GS [112]. Thus, its inclusion could help compare it with the rest of the GS and stress
the progress that is to be made in order to perhaps reach the same standards in terms of
innovation and academic achievements. Furthermore, although a careful and well-justified
literature search was adopted, the small number of studies from French-speaking African
countries and Latin America could be due to the fact that only articles written in English
were included in the review. Given the large number of French-speaking countries in
Africa and Spanish-speaking countries in Latin America, some valuable contributions
could have been left out. English is, however, the language adopted in most studies and
literature reviews [113], and we believe that reviewed articles offer a clear overview of the
crowdsourcing methods adopted for urban planning in the GS as well as the associated
challenges and our suggestions are expected to encourage more research in this area.
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Abstract: Whether the construction of China’s cross-border e-commerce (CBEC) comprehensive pilot
zones can promote economic growth and social sustainable development is an important question
worthy of discussion. This paper uses the difference-in-differences (DID) method to test the impact of
the establishment of CBEC comprehensive pilot zones on economic growth and discusses the impact
mechanism. The results are as follows. (1) The construction of CBEC comprehensive pilot zones can
promote economic growth. After testing with parallel trend, placebo, and other robustness methods,
the results are still valid. (2) The economic promotion effect of the construction of CBEC comprehen-
sive pilot zones will be more evident in the coastal and eastern regions. The economic promotion
effect of the first, second, and third batch of CBEC comprehensive pilot zones is clear. (3) The main
ways that the construction of CBEC comprehensive pilot zones can facilitate economic growth are
through urban digitalization, trade openness, and information service industry agglomeration.

Keywords: cross-border e-commerce; DID; economic growth

1. Introduction

Cross-border e-commerce (CBEC) is a new form of international trade in the internet
era. Compared with traditional trade, CBEC has fewer trade links, low transaction costs,
and fewer intermediary links [1,2], which gradually stimulates the growth of international
trade and facilitates economic growth for all countries [3]. In recent years, China’s CBEC
has developed rapidly. In 2021, the scale of China’s CBEC market was CNY 14.2 trillion,
including CNY 11 trillion for exports and CNY 3.2 trillion for imports. China’s CBEC
transactions accounted for 36.32% of its total import and export value of CNY 39.1 trillion
of goods trade in 2021, which means that the penetration rate of the CBEC industry still
exceeded 35%. It can be predicted that in the future, with the continuous growth of the
industry scale, the penetration rate of the CBEC industry will also continue to increase.
In addition to the advantages of CBEC, the achievements of China’s CBEC depend on
the strong support of, and promotion by, the Chinese government. From 2014 to 2022,
the Chinese government work report has mentioned CBEC for nine consecutive years,
emphasizing the need to accelerate the development of CBEC and other new formats
and models, while expanding the CBEC market has become an important part of the
construction of China’s new double circulation development pattern.

Although CBEC has many advantages over traditional trade, in the early stage of
CBEC development in China, due to the novel mode, China’s rules and regulations lagged
behind the practice, resulting in serious obstacles with regard to logistics, payment, customs
clearance, taxation, foreign exchange settlement, and other CBEC trade links. Among them,
the factors restricting the development of CBEC mainly include the following: first, the
low efficiency of customs clearance caused by the fragmentation of CBEC transactions.
CBEC orders have the characteristics of small batches, high frequency, multiple categories,
and low value, which manifests in a large number of express deliveries and parcels. This
leads to cumbersome customs formalities for imported and exported goods, which not only
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consumes a lot of manpower and material resources but also greatly prolongs the customs
clearance time and reduces customs clearance efficiency. Second, CBEC procurement
is relatively decentralized, which gives rise to trade cost problems. A large number of
enterprises purchase goods from individuals or self-employed households. The lack of
documents and tickets forces many enterprises to conduct business using gray customs
clearance. The increase in relevant costs seriously hinders the development and expansion
of the CBEC industry. Third, CBEC enterprises face funding constraints due to their small
scale. As the main CBEC participants are small and medium-sized enterprises (SMEs),
the internal ability of these small and medium-sized enterprises to stabilize capital flow is
generally poor, and the external financing constraints are high. In addition, it is difficult
for some CBEC enterprises to obtain legal and effective purchase vouchers, meaning they
are unable to obtain export tax rebates. These factors cause heavy financial constraints for
SMEs engaged in CBEC.

To promote the healthy development of China’s CBEC and to implement a higher
level of opening up to the outside world, China launched the CBEC comprehensive pilot
zone project in 2015. Exploring appropriate policy tools by establishing pilot areas and
promoting them nationwide is a method often used by the Chinese government to promote
progressive reform [4,5]. According to the traditional economic growth theory, institutional
innovation is a decisive factor in economic growth [6]. The Chinese government attempted
to solve the institutional problems faced in the development of the CBEC industry in the
pilot area by establishing CBEC comprehensive pilot zones to achieve economic growth.
The CBEC comprehensive pilot zones focus on facilitating the business process of CBEC,
improving the information and digital construction of the city, promoting the agglomeration
of the CBEC industry, and forming a complete supply chain, thus solving the institutional
problems that have arisen in the development of the CBEC industry.

The Chinese government launched the first batch of CBEC comprehensive pilot zones
in March 2015, including only one city, Hangzhou. In January 2016, China promoted and
copied the experience of the Hangzhou CBEC comprehensive pilot zone and launched the
second batch of CEBC comprehensive pilot zones in 12 cities, including Tianjin and Hefei.
In July 2018, the Chinese government replicated and promoted the mature practices of the
first and second batch of 13 CBEC comprehensive pilot zones in 12 aspects, formed by the
“six systems and two platforms”, to the whole country, launching the third batch of CBEC
comprehensive pilot zones in 22 cities, including Beijing. To date, the Chinese government
has launched six batches of CBEC pilot zones, covering 30 provinces, autonomous regions,
and cities, and forming a pattern of land–sea interaction and east–west mutual assistance.
However, due to the late establishment of the latter three batches and the limited availability
of data, our paper only explores the implementation effect of the first three batches.

China’s CBEC has developed rapidly, and the first batch of CBEC comprehensive pilot
zones has been operating for over 7 years. Through an economic effect evaluation of China’s
CBEC pilot zone policy, our paper aims to answer the following three questions: (1) In the
context of China’s development of the digital economy, are there differences between pilot
and non-pilot zones for CBEC development? In other words, is the pilot policy effective?
(2) What are the factors and mechanisms that impact the effectiveness of the pilot zone
policy? In other words, what is the key to the effective implementation of the pilot policy?
(3) After the implementation of the pilot zone policy, are there obvious changes in the pilot
zones? In other words, which cities have effective pilot zone policies? To conduct systematic
and rigorous research, our paper proposes a time-varying difference-in-differences (DID)
model to evaluate the effectiveness of the CBEC comprehensive pilot zone policy based
on panel data of Chinese prefecture-level cities from 2011 to 2019. The DID model is
a widely used policy evaluation method that evaluates the net impact before and after
the implementation of a policy by eliminating the influence of individual heterogeneity
differences and time change factors. On this basis, we analyze the differences in policy
effects in eastern, central, and western China, the differences in policy effects in coastal
and inland areas, as well as the differences in policy effects in the first, second, and third
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batches of CBEC pilot zones. In addition, the robustness of benchmark regression is tested
from three aspects. Finally, our paper analyzes the impact mechanism of the CBEC pilot
zone policy and proposes policy suggestions to promote the development of China’s CBEC
pilot zone.

The main contributions of our paper lie in both the theoretical and practical aspects.
Specifically, we use the time-varying DID model to innovatively study the economic effects
of the batch implementation of policies in China’s CBEC comprehensive pilot zone. Most
importantly, in addition to the effect of policy implementation in the pilot area at the
national level, we also compare the effect of policies in different regions with different
levels of economic development and different batches. At the same time, we discuss the
cumulative and dynamic effects of the CBEC pilot zone policy. In addition, we analyze
the path of policy impact from three perspectives: the level of urban digitalization, the
degree of trade openness, and information service industry agglomeration. Finally, we
present suggestions for promoting the implementation of the CBEC comprehensive pilot
zone policy in China and around the world.

The rest of our paper is organized as follows: Section 2 contains a review of the
literature; Section 3 discusses the methodology, including the theoretical mechanism and
the empirical strategy; Section 4 analyzes the empirical results; Section 5 contains the
discussion; and Section 6 comprises the conclusion and suggestions.

2. Literature Review

In recent years, CBEC has developed rapidly, and the transaction scale has increased
significantly. In the past two years in particular, due to the global COVID-19 pandemic,
the development of the traditional economy has been seriously hindered, while CBEC has
grown and developed rapidly. It is estimated that by 2025, the revenue of global CBEC will
increase from USD 250 billion to USD 350 billion [7].

Many scholars have begun to study how to better promote the development of CBEC.
The research has found that, in addition to the basic driving factors, such as internet
infrastructure, capital investment, convenient means of payment, per capita education
level, and spillover effects of other countries [8], it is also important to break down the
tax barriers, such as consumption tax and value added tax, for the effective development
of cross-border online trade [9,10]. At the same time, many studies also believe that
simplifying import and export process regulation and reducing the regulatory differences
across regions are important steps to promote the growth of CBEC [11]. However, the
above-mentioned studies employ logical deduction at the theoretical level and lack the
support of empirical evidence.

In addition, many scholars have begun to study the economic effects of CBEC. Lendle
and Vézina [2] found that CBEC platforms such as eBay can significantly increase a com-
pany’s export probability and export scale. Ma et al. [3] found that CBEC significantly
promoted China’s import growth. Other scholars have focused on exploring the impact
of CBEC on transaction costs [12] and labor productivity [13]. In general, although the
existing literature examines the economic impact of CBEC on international trade, transac-
tion costs, and productivity, there is a lack of discussion on the direct impact of CBEC on
economic growth.

To promote the development of CBEC in China, the Chinese government has adopted
a top-down model of CBEC comprehensive pilot zones. In this model, the policy objectives
of China’s pilot zones to facilitate the construction of CBEC cities are formulated by the
national government, while specific policy tools are formulated and issued by local gov-
ernments. The direct goal of the policy is to promote international trade, but the ultimate
goal is to achieve economic development. Therefore, our paper focuses on the impact of
the construction of CBEC comprehensive pilot zones on the economic development of
Chinese cities.

In the early stages, some scholars focused on the construction of a single CBEC com-
prehensive pilot zone. Lu and Wang [14] studied the development status and future
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competition direction of the Dalian and Tianjin comprehensive pilot zones. Jin et al. [15]
examined the impact of the establishment of CBEC comprehensive pilot zones by analyz-
ing the pilot zone in Henan Province from five aspects: transaction scale, growth space,
industrial penetration, supporting environment, and platform agglomeration. With the
gradual increase in CBEC comprehensive pilot zones, some scholars began to study the
overall economic results of the pilot zones. Chen [16] found that the establishment of
comprehensive pilot zones is closely related to economic growth by using the data of
35 CBEC pilot comprehensive zones, based on the gray correlation theory. Wang et al. [17]
found that the CBEC comprehensive pilot zone policy has an important positive impact on
the economic development of the pilot city by using the data of the first three batches of
CBEC comprehensive pilot zones in China, based on the structural equation model.

In addition, some scholars have tested the effect of a policy tool through the synthetic
control method (SCM) [18,19]. However, the SCM is usually suitable for comparative case
studies, as the sample size for this method is small [20]. In addition, matching pilot cities by
weight in SCM will lead to errors [21]. In contrast, the DID method regards the implemen-
tation of the policy in the pilot area as an independent variable, which not only limits the
interaction between the independent variable and the dependent variable but also avoids
the common endogenous problem in panel regression. In addition, because the sample
grouping of cities in the pilot area is independent of individual heterogeneity, DID can
control the impact of unobservable individual heterogeneity on dependent variables and
extract the actual policy effect of the pilot area policy. Therefore, our paper focuses on the
impact of the construction of CBEC comprehensive pilot zones on economic development,
thus obtaining the “net effect” of the policy more effectively. However, considering the
phased launch and implementation characteristics of China’s CBEC comprehensive pilot
zone policy, we use the time-varying DID model to more accurately analyze the effect of
the policy.

In summary, recent research has mainly focused on the impact of CBEC on interna-
tional trade but ignored economic growth. Furthermore, few people have explored the
influence mechanism of CBEC on economic growth. Moreover, there is a lack of in-depth
research on the heterogeneity between cities in the literature. In addition, most previous
studies have provided static results rather than the possible dynamic impact of CBEC pilot
zones. Therefore, the time-varying DID model is used to more accurately analyze the effect
of the policy and the cumulative effect of the policy over time, as well as the different
impacts on different regions of China.

3. Methodology
3.1. Theoretical Mechanism

The CBEC comprehensive pilot zone is a pilot economic zone with urban areas as the
core, established with the support of national pilot policies. The CBEC comprehensive pilot
zone approved by the Chinese government specifically refers to the adoption of specific
management modes and special policy preferences for CBEC activities in some regions to
achieve a more convenient CBEC. We combed the relevant documents approved by the
Chinese government to unify the establishment of CBEC comprehensive pilot zones. It
was found that the construction of CBEC comprehensive pilot zones mainly includes the
following aspects.

First, each pilot zone focuses on innovating and improving the digital construction of
the technical standards, business processes, regulatory models, and other CBEC transaction
processes. Digital construction not only refers to the construction of information infrastruc-
ture but also includes the maintenance and updating of digital platforms, the realization of
digital customs clearance, and the construction of online industrial parks.

Second, each pilot zone strives to improve trade facilitation in the CBEC compre-
hensive pilot zone. This is mainly reflected in the following aspects: first, in terms of
tax supervision, the comprehensive pilot zone implemented the policy of “no ticket tax
exemption”, so that the CBEC enterprises in the comprehensive pilot zone can enjoy the
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preferential treatment of exemption from value added tax and consumption tax; and second,
in terms of import and export declaration and customs clearance, the process has been
greatly simplified. The General Administration of Customs, the General Administration
of Taxation, and other government departments have issued a series of policies to help
improve the efficiency of customs clearance, such as simplifying the classification of import
and export goods, and handling the import and export procedures of CBEC goods through
a single window. It has been reported that, under the above measures, the import and
export declaration time for goods in the Hangzhou CBEC comprehensive pilot zone was
shortened from 4 h to an average of 1 min.

Third, each pilot zone focuses on encouraging information service enterprises to gather.
The comprehensive pilot zone generally carries out the construction of CBEC industrial
parks, encouraging well-known e-commerce platform enterprises, CBEC upstream and
downstream enterprises, and related service enterprises to settle in, and it provides com-
prehensive supply chain services, such as finance, customs clearance, quarantine, logistics,
and talent in the park, to create a CBEC industrial ecosystem and to promote the overall
growth and strength of the enterprises in the comprehensive pilot zone.

Based on the development background of the above comprehensive pilot zone, we
believe that a CBEC comprehensive pilot zone will eventually achieve regional economic
growth through the construction of urban digitization, an improvement in trade openness,
and the realization of information service industry agglomeration. Therefore, based on the
above analysis, we first construct a theoretical mechanism diagram (see Figure 1) of CBEC
comprehensive pilot zone construction and the effects on regional economic growth, and
then analyze these three mechanisms.
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Figure 1. The construction of CBEC comprehensive pilot zones and their effect on regional eco-
nomic growth.

First, the policies of CBEC comprehensive pilot zones impact economic growth by
affecting urban digital construction. The policies of CBEC comprehensive pilot zones focus
on information construction to promote the digital transformation of cities, and the digital
transformation of cities contributes to economic growth [22,23].

Second, CBEC comprehensive pilot zones influence economic growth by affecting the
degree of trade openness. CBEC comprehensive pilot zones focus on building the growth
of CBEC, a new trade format, to create new competitive advantages in international trade
and to finally achieve trade promotion effects.

Third, CBEC comprehensive pilot zones have an effect on economic growth by facili-
tating the agglomeration of the information service industry. An important task of the pilot
zones is to gather CBEC industries, create a complete CBEC industrial chain and ecological
chain, and finally achieve economic growth. At present, the industrial agglomeration
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of China’s CBEC comprehensive pilot zones mainly reflects the agglomeration of online
integrated service industries and offline industrial parks.

3.2. Empirical Strategy
3.2.1. Specification

The purpose of our study is to evaluate the effect of CBEC comprehensive pilot
zones on promoting urban economic growth in China. The implementation of CBEC
comprehensive pilot zones is regarded as a “quasi-natural experiment”. Specifically, a
difference-in-differences model is applied to empirical research, in which the first difference
is city, and the second difference is time. Therefore, in our study, the analysis of the DID
model will focus on comparing the differences in economic growth between the cities in
pilot areas and the cities in non-pilot areas before and after the implementation of the policy.
Specifically, following Liu and Qiu [24], as well as Pierce and Schott [25], the specific model
is as follows:

GDPPit= α + β1Dit +δXit +λi +λt +εit (1)

where i and t represent city and time; GDPPit denotes the per capita GDP of city i in year
t; λi is a time city-related fixed effect, which controls all the city-related factors that do
not change with time; λt refers to the time-related fixed effect, which controls all the time-
related factors that do not change with the city; Xit stands for a set of time-varying city-level
variables; and εit is the error term. Following Bertrand et al. [26], we cluster the samples to
the urban level because of the potential heteroscedasticity and serial autocorrelation.

Dit is the setting variable of the CBEC comprehensive pilot zone. If city i is a pilot city
in year t, then Dit = 1; otherwise, Dit= 0. Thus, Dit is the core explanatory variable in our
paper, and β1 is the core estimation coefficient, which is the average treatment effect of the
establishment of CBEC pilot zones on economic growth. If the estimation coefficient β1 is
significantly positive, it means that the establishment of CBEC comprehensive pilot zones
has a positive impact on economic growth. If the estimation coefficient β1 is significantly
negative, it means that the establishment of CBEC comprehensive pilot zones has a negative
impact on economic growth.

To further test the mechanism of the establishment of comprehensive pilot zones
affecting economic growth, the mediating effect model is used to analyze the influence
mechanism of the pilot zones on economic growth [27]. The basic assumption of this
model is that explanatory variables affect explained variables through mediating variables.
Specifically, we build Equation (2) based on Equation (1) to determine whether there is a
mediating effect. If β2 is not significant, then the comprehensive pilot zone policy has no
significant impact on the mediating variables, so the analysis is terminated. Otherwise, we
then build Equation (3):

Mit= α + β2Dit+δXit +λi +λt + εit (2)

GDPPit= α + β3Dit +τM + δXit +λi +λt +εit (3)

In Equation (3), if τ is not significant, M has no mediating effect. Otherwise, if the
coefficient is significant, M has a mediating effect. After introducing the mediating variable
M, if β3 is not significant in Equation (3), M is the only confirmed mediating variable.
In other words, the influence path of the comprehensive pilot zone policy is unique and
certain. Otherwise, there are other mediating variables or other influencing ways. In
Equations (2) and (3), the mediating variables M include the degree of urban digitalization,
trade openness, and the agglomeration level of the information service industry.

3.2.2. Data

Our paper selects 33 CBEC comprehensive pilot zones launched in 2015, 2016, and
2018 as the analysis object. The details of the cities, including the time and location of
the pilots, are shown in Figure 2. In our study, cities are divided into eastern, central,
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and western regions according to the division of the National Development and Reform
Commission of China, rather than geographical concepts.

Sustainability 2022, 14, x FOR PEER REVIEW 7 of 20 
 

variable M, if β3 is not significant in Equation (3), M is the only confirmed mediating 
variable. In other words, the influence path of the comprehensive pilot zone policy is 
unique and certain. Otherwise, there are other mediating variables or other influencing 
ways. In Equations (2) and (3), the mediating variables M include the degree of urban 
digitalization, trade openness, and the agglomeration level of the information service in-
dustry. 

3.2.2. Data 
Our paper selects 33 CBEC comprehensive pilot zones launched in 2015, 2016, and 

2018 as the analysis object. The details of the cities, including the time and location of the 
pilots, are shown in Figure 2. In our study, cities are divided into eastern, central, and 
western regions according to the division of the National Development and Reform Com-
mission of China, rather than geographical concepts. 

 
Figure 2. Details of pilot cities in 2015, 2016, and 2018. 

There are 19 pilot zones in the eastern region, 6 pilot zones in the central region, and 
8 pilot zones in the western region. The first two batches of pilot cities are mainly concen-
trated in the eastern region. The number of CBEC pilot zones in the eastern region is sig-
nificantly higher than that in the central and western regions because the basic conditions 
for CBEC development in the central and western regions are relatively weak (for exam-
ple, there are fewer e-commerce enterprises and fewer e-commerce talent resources). As 
a result of this layout, the development gap between the CBEC pilot zones in different 
regions will become clearer, showing that “the CBEC development in the eastern region 

Figure 2. Details of pilot cities in 2015, 2016, and 2018.

There are 19 pilot zones in the eastern region, 6 pilot zones in the central region,
and 8 pilot zones in the western region. The first two batches of pilot cities are mainly
concentrated in the eastern region. The number of CBEC pilot zones in the eastern region is
significantly higher than that in the central and western regions because the basic conditions
for CBEC development in the central and western regions are relatively weak (for example,
there are fewer e-commerce enterprises and fewer e-commerce talent resources). As a result
of this layout, the development gap between the CBEC pilot zones in different regions will
become clearer, showing that “the CBEC development in the eastern region will become
stronger and stronger, while CBEC in the central and western regions will become weaker
and weaker”. To reverse this situation, the third batch of CBEC comprehensive pilot zones
began to lean toward central and western cities.

In addition, after excluding the city samples with serious data loss, our paper uses the
panel data of 117 cities from 2011 to 2019, including 33 cities in the treatment group and
84 cities in the control group. All data in our paper were obtained from the China Urban
Statistical Yearbook. The selection and explanation of each variable are shown in Table 1.
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Table 1. Definitions of variables.

Variables Definition Observation Mean Standard
Deviation

Minimum
Value

Maximum
Value

GDPP Real per capita GDP 1053 0.68 0.355 0.1162 2.183
Dit CBEC pilot zones 1053 0.08 0.257 0 1

investment Social fixed asset investment 1053 0.75 0.271 0.0036 1.798
consumption Social consumption level 1053 3.25 2.535 0.3744 18.499

humancap Human capital level 1053 4.66 1.076 2.241 6.798
roadper Per capita road area 1053 0.02 0.018 0.000 0.105

fdi Foreign direct investment level 1053 7.09 8.217 0.494 73.044
unemployment Unemployment rate 1053 0.55 0.293 0.061 1.919

digitalscore The level of urban digitalization 1053 0.02 0.070 0 0.552
trade Trade openness 1053 0.77 2.604 0 11.411

agglomeration Agglomeration level of the
information service industry 1053 0.11 0.422 0 4.039

3.2.3. Explained Variables

We choose real per capita GDP (GDPP) to represent economic growth. Real per capita
GDP is equal to the real GDP of the year divided by the total population at the end of the
year. Specifically

GDPPit =
Real GDPit

Total populationit
(4)

In Equation (4), the real GDP is calculated by using the nominal GDP and the deflator.

3.2.4. Core Explanatory Variables

Our paper examines whether CBEC comprehensive pilot zone policies play an impor-
tant role in economic growth. Dit is the core explanatory variable of whether a city is a
CBEC pilot city and when it becomes a CBEC pilot city. If city i is a pilot city in year t, then
Dit= 1; otherwise, Dit= 0.

3.2.5. Control Variables

We also controlled other factors that may affect economic growth, such as social fixed
asset investment (investment), social consumption level (consumption), human capital
level (humancap), per capita road area (roadper), foreign direct investment level (fdi), and
unemployment rate (unemployment). Specifically, investment is equal to total social fixed
asset investment divided by GDP; consumption is equal to total retail sales of consumer
goods divided by GDP; humancap is equal to taking the logarithm of the number of
university students; roadper is equal to urban road area divided by the total population
at the end of the year; fdi is equal to total foreign direct investment divided by GDP; and
unemployment is equal to the proportion of unemployment in the total labor force.

3.2.6. Mediating Variables

The mediating variables we chose are: the level of urban digitalization (digitalscore),
the degree of trade openness (trade), and the agglomeration level of the information service
industry (agglomeration). The details are as follows.

First, we use the entropy weight method to aggregate several variables that can
characterize the city’s digitalization level into one variable, digitalscore. Specifically, several
of the variables that reflect the level of urban digitalization are: the number of internet
users per 100 people; the number of mobile phone users per 100 people; the proportion
of computer services and software practitioners; per capita telecommunications business
volume; per capita postal business volume; and digital inclusive finance index.

Second, the degree of trade openness (trade) is equal to the logarithm of the city’s
import and export trade volume.
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Third, regarding the measurement of the agglomeration level of the information service
industry (agglomeration), following O’Donoghue and Gleave [28] and Freedman [29], we
use the location entropy method to measure agglomeration. Specifically, the calculation
formula of the agglomeration level of r industry in city i during the period of t is

agglomerationirt =

(
eirt/ ∑

i
eirt

)
/

(
∑

i
eirt/ ∑

i
∑

r
eirt

)
(5)

where agglomerationirt is the agglomeration degree of r industry in city i during period t;
and eirt refers to the number of employees of r industry in city i during period t. The larger
the agglomerationirt, the more the r industry in the city is clustered. In our paper, r refers to
the information service industry.

4. Empirical Analyses
4.1. Benchmark Regression Results

Table 2 presents the main results for the DID specification. Column (1) only includes
the pilot implementation of CBEC comprehensive pilot zones as an explanatory variable.
Column (1) shows that the estimated coefficient of Dit is 0.568, which is significantly
positive at the 1% level, indicating that, compared with other cities that are not CBEC
comprehensive pilot zones, the establishment of CBEC comprehensive pilot zones will
enable the per capita real GDP of the cities where the comprehensive pilot zones are located
to increase by 56.8%. In column (2), we added city-level control variables. Column (2)
shows that the estimated coefficient of Dit is 0.363, which is significantly positive at the 1%
level. Column (3) adds more year-level control variables, and our regressor of interest, Dit,
is statistically significant and positive at the 1% level.

Table 2. Baseline results.

(1) (2) (3) (4)

Dit
0.568 *** 0.363 *** 0.125 *** 0.104 ***

(0.09) (0.03) (0.03) (0.03)

investment
0.067 *
(0.04)

consumption 0.054 ***
(0.01)

humancap −0.028
(0.04)

roadper −0.026
(0.54)

fdi
0.002
(0.00)

unemployment −0.042
(0.04)

Constant
0.635 *** 0.651 *** 0.669 *** 0.584 ***

(0.03) (0.00) (0.00) (0.20)
City fixed effect no yes yes yes
Year fixed effect no no yes yes

N 1053 1053 1053 1053
R2 0.169 0.863 0.970 0.975

Note: Robust standard errors clustered at city in parentheses. *** Significant at the 1% level. * Significant at the
10% level.

Column (4) adds more control variables. Column (4) suggests that the coefficient of Dit
is 0.104, which is significantly positive at the 1% level, indicating that CBEC comprehensive
pilot zones can effectively stimulate local economic growth by 10.4%.

In column (4), the estimated coefficient of investment is significantly positive, which
means that for every 1% increase in social fixed asset investment, the local per capita GDP
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will increase by 6.7%. The estimated coefficient of consumption is significantly positive,
indicating that for every 1% increase in social consumption, the local per capita GDP will
increase by 5.4%. The impact of other control variables on per capita GDP is not significant
and has no statistical significance, but if these variables are discarded, it may result in
missing variables.

Therefore, Table 2 implies that CBEC comprehensive pilot zone implementation can
significantly promote the growth of local per capita GDP and improve the welfare of residents.

4.2. Parallel Trend Test and Dynamic Effect Analysis

The premise of using the DID method is to meet the parallel trend assumption. In
other words, when it is not impacted by the pilot policy, the per capita GDP level of the
treatment group and the control group has the same change trend. Due to the different
times the pilot cities are impacted by the policy, we cannot simply set the virtual variable
of time as the critical point of policy occurrence in a certain year; we need to set the virtual
variable of the relative time value of policy implementation in the CBEC comprehensive
pilot zone for each city time point. At the same time, because the CBEC pilot is affected by
factors such as the intensity of policy implementation, the basis of policy implementation,
and the adjustment of production factors, the policy effect of the CBEC pilot may have a
buffer period, resulting in a certain delay in the implementation effect of the policy. Based
on these two considerations, we follow Beck et al. [30] and use the event study method to
build the following dynamic model:

GDPPit= α+
4

∑
k≥−4

βkDk
it+δXit+λi+λt+εit (6)

where i and t represent city and year, respectively; GDPPit denotes the actual per capita
GDP; and Dk

it indicates that the event of the establishment of CBEC pilot zones is a dummy
variable. The assignment rules of Dk

it are as follows.
Dk

it is the relative time dummy variable. Provided that the year when city i became
a CBEC pilot city is s (s = 2015, 2016, 2018), then we set k = t–s. When k is negative, if t
is smaller than the year when the CBEC pilot policy is implemented, then we set Dk

it= 1;
otherwise, we set Dk

it= 0. When k is no smaller than 0, if t is larger than the year when
the CBEC pilot policy is implemented, then we set Dk

it= 1; otherwise, we set Dk
it= 0. In

Equation (6), the year before the pilot establishment of CBEC is taken as the benchmark year.
The results are shown in Figure 3. Before the policy, the relative time dummy variable

coefficients are not significant, and the values are small, which shows that, before the policy,
there is no significant difference between the treatment group and the control group in the
per capita GDP level. In other words, the CBEC pilot zone policy conforms to the parallel
trend hypothesis. In terms of the dynamic effects of the policy, considering that, as of 2019,
the first batch of pilot cities have had the policy in place for nearly five years, but the first
batch is only Hangzhou, our paper mainly analyzes the dynamic effects in the four periods.
The results show that two years after the implementation of the pilot policy, the impact
coefficient of the CBEC pilot zone policy is significantly positive and rising, indicating that
the CBEC pilot zone policy can produce the policy effect of stimulating the per capita GDP;
however, it has a certain lag.
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4.3. Robustness Test
4.3.1. Changing City Samples

Considering the limited number of urban samples for the benchmark regression in
this paper, only the first-, second-, third-tier, and new first-tier cities in China are selected.
Therefore, we added more data to the original base, increasing the number of urban samples
to 266. Table 3 shows a comparison between the estimated results and the benchmark
regression of Table 2. The Dit result is still significant, but the estimated coefficient is
increased. This shows that after considering more small cities as the control group, the
economic effect of CBEC pilot zones will be clearer.

Table 3. Regression results of changing city samples.

(1) (2) (3) (4)

Dit
0.689 *** 0.363 *** 0.177 *** 0.124 ***

(0.09) (0.03) (0.03) (0.03)

investment
0.045 ***

(0.01)

consumption 0.069 ***
(0.01)

humancap 0.016
(0.03)

roadper 0.207
(0.13)

fdi
0.008 **
(0.00)

unemployment −0.020
(0.02)

Constant
0.521 *** 0.532 *** 0.539 *** 0.260 **

(0.02) (0.00) (0.00) (0.13)
City fixed effect no yes yes yes
Year fixed effect no no yes yes

N 2394 2394 2394 2394
R2 0.121 0.893 0.968 0.976

Note: Robust standard errors clustered at city in parentheses. *** Significant at the 1% level. ** Significant at the
5% level.
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4.3.2. Changing the Fourth and Fifth Batch Groups of Pilot Cities

In the benchmark regression, as the sample time does not include 2020, the fourth and
fifth batches of pilot cities are included in the regression as control groups. Considering that
the samples of the fourth and fifth batches of pilot cities may affect the estimated results,
we use two methods to check the robustness of the benchmark regression results. (1) We
extend the time of the sample to 2020 and introduce the fourth and fifth batches of pilot
cities into the sample as treatment groups. The estimated results are shown in columns
(1)–(4) of Table 4. Compared with Table 2, the estimated coefficient of Dit is significant at
the level of 1%. (2) To ensure that the policy effect of the CBEC pilot will not be affected by
the fourth and fifth batches during the sample period, we remove the samples of the fourth
and fifth batches and re-estimate them. The estimated results are shown in columns (5)–(8)
of Table 4. Compared with Table 2, in columns (5)–(8), the estimated coefficient of Dit is
significant at the level of 1%.

Table 4. Regression results of changing the fourth and fifth batch groups of pilot cities.

(1) (2) (3) (4) (5) (6) (7) (8)

Dit
0.509 *** 0.350 *** 0.116 *** 0.100 *** 0.530 *** 0.360 *** 0.131 *** 0.114 ***

(0.06) (0.02) (0.02) (0.03) (0.08) (0.03) (0.03) (0.03)

investment
0.057 0.098 *
(0.04) (0.05)

consumption 0.038 *** 0.045 ***
(0.01) (0.01)

humancap −0.028 −0.059
(0.04) (0.05)

roadper −0.213 −0.255
(0.60) (0.75)

fdi
0.003 0.001
(0.00) (0.01)

unemployment −0.051 −0.049
(0.04) (0.05)

Constant
0.638 *** 0.658 *** 0.688 *** 0.666 *** 0.666 *** 0.687 *** 0.716 *** 0.786 ***

(0.03) (0.00) (0.00) (0.20) (0.04) (0.00) (0.00) (0.24)
City fixed

effect no yes yes yes no yes yes yes

Year fixed
effect no no yes yes no no yes yes

N 1170 1170 1170 1170 648 648 648 630
R2 0.192 0.870 0.966 0.970 0.173 0.902 0.971 0.974

Note: Robust standard errors clustered at city in parentheses. *** Significant at the 1% level. * Significant at the
10% level.

4.3.3. Placebo Test

Following La et al. [31], Abadie et al. [32], and Ma et al. [3], we divided the placebo
test into two steps. First, 33 urban samples were randomly selected as the treatment group,
while the rest of the cities were used as the control group. Second, we set the CBEC pilot
city establishment time at random. Figure 4 shows the distribution of the estimates from
500 runs along with the baseline results. The distribution of the estimates from the random
assignments is centered around zero, and the standard deviation of the estimates is not
significant. The dotted line in Figure 4 represents the estimated coefficient of Dit, which is
significantly different from the estimated value of the coefficient obtained in the placebo
test, thus confirming that the effect of CBEC pilot city establishment on improving GDP
does not come from unobservable factors.
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4.4. Heterogeneity Analysis
4.4.1. Differences between Cities in Coastal and Inland Areas

As shown in column (1) of Table 5, the estimated coefficient of Dit in coastal areas
is 0.135, which is significant at the level of 1%. As shown in column (2) of Table 5, the
estimated coefficient of Dit in inland areas is 0.056, which is significant at the level of 10%.
This empirical result shows that a CBEC pilot zone will promote the economic growth of
coastal areas more evidently than that of inland areas. One possible reason for this is that,
compared with inland areas, coastal areas have the advantages of resource endowments,
such as commodity logistics network systems, CBEC talents, and regional advantages,
which provide more assistance for the development of CBEC. Therefore, it will be easier for
the construction of CBEC pilot zones to achieve good results.

Table 5. Regression results of heterogeneity analysis.

(1) (2) (3) (4) (5) (6) (7) (8)

Cities in
Coastal
Areas

Cities in
Inland
Areas

East Middle West The First
Batch

The Second
Batch

The Third
Batch

Dit
0.135 *** 0.056 * 0.126 *** 0.059 0.013 0.163 *** 0.113 *** 0.131 ***

(0.04) (0.03) (0.04) (0.03) (0.03) (0.04) (0.04) (0.04)

investment
0.039 0.086 * 0.037 0.014 0.153* 0.178 ** 0.176 ** 0.102 *
(0.07) (0.04) (0.05) (0.05) (0.08) (0.08) (0.07) (0.06)

consumption 0.033 ** 0.078 *** 0.044 *** 0.114 *** 0.033* 0.065 *** 0.073 *** 0.048 ***
(0.02) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02) (0.01)

humancap −0.025 −0.012 −0.005 0.062 −0.210 0.008 −0.015 −0.061
(0.06) (0.04) (0.04) (0.07) (0.12) (0.03) (0.04) (0.04)

roadper 1.570 −0.844 0.807 1.894 ** −2.060 −2.910 ** −1.487 −0.975
(0.95) (0.72) (0.60) (0.70) (1.43) (1.29) (1.02) (0.90)

fdi
0.001 0.006 * 0.002 0.007 0.007 * 0.016 * −0.016 0.007 ***
(0.00) (0.00) (0.00) (0.01) (0.00) (0.01) (0.01) (0.00)

unemployment −0.083 −0.018 −0.131 ** 0.011 0.072 0.066 0.043 −0.038
(0.07) (0.04) (0.05) (0.04) (0.08) (0.07) (0.06) (0.06)

Constant
0.696 ** 0.395 * 0.607 *** −0.125 1.432 ** 0.204 0.456 ** 0.698 ***
(0.27) (0.22) (0.20) (0.31) (0.62) (0.14) (0.19) (0.24)

City fixed
effect yes yes yes yes yes yes yes yes

Year fixed
effect yes yes yes yes yes yes yes yes

N 351 702 639 261 153 342 441 513
R2 0.975 0.977 0.975 0.985 0.983 0.980 0.978 0.974

Note: Robust standard errors clustered at city in parentheses. *** Significant at the 1% level. ** Significant at the
5% level. * Significant at the 10% level.
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4.4.2. Differences between Eastern, Central, and Western China

CBEC pilot cities are widely distributed in various regions of eastern, central, and
western China, providing conditions for us to analyze the regional heterogeneity of the
policy effects. Columns (3) to (5) of Table 5 show the economic impact of CBEC pilot
policies on eastern, central, and western cities. The estimated coefficient of Dit in the
eastern region is significantly positive, while the estimated coefficient of Dit in the central
and western regions fails to pass the significance test. This shows that the establishment
of CBEC pilot cities has not achieved positive results in the central and western regions,
where the construction of CBEC development infrastructure software and hardware is
relatively weak, and CBEC talents are scarce. As a result of this impact, the “siphon effect”
of the eastern region is becoming increasingly significant. Finally, the development of
CBEC pilot cities in the eastern, central, and western regions shows the “Matthew effect”,
in which the eastern region is an example of “the strong get stronger” and the central and
western regions display “the weak get weaker” effect. To break this situation, to narrow
the development gap between the east and the west, and to achieve leapfrog development
for China’s CBEC, they need to work together.

4.4.3. Differences between Different Batches

Columns (6) to (8) of Table 5 show the economic effects of different batches of CBEC
pilot zones. According to the estimation coefficient of Dit, the impact of the first three
batches of CBEC pilot zone policies on economic growth is significantly positive, which
shows that each batch of CBEC pilot zone policy has achieved good economic results. Our
further analysis found that the estimated coefficient of the first batch of CBEC pilot policies
is higher than that of the third batch of CBEC pilot policies, while the estimated coefficient
of the third batch of CBEC pilot policies is higher than that of the second batch of CBEC
pilot policies. This shows that there is a certain relationship between the approval time
of a CBEC pilot zone and its economic performance, but it is not an absolutely positive
relationship. One possible reason for this is that the operation effect of a CBEC pilot zone
is closely related to the talent, regional advantages, and other resource endowments of a
city’s CBEC development.

4.5. Influencing Mechanism Analysis

Column (1) of Table 6 shows that the estimated coefficient of Dit is 0.041, which is
significant at the level of 1%. As shown in column (4), the estimated coefficients of Dit
and digitalscore for economic growth are positive at the significance level of 1%. This
empirical result means that Dit can improve economic growth by enabling the improvement
of urban digital construction. This is because digital construction is an important part of
the establishment of CBEC pilot zones, and digital technology helps promote economic
growth [33,34]. Therefore, urban digital construction is a mediating mechanism for the
construction of CBEC pilot zones to promote economic growth.

Column (2) of Table 6 reveals that the estimated coefficient of Dit is 0.047, which is
significant at the level of 10%. As shown in column (5), the estimated coefficients of Dit
and trade for economic growth are positive at the significance level of 1%. This means
that Dit can improve economic growth by enabling a degree of trade openness in cities.
This is because CBEC is a new model of international trade rooted in internet information
technology [3]. Therefore, one of the most important ways for CBEC pilot zone construction
to stimulate urban economic growth is to enable a degree of trade openness.

Column (3) of Table 6 shows that the estimated coefficient of Dit is 0.338, which
is significant at the level of 1%. As shown in column (6), the estimated coefficients of
Dit and agglomeration for economic growth are significantly positive. This shows that
the construction of a CBEC pilot zone can promote an improvement in local GDP by
gathering information service industries. One possible reason for this is that one of the
most important tasks in building a CBEC pilot zone is to build a complete CBEC industrial
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chain and ecological chain, and to form an industrial agglomeration of online integrated
services and offline industrial parks.

To sum up, the above results show that the construction of a CBEC pilot zone affects
economic growth mainly through three channels: urban digitalization, trade openness, and
the agglomeration of the information service industry. In other words, the construction
of a CBEC pilot zone promotes economic growth by improving the level of urban digi-
talization, the degree of trade openness, and the agglomeration level of the information
service industry.

Table 6. Regression results of influence mechanism.

(1) (2) (3) (4) (5) (6)

Digitalscore Trade Agglomeration GDPP GDPP GDPP

Dit
0.041 *** 0.047 * 0.338 *** 0.090 *** 0.095 *** 0.095 ***

(0.01) (0.03) (0.07) (0.03) (0.03) (0.03)

digitalscore 0.355 **
(0.15)

trade
0.207 **
(0.10)

agglomeration 0.029 **
(0.01)

Other variables yes yes yes yes yes yes
City fixed effect yes yes yes yes yes yes
Year fixed effect yes yes yes yes yes yes

N 1053 1053 1053 1053 1053 1053
R2 0.836 0.881 0.839 0.976 0.976 0.976

Note: Robust standard errors clustered at city in parentheses. *** Significant at the 1% level. ** Significant at the
5% level. * Significant at the 10% level.

5. Discussion

In this paper, through a theoretical framework and empirical analysis, we conclude
that the construction of a CBEC pilot zone can promote economic growth. Through further
analysis, we find that, on the one hand, the policy effect of a pilot zone is heterogeneous in
different regions and different batches. On the other hand, CBEC can promote economic
growth through three channels: urban digital construction, trade openness, and industrial
agglomeration of the information service industry. Compared with the existing literature,
our analyses of the policy effect of the establishment of pilot zones are more comprehensive.

From the results of the theoretical mechanism analysis, our paper finds that the “no
ticket tax exemption” policy implemented by various pilot zones in terms of tax supervision
helps facilitate the import and export activities of CBEC enterprises. This is consistent
with the research findings of Martens [9] and Einav et al. [10], who found that breaking
down barriers, such as those of consumption tax and value added tax, is conducive to the
development of cross-border online trade. In addition, the simplification of the existing
customs clearance process in each pilot zone is also conducive to the development of CBEC,
which is consistent with the conclusion of Kim et al. [11].

When comparing our empirical results with the results of the existing literature [16,17],
it must be pointed out that we arrived at a new conclusion regarding how the establishment
of a CBEC pilot zone affects economic growth. We found that the construction of a compre-
hensive pilot zone enables economic growth through the three channels of urban digital
construction, trade openness, and industrial agglomeration of the information service
industry. We also deconstructed the policy effects of comprehensive pilot zones from the
perspective of regional heterogeneity and different batches and described in detail the
policy dividends generated by the establishment of comprehensive pilot zones. In the past,
analysis of how the establishment of comprehensive pilot zones affected economic growth
remained at the theoretical level, and the facts are still unknown. From an empirical point
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of view, our paper answers the key questions of how the establishment of comprehensive
pilot zones will benefit economic development and which economic sectors will prosper.

More broadly, our causal framework quantitatively analyzes the economic effects
of the construction of CBEC pilot zones. However, the social and environmental effects
of the construction of CBEC pilot zones are still unclear; for example, the impact of the
construction of a pilot zone on the employment demands of enterprises and on urban
carbon emissions, which is a direction for further research.

6. Conclusions and Suggestions
6.1. Conclusions

Our paper regards the implementation of the CBEC comprehensive pilot zone policy
as a “quasi-natural experiment”. First, we theoretically analyzed the impact mechanism
of the CBEC pilot zone policy on economic growth. Second, based on the data of Chinese
cities from 2011 to 2019, we employed the DID model to evaluate the impact and internal
mechanism of the establishment of CBEC pilot zones on economic growth. Third, we
considered the heterogeneity of the impact of the CBEC pilot zone policy on economic
growth in different locations and batches. The empirical results show the following:

(1) The construction of CBEC pilot zones has significantly promoted China’s economic
growth. To verify the effectiveness and robustness of the benchmark regression results,
we used a parallel trend hypothesis test, a placebo test, and other methods.

(2) The impact of the construction of CBEC pilot zones on economic growth is significantly
heterogeneous: first, compared with inland areas, the construction of CBEC pilot
zones will play a clearer role in promoting economic growth in coastal areas; second,
compared with the central and western regions, the construction of CBEC pilot zones
will play a more evident role in promoting economic growth in the eastern region;
and third, the economic effects of the construction of the first three batches of CBEC
pilot zones are relatively apparent.

(3) The construction of CBEC pilot zones promotes economic growth through three
channels: urban digital construction, trade openness, and the agglomeration of the
information service industry.

6.2. Suggestions

Based on the above conclusions, we further propose the following policy recommendations:

(1) The construction of China’s CBEC comprehensive pilot zones also requires a large
amount of government policy support to promote the institutional innovation and
model innovation of CBEC pilot zones. China’s CBEC pilot zones have only been
operating for a short time, and they still lack sufficient coping capacity in terms of
operational stability and sustainability. Therefore, the Chinese government needs to
design top-level policy support for the development of CBEC and provide support
from the earliest aspects of CBEC development, with regard to things such as produc-
tion land, commodity quality inspection, tax rate reduction, and fiscal and financial
support. This will help CBEC pilot zones in the cultivation of large CBEC platform
subjects, talent recruitment, system innovation, and model innovation.

(2) CBEC comprehensive pilot zones also need to continue to carry out bold reform and
exploration. First, CBEC pilot zones should rely on modern information technology,
blockchain termination, big data, and other digital technology to transform the ser-
vice, logistics, and payment links in CBEC transactions and promote the innovation
and development of CBEC business process re-engineering and supervision modes.
Second, CBEC comprehensive pilot zones should continue to facilitate the integration
of CBEC customs clearance, information sharing, and regulatory innovation to realize
the liberalization and convenience of CBEC trade and to ultimately encourage CBEC
to become a new growth point and a new competitive advantage for China’s interna-
tional trade development. Finally, CBEC pilot zones need to strive to build a complete
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CBEC industrial chain and ecological chain and to form a CBEC online and offline
business industry cluster.

(3) CBEC comprehensive pilot zones in different regions and batches need to identify their
positioning and weaknesses to narrow the gap between different CBEC pilot areas. For
example, Shenzhen has shortcomings in CBEC services. It is necessary to pay attention
to the payment, logistics, and customs clearance systems of CBEC development, to
optimize the service system, and to speed up the construction of CBEC industrial
parks in Futian, Yantian, and other blocks. Shanghai and Hangzhou need to focus on
how to further innovate the development and reform of CBEC based on the existing
development advantages. Other CBEC pilot zones should pay heed to their resource
endowment advantages; make full use of the CBEC pilot zone policy dividends in
combination with regional characteristics; accelerate the construction of software and
hardware, such as infrastructure, talent training, and policy supporting services for
the development of CBEC; and accelerate the construction and development of CBEC
pilot zones.

(4) The CBEC pilot zone is a good experimental field for institutional innovation. The
Chinese government should actively refine the rules and standards to conform to the
world digital trade development trend in the process of experimental exploration. On
the one hand, this will continuously create convenient conditions for CBEC enterprises,
reduce trade costs, improve trade efficiency, and accelerate the transformation and
upgrading of China’s CBEC. On the other hand, it will also help export the “Chinese-
style template” of the CBEC development model to the world, along with the digital
trade rules and standards, thus promoting global economic governance.

This paper still has some limitations. Due to data restrictions, we were not able to
empirically study the economic effects of the comprehensive pilot zones established over
the last two years. Furthermore, we were not able to study the economic effect of the
construction of CBEC pilot zones from the micro perspective of enterprises.
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Abstract: An engaged community that reflects a diverse set of experiences is key to an equitable
and livable city. However, maximizing engagement activities is often difficult when competing with
residents’ busy schedules and hectic daily lives. To explore new opportunities in this space, we
developed four augmented reality experiences to learn more about the potential for this technology
to transform community engagement practices in the context of City 4.0. City 4.0 utilizes digital
technologies to transform public services and the local economy. Its goal is to produce more sustain-
able urban and societal outcomes. Our findings suggest that augmented reality is least successful
when used to recreate existing engagement practices, such as surveys or questionnaires, and more
successful when it empowers a sense of agency and ownership over the process in its users. The
way augmented reality situates information can aid in making public space feel personal to the
individual. In this way, augmented reality’s affordances are less about overlaying digital information
in physical space and more about how this can enable individuals to reclaim a sense of control and
relevance in the relationship between citizens and councils. We aim to contribute: (a) novel interaction
paradigms and an evaluation of their effectiveness and limitation, and (b) new insights into how to
support citizens’ sense of agency in public discourse with augmented reality. This paper highlights
the value of augmented reality’s affordances to bring to light new interactions between community
engagement stakeholders.

Keywords: augmented reality; digital agency; urban public space; community engagement; place-
making; human-computer interaction; smart city; City 4.0; urban planning and design; Brisbane

1. Introduction

The last decade has presented many challenges for cities around the world. First
and foremost, urban migration continued to rise as projections estimated the world’s
urban population to be as high as 68%. As of 2020, North America’s urban population
is estimated at 83%, Australia at 80%, and Europe at 75% [1]. The past two years have
also seen the COVID-19 pandemic challenge city resilience and slow forward-looking
policy in response to handling the immediate emergency and uncertainty about a future
‘post-COVID-19’ recovery [2]. Rapid population growth in cities often requires changes in
the urban landscape to accommodate for new housing, mobility, and other shared services.
These changes can often affect large amounts of the pre-existing population. For these
changes to be well-suited to both new and existing populations, city administrations will
often look to community engagement strategies that hope to inform and consult with those
most affected. In doing so, city administrations can attempt to ensure their decision is
more defensible against critiques and the project is less likely to encounter roadblocks or
pushback. The concept of City 4.0 introduces a new paradigm in which city administrations
utilize digital technologies to connect all city stakeholders in a way that produces more
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sustainable urban outcomes. Furthermore, community engagement is a broad term used
in an urban context to describe the different types of engagement from citizens in urban
issues [3]. While research can often discuss this in terms of participatory planning [4–6],
we utilize the term community engagement because it is a term shared by both researchers
and city administrations alike.

Research on community engagement puts a strong focus on the politics of participa-
tion and how different approaches to community engagement can have vastly different
results [7,8]. Participatory and collaborative approaches particularly look at broadening the
base of stakeholders involved, and especially at ‘giving a voice’ to traditionally marginal-
ized groups [9,10]. The community engagement literature has seen a few interesting new
developments in participatory design methodologies [11], interventions within public
space [9,12], or applications of novel technologies [4] that address the challenge of inclu-
sion. Furthermore, the COVID-19 pandemic has accelerated the adoption of QR codes and
remote communication, whilst Facebook’s announcement of their ‘metaverse’ plan brings
concepts of mixed reality and blockchain to the mainstream, offering new opportunities
for technologically mediated interactions in community engagement processes. Likewise,
the new and popular city blueprints, such as smart cities or City 4.0, also underline the
crucial importance of community engagement [13–16]. City 4.0 utilizes technological de-
velopments and digitalization to transform local public services and the local economy. It
leverages these digital technologies and data to connect citizens, producing sustainable
and desired urban, environmental, and societal outcomes for all.

In the context above, augmented reality (AR) is gaining attention as an enabler of
situated engagement [17], improved urban conversation [18], and participation in cities [4].
AR allows digital information to be situated in physical space, so in an urban context, de-
velopment details can be shared between stakeholders at the physical location or displayed
and embodied at scale. The main affordance of AR—to overlay digital information over
the physical world—is touted as a key driver in encouraging engagement with planning
proposals, or in consulting with citizens about future developments [5,18,19]. Whilst there
has been research into what this can mean for co-design in participatory planning, it is
noted that the greater political systems in place still ultimately decide the face of participa-
tion in any given engagement process [4]. As such, a critique of AR or the implementation
of any novel technology in cities is that, while the technology may offer new interactions,
without a fundamental shift in the political relationship between councils and citizens, the
technology will simply offer new opportunities for top down ‘engagement theatre’ and
consensus building activities.

Our research studied four different AR experiences intended to explore bottom-up and
middle-out forms of engagement. The experiences ranged from the recreation of existing
community engagement methods in AR to entirely new interaction paradigms used to
blend physical and digital.

• The city builder: This experience presents a list of options that allow the user to build
their own city in augmented reality. Each option queues a separate musical loop,
so that they end with a unique city and song. This experience was intended to test
how AR could offer new interactions for gathering feedback from the community and
visualize the results of citizen choices back to the participant in real time.

• The city spaces quiz: This experience acted like an augmented reality photo gallery,
showing photos of space designed for cars or for people. It was designed to highlight
the large amount of space required by cars, compared to people. Users would be
quizzed on what level of scale they thought the photo represented. We intended this to
be a form of interactive and educational tool that would help us gauge how receptive
individuals are to education delivered through this medium.

• Bridges for Experience: This experience displayed 3D models of different bridges
overlayed across a map of Brisbane River. Showcasing the potential to demonstrate
future development plans to citizens in AR. Like the above experience, we wanted to
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understand how users would react to an AR experience that mimicked more traditional
community consultation strategies.

• The portals: This final experience displayed a portal in physical space that users could
walk through to enter a virtual city. They could walk around this virtual city and
experience a virtual world situated in the same space as the physical world.

These experiences were offered as ‘probes’ to demonstrate different interaction paradigms
in context and understand the opportunities and challenges of adopting AR technology
in community engagement practices. We offered these experiences firstly to participants
as part of a city-wide STEAM festival that lasted three weeks and secondly in a half-day
workshop with four participants.

What emerged from our findings is that a key value of augmented reality for improving
community engagement practices is not just about the unique interaction paradigms it
affords, but more so about what opportunities it represents for the individual citizen within
the community engagement political dynamic. Participants often discussed the feelings of
agency that our city builder and portal experiences offered, and that while the interaction
itself was novel, it was more that the participant felt that their voice was heard and that
they were contributing. Participants were much less interested in our one-way informative
experiences like the gallery, and much more interested in the experiences that allowed them
to create for themselves.

Therefore, we contribute that, while AR affords us interesting opportunities to overlay
digital information in physical locations, this is perhaps only relevant in community
engagement when it empowers a sense of agency in the individual engaging with it. Simply
put, a recreation of existing engagement processes in AR are unlikely to be successful purely
because of AR’s affordances, however, AR’s unique affordances do allow for an improved
sense of agency for individuals in public space and a rethinking of the greater engagement
experience. This was evident in the responses of our participants between the city builder
and the Bridges for Experience. While the Bridges for Experience and city builder both
use AR to overlay digital information on the physical world, the city builder was much
more positively received due to the information being created and customized to hold
significance to the end user.

Below, we explore the literature surrounding community engagement, participatory
planning, and urban human–computer interaction (HCI). We do this to explain our use of
the term community engagement and situate this focus within the participatory planning
literature. Furthermore, it is important for us to draw on the urban HCI literature to con-
textualize our findings and show how urban HCI research has previously conceptualized
the use of AR. Following this, we discuss our early conversations with stakeholders, our
reasoning for and design of each study and the results that we found. We then highlight the
areas of interest that emerged from these studies before finally discussing some interesting
directions for future urban AR research.

2. Literature Background
2.1. Community Engagement and Participatory Planning

We start this related works section by highlighting the literature surrounding com-
munity engagement and participatory planning. In most urban research, participatory
planning is the term used to highlight the relationship between councils and citizens in
relation to the development of urban areas [6]. However, the term participatory can carry
slightly different meanings that shift the focus of research in the area. In the context of
participatory design, participatory planning will often focus on the individual and design
interventions, such as media façades, urban screens, and mixed reality, that encourage
participation in design with individuals from the bottom up [9,20]. In other cases, the focus
of participatory planning research is more political, analyzing varying levels of civic par-
ticipation in relation to greater democracy. In particular, Legacy’s [8] paper highlights the
way a large majority of the participatory planning literature tends to analyze top-down and
bottom-up perspectives and how they can affect participation. While these topics certainly
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are not mutually exclusive, it is worth noting how the focus can shift from participation
as an individual design activity to participation as a civic duty or participation within
political process.

Smith [6] presents an interesting summary of this, defining the rational and consensual
aspects of participatory planning. The rational aspect considers that “individuals are more
intimately involved with environmental changes; they can provide a planning process with
information and judgements regarding local systems”. The consensual aspects consider
“societal units, being involved in the determination of planning processes related to the
domain of that societal unit, which may lead to a further integration of power with authority,
a move toward a democratic society”. This theoretical basis for participatory planning [6]
posits these two aspects in a way that has been accurately reflected in the analysis of
research for years to come. We relate the rational aspects more closely to participatory
design research, and the consensual aspect as the political focus of participation.

One constant in participatory planning research, however, is its focus on planning
processes. That is, most of the participatory planning research understandably conceptual-
izes participatory planning as something related to a specific project that will invite change
in the urban area. A gap that arises in this literature is that its strong focus on planning
processes and the politics of participation narrow its focus in such a way that it can miss
the other motivations for engagement exhibited by citizens. To further this, community
engagement literature has covered engagements between different stakeholders in medical
research, such as the cultural barriers regarding the uptake of a vaccine [21], or in education
research, to help embed cultural knowledge in an educational curriculum [22]. Aligning
with the community engagement terminology, we are able to draw insights from city
administration practice and the broader engagement literature perspectives, inclusive of
participation, planning, and politics, but not restricted to these lenses. With this in mind,
we utilize the term community engagement for two reasons: (a) community engagement
is not specifically tied to the planning and development of an urban area, but more so to
citizens’ engagement with councils, and (b) community engagement is often utilized as a
tool by city administrations within participatory planning processes. In the first instance,
community engagement allows us to investigate the relationship between councils and
citizens from a broader perspective, rather than in relation specifically to urban planning.
Secondly, often in practice, community engagement is the terminology used for strategies
that encourage broader participation. In this paper, we often refer to traditional community
engagement strategies and therefore feel it relevant to use this terminology as our basis
for comparison.

2.2. Top Down, Bottom Up, and Middle Out

When analyzing community engagement strategies and the relationship between city
administrations and citizens, there are often three different relationships that are discussed:
top down, bottom up, and more recently, middle out.

Top-down relationships position engagement as led by city administrations or govern-
ments, and often focuses on the way that city administrations consult with communities or
deliver information to communities [8,23]. This form of engagement, when critiqued, is
said to be more performative or see the role of the citizen as tokenistic [24,25]. This is often
because the decisions regarding the planning have been made, and community engagement
is used as a strategy to inform citizens of the decisions. In other cases, it is found that the
policy environments and power dynamics between varying levels of government can often
sideline community objectives [26].

Bottom-up relationships position engagement as something that empowers individu-
als to create, design, and actively participate in interventions at a grassroots level [23,27].
While it could be said that some bottom-up interventions could still be empowered by city
administrations, they are typically led by a community group, social movement, or individ-
uals and look to collaborate on decision making according to the chosen intervention. In this
way, community engagement is a more collaborative process than the post-decision-making
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process of the top-down perspective. However, sometimes overlooked in these positions is
the challenge of scale and the individual’s perceived relevance of the project [26].

Bottom-up projects tend to be driven by individuals or community groups, and the
shared purpose of that group adds perceived relevance of the intervention to all members
of that group [3]. The projects of city administrations, however, can sometimes be so large
that they affect a much wider group of the population and, as a result, it is increasingly
difficult to ensure the engagement feels personal and relevant to everyone affected [3]. The
final body of literature follows middle-out engagement.

Middle-out engagement looks to draw on the collective knowledge of all actors to
provide opportunities for collaborative community engagement processes. The pop-up
interventions of Fredericks and Caldwell [9] enlisted the help of both councils and local
community stakeholders in their design, implementation, and deployment. These inter-
ventions utilized the strengths of both groups of stakeholders to ensure the interventions
could be deployed at scale and for the benefit of broader councils, whilst still drawing on
the knowledge and design of individuals at a local level to ensure their relevance and value
to that local community. More local, state, and national urban policy is moving in a similar
direction with a recent white paper from England’s Ministry of Housing, Communities and
Local Government proposing that better information be delivered to local communities,
and technologically mediated solutions be developed that allow for a more democratic
system between residents, communities, entrepreneurs, businesses, and councils [28]. Fur-
thermore, research by Usavagovitwong et al. [29] highlights the concept of ‘community
architects’ across Asia, specifically demonstrating the value of architects in enabling a
link between poor communities, local organizations, planning and development agencies,
and broader government initiatives. In both of these works, the value that comes from
enabling engagement between all city stakeholders and adopting a middle-out engagement
approach is made clear.

Our research aimed to explore the value of a middle-out engagement approach, by
partnering with local councils to host our digital experiences and offering interactions
that specifically elicited feedback and knowledge from individuals and included their
participation through creation within the experience. We ultimately wished to explore
how this approach can develop into more conversational platforms between citizens and
councils, where the middle-out ethos can be coupled with urban HCI interventions that
contribute to a broader city platform. We summarize the three approaches in Table 1 below.

Table 1. Engagement approaches.

Approach Definition Advantages Disadvantages

Top-Down
Led by city-administration.
Tends to deliver information
regarding planning decisions.

Can deliver information at scale, and
utilize existing IT infrastructure.

Often feels ‘tokenistic’ as citizens are
not included in decision making. Little
engagement from citizens as perceived
as irrelevant and impersonal.

Bottom-Up

Led by individuals or
community groups, designs
grass-roots solutions with
citizens.

Relevance to particular group, further
engagement due to personal feel.
Collaboration before decision
making.

Difficult to scale, solutions specific to
smaller urban groups. Often niche
issues, and under-resourced.

Middle-Out

Aims to utilize knowledge of
all actors, enlisting the help of
councils to facilitate, and
individuals to contribute.

Utilizes the value of all stakeholders,
facilitates a relationship between
stakeholders that is usually
challenged.

Limited previous work to draw on.
Broader group of stakeholders makes
project planning and execution much
more difficult.

2.3. Urban Human–Computer Interaction

Urban HCI is often discussed in research in both the context of community engage-
ment and the context of social movements and digital activism. Like the way in which
participation can be viewed through a political lens and a more design lens, the intersection
of public space and technology often explores the way technology can shape the political
landscape at a grassroots level, and the way individuals can use technology to create and
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design their own communities or experiences within that space [30]. Vadiati [31] high-
lighted the shift technology has on public space into an augmented urban space continuing
beyond its physical boundaries. Furthermore, the way this matter affects urban governance
was discussed, noting the narrative across research that ICTs are ultimately activating more
citizens who would not engage in urban matters through traditional outlets [31].

While the influence of communicative technologies in urban space is increasingly
evident, there are still many facets to explore around their implementation, the interactions
they offer, and how they may or may not shift the current relationship between citizens
and city administrations. Analysis of digital activism and citizen science [18,32–34] has
highlighted the power for communicative technologies to empower individuals and social
movements, such as the global effects of #MeToo and #BlackLivesMatter; however, the fact
that these issues can transcend national boundaries can sometimes be to the detriment of
their relevance or impact at the local level [18]. Alternatively, e-participation research will
often investigate digitally mediated participation at a more local or state level, although
this tends to revert to a focus on participation in planning or governance processes [4,35,36].
Ultimately, while there is a growing amount of research looking into the implementation of
novel technologies at a local level, most of the focus lands on how these technologies can
augment planning processes.

AR has been utilized many times in recent years as a tool to test new co-design
methods for city planning. Its strengths as a visual communicator—allowing users to place
objects and visualize proposals—is often touted as a key reason for its value in co-design
methods, and its ability to run on modern mobile devices is seen as an incentive for younger
audiences. In Bandung, Indonesia, augmented reality was used as a learning tool for future
environmental planning. In this way, augmented reality allowed for more interactive
storytelling that could combine local folklore with environmental challenges and was
found to be adopted by the students in such a way that they could communicate to other
community groups through augmented reality to collaborate on solutions to environmental
challenges and educate those less aware of environmental issues [37].

Furthermore, in New Zealand, Allen et al. [38], developed an application that allowed
members of the public to visualize 3D models of new building designs at their proposed
physical location. The participants responded extremely positively to using AR as a visual
tool in this way. Since 2011, many similar studies that use AR have taken place to co-design
urban spaces, and in particular buildings and future developments [5,39]. Lastly, a paper
by Saßmannshausen et al. [4] highlighted the value of these AR tools as extensions of
community engagement practices that can entice a younger audience’s participation. While
this work was still grounded in planning activities, it also explored how AR can be used as
an informative tool, a co-determination, and a co-design tool. In this context, it was not just
about visualizing existing plans, but about encouraging participation in the design of these
tools that would then visualize information.

One aspect that we find particularly interesting is how using AR for participatory
planning can open up to new co-design possibilities outside the immediate realm of
planning. That is, by enabling users to place and visualize digital objects in physical space,
we can also enable new possibilities for collaboration between these individuals in public
space. Furthermore, the development of algorithmic techniques allow for a procedural
generation of building designs, so that architectural expertise can be generated without
the need for expertise from the individual citizen [40]. In particular, Potts [41] analyzed
the way PokemonGo and augmented reality games (ARGs) could activate public spaces,
increasing community interaction and facilitating the exploration of a city. Furthermore,
numerous studies have explored the impact of AR to reappropriating public space [42,43].
These studies highlight the way these tools can be used for empowering individuals in
urban space, not just in a planning context, but in the broader relationship between citizens,
city administrations, and public space. Our research seems to sit at the intersection of these
few topics.
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In sum, we use the term community engagement because we understand AR’s affor-
dances to extend beyond participation in planning activities and empower more broad
community engagement. Having said that, we are not purely focused on the political
empowerment of communities in opposition to city administrations in the city–citizen
political paradigm. Lastly, while we recognize the value of AR as a visual tool in cities,
in this work, we wish to explore what that means for improving the engagement of an
individual within their community and public space, especially considering the smart city
or City 4.0 context.

3. Methodology and Analysis

The research took place over a period of about 12 months across several meetings with
relevant stakeholders and two main studies. Our team consisted of two interaction design
researchers and a post-doctoral game developer with expert knowledge of Unity3D and
ARCore. This research is part of a broader exploration of augmented sociality [44] that
seeks to find new opportunities for a community-oriented, user-generated mixed reality.
Augmented reality itself is most easily understood as technology that overlays digital
information over the physical world [18].

Preliminary research into smart cities [45] highlighted a shift in focus for city ad-
ministrations from implementing technologies to address the assumed needs of urban
challenges to instead using communicative technologies to talk to citizens and understand
what challenges existed [18].

Given that our aim was to explore new opportunities for a socialized AR, we reached
out to local stakeholders to understand their perspective on the state of current community
engagement practices. For sake of clarity, we will summarize the main insights gained
from the stakeholder meetings in this section, because these informed the design of the
four AR probes adopted in the subsequent studies. The findings from the two main studies
are presented and discussed in the next sections.

The first study was conducted in the wild [46,47] during a public festival. As Rogers
noted, research in the wild “is likely to reveal more the kinds of problems and behaviors
people will have and adopt if they were to use a novel device at home, at work, or
elsewhere” [46]. While studies in naturalistic settings often follow preliminary lab studies,
we decided to conduct this preliminary exploration in a relatively uncontrolled setting with
the aim to reach a wide public audience and gain an understanding of general expectations,
technical challenges, and public interest.

The second study, conducted over six months after the public exhibition, consisted of
a half-day workshop with four participants, during which specific thoughts on community
engagement and the AR probes were shared and discussed. The workshop adopted an
approach inspired by future technology workshops [48,49] and cross-cultural dialogical
probes [50].

3.1. Stakeholders Consultations

Initial discussions involved employees of the Brisbane city council in various offices
with responsibilities spanning across community engagement and digital services. Since
these consultations involved all participants in their professional roles, with a view of
discussing possible collaborations and partnerships, these conversations were not con-
ducted under the project’s ethical framework and no ‘informed consent’ declarations were
collected at the meetings. We nevertheless omit reporting on their detailed roles or positions
to maintain confidentiality. No audio or video recordings were made of these meetings
and the summary below is based on the authors’ detailed notes taken during the meetings.
To ensure the participants’ viewpoints are correctly represented, we shared a draft of this
paper with them, seeking comments and inviting corrections.

The discussions focused on the technologies that were in use or that the stakeholders
were potentially interested in and how these played a role in different community engage-
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ment strategies. We also discussed, in their view, how augmented reality may be utilized to
address the challenge of community engagement at scale.

3.1.1. Opportunities

It emerged that collaboration and engagement were among the biggest use cases
for introducing technological innovation in public projects, with a particular focus on
connected community spaces and socialized or virtual platforms. The principle of fostering
agency and sense of ownership was an important driver, in line with existing initiatives
currently supported through more traditional means.

One important aspect was the drive to support existing community groups in im-
plementing local engagement programs and to remain financially viable, rather than
exclusively focus on large scale centralized support. Supporting these localized groups
involves a deep understanding of how they operate, both internally and within the complex
ecosystem of municipal offices and regulations.

Overall, a specific interest emerged for tools and applications to help deliver infrastruc-
ture projects. This involves supporting various goals and phases in a typical infrastructure
project, from seeking feedback in the designs, informing the public on intended outcomes
and benefits, and engaging with the community to help understand the project and create
the best possible experience. This is within the understanding that councils ultimately own
the assets and high-level planning decisions have typically already been made at the time
consultation begins. It was noted that these processes are currently mostly supported by
rather low-tech tools, often paper-based, or at best, online services.

3.1.2. Challenges

It also emerged that the downside of innovation rests in its inherent high level of risk.
Decisions on adopting technological innovation are very sensitive to political cycles, and
the availability of resources and funds can be ephemeral.

A particular emphasis was placed on the journey to deploy specific technologies
within established council procedures. The need for infrastructure, the challenge of data
management, and the community expectations and understanding of new technologies all
pose problems.

A challenging goal also emerged from drawing in those who are hesitant and support
the accessibility on a community scale with the aim of making the city more inclusive
to vulnerable and homeless people. Symmetrically, an important but challenging goal
was identified to explore new ways to gather, analyze, and use data from community
engagement tools and initiatives.

3.2. Augmented Reality Probes

Following our preliminary stakeholder meetings, we distilled several design inspira-
tions that we further developed through discussion in the research team and based on the
relevant literature and previous works:

• Engage new audiences and members of the public who are otherwise hesitant to
participate in community initiatives;

• Explore synergies with data mining, visualization, and data driven decision making;
• Explore unique affordances of augmented reality, especially the appeal of visual

interactive tools, localized contents and interactions, and similarities or resonance
with virtual reality;

• Maintain a focus on deployment and accessibility by a broad audience.

While developing the AR probes, an opportunity arose to present them to a very
large audience as part of the Curiocity festival. This STEAM festival has a strong focus
on using science, technology, engineering, arts, and math to curate interesting public
exhibits throughout Brisbane. Its goal is to encourage people to navigate around the city
from experience-to-experience learning about both the city and the various applications of
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STEAM. The festival ran for three weeks throughout March and hosted over 60 installations,
at least two thirds of which were utilizing augmented and virtual reality.

Curiocity aligned extremely well with our initial research agenda as it allowed us to
showcase the experiences to the public and to gauge an interest in the public for augmented
reality usage under the broader theme of the festival.

However, this opened our research to a whole new spectrum of challenges. Of course,
being hosted by the Curiocity festival, the location of our installation was decided for us,
which was outdoor. Secondly, being a part of a broader festival meant our participants
would not be solely engaging with our exhibition and therefore would have little prior
understanding of our installation and its purpose. Challenges like these shaped a few
design decisions as it was important that we developed something intuitive, playful and
that could work outdoors.

A range of ideas were brainstormed and assessed based on likely environmental
challenges, availability of material or software libraries, COVID-19 constraints for sharing
devices or manipulating surfaces. We considered offering a city builder experience, a
gallery or quiz experience, a table with a Lego-city and sensors that trigger music, and a
final AR wall that would overlay digital information on top of a Brisbane city map. These
can be seen in Figure 1.

An important factor in refining the design ideas was to offer a selection of different AR
interactions and replicate typical engagement methods. The quiz would be an interesting
way to explore how councils could inform citizens in AR, whilst the map would show
models in AR and highlight the potential for AR as a visualization tool. However, the city
builder, which had been chosen as the first experience, was instead intended to transform
previous engagement processes and highlight the way interactive games could elicit the
same information as a survey in a more playful way.

Printing Markers

For these AR experiences to work on location, we had to decide whether we would
use image recognition or GPS. We could either use spatial anchors to place the experiences
in a physical space so that they would be triggered when a user pointed their phone at
that location, or we could use image recognition and image markers so that the experience
would trigger when the user pointed a device at a particular image. We decided on image
recognition for the three table experiences, the city builder, gallery, and model bridges,
and spatial anchors for the portal. A spatial anchor was more useful for the portal as it
required the user to walk through it, so we could not have a physical obstacle in the way of
that interaction.
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Figure 1. Initial designs brainstormed for the Curiocity Festival.

We wanted to design the markers in such a way that they were recognizable by the
image recognition software, whilst still interesting for the participants and indicative of the
experience on offer. We decided to double the markers as instructions and measured them
out so that they would cover the entire tables we had hired. The markers can be seen in
Figure 2.

These markers had to be printed on a specific type of plastic board so that they were
water resistant and would not warp in the outdoor area under different weather conditions.
The weather resistance of the board was useful, although this added a reflective layer to
the marker that caused issues with the image recognition once placed outside. Again, not
being able to test these on location, the challenges of image recognition did not become
apparent until the markers were in place.
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Figure 2. Image recognition designs brainstormed for the Curiocity Festival.

3.3. The Experiences

‘Future Cities for Future People’ is an Android smart phone application that can be
downloaded from the Google Play Store to play. The name is an intended reference to Jan
Gehl [51], who largely inspired the ideas presented throughout the AR experiences. The
experiences within the application are as follows.

3.3.1. City Builder

The first game is a city builder. We present an empty city grid to the user and ask them
to make choices about what should be in the city. Each choice presented is also linked to
a musical loop. Once the participant makes all of their choices, they are presented with a
unique city and an accompanying song. The choices that we presented to the user are as
shown in Table 2.

The choices that we presented to the participant are of course not mutually exclusive
in a real-world city planning context and, furthermore, we did not present them with any
bias as to what may or may not be the correct answer. In some cases, we could visualize
the results of choices, such as parking lots and public transport, wherein the parking lots
choice would take up much more city space than if public transport was selected. However,
it was not our intention to attempt to simplify what may be extremely complex issues.
Instead, it was about presenting a questionnaire in an interesting and playful way to see if
there was potential for this kind of conversation between city administrations and citizens
moving forward. With the user’s consent, their interaction could be recorded so that the
choices could be processed and analyzed. Again, this was intended to demonstrate how
these interactions could spur real-time conversation between councils and citizens.
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Table 2. City builder choices.

Lay Roads

Standard housing Highrise buildings

Public services

Parking lots Public transport
Supermarket Market stalls

Stadium Observation tower
Opera house Tourist hotel

Stadium Gardens

Once users had built their city, they could also activate a street view by clicking on a
section of road. This would transport the user to that part of the road, and rather than look
at the grid, they were free to move their phone around in space and view the city they had
built as if they were standing in it. This can be seen below in Figure 3.
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3.3.2. Bridges for Experience

The second experience displays a map of Brisbane and its river, pictured in Figure 4.
Across the river are interactable buttons that the user can press to see different 3D model
bridges. These bridges were designed by students from Bochum’s University of Applied
Sciences as part of an assessment exploring the education of students within media architec-
ture and their approach to bridge design. The experience allows the bridges to be viewed
in 3D space hovering above the map of Brisbane and displays a small description as to
why the bridges were designed as they were. This experience is intended to showcase the
possibilities for community consultation through AR. Using AR, we could quickly demon-
strate future bridge designs to the community, hoping to engage them and demonstrate a
way in which councils could engage with communities regarding future urban planning
designs. Furthermore, it showcases the possibilities for university, industry, and council
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partnerships as 3D models can be exported from architecture programs and displayed
within AR applications.
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3.3.3. City Spaces

The city spaces quiz—shown in Figure 5—is intended to be an interactive game that
would help citizens think differently about a sense of scale in urban space. Taking much
inspiration from Jan Gehl’s book Cities for People [51], this game acts like a photo gallery
in 3D space, displaying different photos of Brisbane’s city environments to the participant.
It showcases urban areas that are designed for cars, humans, and both and aims to educate
participants on the difference between human needs and needs for cars and the amount of
space required for each.

3.3.4. City Portals

The final experience is a GPS located AR portal. This portal exists at the physi-
cal location of the installation and can be interacted with by simply walking through
it. Users can hold their camera up to the space to see the portal appear, and then walk
through to experience an entirely virtual world. The photos in Figure 6 demonstrate how
once inside the portal, the users’ field of view becomes enveloped in the virtual environ-
ment. Here we hoped to demonstrate the affordances of AR as a situated and embodied
interaction method.

3.4. The Participants
3.4.1. Study 1: Curiocity

Over the course of the 17-day festival, there were 90 downloads of the application.
During the festival there was constant rain for roughly 5 days, and a COVID-19 lockdown
for another three. As this installation was outside, this certainly played a part in the number
of interactions we received. Of the 90 downloads, we received consent 125 times to receive
data about the participants choices. This number is greater because users were prompted
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every time they opened the application, so in some cases the participant may have used the
application more than once, and therefore consented each time they used it. Of the 125 data
logs retrieved, only 43 contained data regarding the users’ specific interactions with the
application. The remaining 82 display a ‘TEST’ input, so that we know the application
was opened but no further data was recorded. This tells us that no further experiences
were triggered, which could be through user choice, or through a break in the applications
functionality, such as the AR image recognition failing to work correctly.
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3.4.2. Study 2: Workshop

This workshop took place indoors at our university campus with 4 participants, 2 men
and 2 women, recruited via email. The participants were students, aged between 20 and 35,
studying either computer science, architecture, or design. Each received a gift voucher as a
token of our appreciation for their participation. Informed consent and image release forms
were signed by all participants, and video and audio was recorded by the research team.

With all the challenges that the first study presented, it became clear that a second
study was required to help gain further qualitative insights and allow for testing of the
application in an indoor controlled setting. It was our aim to learn more about how
participants interacted with the experiences at a qualitative level in a setting that would
allow for a more focused discussion around their attitudes towards community engagement
and augmented reality and allow them to test our application with support from our team
in case there were any errors. The nature of Study 1 raised a few challenges and issues
that Study 2 was able to compensate for. This workshop was inspired methodologically by
Future Technology Workshops by Vavoula et al. [49]. In this particular methodology, the
participants envisage future technologies and work backwards to co-design through current
state activities. In our case, we wanted to break the pre-existing expectations surrounding
augmented reality and community engagement to help them think about what community
engagement could look like with this technology, rather than just what these technologies
could replicate. The workshop ran in three sessions as outlined below:
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• The first session ran for roughly 50 min and was strongly focused on how individu-
als perceived community engagement, and whether their perception of community
engagement was always political. The discussion aimed to highlight the types of activ-
ities that the participants would engage with in their day-to-day life to understand
what they might constitute as valid forms of participation just as much as political
forms of participation.

• The second session ran for roughly 25 min and allowed each of the participants to
use a tablet or phone to play with our AR experiences inside the workshop room. We
had prepared each of the experiences on a separate table, and otherwise provided
little instruction for the participants. We were particularly curious to see their entire
interaction with the applications, from whether they would be able to understand and
use them to their feedback and experience with them.

• After this, in the third session, we reconvened for a discussion surrounding the
application to understand the participants experiences with the AR experiences, their
attitudes towards them, and their thoughts on how or if they could be applied in a
future community engagement context.
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3.5. Analysis

Our research approach utilized both quantitative and qualitative methods. Our ap-
plication can record all the choices that the user makes within. With the users’ consent,
we were able to record how they interact with each experience, the choices they make
within that experience, and their total time spent in each experience. This provides us with
an interesting quantitative picture, which was particularly useful in our first study when
interviews were limited.

In the second study, we recorded the audio of each of the discussions as well as the
video and photography of the participants’ usage of our application. We attempted to
use Dragon software to later transcribe the audio; however, the audio files failed to be
recognized, so we transcribed the discussions ourselves. Of these discussions, we first
read through the transcriptions separately, identifying some of our own perceptions of the
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data. We later had meetings to discuss our thoughts between authors as to the types of
comments that had emerged from the transcriptions. Following this, we entered a more
formal coding phase, reviewing the entire transcriptions multiple times to identify potential
emerging themes.

4. Results and Findings
4.1. Curiocity Festival

Of the data collected, we recorded 206 total city builder choices and users entered a
part of the city at the street view level 277 times. The average length of time users spent
playing with the city builder was roughly 3 min. The remaining choices can be found below
in Table 3.

Table 3. City builder choices.

Choice Options Number of Times Chosen Most Popular

Choice 1 Standard housing 8 Highrise buildings
Highrise buildings 15

Choice 2 Parking lots 3 Public transport
Public transport 19

Choice 3 Supermarkets 5
Market stallsMarket stalls 13

Choice 4 Observation tower 15
Observation towerStadium 3

Choice 4 Opera house 9 Equal opera house and tourist
hotelTourist hotel 9

Choice 5 Stadium 4
GardensGardens 13

In this table, we have not included the button interactions that did not require the user
to make a choice, such as the ‘Lay roads’, ‘Public services’ and ‘Explore’ interactions. These
interactions were mandatory and required the user to press them to move onto the next
part of the game.

The bridge experience was triggered 27 times and the choices were as shown in Table 4.
The city spaces quiz was triggered 29 times and received 74 separate attempts to

respond to its questions. The quiz would normally end after six different questions, but
sometimes users would stop early or play the quiz multiple times. We displayed photos of
Brisbane at different scales to the participants and asked them to guess whether this part of
the city was at car scale (a highway), human scale (a quad or public space), or a combined
scale (a market stall that had overtaken a street). We then recorded their answers for each.
Of the 74 separate responses, we had 34 incorrect responses and 40 correct responses.

Table 4. City builder choices.

Choice Number of Times Selected

Bridge A 27
Bridge B 21
Bridge C 20
Bridge D 14
Bridge E 20

The final portal experience was triggered 40 times. This experience did not require
any further interactions and therefore did not track any more information about the par-
ticipant within the virtual environment. We simply recorded when they entered into and
subsequently left the portal. The average time spent inside the virtual environment was
roughly three minutes.
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4.1.1. Observational Analysis

Firstly, many participants were not willing to download the application. Participants
would walk past the installation or read about it, but upon realizing they needed to
download an application, they would stop their engagement. In other cases, the augmented
reality aspect of the application would carry perceived complexity and act as a deterrent
for individuals. Two comments heard were, ‘it is like the sims, except that was simple,
now it’s too technologically advanced’, and ‘maybe we will download it when we get
home’. On average, roughly four to five people would walk past the exhibit each hour, but
most would continue on to the next exhibit without downloading the application. Lastly,
those who would interact with the installation and were happy to talk more about it were,
interestingly, academics, architects, or retired couples.

Something that is perhaps not often discussed in the AR literature is the difficulty of
delivering a consistent experience with the current technology, and even more so when
it is setup outside and open to the public. In this scenario, the promise of using novel
technology as part of a public festival to engage citizens completely blindsided us to the
challenges of its successful implementation.

4.1.2. Technical Limitations

There were a few technical limitations that came with the development of this applica-
tion.

Firstly, Android users had to have at least Android 8.0 or higher as the version of
operating system on their device. A surprising number of devices were not compatible
with this requirement, as this version of Android was only released in 2017.

Secondly, the quality of the camera on the device made a large difference as to whether
it would recognize the markers in the physical space or not. Setting up this installation
outdoors meant that the markers would catch a lot of sunlight. The markers were also
printed on a PVC foam board so that in case of rain or intense weather, they would not
warp, fade, or have the image and colors run. This board was useful in durability, but
surprisingly reflective and so, in full sun, it would often reflect light back at the device’s
cameras. On modern smart phones this presented little issue, as the cameras on these
devices are quite high quality. However, we used tablets at the exhibit to lend to users
who were not interested in downloading the application, and the cameras on these tablets
struggled immensely to recognize the markers in full sunlight and, as a result, users were
often unable to properly start the experience.

Thirdly, application size, processing power, and overall performance were all chal-
lenges that had to be prioritized in developing an easily accessible experience. We were
acutely aware that asking participants to download an application to their device would
add a layer of difficulty to the experience that would result in some users not taking interest
and, as a result, we aimed to keep the application size as small as possible. This meant
lowering the polygon count and resolutions of many of the objects within the experience.
We managed to reduce the download size to 87 mb for the entire application and by re-
ducing some resolution sizes and polygon count, we also hoped to increase performance
across varying devices. Even still, performance was widely varied between modern phones
and modern tablets. Smart phones would generally run the experiences with no framerate
drops, although the phones would increase in temperature considerably within just a few
minutes of playing. The tablets would often experience framerate drops instantly with the
city builder experience and again would overheat considerably. Sometimes this overheating
would result in even more framerate drops, which would result in the camera being unable
to register the marker as well and the experience would jitter in and out of frame.

Lastly, whilst not an immediate issue, the low polygon counts of the application meant
that the objects in the experience were reasonably simple and restricted our choices for the
city builder or bridges for experience to low polygon assets. These low-polygon assets in
some ways enhanced the playful nature of the experience but may have been less conducive
to a believable or meaningful tool for community engagement. It was difficult to convey a
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level of weight to the users’ choices and, as a result, may not have educated the user on
urban planning as much as presented a simple fun experience.

4.1.3. Environmental Challenges

The festival began on 12 March 2021 and ran through till 28 March 2021. Brisbane is a
sub-tropical city that tends to experience 25-degree weather for the majority of the year.
March 2021 ended up being a surprisingly extreme weather period for Brisbane and, during
the first two weeks of the festival, there was almost non-stop rain. This greatly limited the
number of participants and really tested the durability of the installation. Daily checks were
required to ensure the markers had not moved, bowed, or collected too much water. When
the rain ceased, the temperatures would reach upwards of 30+ degrees and during the
middle of the day, the installation was so hot that it became almost completely unfeasible
to expect participants to engage with our experiences. Furthermore, the reflectiveness of
the markers would often confuse the image recognition software so that the augmented
reality failed to trigger or the level of glare on the screen made it near impossible to see.
While the installation was open to the public for three weeks, it only became usable for
a few hours a day, a few days of the week. The final challenge was COVID-19, wherein
during the final week of the festival, a spike in cases swept through Brisbane, eventuating
in a snap-lockdown.

4.2. Workshop Discussions

Below, we present the data from our workshops. While the data below cover a
few different topics, there is an overarching discussion around agency both in an emo-
tional sense—how the participant feels in the relationship between city and citizen—and a
physical sense—how the interactions and controls provide the participant with agency in
that moment.

The idea of agency was often discussed throughout the three sessions, where par-
ticipants stressed the importance of feeling control, feeling heard, and feeling like their
opinions were valued. Throughout the first session, there were many positive comments
made about the way one council member had turned budgetary ideas for the suburb into a
survey that residents could complete.

Participant A: ‘I remember a petition that he put out, which was very interesting for
me, he sent it out to everybody who lives in that particular ward, and at that time I was
living there, and it was a budget for improving different places within west end, and we as
a resident could vote, and you didn’t have to be a citizen, you just had to be a resident in
west end, to vote where you wanted the money to go.

I thought that was very, very interesting because it was giving me agency in places
that I use temporarily, but might not use in the future, and I still got a say right now’.

Furthermore, in the second and third sessions, participants gave a lot of positive
feedback towards the city builder experience purely because of the agency it offered.

Participant B: “that’s why I would say the build your own city is interesting because I
feel like I had a say. Right? So, I do respond by building, creating something, that means
that I’m active in the sense of like having a real ownership of what the city is going to look
like. So, you do have that agency over, at least you have this feeling, that you have agency,
whereas, when you think about just responding or being informed, I’m not too sure to what
extent you are actually engaged, or do you participate”.

Participant C: ‘But I did like the opportunity to simulate my different choices, like,
one city looks like this, and this is the music I get, and if I cancel, what happens if I do
the opposite choices and it was very different and I found it rewarding to see my options
matter in the game’.

Alternatively, discussions around the design of the interface were focused on how the
AR controls removed agency in a way that made the participants feel confused, or unable
to see the value in AR specifically.
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Participant D: ‘I just don’t see why you need to make it AR for that experience, because
I feel like you don’t have much control, I mean from taking the perspective of a gamer,
you have more control in the environment that you’re in, but for that one, you can’t even
see to read the small text. Whereas, if it wasn’t in AR, you could zoom, and you have
more freedom’.

Participant C: ‘Why do you need to walk around? When can you just sit down and
move your mouse to navigate around the environment?’

Participant A: ‘When it goes to the interface, I think the written things shouldn’t be
with the visual, they should pop up before so that I know exactly what I’m seeing, and then
I go into that interface and see it, and it should just be there as backup because it’s pretty
difficult to read, because it’s so small’.

The above comment was in relation to our design choice to include the interface in the
augmented reality experience and that the instructions were floating positioned in physical
space, rather than before or after the experience as a normal digital screen.

Participant C: ‘I was just thinking, I would see it as you can build your city on a
desktop or normal mobile interface, and then when you want to see the city, you can portal
yourself there and I think that’s the only place where the AR makes sense’.

A clear challenge in using novel technologies for community engagement is designing
it in such a way that the user feels they have agency even though the technology is new
and potentially complex. There are many factors in the design of the interface that can have
unintended consequences, regarding the attitude of the user, that can shape their attitude
towards the city administration overall. In our case, placing the interface within the AR
resulted in some cases where participants felt that it was intentionally designed that way to
give the illusion of agency without giving agency.

In this way, the interface and interactions of digital technologies are mediums through
which to convey the attitudes or relationships from one stakeholder to another.

5. Discussion

The overarching aim of this research was to understand the potential for augmented
reality to improve community engagement. The way augmented reality can allow users to
visualize and interact with virtual environments in physical space creates a few interesting
ways for councils to present information and modify consultation methods to feel more
engaging. However, perhaps more important is the way that augmented reality can afford
users agency over the space they occupy. Hence, the focus should not be on augmented
reality solely as a technology, but instead as a new interaction paradigm that allows citizens
an embodied interaction in the context of specific place. As the related works show, there
have been several studies based on visualizing future plans through AR. Our findings
suggest that the way AR can situate digital information in a physical space is not just
interesting for its visualization affordances, but more so for how it can empower citizens
within a public space.

The popularity amongst participants for our portal and city builder experiences,
supported by the discussions during our final workshop session, highlights a clear desire
for agency in community engagement processes. This element of community engagement is
perhaps one of the more discussed aspects of civic participation processes, where critiques
of ‘engagement theater’ and ‘degrees of tokenism’ often arise [8,25,52,53]. In the recent
technology-enabled participatory planning literature, it is often explored how augmented
reality can be used as a tool for more immersive visualizations and information sharing
regarding planning projects [4,5]. It is hoped that a result of more immersive information
and visualization is improved participation, especially from younger demographics [4]. A
shortcoming that is often realized in this research, however, is that ultimately the issues with
engagement do not rest on the technology, but instead stem from the institutional processes.
Whilst AR may offer more meaningful forms of visualization, it does not necessarily offer
any more meaningful engagement because in some cases the planning processes do not
actually allow for citizen input.
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There is a large amount of research demonstrating the success of AR visualizations
for artists and improved culture within a city [42,43]. This was further highlighted by
the success of several AR art visualizations offered during the festival that our first study
participated in. However, we suggest that these successes are not purely due to the novelty
of overlaying digital information on the real world, but instead due to what it represents
in the relationship between individuals, councils, and public space. Digital urbanism
and placemaking research highlight the use of AR in ‘guerilla’ settings for individuals
to protest within or regain ownership of a public space [54,55]. In these contexts, AR is
often positively discussed due to the way it empowers individuals to place their own art
or visualizations over the physical world, whereas, in top-down community engagement
processes, technology is often discussed as potentially novel, but ultimately still limited by
a few challenges presented by the political nature of the process or the perception of the
public towards the city administration that implements it.

We find this to be especially true if AR is used to recreate existing forms of community
consultation. During both our time at Curiocity festival and our workshop discussions,
our least popular AR interactions were those that visualized existing digital information in
physical space but did not offer any further customization or creation. Those that delivered
information in one-way from the application to the users struggled to convey relevance to
the participants or generate excitement from the users even with the novelties of AR. We see
this as a natural extension to the sentiment in the paper by Saßmannshausen et al., where
it seems that a lot of the successes found were regarding the co-design and collaboration
involved with developing the AR prototypes [4]. While the AR technology helped enable
interaction with a younger audience, the participatory design methodologies that were
employed appear to be a key success factor in the audience responding positively to the
applications [4].

5.1. Most Engaging Interaction Paradigms

We suggest that the value of AR regarding community engagement requires a re-
conceptualization of its affordances. While the novelty of overlaying digital information in
physical space may be useful for appealing to younger audiences [4], our findings appear
to show that this holds most significance when it affords users the chance to create or
have some control over the information they are experiencing. In this case, the visual
and interaction affordances typical to AR seem to be most effective when they are used
to afford a deeper level of agency in the user. When designing interactions for AR within
community engagement, we suggest that a strong focus should first be on delivering a
sense of agency or control. In the context of public space, AR can allow users to overlay
digital information over a public space, allowing them agency over a public space in a way
previously only possible through street-art or perhaps graffiti. This was reflected in our
interviews with participants:

“that’s why I would say the build your own city is interesting because I feel like I
had a say. Right? So, I do respond by building, creating something, that means
that I’m active in the sense of like having a real ownership of what the city is
going to look like”

A criticism often received in this context is ‘why AR?’. Most users do not feel that
simply overlaying digital information on the physical world really adds extra value. Instead,
these interactions become valuable when they allow the user to create or act in a way that
makes the digital information relevant to them as users. Out of the four interactions that
we explored in AR, we found that the experiences that recreated existing council–citizen
interaction paradigms were overwhelmingly the least popular. The city spaces quiz and
model bridge gallery—which both used AR to visualize information—struggled to engage
participants in the same way the city builder and portal did. Participants commented on
the way that these experiences felt particularly ‘one-way.’ In these experiences, participants
were able to use AR as a novel way to overlay digital information on the real world, but
because they did not have any input into the creation of this information, they struggled

178



Sustainability 2022, 14, 9803

to see its relevance. While other research suggests that AR can be used to extend existing
community engagement processes [4], our findings suggest that perhaps an extension alone
is not enough if these processes do not initially afford a sense of control to the end user.

The experiences that were the most popular were those that afforded the most agency.
Participants thoroughly enjoyed the city builder and portal experiences and favored less
the city spaces quiz or model bridge experience. Interestingly, whilst these experiences
were less relevant to the broader city in that they were not representative of future plans
within Brisbane and were not visualizing photos of Brisbane’s public spaces, they were
much more relevant to the individual who had created them. Whilst AR certainly enabled
them to visualize their city in physical space, the key information is that it was ‘their’ city.
The level of agency over their creation continued to be a resounding positive comment.

5.2. Augmented Reality for Citizen Centered Public Space

When conceptualizing AR within processes of community engagement, it is key to
consider AR not just as a technology for visualizing council-defined information, but as
a way for citizens to reclaim elements of public space and a sense of agency within the
broader planning discussions. This is not to negate the clear affordances of AR in situating
and overlaying digital information in physical spaces to create more engaging experiences,
but instead to recognize that successful citizen engagement with these tools is also closely
linked to the way they allow citizens to have control over a part of the discussion and
appropriate the AR tools to promote their own projects and pursue their own agenda.

By placing more emphasis on the alternative ways that augmented reality can enable
agency within urban planning, then our design choices are not necessarily linked to visual-
ization or information sharing and can begin to open up to all sorts of unique, meaningful
and playful interactions. When our participants entered into the street view of the city they
had created, they were more interested in sharing with each other the types of buildings
that they had chosen. These low-poly buildings were not necessarily exciting to look at, but
the excitement came from the conversations that were enabled because of the choices made
by the participant. In this experience, AR enabled a situated platform for conversation,
more so than a space for visualizing existing council plans.

Participant A: ‘we’re using AR and then discussing about it, you have one medium
it’s a conversation starter, you sit and discuss’.

Our initial research [18] aimed to explore the types of conversational platforms that AR
could afford. Initially, we suggested that AR offers three affordances: (a) It could be used
as a situated real-time enabler of conversation between councils and citizens; (b) it allows
for visual, physical, embodied, and practical co-design, and; (c) it enables a data-driven
reflection of the above processes. Our city builder concept aimed to demonstrate these three
affordances in that it allowed participants to co-design their ideal city, not only through
text-based interactions, but also as visual digital objects in a physical space. Using choices,
we attempted to emulate the types of conversations that could be had between these two
stakeholders and, lastly, by recording the data of consenting users, we were afforded a re-
flective quantitative picture of the conversations that had taken place. While an unintended
finding was the deeper desire for agency that users discussed, we do believe that the city
builder experience successfully explored what an AR platform for conversation could look
like and the types of interactions that could maximize engagement from individuals. While
its focus was on city building, its interaction methods demonstrated the ways that AR’s
visual affordances could be used to share information between stakeholders, not just about
planning, but about broader city environmental or social concepts.

5.3. Challenges and Limitations

Once this deeper sense of agency is established, however, it is then difficult not to
undermine it with underexplored interaction methods. Minor errors in interaction design
can bleed into the users feeling of agency in such a way that their attitudes towards the
entire engagement process and the technology are then tarnished. Whilst in some cases,
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our participants thoroughly enjoyed the way they could move throughout physical space
while inside a virtual environment, they were equally frustrated by the choices we made
with interface and controls and struggled to see the value in AR as a standalone technology.
It is a challenge for future research to explore how AR platforms can create a sense of
agency in the citizen–council relationship and, at the same time, ensure that the methods of
interaction do not undermine this feeling.

Interestingly, participants often suggested that a sole focus on AR was too strong, and
that a more hybrid approach to AR should be utilized instead, using existing technologies
for many aspects of the engagement process and only using AR for a particular use
case where its strengths were obvious. Where we had kept our different interaction
methods segmented, instead, the participants were more interested in a combination of the
experiences that saw them building a city, using a portal to explore it, and using the gallery
to explore the impacts of their choices.

5.4. Future Research Directions

In this way, we see AR as an extension of the number of smart-city conversational
platforms that have been developing around the world. The smart city literature has noted
the success of developing platforms for conversation first before large-scale implementa-
tions of technology [18,45,56]. Cities such as Amsterdam have demonstrated much greater
success on a considerably smaller financial budget by developing platforms that allowed
citizens, institutions, and councils to engage with each other and decide upon projects that
were most important for the city [45,57]. For now, these platforms tend to exist mostly
online, and once projects have been decided, then move towards physical labs and other
consultation spaces.

We identified a gap in the literature for discussing AR’s position in a broader set of
city technology platform infrastructure. Common uses of AR focus so strongly on its ability
to transform previous planning or educational activities that it is not often considered how
AR can be integrated into the broad set of technologies that are already implemented in
cities. As sensors, online websites, social media, and artificial intelligence are all widely
researched in their implementation and interoperability for improving city maintenance,
resource efficiency, or civic participation, it should be further researched where augmented
reality can sit in this greater tech-stack. AR on its own may sometimes struggle to convey
usefulness to individuals outside of its novelty, but perhaps, in using city-wide sensor data
and artificial intelligence, AR could be used to present real-time data to individuals to
enable more informed conversations.

Participant B: ‘the city builder, the portal, the quiz, like the merging of these three is
very useful in the sense that, and this is, I’m thinking from the perspective of, educating,
making decisions, having some agency and then council getting something out of it’.

Much research has been undertaken in the past five years that investigates the idea of
City as a Platform. This research often investigates the way that open data, communicative
technologies, and a multistakeholder participatory approach can be used to solve new
environmental, social, and economic urban challenges [48–50]. However, at this stage,
the platforms and research have a strong focus on artificial intelligence and the sharing
of open data and little focus on the value of augmented reality to situate or visualize this
information. When AR is discussed, it is more utilized in small scale, standalone, local
prototypes. An interesting avenue for future research is to understand how AR can be used
as a part of the broader city platform. Where the concept of open data may only be useful to
those with the knowledge to analyze and use it, perhaps AR could present this data in new,
meaningful ways that encourage participation from non-technologists. Furthermore, the
situated and embodied affordances of AR represented in our portal experience highlight
the way that these platforms could shift from something digital and found only online, to
something experienced in a physical space and interacted with by individuals in a more
embodied way. For those perhaps too busy to interact with websites, surveys, and digital
town halls, AR could augment the existing spaces that citizens inhabit in their day-to-day
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practices, shifting engagement from something required of individual citizens to something
that is instead observed by city administrations or individuals within these spaces.

6. Conclusions

Augmented reality (AR) is often considered most valuable in an urban context when
it can be used to visualize future plans for the area, especially in the context of a smart city
or City 4.0. The successes of most research in this area, however, tend to highlight how
much enjoyment and engagement the participants have in creating and placing their own
models and buildings. Our findings suggest that while the visualization novelties of AR
are exciting for end users, what is most engaging is the sense of agency or control that
can be found from the creation and ownership of digital content in a physical space. City
4.0 suggests that more sustainable outcomes can evolve from a digitalized connection of
multiple city stakeholders. Furthermore, numerous case studies [4,20,28,29,32] demonstrate
that by maximizing citizen engagement in urban processes, more sustainable solutions are
generated (such as improving representation of poor communities so that they can plan their
own urban futures relative to their unique social and cultural processes). When we consider
AR’s affordances in the relationship between citizens and city administrations, rather than
just the affordances it can offer visually, we can start to understand the powerful role of
AR in an urban context and the value it can bring to community engagement processes
when designed correctly. Its ability to enable agency and contextualize information in an
embodied and visual way can further empower citizens and improve council data and, as
a result, create more equitable and sustainable outcomes for urban environments. Finally,
we suggest further research is required to understand AR’s role within the broader urban
technological infrastructure, acting as a medium for conversation between citizens and city
administrations, rather than just a visualization tool for small scale urban change.
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A Generic Pathway for Smart and Green Transition
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Abstract: This research paper focuses on pathways towards a digital and green transition. We assess
a generic pathway for the transformation of industry ecosystems in cities and regions based on
processes of prioritisation, ecosystem identification, and platform-based digital and green transition.
We start with problem definition and hypotheses; review related works on transition pathways,
such as digital transition, green transition, system innovation, industry ecosystems, and multi-
level perspective of transformation; assess the generic pathway with case studies; and conclude
with a discussion of findings, outline of conclusions, and policy implications. Overall, the paper
investigates pathways, priorities, and methods allowing public authorities and business organisations
to master the current industrial transformation of cities and regions introduced by the twin digital and
green transitions as an opportunity for radical change of city ecosystems, innovation leapfrogging,
and system innovation.

Keywords: industrial transformation; city ecosystem; activity ecosystem; smart ecosystem; pathway;
system innovation; digital transition; green transition; smart specialisation

1. Introduction and Problem Definition

This paper focuses on the transformation of industry ecosystems in cities and regions
under the influence of digital and green transition. Industry ecosystems or “activity-based
ecosystems” are the most common type of ecosystems in cities, created by companies and
organisations that share space, infrastructures, labour market, and other urban externalities.
These ecosystems are formed around sectors of economic activity and different vertical
markets of manufacturing and services.

There are ecosystems that cities do not choose to develop but grow inherently together
with the entire urban system. For instance, cities do not choose to have or not to have
housing, transport, energy, and water networks, even though they can choose the type of
such ecosystems at the next stage. However, there are ecosystems open to choices, such
as the activity ecosystems that flourish in a city. Out of hundreds of different economic
activities and industry branches, each city chooses and specialises in a few of them. This
choice is evolutionary, based on converging or competing decisions of private and public
actors. Nevertheless, the activity specialisation of cities is an outcome of choice.

Our interest in the transformation of activity-based ecosystems by the twin transition,
digital and green, is both theoretical and methodological. At the level of theory, we attempt
to connect several discrete theory strands dealing with industrial change, innovation,
smart systems, and climate-neutral technologies, which are driving this transformation.
At the level of methodology, the ambition is to identify pathways to manage the evolving
industrial transformation sustained by digital and green transitions. Smart systems and
technologies are redefining the industrial landscape. A profound transition of energy
systems is underway based on smart energy optimisation and distributed renewable energy
production, while climate change adaptation is pushing forward industrial innovation.

This research on pathways of industrial transformation also takes into account the
new European policies that appeared after 2020, such as the Green Deal, the new industrial
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strategy, the policies on digital and green transitions, the research and innovation strategies
for smart specialisation, and the good governance of these strategies [1,2]. Overall, this
paper investigates pathways, priorities, and methods allowing us to master current indus-
trial transformation as an opportunity for systemic change of cities and regions, innovation
leapfrogging, and system innovation introduced by the digital and green transitions.

1.1. Problem Definition

The problem we want to explore concerns the pathways of industrial transformation
linked to digital and green transitions. These pathways can (a) connect digital and green
technologies enabling a twin transition, (b) produce system innovation leading to a radical
change of routines, and (c) transform economic activities and industry ecosystems. Such
pathways are of high interest to all countries, regions, and cities. They affect how innovation
and transition strategies are implemented and allow for the current transformation of
industrial activities and ecosystems to be mastered.

As Figure 1 shows, pathways of change operate in two directions: on the one hand,
innovation strategies transform economic activities and their ecosystems through state-
led policies, and on the other hand, the twin digital and green transitions transform the
same activities through state-led and market-led processes. Therefore, this research can
contribute both to research and innovation strategies for smart specialisation (RIS3–RIS4)
and the related entrepreneurial discovery processes and to the management of the digital
and green transition policies.
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Figure 1. Pathways for innovation, twin transition, and industrial transformation.

The current industrial transformation encompasses all manufacturing, energy, utilities,
and services sectors. However, the conditions, technologies, science, and business models
of transformation are specific to each sector and change from one sector to the other. The
landscape of the current industrial transformation is multifaceted, characterised by different
maturity levels [3], different skills [4], and variability of innovation across industries and
sectors of economic activity [5].

There is also high variability in pathways of digital and green transitions across eco-
nomic activities, which are classified by NACE into 88 industry divisions, 272 industry
groups, and 615 industry classes [6]. The question is, what economic activities and in-
dustries should be placed at the centre of policies for industrial transformation? What
ecosystems should a city or region specialise in? How should public funds be invested?
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Should all industry divisions, groups, and classes be given equal attention? Are some indus-
try groups more receptive to industrial transformation and effective in high performance,
and therefore, should they be placed at the focus of attention?

The sectoral variability of industrial transformation and its pathways is a source of
complexity both at management and policy levels. Public authorities and policymakers
must elaborate generic pathways for industrial change that can be applied across sectors
of economic activity and the numerous vertical markets of industries. We want to find
solutions to the “one size does not fit all” problem [7,8].

The search for generic and groundbreaking pathways for industrial transformation is
important for many different reasons. It is a global challenge; all counties try to elaborate
and promote innovations by smart and green technologies and systems. It is a European
challenge, clearly reflected in the new growth policy of the Green Deal, the new industrial
strategy of the EU, the research and innovation strategies for smart specialisation, and the
strategies for digital transition and ecological transition. Above all, is a challenge for the
future of the industry, the future of work, and the well-being of 21st-century societies, cities,
and regions.

We want to identify generic trajectories of industrial change with strong potential
for a smart transition, high impact on growth and innovation, and minimal environmen-
tal footprint or high environmental transition gain. We expect that effectiveness and
receptivity to industrial transformation differ with spatial level. Therefore, it is impor-
tant to combine local, regional, and national perspectives and elaborate pathways of
a multilevel government.

1.2. A Generic Pathway towards Smart and Green Transition

The pathway towards a smart and green transition and industrial transformation
we want to explore is based on interconnected processes of change that start with smart
and green technologies, involve system innovation, and end with the transformation
of industrial ecosystems. It is a generic transition pathway defined by three instances:
“prioritisation”, “ecosystem perspective”, and “platform-based smart and green solutions”.

Prioritisation. By focusing on a relatively limited number of important economic
activities, even at a high level of granularity, we can capture most economic activities
of a city or region. Given that cities and regions tend to specialise in a few industries,
prioritising results in dealing with most of the existing industrial activities. Defining
pathways of change at the priority level allows for a lowering of complexity in terms of
the industrial activities considered for the twin smart and green transitions. It is neither
effective nor feasible to go into the details and assess the potential transition pathways of
all economic activities in the 272 industry groups or the 615 industry classes of the NACE
classification. It is necessary to apply some prioritisation.

The hypothesis here (H1) is that the most important economic activities (by size,
specialisation, investment) are expected to include a high share of all economic activities
in a territory, and a relatively small number of principal economic activities contain the
bulk of all economic activities of a city or region. In other words, there is a high level of
polarisation of economic activities in a region.

Ecosystem perspective. In cities and regions, economic activities tend to interconnect,
forming activity-based ecosystems. An ecosystem is made by a group of organisations
interacting with each other and the environment to achieve common objectives, create
value, or other advantages [9,10]. Interconnections with other economic activities occur
along supply chains, across vertical markets, over the common infrastructure of cities,
as well as in the local labour market and commercial markets. Due to interconnections,
activity-based ecosystems are organised and grow.

The hypothesis here (H2) is that we expect to identify ecosystems around the most
important economic activities when these are defined by size and specialisation. The
size and specialisation increase the probability of interactions and communalities among
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activities. We expect that activity-based ecosystems occur around economic activities that
are large in size and have high specialisation.

Platform-based smart and green transition enables collaborative innovation in prod-
ucts, services, and processes that transform entire ecosystems. On the other hand, ecosys-
tems facilitate the adoption of platforms. Platforms have an impact on many businesses
and organisations of an ecosystem and pave the way towards system innovation and the
radical transformation of ecosystems. They bring transformations in connections and the
organisation overall of the ecosystem, not only its parts, enabling the emergence of routines
that change the entire system.

As highlighted in the literature, “industry platforms are technological building blocks
(that can be technologies, products, or services) that act as a foundation on top of which an
array of firms, organized in a set of interdependent firms (sometimes called an industry
“ecosystem”), develop a set of inter-related products, technologies and services” ([11],
p. 287). Equally, platforms are described as collaborative business models that sustain
ecosystem development: a platform is “a plug-and-play business model that allows multi-
ple participants (producers and consumers) to connect to it, interact with each other and
create and exchange value” [12]. Platforms offer the foundation for products and services
developed by third parties, a relationship that Gawer and Cusumano [13] name “platform
leadership”, enabling some companies to exert influence over the direction of innovation in
an industry, by engaging other companies to develop complementary products. Platforms
are foundations for setting up ecosystems by organisations that share resources, knowledge,
or access to markets [14].

The hypothesis here (H3) is that within the economic activities of prioritisation and the
ecosystems created around them, we can identify platforms for smart and green transition
meaningful for many companies and organisations of the industry or ecosystem. This will
enable us to share objectives for collective action, common infrastructure, and pathways
for system change for the entire ecosystem to be developed.

The above three instances combine conditions of industry volume and specialisation
(prioritisation), systemic organisation (ecosystems), and innovation niches (smart/green
solutions). The pathway they define is generic because these instances can be applied in the
industry groups of any territory. Hypotheses H1, H2, and H3 measure how representative
these instances are within the overall landscape of urban activities and can be assessed
with data from case studies.

To do this, the rest of the paper is organised into four sections. In Section 2, we
refer to the literature on transition pathways and processes, such as digital transition,
green transition, system innovation, industry ecosystems, and multilevel perspective of
transformation. In Section 3, we describe a generic pathway that can guide the twin smart
and green transitions and assess with case studies how this pathway can be implemented, as
well as the outcome of the implementation. In Section 4, we discuss the pathway proposed
and the hypotheses described, assessing the feasibility and scenarios of implementation.
The last section highlights the conclusions and policy implications.

2. Pathways for Industrial Transformation: Related Works

Previous research on industrial transformation identified multiple drivers, such as
digitalisation and smart transition, green transition, system innovation, and ecosystem
development [2,15–19]. The arrow of change originates from the twin transitions and
moves towards system innovation, ending with the transformation of industry ecosystems.
This interconnection is clearly articulated in the new industrial strategy of the European
Union, organised around three drivers: a globally competitive and world-leading industry;
an industry that paves the way to climate neutrality, the supply of clean and affordable
energy and raw materials; and an industry shaping Europe’s digital future with investments
in artificial intelligence, 5G, and data and metadata analytics [20]. Place-based innovation is
also encouraged, allowing regions to develop new solutions with companies and consumers
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valorising local characteristics, strengths, and specialisations in the framework of smart
specialisation strategies [21].

The digital (or smart) transition is the dominant driver of industrial transforma-
tion and refers to the adoption of technologies, such as smart systems, automation and
robotisation, sensor networks, Internet of Things, cloud, software, platform and infras-
tructure as a service (SaaS, PaaS, IaaS, XaaS), analytics, big data, artificial intelligence,
and distributed ledger technologies, which transform business environments, operations,
and strategies [22–24].

Various terms have been used to describe the current transformation of the industry,
such as industrial transition, industry 4.0, smart industry, and the fourth industrial revo-
lution. The digital transition also refers to industries that adopt digital technologies and
knowledge-intensive processes. All these terms point towards industrial transformation
based on knowledge, information technology, data-based innovation, and a transition from
machine-dominant processes to digital.

Industrial transition by digital technologies and smart systems extends to all industry
sectors, from agriculture to manufacturing, transport, energy, health, and financial services.
Changes to skills and human capital are also associated with the digital transition [25], as
well as new business models that connect digitalisation to servitisation and push prod-
uct companies towards services [26,27]. Industrial transition and industry 4.0 are also
characterised by novel processes at the production and enterprise levels, such as smart
manufacturing, deployment of embedded actuators and sensors, digital enhancement and
reengineering of products, customisation of differentiated products, and coordination of
products and services along the supply chain [28]. All these changes require continuous
learning and innovation. Overall, the enterprise and industry levels have indeed gathered
more attention in terms of research and technology compared with the production level [29].

Assessing the transition to industry 4.0 in the US manufacturing sector, Rojko et al. [30]
found that the manufacturing output employment and labour productivity have barely
grown. However, the projections for the next decade show brighter developments. They
argue that the future will be in cooperation between robots and humans, a partnership that
can bring wealth and increase labour productivity, while among the main challenges are
the interactions between AI and employees. In this step towards industry 5.0, distributed
computers, the Internet of Everything, multiagent systems and technologies, complex
adaptive systems, and widespread intelligence are considered the main components of
the transition [31]. This new stage in industry development (Industry 5.0) should “focus
primarily on human and robot engagement and the integration of human knowledge,
creativity, intuition, skills, experience, etc. within robotized production” ([31], p. 303).

The green transition is another major driver of industrial transformation. Guided by
the objectives of sustainability and adaptation to climate change, it offers broad opportuni-
ties for change due to transversality across industry sectors and territorial scales [22]. Like
the digital transition, the green transition has an important systemic impact, as it applies
to the entire life cycle of products and engages all segments of a value chain. Systemic
for instance is the transition from the “linear economy” of extract, consume, and dispose
processes to the “circular economy” that aims to reduce, reuse, and recycle.

Geels [15] investigated the fundamental changes in energy, transport, housing, and
agrofood systems related to sustainability. He identified different types of innovations
in energy and transport systems, including radical technical innovation (battery electric
vehicles, decarbonisation), grassroots and social innovation (car sharing, bike clubs), and
business model innovation (mobility services and infrastructural innovation (intermodal
transport, compact cities)). Zhai and An [32] analysed the factors influencing the green
transformation in China’s manufacturing industry with a survey of 500 Chinese enterprises
and identified human capital, financing strength, technology innovation, and government
policy as having a significant positive impact on the green transformation performance.
Governmental behaviour had the greatest impact coefficient, followed by human capital,
technology innovation, and financing ability. On the contrary, environmental regulation
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decreased the positive impact and acted as a reversal mechanism affecting financing
capacity, technology innovation, and governmental behaviour.

The European Green Deal is also expected to make an important contribution to the
green transition. It is the new growth strategy for the European Union and an integral
part of implementing the United Nations 2030 Agenda and the Sustainable Development
Goals. The EU Green Deal is holistic and covers all areas of activity, climate, energy,
transport, industry, construction, and nature. In response to these challenges, it outlines
a development strategy to transform the EU into a just and prosperous society, with
a modern, resource-efficient, and competitive economy, without greenhouse gas emissions
in 2050 and economic growth decoupled from resource use [1,33–35].

It is important to underline that the green transition together with efforts for renew-
able energy and CO2 reduction promotes processes of reuse, zero waste, and modular
production that allows repair and replenishment rather than total rejection of products.
Through reuse, the green transition converges with the digital transition in the continuous
reuse of knowledge products. Knowledge, as shown by the new growth theory, is not only
not consumed during use but is improved by repetition and reuse [36,37]. Both the digital
transition and the green transition are based on a wide range of technologies, systems,
and solutions.

System innovation or transformative innovation is a direct outcome of radical changes
introduced by the digital and green transitions. Already, the term “transition” brings in
the idea of movement or change from one state of a system to another. This type of
innovation goes beyond products and technologies and involves changes in the broader
sociotechnical system. System innovation is characterised by large-scale transformations
having wide societal value, such as energy, housing, mobility, and food; transformations
through coevolution between different elements and actors; and transformations that occur
at multiple levels, such as the niche level, the regime level, and the landscape or wider
political and economic level [38]. This is a new framing of innovation that emphasises
system-level changes in the structure or architecture of the system of reference [39–43].

This type of innovation encompasses both production and consumption activities
and the complex relationships of actors ranging from firms and knowledge producers
to households and consumers. Government has a more important role through policies
enabling system-level innovations. As Pontilakis et al. [2] point out, system-level innova-
tions do not have a single designer and are codeveloped through countless contributions
within industry ecosystems. Therefore, distributed agency and being loosely connected by
fleetingly aligned interests are key features, as well as the identification of interconnections
between disparate parts of a system and potential domains for policy intervention, in
particular, interventions for radical change through smart specialisation strategies.

In less developed regions, system innovation may have an important leapfrogging
effect. For instance, environmental leapfrogging can enable developing countries and
regions to skip some of the “dirty” stages of development followed in the industrialised
world and contribute to environmental goals and climate mitigation solutions [44–46]. The
same holds true for industry 4.0, where leapfrogging innovation can offer momentum in the
dynamics of industrial growth with the early adoption of advanced digital systems [47–49].

The turn towards industry ecosystems is another important new dimension of the cur-
rent industrial transformation driven by the twin digital and green transitions. It highlights
a change of focus from individual companies to groups of organisations connected at mul-
tiple spatial scales [50,51]. An industry ecosystem is an organic network of collaboration
among two or more business entities that create and share assets and value. It must be dis-
tinguished from an innovation ecosystem, which refers to organisations (R&D, producers,
financiers, market makers) that collaborate in new product development and innovation.
Industry ecosystems appear as global manufacturing networks [52], cross-industry ecosys-
tems [17], platform ecosystems [53–55], and local entrepreneurial ecosystems [56].

In a review of the ecosystem concept in the field of management, Tsujimoto et al. [10]
provide an overview of 90 studies that use the concept and identify four types: industrial
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ecosystems based on the industrial ecology perspective, material and energy flows, and
interaction with the environment; business ecosystems based on the theory of organisational
boundaries, comprising digital ecosystems, cross-industry ecosystems, supplier ecosystems,
and business group ecosystems; platform ecosystems organised in two-sided markets; and
multiactor network ecosystems based on social network theory.

The shift to ecosystems is clearly articulated in the updated EU industrial strategy
that identifies 14 industry ecosystems as being important for the EU, including aerospace
and defence; agrifood; construction; cultural and creative industries; digital; electronics;
energy-intensive industries; energy renewables; health; mobility, transport, automotive;
proximity, social economy, civil security; retail; textiles; and tourism [57].

The multi-level perspective (MLP) offers a theoretical framework that allows integrating
the above-mentioned elements of industrial transformation, twin transitions, system inno-
vation, and industry ecosystems. The MLP was developed by Rip and Kemp [58] and was
further elaborated and refined by Geels [59] and Geels and Schot [60]. It is an attempt to bring
together different strands of innovation theory, such as evolutionary economics, the sociology
of innovation, neoinstitutional theory, and science and technology studies, and combines
overlapping but disconnected themes of technological change and innovation [61].

The MLP focuses on radical innovations or system-change innovations. These are
enacted by the tandem action of multiple social groups, enterprises, consumers, social
movements, policymakers, researchers, media, and investors. In this sense, the MLP comes
closer to quadruple helix innovation perspectives. Geels [15] points out that the MLP
as a process theory “has both a ‘global model’ component (consisting of three analytical
levels and several temporal phases), which describes the overall course of socio-technical
transitions, and a ‘local model’ component, which addresses-specific activities and causal
mechanisms in multi-level interactions”. Transformations are nested at three levels within
the system, the landscape (macrolevel), the regime (mesolevel), and the niche (microlevel).
The theory gives more emphasis on the role of agency and transition pathways to new
states of a system [62].

A system-level transition starts when the prevailing sociotechnical regime shows
significant problems, key innovations appear that drive new designs, and early adoptions
of the transition technologies take place. Geels and Schot [60,63] have identified five transi-
tion pathways: (a) the transformation of sociotechnical regimes without recourse to one
dominant technology, (b) technological substitution when a radical technology replaces an
existing technology, (c) dealignment and realignment of existing regimes when competing
for new technologies solving existing problems, (d) opening up a new sociotechnical system
that offers new social functions, and (e) reconfiguration and system change when many
technologies and organisations change.

More recent works have connected MLP with smart specialisation strategies and
technological changes in local industrial systems, considering MLP as a place-based driver
for the technological transition of regional economies [64,65]. De Propris and Bailey [16]
suggest that the transformation of a local system rests on three types of capabilities: in-
novation capabilities, docking capabilities to attract delocated niches, and translational
capabilities to absorb radically new technologies. They identify four transformative
pathways—(a) endogenous, (b) hypertransformative, (c) importation, and (d) regional
obsolescence—and argue in favour of a transformative place-based policy enabling the
joining up of technologies, sectors, and places, through a transformative entrepreneurial
discovery process.

3. Towards a Generic Pathway of Transition: Evidence from the Case Studies
3.1. Generic Pathway Instances and Hypotheses from a Multilevel Perspective

In the MLP approach, two branches of research on transitions can be identified,
referring to systems in transition and management of the transition. This distinction
indicates an analytical versus an interventionist approach that focuses on how to actively
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steer technological change and how purposive, science, and technology-led transitions can
be organised [61,66,67].

The generic pathway we described in Section 1.2, its three instances, and related hy-
potheses (prioritisation, ecosystem perspective, platform-based smart and green transition)
stem from the above understanding of transition as system changes in cyber-physical
systems of innovation. Due to digital transition, the continuous widening of digital net-
working, rich and real-time data availability, e-infrastructures, and e-services, all innovation
systems are currently becoming cyber-physical. Their physical and institutional dimensions
are interwoven with a strong digital dimension (Figure 2).
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Figure 2. System innovation in cyber-physical innovation systems.

The “prioritisation” is mainly justified by the absence of theoretical prediction on how
industries are affected by the twin digital and green transitions. It is highly probable to find
innovative solutions in less expected economic activities. Therefore, all 272 NACE industry
groups should be reviewed as potential fields of promising transition, which demands
an enormous effort from policy-making authorities. Prioritisation is also a cornerstone of
smart specialisation strategies and the entrepreneurial discovery process (EDP). As has
been noted, “Smart Specialisation should address the difficult problem of prioritisation
and resource allocation based on the involvement of all stakeholders in a process of en-
trepreneurial discovery, which should secure a regionally and business-driven, inclusive
and open prioritisation process” [68]. Thus, prioritisation allows for transformations at
the landscape macrolevel to be managed, giving priority to certain industry groups. It
is meaningful if hypothesis H1 is valid, and an important share of economic activities is
included in the selected priority activities.

The “ecosystem perspective” is also strongly related to the twin transition, as digital
and green transitions initiate system innovations that change the entire networking archi-
tecture of ecosystems, not just products and services [69]. However, there is something
more. The current dominant pathway for product and service innovation is based on close
associations between “research breakthroughs”, “venture capital funding”, and “startup
creation” along connectivity illustrated as X-X’ axis in the cyber-physical system (Figure 2).
In system innovation, this pathway and the networking architecture change, and the focus
moves from startups to supply chains along with wider networking, illustrated as Y-Y’.
The twin transition moves the entire system from state A to a new state B. For instance, the
green transition combined with digital collaboration in the energy ecosystem introduces
renewable energy, energy optimisation, and nature-based solutions, and changes the entire
energy ecosystem, not only the innovative products of startups. The ecosystem perspective
allows transformation to be organised at the regime mesolevel, connecting actors of the
industry, science, technology, consumers, and policymakers into a new regime. It is mean-
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ingful if H2 is valid, and within the selected priority economic activities, we find a strong
presence of ecosystems.

The “platform-based smart and green transition” allows transition to be organised at
the niche microlevel, enabling an important number of actors of an ecosystem to adopt
innovative solutions in tandem. As mentioned, ecosystems make easier the adoption
of platforms. Over platforms, niche actors, entrepreneurs, startups, and spinoffs can
experiment with radical innovations that deviate from existing regimes and propel the
entire system towards a new state.

3.2. Evidence from the Case Studies

We assessed this generic pathway of industry transformation in research we conducted
for the European Commission, DG Regional and Urban Policy, titled “Ecosystems and
functioning EDP for S3 2021–2027” [70–72]. We investigated pathways of industry change
in Greece and Cyprus relevant for research and innovation strategies for smart special-
isation. The research was placed in the framework of good governance of national and
regional smart specialisation strategies 2021–2027, which is assessed by seven fulfilment
criteria, among which is the “functioning of stakeholder cooperation in the entrepreneurial
discovery process”.

The main rationale of EDP within RIS3 is that European regions should explore and
exploit key capabilities for global niche markets and create long-term competitive advan-
tages [21,73–75]. EDP is expected to reveal innovative, but place-specific and evidence-
based, opportunities that take advantage of available resources and competencies. During
the EDP, different entrepreneurial actors are brought together in a government-led par-
ticipatory process generating a collective debate, integrating the divided and dispersed
knowledge belonging to different actors, and setting common priorities for intervention.

Thus, the objective of the EDP is to identify pathways for industrial diversification and
transformation towards higher added value activities [68]. Diversification may be intrain-
dustry, when research and innovation change and improve the products and processes of
an industry, or interindustry, when innovation leads to a branching of an industry towards
other sectors. Interindustry diversification may be “related” or “unrelated” to existing skills
and know-how. Empirical evidence suggests that knowledge spillovers within a region
occur primarily among “related” economic activities and only to a limited extent among
“unrelated” ones [76]. It is the “related variety” in a region that feeds branching out to new
activities from technologically related activities, not regional diversity or regional speciali-
sation per se ([77], p. 67). Unfortunately, we do not have any theoretical guidance about the
diversification of industries in the other trajectories, in the case of either an intraindustry
unrelated change or an interindustry unrelated change.

This theory gap is accompanied by a methodology gap regarding the granularity of
the EDP. The granularity allows the level of detail to be defined when modelling indus-
tries or decision-making processes. The greater the granulation, the deeper the level of
detail and the better the understanding of future trends. However, we do not proffer any
methodological guidance about the best industry granularity level to perform the EDP. For
instance, is it better to perform the EDP at the level of industry sections, industry divisions,
industry groups, or industry classes?

Given these gaps, we addressed the functioning EDP as a transformation pathway
defined by “prioritisation”, “ecosystem identification”, and “platform-based innovation”,
first, by identifying the most important economic activities per region; second, by identi-
fying ecosystems, intra- or inter-regional, that have the potential for future growth and
inclusive growth for most of their members; and third, by evaluating the potential for inno-
vation, especially platform-based innovation and smart/green transition. Consequently,
this research was conducted in three consecutive stages.

Stage 1: Identification and prioritisation of economic activities. As mentioned,
NACE Rev. 2 classifies economic activities in industry sections, divisions, groups, and
classes. Regional data are available for sections, divisions, and groups, and in some cases,
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for industry classes. Usually, the industry group level is at the level of higher granularity
and detail when it comes to regional data. If the EDP is manageable at this level of detail,
then the industry group level is preferable to any other level of granularity.

Data on the regional distribution of industry groups in Greece is provided by ELSTAT.
We used the dataset of 2017. In this dataset, three variables are given per region and
industry group: (1) number of legal entities (companies), (2) turnover, and (3) number
of employees. Based on this dataset, we calculated two more indicators: (4) the location
quotient based on the number of companies and (5) the location quotient based on the
number of employees. The location quotient allows for the strength and size of a particular
industry in a region to be evaluated. It quantifies how concentrated an industry is within an
area compared with the country as a whole. It is the most preferred index of specialisation,
calculated as a proportion of an industry in a region compared with the proportion of the
same industry in the country. Having those five variables, we created our basic data matrix,
which comprised 7 columns and 3536 lines (272 industry groups × 13 regions).

For each one of the above five variables, we ordered the industry groups per region and
selected the top 10 by size and specialisation. We produced four ordered lists, by the number
of companies, the number of employees, the location quotient on companies, and the
location quotient on employment (top 40 industry groups). Then, we cleaned these ordered
lists by removing industry groups with limited entrepreneurial activity, such as public
companies, utilities provided by public authorities, public services for administration,
defence, libraries and museums, and service sectors in which self-employment dominates,
legal, accounting, veterinary, and so on.

Per region, the ordering and cleaning of industry groups by size (number of companies
and employment) and specialisation (location quotient on the number of companies and
employment) produced a list of the top 40 groups, in total, 520 industry groups in the
13 regions of Greece. However, this was not a combined ordering. To arrive at a combined
ordering of industry groups per region, we selected one after the other, industry groups
at the top 10 positions in all four lists, industry groups at the top 10 positions in three out
of four lists, industry groups at the top 10 positions in one list related to size and one list
related to specialisation, and industry groups in two lists of specialisation. Table 1 shows
the logic for selecting the top 10 industry groups per region. We start with the selection of
groups that figure in all lists of size and specialisation and move down to industry groups
of high specialisation.

Table 1. Selection of top 10 industry groups per region.

Top10 per
Number of
Companies

Top10 per
Employment

Top10 per
Specialisation on

Companies

Top10 per
Specialisation on

Employment NACE

Top10
per

Num-
ber of
Com-

panies

Top10
per
Em-

ploy-
ment

Top10
per LQ

on
Com-

panies

Top10
per LQ
on Em-
ploy-
ment

NACE Index NACE Index NACE Index NACE Index
55.1 1077 55.1 20,284 10.4 8.12 10.4 6.39
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We consider these industry groups as the most important industry groups per region
because they exhibit both large size and high specialisation. Looking at all 13 regions
together, we find that the top 10 industry groups belong to 51 categories only, of which
26 categories appear in more than one region and 25 in one region only (Table 2). The
26 interregional industrial groups hold 105 of the 130 (81%) positions in the top 10 industries
in all regions of Greece. From a prioritisation perspective, this finding shows that in
51 industrial groups, we can explore the most important economic activities in Greece, while
26 industrial groups capture 81% of the most important economic activities in the country.

Table 2. Most important (top 10) industry groups in regions of Greece.

NACE Name Number
of Regions NACE Name Number

of Regions
55.1 Hotels and similar accommodation 8 63.9 Other information service activities 1

11.0 Manufacture of beverages 8 61.3 Satellite
telecommunications activities 1

10.5 Manufacture of dairy products 7 61.1 Wired telecommunications activities 1

03.1 Fishing 7 50.2 Sea and coastal freight
water transport 1

16.2 Manufacture of products of wood,
cork, straw, and plaiting materials 6 32.2 Manufacture of musical instruments 1

31.0 Manufacture of furniture 5 32.1 Manufacture of jewellery, bijouterie,
and related articles 1

03.2 Aquaculture 5 30.3 Manufacture of air and spacecraft
and related machinery 1

25.1 Manufacture of structural
metal products 4 29.1 Manufacture of motor vehicles 1

23.4 Manufacture of other porcelain and
ceramic products 4 28.9 Manufacture of other

special-purpose machinery 1

10.9 Manufacture of prepared
animal feeds 4 26.7 Manufacture of optical instruments

and photographic equipment 1

10.7 Manufacture of bakery and
farinaceous products 4 26.2 Manufacture of computers and

peripheral equipment 1

10.6 Manufacture of grain mill products,
starches, and starch products 4 26.1 Manufacture of electronic

components and boards 1

10.3 Processing and preserving of fruit
and vegetables 4 24.3 Manufacture of other products of first

processing of steel 1

90.0 Creative, arts, and
entertainment activities 3 24.2 Manufacture of tubes, pipes, hollow

profiles, and related fittings of steel 1

79.1 Travel agency and tour
operator activities 3 23.6 Manufacture of articles of concrete,

cement, and plaster 1

72.1
Research and experimental

development on natural sciences
and engineering

3 23.3 Manufacture of clay
building materials 1

50.1 Sea and coastal passenger
water transport 3 22.2 Manufacture of plastic products 1

23.7 Cutting, shaping, and finishing
of stone 3 21.1 Manufacture of basic pharmaceutical

products 1

16.1 Sawmilling and planning of wood 3 20.5 Manufacture of other
chemical products 1

10.4 Manufacture of vegetable and animal
oils and fats 3 18.2 Reproduction of recorded media 1

10.2 Processing and preserving of fish,
crustaceans, and molluscs 3 15.1

Tanning and dressing of leather;
manufacture of luggage, handbags,

saddlery, and harness; etc.
1

10.1 Processing and preserving of meat
and production of meat products 3 14.2 Manufacture of articles of fur 1

62.0 Computer programming,
consultancy, and related activities 2 14.1 Manufacture of wearing apparel,

except fur apparel 1
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Table 2. Cont.

NACE Name Number
of Regions NACE Name Number

of Regions

28.3 Manufacture of agricultural and
forestry machinery 2 13.3 Finishing of textiles 1

22.1 Manufacture of rubber products 2 10.1 Processing and preserving of meat
and production of meat products 1

10.8 Manufacture of other food products 2
White for the primary sector, green for manufacturing, and brown for services.

Stage 2: Identification of business ecosystems. It is an important finding that 51 indus-
try groups, which gather activities at a high granularity level, capture the most important
economic activities of a country. Now, at stage 2 of research, we moved further and searched
for ecosystems within those 51 industry groups.

This survey was carried out in 2020 and covered all 13 NUTS 2 regions of Greece.
It was based on field research and interviews with companies and experts from relevant
stakeholders and agencies to trace value chains, common strategies, common infrastruc-
tures, or operating platforms among the companies in the top 10 industry groups of each
region. We prepared 13 questionnaires allowing us to identify the three most important
business ecosystems per region. An example can be found at https://www.surveymonkey.
com/r/7FKJVHF (accessed on 26 June 2022).

The survey showed that among the 51 identified industry groups, 25 have ecosystem
features. They share a common infrastructure, natural or energy resources, or technology;
they work with common platforms or are part of the same value chain. Moreover, these
industry groups have typical characteristics of business complexes, such as geographical
boundaries in one area, productive specialisation, and location quotients higher than 2 in all
cases and higher than 10 in some cases. Those 25 industry groups/ecosystems are listed in
Table 3. Most ecosystems are interregional, indicating the need for multilevel government
across cities and regions.

Table 3. Key features of identified ecosystems/industry groups.

REGION Industry
Group/Ecosystem

Size of
Ecosystem

Mature/
Emerging

R&D and
Innovation

Demand

Innovation
Platform Regional/Interregional

East
Macedonia and

Thrace

22.2
Manufacture of

plastics
Small Mature Medium New product

and materials Regional

23.7 Cutting,
shaping of

stone
Large Mature Medium Brand and

by-products Interregional

26.2
Manufacture of

computers
Small Emerging High No Regional

Central
Macedonia

10.3 Processing
fruit and

vegetables
Large Mature High Brand and

packaging Interregional

14.1
Manufacture of

wearing
apparel

Large Mature Medium Brand
and design Regional

25.1
Manufacture of
structural metal

products

Large Mature Medium Materials Regional
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Table 3. Cont.

REGION Industry
Group/Ecosystem

Size of
Ecosystem

Mature/
Emerging

R&D and
Innovation

Demand

Innovation
Platform Regional/Interregional

West
Macedonia

16.2
Manufacture of

products
of wood

Large Mature Low Brand and
eco-quality Interregional

14.2
Manufacture

of fur
Large Mature Low Export Regional

Epirus

10.1 Processing
of meat Medium Mature Medium Brand and

packaging Interregional

10.5
Manufacture of
dairy products

Large Mature High Brand and
packaging Interregional

Thessaly

22.1
Manufacture of
rubber products

Small Emerging Low No Regional

31.0
Manufacture
of furniture

Large Mature Low Commercial
infra Interregional

Sterea Ellada
24.2

Manufacture of
tubes of steel

Small Mature Low New product Regional

Ionian Islands
79.1 Travel and
tour operator

activities
Large Mature High New product Interregional

Attica

90.0 Creative,
art activities Large Mature High Digital

infrastructure Interregional

62.0 Computer
programming Large Emerging High Market and

infrastructure Regional

21.1
Manufacture of
pharmaceutical

products

Small Emerging High New product Regional

Western Greece

03.2
Aquaculture Medium Mature Medium Brand and

new product Interregional

10.9
Manufacture of

prepared
animal feeds

Medium Mature Medium Production and
supply chain Interregional

Peloponnese
11.0

Manufacture
of beverages

Large Mature High Production and
by-products Interregional

North Aegean

10.4
Manufacture of
vegetable oils

and fats

Large Mature High Brand
and quality Interregional

03.1 Fishing Large Mature Low Brand and
Infrastructure Interregional
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Table 3. Cont.

REGION Industry
Group/Ecosystem

Size of
Ecosystem

Mature/
Emerging

R&D and
Innovation

Demand

Innovation
Platform Regional/Interregional

South Aegean
50.1 Sea

passenger
water transport

Large Mature Low Infrastructure Interregional

Crete

55.1 Hotels and
similar accom-

modation
Large Mature High Market access Interregional

72.1 Research in
natural sciences

and
engineering

Large Emerging Medium Infrastructure Interregional

Stage 3: Opportunities for platform-based digital and green transition. At this third
stage of research, we further studied the 25 ecosystems identified, sketching their profile,
assessing bottlenecks for innovation, needs and demand for innovation, and potential
platforms that can lead to their smart and green transformation. Areas of ecosystem diver-
sification were explored to better understand emerging trends and future growth areas.

The survey was based on secondary data from various sources, such as sectoral studies
published by the Foundation for Economic and Industrial Research (IOBE) or other industry
organisations; data from business directories on financial performance per industry and
other secondary data sources, such as company websites, news, and reports from industry
associations; and data from research proposals submitted in response to two national calls
for research and innovation support. A report was prepared for each of the 25 ecosystems
providing information on the ecosystem profile, relationship to regional research and
innovation policy priorities, business and growth challenges, research and innovation
demand, common challenges, and potential areas for platform-based ecosystems.

Based on this information, we produced a typology of the 25 ecosystems combining
size, business challenges, and innovation demand, which reveals four different types of
ecosystems, clustered around challenges of product design and development, production
and supply chain optimisation, branding and promotion, and market innovation and
export market access (Figure 3).

New product design and development is the dominant innovation challenge in ecosys-
tems, such as 21.1–manufacture of basic pharmaceutical products (new medicines and
molecules, pharmaceutical discovery, relocation and drug retargeting), 22.2–manufacture
of plastic products (new degradable plastics, transition to a circular model), 55.1–hotels
and similar accommodation (services to specific population targets, digital applications
to provide advanced services or optimise existing services), 62.0–computer programming
and consultancy (smart applications and new e-services), 79.1–travel agency and tour
operator activities (replacement of services previously offered, design of new services).
This challenge is pertinent for large and small ecosystems; emerging ecosystems, such as
pharmaceuticals; or mature ecosystems, such as hotels and accommodation.

Production modernisation, supply chain optimisation, and environmental sustainability is the
dominant innovation challenge in ecosystems, such as 03.2–aquaculture (improving the
productivity, diagnosis and control of diseases, expansion of activities), 10.1–processing and
preserving of meat and production of meat products (verticalisation, standardisation and
processing, storage and distribution), 10.9–manufacture of prepared animal feeds (increased
specialisation, supply of raw material, lowering production costs), 11.0–manufacture of
beverages (protocols for the clonal selection of grapevine, vertical coordination, high
labour costs), and 23.7–cutting, shaping, and finishing of stone (automation, exploitation of
mining and marble by-products, environmental remediation, quarry rehabilitation). These
innovation challenges are pertinent for large and medium-size ecosystems, characterised
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by midlevel demand for research and innovation and needs for technology transfer rather
than radical process innovations.
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Branding and promotion are the dominant innovation challenges in ecosystems, such
as 10.4–manufacture of vegetable and animal oils and fats (high quality of products but
low branding, standardisation of quality, trade-in bulk form), 10.5–manufacture of dairy
products (local brands, better packaging, international sales networks), 90.0–creative, arts,
and entertainment activities (access to media, innovative platforms for promotion, dissemi-
nation of intangible cultural heritage).

Market innovation and access to global markets is the dominant innovation challenge
in ecosystems, such as 4.2–manufacture of articles of fur (sharp drop in demand from
abroad, lost market shares due to traditional promotion models). In the internal market,
the collapse of demand due to the construction sector crisis exerts pressure in indus-
tries, such as 16.2–manufacture of products of wood, cork, straw, and plaiting materials;
24.2–manufacture of tubes, pipes, hollow profiles, and related fittings; 31.0–manufacture
of furniture, making urgent the turn towards new markets. The 50.1–sea and coastal pas-
senger water transport was also affected by the crisis. All these ecosystems are mature,
characterised by low-level innovation capabilities and demand. This is an additional barrier
to industrial transformation.

The profiles of industry groups/ecosystems also reveal the potential for platform-
based development to address common challenges of companies belonging to an ecosystem.
We identified product, production, trade, technology, and environmental challenges, and
consequently, platforms were identified in 23 cases to lead the twin digital and green
transitions. Platforms may be physical, institutional, infrastructural, or digital. They
can be market-driven, providing access to markets, branding, and promotion; product-
driven for new product design and development, smart products, product quality, and
certification; technology-driven to facilitate research, processing technologies, and supply
chain integration/optimisation; infrastructure-driven to provide physical, institutional, and
digital infrastructure; and materials-driven to better manage new materials, raw materials,
waste, and recycling. Such platforms strengthen the ecosystems identified, acting as anchors
for orchestrating complementors.
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Technologies to be used in platform development are listed in Table 4. These are smart
and green technologies to be applied at the company and ecosystem levels, enabling the
orchestrated innovation and growth of the respective ecosystem.

Table 4. Technologies for digital and green transition.

Smart Technologies Green Technologies Smart–Green Technologies

Company level

• ERP, CRM
• e-Commerce
• Digital marketing
• Automation
• IoT, smart meters
• AI
• Data and analytics

• Circular design
• Waste treatment
• Recycling
• Renewable energy (RE)
• Energy storage
• Energy saving
• Building retrofitting

• Energy optimisation
• Energy saving
• Materials optimisation
• Telework
• Digital twins

Ecosystem level

• Branding
• Two-sided platforms
• Marketplace e-commerce
• Crowdsourcing
• Supply chain optimisation
• Cloud, smart infrastructure
• Data and analytics

• The above plus
• Large-scale RE
• Ecosystem-based RE storage
• Energy communities
• Footprint benchmarking
• Nature-based solutions

• Energy sharing platforms
• Smart grid
• Smart grid energy storage
• Data dashboards
• Pollution alert
• Digital twins
• Blockchain self-organisation

A good working example of platform-based innovation is Mediterra S.A, the research
and innovation centre of the mastiha producers of Chios Island. It was founded by the Chios
Mastiha Growers Association for product development and marketing of mastiha and the
promotion and sales of mastiha products worldwide. To date, the company has developed
a retail outlet network under the brand “mastihashop” that comprises stores in Greece
and abroad, has established a food production facility in Chios where over 100 different
products are produced, and has developed a wide distribution network for brands, such as
natural mastiha, mastiha chewing gum, cosmetic products, parapharmaceutical products
(selling line: mastiha therapy), and Greek food products (selling line: cultura mediterra).
The centre performs R&D on the antibacterial activity of mastiha, nonoxidative action,
mastiha in oral hygiene, dermatological and healing properties of mastiha, and new product
development using mastiha as a natural supplement to functional foods. Own facilities
cover an area of approximately 10,000 m2 and house the total range of activities, including
two production units for mastiha processing and packaging, testing new products, and
distillation of mastiha oil.

Another example is a smart–green platform for the industry ecosystem, 10.3–processing
and preserving of fruit and vegetables, which brings together companies from Central
Macedonia (177), Western Greece (64), Thessaly (74), and Peloponnese (78) with 9601 em-
ployees and EUR 1.382 billion turnover (2017). This platform promotes green production
and nonplastic packaging, which is a common challenge among companies in this industry.
The aim is to create a high-quality brand that provides also quality certification, branding
products for green production and alternatives to plastic packaging. Demand for sus-
tainable production and packaging is likely to increase during the next years, and their
early adoption can provide a competitive advantage for fruit producers. Using digital
tools, the platform offers to all participating companies’ full information and traceability
of products throughout the supply chain. At the same time, the platform can work as
a competence centre promoting learning and the adoption of green production technologies
and related smart systems in the processing of agricultural products. This may further
enhance the competitiveness of this transregional ecosystem of processing and preserving
fruits and vegetables.
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4. Discussion

The literature on the current industrial transformation in cities and regions reveals the
central role of smart and green technologies in enabling system innovation or transforma-
tive innovation through the processes of digitalisation, optimisation, dematerialisation, CO2
reduction, and circularity. The multilevel perspective offers a good theoretical framework
that allows industrial transformation, twin transitions, system innovation, and industry
ecosystems to be connected and integrated. The interest in industry ecosystems and plat-
forms, enabling the formation of ecosystems, is a direct outcome of system-level changes
that transform the organisation of industries, not only their products and services.

The contribution of the present paper to this debate is through the assessment of
a generic pathway for managing the transformation of activity ecosystems in cities and
regions, which stands on instances of “prioritisation”, “ecosystem identification”, and
“platform-based smart and green transition”. The case studies we summarily presented
provide good feedback on the feasibility of this generic pathway and how its three instances
work together and complement each other.

We have seen that prioritisation with respect to size and specialisation allows the
complexity of industrial transformation to be lowered. At a level of high industry granu-
larity, instead of considering the transformation of 272 industry groups, we can focus on
51 groups only. In Greece, these top 10 industry groups per region capture an important
share of industrial activity, including 34.04% of companies, 38.57% of employment, and
42.20% of turnover. In the Cyprus case study, also working with top 10 industry groups by
the number of companies, size of employment, production value, fixed capital investments,
and emerging industries, the same prioritisation method allowed us identify 16 industry
groups that account for the lion’s share of the overall industrial activity, including 43.33%
of companies, 57.37% of employment, 64.34% of production value, and 72.73% of fixed
capital investment.

Prioritisation and a focus on a smaller collection of industry groups pave the way
for surveys on ecosystem identification. Within the 51 top 10 industry groups across the
13 regions, we identified 25 ecosystems (see Tables 2 and 3). Most ecosystems are large
(17), having more than 200 companies; fewer are small (5); and even fewer are midsized
ecosystems (3). Additionally, the majority are established mature ecosystems, justifying
a deviation from the startup innovation model towards a model engaging existing supply
chains and wider networking, as illustrated in Figure 2.

The third stage of the case studies focused on identifying technologies and platforms
that offer opportunities for digital and green transition. Platforms, on the one hand, upgrade
products, services, and processes at the ecosystem level and, on the other, affect a large
number of businesses and organisations that are active in the ecosystem. Working with
industry-wide platforms involves a two-part structure: on the one side is the platform with
its infrastructure, hardware, software, and data, and on the other side are the organisational
or technological solutions hosted on the platform. A typology proposed by Srnicek [78]
classified platforms according to their purpose: advertising platforms that offer advertisement
space, cloud platforms that offer hardware and software as a service, industrial platforms that
offer infrastructures for the transformation of manufacturing, product platforms that generate
revenue by offering goods as a service, and lean business model platforms. In platform-based
ecosystems, the orchestration of producers and consumers is achieved by the platform, its
services and infrastructures, and the business model for viability. Platforms offer services
or infrastructure and have income from these services that ensure their sustainability.

All three hypotheses related to the instances of the generic pathway for industry
transformation have been verified by the case studies: H1, that most important economic
activities (by size, specialisation, investment) have a high share of all economic activities
and a relatively small number of principal economic activities account for the mass of
all economic activities of a city or region; H2, that we can identify ecosystems around
the most important economic activities when these are defined by size and specialisation;
and H3, that within the economic activities of prioritisation and the ecosystems created
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around them, we can identity platforms for smart and green transition relevant for many
companies and organisations of the industry or ecosystem.

Working along with these three instances that define a generic pathway for industry
transformation, the critical path is related to the third instance of platform-based transition.
Platforms providing services for market making (access, branding, promotion), product
development (innovation, quality, certification, standardisation), and technology develop-
ment (materials, processing, supply chain optimisation, circularity) are mostly needed to
collectively address the innovation and transformation challenges faced by activity ecosys-
tems. They give birth to or strengthen ecosystems created around common challenges.
Platforms and ecosystems also guarantee the public character of the innovation policy as
they serve the common needs of industry groups rather than the interests of individual
companies in the group. The collective character of innovation and transformation tra-
jectories is introduced by user and stakeholder engagement in decisions about platform
selection, deployment, and operation procedures. This is a standard procedure within
smart environments [79,80].

5. Conclusions

In this paper, we described and assessed a generic pathway for managing the trans-
formation of activity ecosystems in cities and regions defined by the processes of “priori-
tisation”, “ecosystem identification”, and “platform-based digital and green transition”.
These three processes drive a system change of ecosystems, as outlined by the multi-level
perspective in the socioeconomic landscape (wider trends of globalisation, population,
financial conditions, lifestyles), sociotechnical regime (conventional routines and rules),
and niches (new technologies and practices) [81].

The three instances of this generic pathway work in tandem. “Prioritisation” lowers
complexity and allows the potential for system change in the most important industries
to be assessed, while maintaining a high level of granularity and detail. “Ecosystem
identification” delineates the change at the level of industry groups rather than individual
companies, maximising the impact and ensuring the public character of innovation policy.
“Platform-based smart and green transition” strengthens the ecosystem perspective with
technologies and solutions over which many organisations can build complementary
products and services.

Assessing the pathway in Greece and Cyprus, we showed its feasibility and function-
ality. Prioritisation worked as foreseen, enabling a focus on the most important industry
groups; ecosystems and platforms for transition were identified within the priority industry
groups. The ecosystem perspective is justified as the core component of the pathway,
linking prioritisation and platform-based innovation and capitalising on the capacity of
the digital transition to mobilise connected intelligence and capacity building in human–
computer–community networks [82].

Industries and activity ecosystems in cities and regions are undergoing restructuring
due to the widespread use of digital and green technologies, related products and processes,
that can address contemporary challenges of growth, sustainability, and climate change.
The pathway we described allows public authorities to assess the potential for smart and
green transition at the level of each industry group without excluding any important
group in advance. Two reasons justify the orientation of this approach: first, the widely
accepted principle of smart specialisation for a place-specific innovation strategy or “one-
size-does-not-fit-all”, which suggests that theoretical predictions about future growth
should be assessed and validated with place-specific data; second, the probability of
finding innovative smart/green solutions in less expected activities, a trend outlined in
many aspects of the innovation theory, such as the probabilistic and nondeterministic
character of innovation, serendipity in innovation, and innovation outcomes by chaotic
systemic combinations.
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Abstract: Creating ‘what-if’ scenarios to estimate possible futures is a key component of decision-
making processes. However, this activity is labor intensive as it is primarily done manually by
subject-matter experts who start by identifying relevant themes and their interconnections to build
models, and then craft diverse and meaningful stories as scenarios to run on these models. Previous
works have shown that text mining could automate the model-building aspect, for example, by using
topic modeling to extract themes from a large corpus and employing variations of association rule
mining to connect them in quantitative ways. In this paper, we propose to further automate the
process of scenario generation by guiding pre-trained deep neural networks (i.e., BERT) through
simulated conversations to extract a model from a corpus. Our case study on electric vehicles
shows that our approach yields similar results to previous work while almost eliminating the need
for manual involvement in model building, thus focusing human expertise on the final stage of
crafting compelling scenarios. Specifically, by using the same corpus as a previous study on electric
vehicles, we show that the model created here either performs similarly to the previous study when
there is a consensus in the literature, or differs by highlighting important gaps on domains such as
government deregulation.
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1. Introduction

What-if questions are essential to making decisions by reasoning about the potential
impacts of a situation. The situation could be an intervention (e.g., What happens to the
sustainability of a city if we promote green spaces?) or a continuation of current trends (e.g.,
What happens in ten years if we continue with current emissions of pollutants?) [1]. A what-
if question pertains to a specific system. For example, it would be impossible to answer the
two questions above without a clear definition of the system (e.g., How do we measure
sustainability? What is impacted by green spaces?). A scenario thus raises what-if questions
of interest within the context of a clearly defined system, for example, by listing relevant
factors and connecting them to track causal impacts. In other words, a scenario is a self-
contained story about a potential future [2,3]. Scenarios have several demonstrated benefits
for the decision-making activities of teams, such as raising awareness for the dynamics of
an environment, managing uncertainty, evaluating different products, or breaking away
from groupthink [4–7]. The field of scenario planning has articulated many approaches to
craft such scenarios [8], often with the objective of producing a small number (typically
3–8) of plausible and alternative scenarios that cover different futures [9]. The quality of
these scenarios is assessed through various criteria, such as plausibility [10], creativity [11],
transparency [12], sufficient differentiation [13], relevance [14], or consistency [15].

A recurrent challenge is that scenario planning is a time-consuming and demanding
process, for at least three reasons. First, the complexity of a system often calls for several
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subject-matter experts (SMEs), who are identified and involved via a trained facilitator
to shed light on driving forces and current trends. Comprehensively understanding a
system can thus be a significant endeavor, mobilizing numerous SMEs and necessitating
the availability of a trained facilitator [16,17]. Second, there may be disagreements among
SMEs on how some aspects of a system operate, or such mechanisms may simply by
unknown. Similarly, some existing trends in the system or the actions planned by other
stakeholders may not be known. There is thus a need to represent uncertainty. Third,
under many scenario-planning techniques, teams focus on the ‘big picture’ to assess the
futures of entire markets, industries, or even societies. While this is useful for high-level
strategical thinking, it does not address the needs of teams who need more granular
information to make tactical decisions related to specific products.

Given these challenges, there has been particular interest in automating some or all
of the process of scenario planning, resulting in Foresight Support Systems [18,19]. Text col-
lections have been an essential data source for such systems [20], as an indirect way to
obtain vast amounts of domain expertise. This reflects a broader trend in future studies,
which leverages unstructured data from websites, news posts, or academic journals [21–24].
These text collections have primarily been analyzed through web scrapping and topic
modeling; recent examples include [25–28]. However, none of these studies fully automated
the end-to-end process of scenario generation. For instance, [26] manually map the system,
and [27,28] manually perform desk research and verification. Even works leveraging ad-
vances in natural language processing (NLP), such as BERT, contain a manual step of risk
identification [29]. In this paper, we posit that there is a potential to go further in leveraging
the information connected through massive text collection by using NLP to extract models
of the system and craft scenarios.

In this paper, we improve the automatization of scenario generation by combining
natural language processing and Fuzzy Cognitive Maps (FCMs). Our proposed tool is
named SAAM, for Scenario Acceleration through Automated Modelling, and is available
open source [30]. By emphasizing a fully automatic approach, we seek to drastically reduce
the barriers to scenario development for teams who do not have the time or capacity to
engage with subject-matter experts and trained facilitators.

To demonstrate the efficiency of our tool, we then apply it to a case study regarding
electric vehicles (EVs). EVs were chosen as a guiding example for our technique as there
is a demonstrated need and interest in scenario generation [31–33]. In particular, the sce-
narios covered by our case study include key themes about EVs, such as adoption [34–36],
regulation and policy incentives [37–39], and technological enablers [40,41].

The remainder of this paper is structured as follows: To ensure that the manuscript is
self-contained and usable both for computational scientists and sustainability specialists,
our Background section provides the foundations for NLP and FCMs. Our Methods section
builds on these foundations to introduce our proposed tool, SAAM. To demonstrate the
efficiency of our tool, we then apply it to a case study regarding electric vehicles. Our results
are compared with those obtained on the same corpus in a previous study performed
by another group, showing that our model performs either similarly (with less manual
involvement) or reveals important gaps. Our Discussion section contextualizes the potential
of SAAM and outlines its limitations as well as opportunities for future improvements.

2. Background
2.1. Fuzzy Cognitive Maps

As evoked in the introduction, a scenario exists within the context of a clearly defined
system. In other words, we need to model this system. Suitable modeling approaches
fall into two broad categories. Conceptual models (e.g., causal maps, causal loop diagrams,
mind maps) provide a structure to the system by identifying relevant factors and their
interconnections [42–44]. Conceptual models have several benefits, such as identifying
key factors in a system (e.g., via centrality), revealing themes (e.g., via community detec-
tion), or comparing perspectives (e.g., via Graph Edit Distance) [44–46]. However, these
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models offer limited support for scenario planning. For example, we can ask what will
be impacted in a scenario, and we will follow links in the model to provide a list (e.g.,
via a Breadth-First Search). However, there is no quantification; hence, we cannot say
whether some elements will be impacted more or less. In other words, the inability of
a conceptual model to provide a quantitative estimate limits the decision-support tasks
for which they are suitable. The second category of quantitative (aggregate) models offers
these capabilities, but building them requires significantly more work [47]. Quantitative
models are simulation models, which means that they can provide numerical answers by
updating values based on certain rules. A well-known quantitative approach is System
Dynamics [48], where the model runs differential equations to update concepts based on
rates over time; this approach can provide highly accurate point-estimates, but requires
significant quantitative data. Fuzzy Cognitive Maps (FCMs) do not include the notion of
time; hence, they are simpler to build (e.g., entirely from qualitative data) at the expense of
lower accuracy (i.e., cannot know exactly when an effect will be obtained) [49]. FCMs have
been used in over 20,000 studies [50], including many works on scenario planning, as they
provide quantitative system models that suffice to represent the driving forces that shape
the future (e.g., technology, economy, social trends) and their interdependencies. Recent
examples in sustainability include modeling the wind energy sector [51,52], social sustain-
ability [53,54], planning viewed by rural communities [55] or urbanites [56], or managing
waste flows [57]. Throughout these examples, the FCM is used for simulations by varying
the input values to produce multiple scenarios; since the scenarios are all based on the
same model, they are guaranteed to be internally consistent.

Mathematically, an FCM has two parts: a causal structure (similar to a conceptual
model) and an inference engine (to run simulations). The causal structure is represented as a
directed, weighted, labeled graph G = (V, E), where V is the set of labeled nodes and E is
the set of directed edges. Both nodes and edges have a weight. The weight of each node
changes over each simulation step t to denote the extent to which a concept is present (1)
or absent (1); it is denoted by vt

i ∈ [0, 1]. The weight of each edge is held constant as it is
considered a property of the system (e.g., if there are many anglers, then there are much
less fish), whereas nodes correspond to a case (How many fish are there at a given point?).
Edges are represented with an adjacency matrix, where Wi,j ∈ [−1, 1] indicates the weight
from node i to j. The weight is 0 if there is no relationship, positive if an increase in i causes
an increase in j, and negative if an increase in i causes a decrease in j. The inference engine
operates by synchronously updating all the nodes’ values per Equation (1):

vt+1
i = f

(
vt

i + ∑
j∈V,j 6=i

Wj,i × vt
j

)
(1)

Intuitively, this update means that the next value of a node accounts for its current
value (i.e., there is memory for one step), as well as the values of all incident nodes and the
corresponding causal strengths. The function f serves to keep the output in the desired
range [0, 1]. The update is performed until a stopping condition is met. The desired stopping
condition is that a set of key nodes O (considered as outputs of the system) change by
less than a user-defined value ε between two consecutive iterations. It is possible that this
desired situation is not reached, due to oscillations or chaotic attractors. To ensure that the
algorithm stops in any case, a secondary condition is a hard cap on the maximum number
of iterations τ. Consequently, the updates stop if and only if Equation (2) holds true [58]:

∀o ∈ O,
∣∣∣vt

o − vt−1
o

∣∣∣ ≤ ε or t ≥ τ (2)

As the mathematics of FCMs have been abundantly covered elsewhere, we refer the
reader to seminal reviews for further details [59,60]. In this paper, our interest is on (i)
generating FCMs from text, and (ii) using them to craft scenarios. With regard to (i), we
note that several works have extracted causal maps from text [26,61–63]; hence, they could
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generate the causal structure, but did not produce a complete FCM. Some works have
focused on creating FCMs from summaries or large collection of documents [64,65], but they
needed manual interventions (e.g., manual labeling, expert verification); hence, the process
was only semi-automatic. The objective of (ii) building scenarios with FCMs is pursued by
many studies [66–68], with several examining the role of FCMs as a communication tool to
engage stakeholders in scenario generation [69,70].

2.2. Natural Language Processing

The major companies that own big data (e.g., Microsoft, Google, Amazon) have heavily
invested in model creation and made several of the resulting models available to researchers
and practitioners through their web services. For example, Google provides pre-trained
models for natural language processing via its Natural Language AI. Pre-trained models in
NLP often leverage deep neural networks, resulting in highly used models such as BERT
or GPT [71,72]. BERT is of particular interest here, as it has previously been used to extract
causal models from text [29]. We recently described BERT as follows [73]:

“BERT is a pre-trained deep bidirectional transformer, whose architecture consists of
multiple encoders, each composed of two types of layers (multi-head self-attention layers,
feed forward layers). To appreciate the number of parameters, consider that the text first
goes through an embedding process (two to three dozen million parameters depending
on the model), followed by transformers (each of which adds 7 or 12.5 million parameters
depending on the model), ending with a pooling layer (0.5 or 1 million more parameters
depending on the model). All of these parameters are trainable.”

Intuitively, BERT models are trained by first creating a base model on a large un-
structured dataset that can make predictions such as what word might appear next in a
sentence. Secondly, the previous learnings are transferred, and models are fine-tuned on
specific datasets that allow such functionality as answering questions based on the text in
the dataset. To achieve this, BERT uses multiple layers of encoding so it can predict context
and “understand” the difference between semantically similar terms such as “apple pie” or
“apple tree” by encoding (1) the words, (2) the sentences, and (3) the positions of the words
in the text. This combination of tokens is then fed into a neural network that creates the
base model, which can be fine-tuned on specific text for NLP tasks. For a more detailed
description of BERT, we refer the reader its highly cited source [74].

The core idea of repurposing BERT to extract a causal model is to build a question-
answering (Q&A) system [75] in which we ask the question of what ‘causes’ or ‘results’
from a given factor, and then repeat the process on these causes and consequences to
gradually build a model. In other words, a Q&A system can determine connections and
causality between concepts in the model. By asking the system, “why do people buy more
electric cars?” a human user identifies a concept of interest through the question—in this
case, “electric cars”. Q&A systems provide the answer by treating a pre-selected text corpus
as the context. In this example, the corpus would focus on the electric car industry.

To briefly illustrate this notion within the context of sustainability, consider the fol-
lowing example of the fashion supply chain and the guiding question, “What causes
pollution?” By applying a Q&A BERT-based model from the Hugging Face project [76] on
online books about the fashion supply chain, we obtain a sample output such as in Table 1.
Items in the ‘answer’ columns are concepts, the ‘confidence’ is the degree of certainty with
which the algorithm identified the answer, and the ‘context’ provides an excerpt from the
most relevant document containing the answer. In this example, “fast fashion brands” is
returned with high confidence because it is directly referenced in the text as a cause of
pollution, whereas very low confidence was returned for the other concepts because they
are mentioned together but do not answer the question based on the text provided. The
more text that associates fast fashion brands with pollution, the higher the confidence value
would be. The context can also help to identify more relevant concepts, which can be used
for further questions [77]. For instance, ‘sustainable development’ is mentioned as part
of the answer ‘global climate change’, and it could lead to another line of questioning by
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asking the Q&A system, “What types of sustainable development are happening in the
fashion industry?”.

Table 1. Sample output from an NLP Q&A system when asked, “What causes pollution to increase?”.

Answer Confidence Context

Fast fashion brands 0.489
on the other hand, fast fashion brands such as h & m, Zara, Topshop, have been
blamed for creating poor labor welfare, severe environmental pollution as well
as a massive amount of clothing disposal at the end of the product life cycle.

Global climate change 0.00713
introduction due to the aggravation of environmental pollution and global

climate change, sustainable development has attracted more and
more attention.

Overconsumption of energy 0.00669 by doing so, these companies alleviate conflicts of interest among participants
and reduce pollution and overconsumption of energy.

3. Design of the Proposed SAAM tool
Overview

Our work seeks to automate the process of scenario generation. However, the analysts
still need to be involved in defining the question and pointing to acceptable data sources.
From that point onward, the automatic process can run. Overall, our proposed SAAM tool is
composed of three stages: setup (which is manual), model building (which is automatized),
and model use by humans (Figure 1); each of these stages is explained in a dedicated
subsection below. Several parameters are involved in these stages, as summarized in
Table 2. In short, the automation collects the data, runs the Q&A algorithms to find traceable
answers from the text corpus, and builds the initial model as a Fuzzy Cognitive Map. People
can inspect the answers, define filters, and potentially ask more questions to build out the
model further. Once the model is fully built, people use it to run their scenarios. This process
promotes an interplay of human interaction and Artificial Intelligence, hence following the
human-in-the-loop approach that is increasingly promoted in machine learning to create
more explainable models [78,79].
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Phase 1: Setup by defining questions and identifying relevant data sources.
Depending on the application domain, the modeling team starts by determining the

questions to ask. This does not depend on their computational knowledge. It may depend
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on the stakeholders and commissioners, as is the case for any modeling endeavor [80]. For
instance, if the modeling team seeks to better understand the future of self-driving vehicles,
then they may ask questions that contain key terms such as “self-driving”, “vehicles”,
or “self-driving cars”. That is, they are responsible for identifying a set of seed concepts
(or “nodes” of an FCM) belonging to the domain. If the modeling team is unsure about
keywords that characterize a domain, they can also use NLP on relevant documents to
extract candidate keywords, for instance, by removing stop-words and then extracting
keywords with high frequency using libraries such as RAKE or Gensim. The keywords
need to be structured into a question that can be passed onto a Q&A system. Two main
options are as follows: If the team seeks a model to perform cause-and-effect analyses, then
they may start with questions such as “what causes [phenomenon] to increase” and its
complementary “what causes [phenomenon] to decrease”; this is similar to a facilitated
modeling process investigating risks and protective factors [43]. Alternatively, if the team
seeks a model that explores drivers for a specific technology, then they define questions
based on the Political, Economic, Social, Technical, Environmental, and Legal (PESTEL)
aspects of the technology. The PESTEL framework has been commonly used in scenario
planning [81,82] and will be exemplified in our case study.

The modeling team also identifies appropriate data sources. These may include
journal articles, newspaper articles, or websites that provide detailed information for the
target domain.

Phase 2: Model building through the Q&A System and filtering.
The modeling team is responsible for specifying the number of iterations through

which the system should build a model (i.e., ‘question depth’). For example, after finding
that A causes B, the model could be expanded to know what causes B, leading to another
round of questions on increasing and decreasing causes of B; this would constitute a
question depth of 1 (Figure 2). A modeler may choose a higher question depth if they only
have a single question to start with, or if the corpus used is very large. After a certain
number of iterations, answers typically start to decrease in confidence because they reach
the knowledge limits of the corpus.
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Figure 2. The ‘question depth’ is a key parameter governing model complexity.

Given (i) the corpus and (ii) the set of questions originating from phase 1, as well
as (iii) the question depth, we use an NLP Q&A system to repeatedly find connections
between concepts. Our work specifically uses the Hugging Face Q&A pipelines, but
implementations can also be achieved via other open-source solutions such as Sentence
Transformers [83]. When a factor X is identified as increasing Y, then we create an edge
from X to Y with the value 1; conversely, if X decreases Y, then the edge has the value −1.
Tracking the polarity of the relationship is important to later create the FCM.

Similar to the example in Table 1, the Q&A system responds to each question by
providing the answer, together with a confidence level between 0 and 1, indicating the
probability that the model got the correct answer, and token markers indicating where in
the document the answer was found. For example, if a document contains the sentence
“Pollution is a direct cause of a lower standard of living,” and the Q&A algorithm asks the
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question, “what causes lower standards of living?”, the model will return “pollution” as
the answer, a high probability such as 0.89, and the beginning position in the document
to where the answer was found. From these values, the answer and confidence score are
directly relevant to assisting the modeler, and the token marker can be used to find the
sentence and the document the answer was found in to give people using SAAM the full
context of the answer. In this example, it is as if the model is saying “I am pretty sure
that pollution is the answer because of this excerpt from the text you showed me”. If
responses were unfiltered, three problems could occur. First, answers with low confidence
could be included, resulting in noise in the model. Second, words that look different but
actually have the same meaning would be kept separately, hence resulting in a seemingly
comprehensive but actually redundant model. Third, the name of a concept is usually a
noun, but answers may consist of other types of words such as adjectives, which would be
harder to interpret as labels in a causal model (e.g., the noun ‘height’ would be preferable to
the adjective ‘tall’).

We handle these three situations through three filters, whose values can be set by the
user. First, to avoid noise, the modeler may only keep connections that were returned with
a high degree of confidence, thus filtering out results whose confidence is below a user-
defined confidence threshold. The threshold depends on the Q&A model used and the corpus;
hence, it should only be determined by the modeler after reviewing the initial results.
Second, to avoid redundancy, the user provides a semantic similarity threshold between
concepts such that answers above this value are deemed similar and merged. The semantic
distance can be defined using Levenshtein or cosine distances. Our implementation uses
the Levenshtein distance provided by the fuzzywuzzy library in Python [84], where a
threshold of 100 is an exact match, and the closer to 0, the larger the distance between
words. Finally, Part Of Speech (POS) tagging gives us the type for each word, and the
user can filter out POS that do not belong to a causal model. We use the spaCy library [85]
for this purpose. The default filter removes adjectives, punctuation, particles, symbols,
and interjections.

Table 2. Parameters and inputs to our proposed SAAM system. Additional libraries were used for the
system as a whole: Azure Machine Learning for data hosting and computing, and Machine Learning
Pipelines for coordination of tasks.

Parameter/Input Values Purpose Libraries Involved

Seed questions String
The modeling team must

define the problem of interest,
which anchors the model.

N/A

Text collection Resource set

Natural language processing
is performed over a text

corpus. It can be provided
directly (e.g., as files or URLs)
or retrieved from databases

with search keywords.

Power Automate Desktop (to
automate data collection)

Confidence threshold [0, 1]

Filter results based on the
confidence returned by the

Q&A algorithm. The
threshold range will vary

based on the context; thus, the
cut-off is up to the modeler.

Hugging Face Q&A
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Table 2. Cont.

Parameter/Input Values Purpose Libraries Involved

Semantic similarity threshold [0, 100]
(100 indicates perfect match)

Combine concepts that are
semantically similar. This can

use Levenshtein or cosine
distance. A lower value will

group many concepts, a
higher value may create a

model with different concepts
but similar meanings.

fuzzywuzzy

POS Filtering Array of POS tags
(universal POS tags [86])

Parts of speech may be
returned as answers, but
would not make intuitive

sense as concepts. In addition,
aggregate models often

limited to only using nouns
as concepts.

spaCy

Phase 3: Using the model.
Phase 2 produces a model in the form of a Fuzzy Cognitive Map. As explained in our

background, scenarios can be built using this FCM, based on situations that are currently
considered by stakeholders. This is illustrated in the next section through our application
of SAAM to electric vehicles.

4. Methods: Applying SAAM to Study Electric Vehicles
4.1. Overview

Our case study demonstrates the ability of our proposed SAAM system to extract
concepts and causal links from a text, structure them into an FCM model, and use the model
to run simulations on alternative future scenarios that are plausible, decision-relevant, and
cover the range of uncertainty. For a fair comparison of the results obtained by SAAM,
our case study follows the published work of another research team, such that we have
matching objectives (study of electric vehicles), but different techniques. Specifically, the
prior work used the PESTEL framework, followed by Latent Semantic Analysis (LSA) and
Fuzzy Association Rule Mining to build a model semi-automatically [87]. The differences
between their work and our approach are visually summarized in Figure 3. Most impor-
tantly, concept mapping was a manual endeavor in the previous study, while our work
seeks to automatize this task as part of model building. Consequently, our comparison
of SAAM’s output with the previous study seeks to determine whether a more automatic
approach can yield a similar model. Our workflow is summarized in Figure 4 and detailed
in the following subsections.

4.2. System Setup: Data Sources, Seed Questions, Parameters

The authors of the comparison study did not publish the data they used. Consequently,
we reconstructed the datasets from their description. Specifically, they scraped five websites:
Siemens [88], MIT Technology Review [89], Kurzweil Accelerating Intelligence [90], World
Future Society [91], and FutureTimeLine [92]. These sites were used by the authors of the
prior work because they all provided articles that were future-oriented, hence, already
containing an analysis of trends and expert insight on potential futures. Note that the prior
work was published in 2016; hence, it would not be a fair comparison if we built a model
based on the data available up to today (2022). In addition, some of the websites have
ceased to exist, hence content may not only have expanded but also have been deleted.
Consequently, we used the web archive Wayback Machine to re-create a dataset that most
closely resembles the content available to authors of the prior work [91]. Specifically, we
(i) only scraped articles discussing electric vehicles or alternative energy, as this filter was
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noted by the authors of the prior work; and (ii) we used the Wayback Machine to scrape
data that would have been available as of March 2016.
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Since the prior work used the PESTEL framework for its guiding questions, we also
started by creating a set of questions about electric vehicles for each aspect of PESTEL.
For example, under the environmental category, we asked, “What are benefits to the
environment” and its complementary “What hurts the environment?” The full list of seed
questions for our Q&A system is provided in Table 3. Parameter values for SAAM are
listed in Figure 4.
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Table 3. Seed questions based on PESTEL for our comparative study on electric vehicles.

Question Subject Weight PESTEL Category

What technology is needed for electric
vehicles?

EV adoption

1 Technology

Why use an electrified vehicle? 1
Open

What are impediments? −1

What are political factors? 1 Political

What are the benefits to the environment? 1
Environmental

What hurts the environment? Environment −1

What are social benefits?

EV adoption

1

SocialWhat are social problems? −1

What social aspects affect electric vehicles? 1

What are the economic benefits?

Economy

1

EconomicWhat are economic problems? −1

What are economic drivers? −1

What are legal problems?

EV adoption

−1

LegalWhat are legal drivers? 1

What are legal benefits? 1

4.3. Comparison: Model Content and Simulated Scenarios

Models can be compared on the basis of their structure (e.g., which variables do they
include? How are they connected?) and outputs (e.g., given the same input, which results
do they produce?).

To compare the structure of the models, we examined the terms that they contained.
To guide the comparison, we grouped the content of the SAAM model using the same
categories as in the prior work. We stress that our objective is not to find models with the same
structure. Rather, the structural comparison can tell us whether the models include similar
categories, or aspects where one model was more comprehensive than the other. In contrast,
we do expect more similarities when comparing the output of the models. For each scenario, we
ran the SAAM model by creating inputs corresponding to the ones used in the original study,
and then we compared the outputs of the two models. The original study had four high-
level scenarios: (1) application of EV to tourism, (2) failure to develop battery technology,
(3) failure of EV adoption in general, and (4) relaxation of government regulation. Changes
were necessary in our comparative study, for two reasons. First, the prior work grouped
the terms “economy”, “consumer”, “customer”, “growth”, and “tourism” in the tourism
category by assuming that tourism is driven by consumers and is directly related to the
economy. To avoid this narrow assumption, we broadened the scenario to study economic
factors. Second, scenarios (1) and (3) are actually linked because (1) studies the effects of
widespread EV adoption, whereas (3) examines the failure of widespread EV adoption.
If we performed two scenarios on the same aspect, then that specific aspect of the model
would artificially be counted twice. Consequently, we ran simulations on three scenarios:
(i) economic factors affecting EV adoption, whether the economy is good or bad; (ii) what
happens if battery technology does not develop; and (iii) what happens if the government
decides to not help the EV industry at all by removing any incentives for EV and stopping
any regulation efforts to increase adoption.

215



Sustainability 2022, 14, 7938

5. Results
5.1. Structural Comparison: Content of the Models

After filtering, the model produced by SAAM resulted in 52 unique concepts with
110 connections, as compared to the 15 concepts and 44 connections from the original study.
The terms identified are shown in Box 1. As described in the previous section, we start
our comparison by applying the categories from prior work to group the terms found by
SAAM. The comparison is shown in Table 4. SAAM identified some of the same terms that
were identified in the original study (green highlights), but also found concepts that were
not detected in the prior work. For example, SAAM identified aspects such as consumer
confidence, infrastructure investments needed, and natural resources required to build
required batteries. This more comprehensive assessment can provide deeper insight into
the data and hence support the creation of more robust models. Asking specific questions
about social impacts led to answers such as ‘thinking globally and acting locally’, which
was not in the LSA method. On the other hand, a few of the topics identified only make
sense when knowing the context; for instance, ‘your gas guzzler’ refers to today’s cars that
run on gas, while ‘aboriginal training’ came from an Australian article about retraining
individuals from underserved communities to work in new jobs created by the electric
vehicles industry. Note neither the list of terms identified by SAAM nor those covered
in the original study claim to address every facet of electric vehicles; rather, they extract
information from a corpus focused on technology development. For example, emerging
aspects such as electric mobility education [93] were absent from the corpus; hence, they
are also absent in the list of terms.

5.2. Scenario Comparisons

Numerical results for each scenario are provided in the Table A1. Note that in the
deregulation scenario, results are only indicative since the system oscillates instead of
reaching stable values.

The original study showed that applying EV to tourism resulted in increased employ-
ment, a better economy, lower pollution levels, and improved energy efficiency. However,
none of the data had articles about tourism; hence, the SAAM model did not directly cover
tourism. After noting that the original study grouped tourism with economic benefits (see
Section 4), we broadened the scenario to the economy. Specifically, we set the constructs
‘employment’, ‘business development’, ‘current unit sales’, ‘economic activity’, ‘economic
and safety benefits’, and ‘wealth’ to high in one case (good economy) and to low in the
other (poor economy). The SAAM model output a different result than the original study,
noting that in a good economy ‘no exhaust emissions’ are adopted, but ‘greenhouse gas
emissions’ increase and negatively affect ‘the air’. In addition, we got richer results with
SAAM, through some of the concepts that were not identified in the prior work; for instance,
‘think globally act locally’ decreases in a good economy, ‘public investment’ increases, and
‘lack of infrastructure’ decreases (meaning that the infrastructure will start to improve).
In a good economy, ‘EV adoption’ decreases and ‘your gas guzzler’ (representing existing
gas-powered vehicles) increases. In a bad economy, the inverse happens. Although this may
seem counterintuitive at first, the transparency of the SAAM model lets us realize that,
while several variables (technology, consumer confidence, battery technology) are high, the
focus on sustainability decreases and volatility in gas prices decreases, which ultimately
hurts the adoption of EVs. In short, this scenario implies that in a good economy, several
technological aspects improve (EV infrastructure, battery technology, energy efficiency),
but there is no strong drive for consumers to adopt EV technology.
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Table 4. Comparison of concepts found by our SAAM system with the prior work’s use of LSA.
Categories are taken from the prior work to facilitate the alignment of the two models. Simple
matches are shown in green, while noting that additional terms are equivalent within this context.

Category SAAM Concepts LSA Concepts

Air pollution
greenhouse gas emissions, no exhaust

emissions, the air, your gas guzzler,
energy pollution

Temperature, environment, pollution,
atmosphere, carbon dioxide emission,

greenhouse gas, CO2, eco

Alternative energy technology clean renewable energy sources,
polarization systems

Renewable energy, diesel, biofuel, biomass,
geothermal, petroleum, gasoline, hybrid,

photovoltaic, solar energy

Battery technology batteries, power and mileage limits,
recharge speed

Lithium battery, ion battery, acid battery,
storage, battery life, lightweight, BMS,

lithium ion battery

Charging technology a comprehensive charge station network,
generic supercharging stations

Wireless power, charger, recharge, power
transmission, charger

Costs reduction EVs cost, the falling price of
batteries, incentives

Cost reduction, incentive, support,
maintenance cost

Economic revenue business development, current unit sales,
wealth, economic activity

Economy, growth, sales, investment,
revenue, GDP, trade, import, export

Energy efficiency energy efficiency
Energy efficiency, energy consumption,

efficiency improvement, energy
density, mileage

Government regulation
carbon pricing, cities conservation,

governments, incentives, public
investment, regulation

Regulation, incentive, policy, government,
limitation, standard, tax reduction, policy

Industry-university collaboration scholarships, aboriginal training Company, startup, university, laboratory,
investment, partnership, entrepreneur, grid

Job creation employment Job, worker, manufacturing, services,
employment

Motor technology electric motor Engine, inverter, magnet, DC, AC, torque,
capacity, motor

Usability information technology Automation, sensor, network connection,
software, comfort, assistant, internet

Public transportation Self-driving vehicles Transportation, electric bus,
driver, passenger

Safety economic and safety benefits,
self-driving vehicles

Safety, driverless, collision, vibration,
pressure, security, stability, obstacle

warning, monitoring

Other

thinking globally and acting locally, a
completely carbon neutral transportation
option, biomimicry, confidence, durability,

environmentally conscious citizens

Application to tourism Consumer, customer, tourism,
growth, economy
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Box 1. List of terms identified by SAAM.

‘EV’, ‘a completely carbon neutral transportation option’, ‘a comprehensive charge station network’,
‘aboriginal training’, ‘artificial intelligence’, ‘batteries’, ‘biomimicry’, ‘business development’, ‘car-
bon pricing’, ‘cities conservation’, ‘clean renewable energy sources’, ‘confidence’, ‘current unit sales’,
‘durability’, ‘economic activity’, ‘economic and safety benefits’, ‘electric motor’, ‘employment’,
‘energy efficiency’, ‘energy pollution’, ‘environmentally conscious citizens’, ‘evs cost’, ‘fear’, ‘gaps’,
‘generic super charging stations’, ‘governments’, ‘greenhouse gas emissions’, ‘harmony’, ‘incentives’,
‘information technology’, ‘infrastructure’, ‘lack of hydrogen infrastructure’, ‘liability’, ‘no exhaust
emissions’, ‘oil and gas volatility’, ‘polarisation systems’, ‘potential roadblocks’, ‘power and mileage
limits’, ‘public investment’, ‘rare earth metals’, ‘recharge speed’, ‘regulation’, ‘remote communities’,
‘save lives’, ‘scholarships’, ‘self-driving vehicles’, ‘significant technology improvements’, ‘sustain-
ability’, ‘the air’, ‘the falling price of batteries’, ‘the power and mileage limits’, ‘thinking globally
and acting locally’, ‘traffic congestion’, ‘transform mobility’, ‘wealth’, ‘your gas guzzler’

In the scenario where battery technology fails to develop, the original study con-
cluded that there will be less job creation, less tourism, a poor economy, and an increase in
pollution. To investigate this scenario, we set the corresponding variables in our model to
low: ‘batteries’, ‘lithium-air batteries’, ‘lithium-ion’, ‘lithium-ion batteries’, ‘recharge speed’,
‘power and mileage limits’, and ‘energy efficiency’. SAAM also found that ‘employment’
decreased, and terms associated with the economy (‘economic activity’, ’business develop-
ment’, ‘current unit sales’, ‘wealth’) all ended on low values. However, as in the previous
scenario, SAAM had an inverse relationship between the economy and the environment;
hence, it forecasted a decrease in ‘greenhouse gas emissions’ with an accompanying in-
crease in the quality of ‘the air’. In this scenario, EV adoption starts to improve even though
the cost of EVs (‘EVs cost’) is driven up. Although battery technology fails to improve,
an increased desire for sustainable solutions (‘sustainability’) and growing investment from
the government (‘public investment’) help to offset the high cost of EVs.

Finally, in the scenario of relaxing government regulations, the prior work concluded
a reduction in costs, an increase in safety, and an increase in energy efficiency. We simulated
this scenario by setting all relevant concepts to low (‘regulation’, ‘incentive’, ‘policy’,
‘government’, ‘limitation’, ‘standard’, ‘tax reduction’). Our simulation produced a limit
cycle rather than a stable state. This indicates that if the government does nothing, then
consumers would oscillate between EV adoption and rejection as the environment shifts
from one preference to another based on competing factors. This sensitivity of our model
to regulation suggests that it is a key concept in the adoption of EVs; hence, it deserves
particular consideration when examining future strategies.

6. Discussion
6.1. Findings and Implications

Examining future scenarios is necessary to support decision-making activities [4–7].
These scenarios are created by teams and run on quantitative causal models, which forecast
potential effects based on the evidence base. Creating a model is thus the cornerstone
of scenario generation, yet it has long been a labor-intensive task [8,9]. Several works
have brought automation to this process [18,19], in particular by deriving models from
an evidence base consisting of a text corpus [25–28]. The recent work of Feblowitz and
colleagues at IBM [29] is the closest to our approach in numerous regards: starting from a
set seed of concepts (or ‘risk forces’), it automatically fetches documents (multiple times
daily via the Watson Discovery service) and uses a Q&A system powered by Hugging
Face’s Transformers to extract a model, noting when concepts can be deemed equivalent.
A key limitation in previous works is that several steps continue to be performed by
humans, as is the case in [29] where (meta)data on causal relationships is obtained via a
crowd-sourced questionnaire, whereas we use the weights from the Fuzzy Cognitive Maps.
In this paper, we proposed a step further in automation by only asking the modeling team
to provide the initial guiding questions and the evidence base, and then creating a model.
We demonstrated that the model could be used to investigate scenarios, by focusing on a
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case study in electric vehicles (EVs). EVs were chosen as a guiding example since (i) they
have been the subject of several studies involving carefully crafted scenarios [31,94], and
(ii) a previous study [87] with partial automation offered a direct comparison point with
the model produced by our approach.

There are two key differences between our proposed approach (SAAM) and the prior
study, which used less automation and involved Latent Semantic Analysis (LSA). First,
LSA is used to find topics in a text collection and group terms together. Our system is
not designed to perform such grouping, as we instead focus on finding terms by asking
direct questions. The models are thus structured differently, with more granular content
in SAAM offering a larger number of factors. However, it is possible that some of the
content becomes too granular and needs to be interpreted given the context (e.g., ‘the air’).
Second, our proposed method and the previous one both have parameters that should be
tuned by users. However, the methods are different; hence, the parameters offer control
on different aspects. In SAAM, the modeling team can control filters, for instance, to force
a simplification of the model by (i) combining semantically similar concepts and/or (ii)
only accepting concepts where the system has high certainty. In contrast, the LSA method
requires people to set a topic cluster size and manually name each final topic. Although
our machine learning algorithm requires some human intervention to set parameters, we
note that involving humans to train algorithms has been shown to facilitate co-learning
between people and computers [95], and give analysts a better overall understanding of the
model [96]. The potential benefits of a human-in-the-loop approach are noteworthy since
our work is based on BERT, which is part of the set of artificial neural networks that have
historically been characterized as ‘lacking interpretability’ and hence faced drawbacks in
terms of trustworthiness by human decision makers [97].

Scenarios are supposed to help us step back and see the bigger picture, think outside
the box, and consider alternatives that might not be obvious. Our results have shown that
SAAM was able to generate alternative future scenarios that met this objective. We also
demonstrated that the scenarios created via SAAM often agree with those created in the
prior study, or propose a plausible line of reasoning when results differ. We emphasize
that the application to electric vehicles provided a thorough evaluation of SAAM, but
our tool is not limited to this specific application as it constitutes a reusable approach to
generate scenarios. SAAM could thus be applied to similar issues in sustainability, such
as autonomous vehicles [98], which have already been the subject of scenario generation
studies using Fuzzy Cognitive Maps [99]. Our tool can more broadly benefit areas that
frequently engage in the development of data-informed scenarios [100,101].

6.2. Limitations and Opportunities for Future Studies

One limitation of our comparison was the inability to use the same data as the original
study, since it did not publish it. We re-created a dataset based on the sources and selection
criteria mentioned, and ensured that it reflected what was available to the authors at the
time. However, we did not detect any application to tourism in the evidence base; hence,
this aspect was missing from the model and ultimately the scenario based on tourism was
broadened to the economy.

The inspiring work by Feblowitz and colleagues suggests several improvements [29].
In particular, they were able to automatically generate trajectories from their model, using
a planner and a clustering algorithm. To the best of our knowledge, planners able to
generate a set of high-quality solutions (i.e., top-k planners) have not been applied to Fuzzy
Cognitive Maps; hence, such algorithms would have to first be developed before we can
produce trajectories.

The ability to transparently examine how the model reached a certain conclusion
also holds particular promise for future studies. Indeed, the socio-environmental systems
examined in sustainability studies are often complex, and models are at risk of becoming
a ‘black box’ by being almost as complex. Maeda and colleagues stressed that “as the
increasing complexity of models starts to influence policy making, it is important for scien-
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tists to create new approaches to communicate their underlying assumptions, reasoning,
data and methods to stakeholders” [102]. Future work can thus contribute further to this
communication component, for instance, by leveraging the Q&A system not only to build
the model but also to ask how conclusions were reached.

7. Conclusions

Generating scenarios is essential for decision-making activities, but it involves a labor-
intensive step of model building. We proposed a system (SAAM) that goes beyond previous
automation initiatives, and we demonstrated that the system can result in well-formed
scenarios by contrast to a previous study on electric vehicles. As the first manuscript
detailing and applying SAAM, there are several opportunities for future work in improving
components of the system or applying it for other fields of sustainability that heavily
depend on scenario generations.
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Appendix A

Table A1. Each scenario is designed by setting the values of relevant factors in the model. For each
scenario, we note the effect on other variables, as well as on the key construct of adopting electric
vehicles (bottom row).

Categories Concepts Bad Economy Good Economy Battery Fail Deregulation

air pollution greenhouse
gas emissions −0.952398323 0.952398323 −0.957583063 −0.959324401

air pollution no exhaust emissions −0.952398323 0.952398323 −0.957583063 −0.959324401

air pollution the air 0.957140415 −0.957140415 0.937957076 0.957801403

air pollution your gas guzzler −0.952398323 0.952398323 −0.957583063 −0.959324401

alternative energy
technology

clean renewable
energy sources 0.156727117 −0.156727117 0 0.121182442

alternative energy
technology polarisation systems −0.952398323 0.952398323 −0.957583063 −0.959324401

battery technology batteries −0.691699732 0.691699732 −1 −0.646327877

battery technology power and
mileage limits 0.156727117 −0.156727117 −1 0.121182442

battery technology recharge speed 0.156727117 −0.156727117 −1 0.121182442
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Table A1. Cont.

Categories Concepts Bad Economy Good Economy Battery Fail Deregulation

other thinking globally and
acting locally 0.156727117 −0.156727117 0 0.121182442

charging
technology

a comprehensive charge
station network −0.952398323 0.952398323 −0.957583063 −0.959324401

charging
technology

generic super
charging stations −0.691699732 0.691699732 0 −0.646327877

costs reduction evs cost 0.957140415 −0.957140415 0.961179751 0.957801403

costs reduction the falling price
of batteries 0.957500995 −0.957500995 −0.929606356 0.932011183

economic activity economic activity −1 1 −0.985312975 0.990740486

economic revene business development −1 1 −0.957583063 −0.959324401

economic revene current unit sales −1 1 −0.957583063 −0.959324401

economic revene wealth −1 1 0 0.121182442

energy effeciency energy efficiency −0.952398323 0.952398323 −1 −0.959324401

energy pollution energy pollution 0.388947408 −0.388947408 0.796604556 −0.510951584

government
regulation carbon pricing 0.156727117 −0.156727117 0 0.121182442

government
regulation cities conservation 0.873254834 −0.873254834 −0.774093871 −1

government
regulation governments 0.156727117 −0.156727117 0 −1

government
regulation incentives −0.691699732 0.691699732 0 −1

government
regulation public investment −0.902626096 0.902626096 0.686233755 −1

government
regulation regulation −0.691699732 0.691699732 0 −1

industry-
university

collaboration
scholarships −0.952398323 0.952398323 −0.957583063 −0.959324401

job creation employment −1 1 −0.90171281 0.940099166

motor technology electric motor 0.972982612 −0.972982612 0.999909188 0.976648732

other
a completely

carbon neutral
transportation option

−0.952398323 0.952398323 −0.957583063 −0.959324401

industry-
university

collaboration
aboriginal training −0.952398323 0.952398323 −0.957583063 −0.959324401

usability artificial intelligence 0.156727117 −0.156727117 0 0.121182442

other biomimicry 0.156727117 −0.156727117 0 0.121182442

other confidence −0.952398323 0.952398323 −0.957583063 −0.959324401

other durability 0.156727117 −0.156727117 0 0.121182442

other environmentally
conscious citizens 0.156727117 −0.156727117 0 0.121182442
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Table A1. Cont.

Categories Concepts Bad Economy Good Economy Battery Fail Deregulation

usability information technology 0.156727117 −0.156727117 0 0.121182442

other infrastructure 0.96315824 −0.96315824 −0.774093871 0.995526376

other lack of hydrogen
infrastructure 0.924293982 −0.924293982 0 0.915954432

other liability 0.156727117 −0.156727117 0 0.121182442

other oil and gas volatility 0.156727117 −0.156727117 0 0.121182442

other potential roadblocks 0.957140415 −0.957140415 0.937957076 0.957801403

other rare earth metals 0.156727117 −0.156727117 0 0.121182442

other remote communities 0.156727117 −0.156727117 0 0.121182442

other significant technology
improvements −0.957479374 0.957479374 −0.060843278 −0.957345752

other sustainability 0.255551223 −0.255551223 0.817909946 0.497931899

other the power and
mileage limits 0.924293982 −0.924293982 0.961179751 0.915954432

other traffic congestion 0.156727117 −0.156727117 0 0.121182442

other transform mobility −0.952398323 0.952398323 −0.957583063 −0.959324401

public
transportation Self-driving vehicles −0.74299687 0.74299687 0.542424672 −0.816448312

safety economic and
safety benefits −1 1 −0.957583063 −0.959324401

EV adoption 0.901968281 −0.901968281 0.798453798 0.889187005

References
1. Firmansyah, H.S.; Supangkat, S.H.; Arman, A.A.; Giabbanelli, P.J. Identifying the components and interrelationships of smart

cities in Indonesia: Supporting policymaking via fuzzy cognitive systems. IEEE Access 2019, 7, 46136–46151. [CrossRef]
2. Bowman, G.; MacKay, R.B.; Masrani, S.; McKiernan, P. Storytelling and the scenario process: Understanding success and failure.

Technol. Forecast. Soc. Chang. 2013, 80, 735–748. [CrossRef]
3. Van Notten, P. Scenario Development: A Typology of Approaches. In Think Scenarios, Rethink Education; OECD: Paris, France, 2006.
4. Derbyshire, J.; Giovannetti, E. Understanding the failure to understand New Product Development failures: Mitigating the

uncertainty associated with innovating new products by combining scenario planning and forecasting. Technol. Forecast. Soc.
Chang. 2017, 125, 334–344. [CrossRef]

5. Collier, Z.A.; Hendrickson, D.; Polmateer, T.L.; Lambert, J.H. Scenario analysis and PERT/CPM applied to strategic investment at
an automated container port. ASCE-ASME J. Risk Uncertain. Eng. Syst. Part A Civ. Eng. 2018, 4, 04018026. [CrossRef]

6. Relich, M.; Bocewicz, G.; Rostek, K.; Banaszak, Z.A. A declarative approach to new product development project prototyping.
IEEE Intell. Syst. 2020, 36, 88–95. [CrossRef]

7. Açikgöz, A.; Latham, G.P.; Acikgoz, F. Mediation of scenario planning on the reflection-performance relationship in new product
development teams. J. Bus. Ind. Mark. 2020, 36, 256–268. [CrossRef]

8. Tiberius, V.; Siglow, C.; Sendra-García, J. Scenarios in business and management: The current stock and research opportunities.
J. Bus. Res. 2020, 121, 235–242. [CrossRef]

9. Lindgren, M.; Bandhold, H. (Eds.) Scenario Planning in Practice. In Scenario Planning: The Link between Future and Strategy;
Palgrave Macmillan: London, UK, 2009; pp. 49–117.

10. Spaniol, M.J.; Rowland, N.J. Defining scenario. Futures Foresight Sci. 2019, 1, e3. [CrossRef]
11. Alcamo, J.; Henrichs, T. Chapter two towards guidelines for environmental scenario analysis. Dev. Integr. Environ. Assess. 2008, 2,

13–35. [CrossRef]
12. Durance, P.; Godet, M. Scenario building: Uses and abuses. Technol. Forecast. Soc. Chang. 2010, 77, 1488–1492. [CrossRef]
13. Godet, M.; Roubelat, F.; Editors, G. Scenario Planning: An Open Future. Technol. Forecast. Soc. Chang. 2000, 65, 1–123. [CrossRef]
14. Van der Heijden, K. Scenarios: The Art of Strategic Conversation; John Wiley & Sons: Hoboken, NJ, USA, 2005.
15. Bradfield, R.; Derbyshire, J.; Wright, G. The critical role of history in scenario thinking: Augmenting causal analysis within the

intuitive logics scenario development methodology. Futures 2016, 77, 56–66. [CrossRef]

222



Sustainability 2022, 14, 7938

16. Giabbanelli, P.J.; Galgoczy, M.C.; Nguyen, D.M.; Foy, R.; Rice, K.L.; Nataraj, N.; Brown, M.M.; Harper, C.R. Mapping the
complexity of suicide by combining participatory modeling and network science. In Proceedings of the 2021 IEEE/ACM
International Conference on Advances in Social Networks Analysis and Mining, Online, 8–11 November 2021; pp. 339–342.

17. Hedelin, B.; Gray, S.; Woehlke, S.; BenDor, T.; Singer, A.; Jordan, R.; Zellner, M.; Giabbanelli, P.; Glynn, P.; Jenni, K.; et al. What’s
left before participatory modeling can fully support real-world environmental planning processes: A case study review. Environ.
Model. Softw. 2021, 143, 105073. [CrossRef]

18. Keller, J.; Markmann, C.; von der Gracht, H.A. Foresight support systems to facilitate regional innovations: A conceptualization
case for a German logistics cluster. Technol. Forecast. Soc. Chang. 2015, 97, 15–28. [CrossRef]

19. Von der Gracht, H.A.; Bañuls, V.A.; Turoff, M.; Skulimowski, A.M.; Gordon, T.J. Foresight support systems: The future role of ICT
for foresight. Technol. Forecast. Soc. Chang. 2015, 97, 1–6. [CrossRef]

20. Kayser, V.; Blind, K. Extending the knowledge base of foresight: The contribution of text mining. Technol. Forecast. Soc. Chang.
2017, 116, 208–215. [CrossRef]

21. Berg, S.; Wustmans, M.; Bröring, S. Identifying first signals of emerging dominance in a technological innovation system: A novel
approach based on patents. Technol. Forecast. Soc. Chang. 2019, 146, 706–722. [CrossRef]

22. Jeong, Y.; Park, I.; Yoon, B. Identifying emerging Research and Business Development (R&BD) areas based on topic modeling and
visualization with intellectual property right data. Technol. Forecast. Soc. Chang. 2019, 146, 655–672. [CrossRef]

23. Kose, T.; Sakata, I. Identifying technology convergence in the field of robotics research. Technol. Forecast. Soc. Chang. 2019, 146,
751–766. [CrossRef]

24. Robinson, D.K.; Lagnau, A.; Boon, W.P. Innovation pathways in additive manufacturing: Methods for tracing emerging and
branching paths from rapid prototyping to alternative applications. Technol. Forecast. Soc. Chang. 2019, 146, 733–750. [CrossRef]

25. Ulman, M.; Šimek, P.; Masner, J.; Kogut, P.; Löytty, T.; Crehan, P.; Charvát, K.; Oliva, A.; Bergheim, S.R.; Kalaš, M.; et al.
Towards Future Oriented Collaborative Policy Development for Rural Areas and People. AGRIS-Line Pap. Econ. Inform. 2020, 12,
111–124. [CrossRef]

26. Son, C.; Kim, J.; Kim, Y. Developing scenario-based technology roadmap in the big data era: An utilisation of fuzzy cognitive map
and text mining techniques. Technol. Anal. Strat. Manag. 2020, 32, 272–291. [CrossRef]

27. Kayser, V.; Shala, E. Scenario development using web mining for outlining technology futures. Technol. Forecast. Soc. Chang. 2020,
156, 120086. [CrossRef]

28. Gokhberg, L.; Kuzminov, I.; Khabirova, E.; Thurner, T. Advanced text-mining for trend analysis of Russia’s Extractive Industries.
Futures 2020, 115, 102476. [CrossRef]

29. Feblowitz, M.; Hassanzadeh, O.; Katz, M.; Sohrabi, S.; Srinivas, K.; Udrea, O. IBM Scenario Planning Advisor: A Neuro-Symbolic
ERM Solution. Proc. AAAI Conf. Artif. Intell. 2021, 35, 16032–16034. Available online: https://ojs.aaai.org/index.php/AAAI/
article/view/18003 (accessed on 6 February 2022).

30. Davis, C.D.W. Scenario Acceleration through Automated Modelling (SAAM). Available online: https://github.com/cwhd/
fuzzy-cognitive-horizon-scanning (accessed on 6 February 2022).

31. Blumberg, G.; Broll, R.; Weber, C. The impact of electric vehicles on the future European electricity system—A scenario analysis.
Energy Policy 2022, 161, 112751. [CrossRef]

32. Kafaei, M.; Sedighizadeh, D.; Sedighizadeh, M.; Fini, A.S. An IGDT/Scenario based stochastic model for an energy hub
considering hydrogen energy and electric vehicles: A case study of Qeshm Island, Iran. Int. J. Electr. Power Energy Syst. 2022,
135, 107477. [CrossRef]

33. Yu, Z.; Lu, F.; Zou, Y.; Yang, X. Quantifying energy flexibility of commuter plug-in electric vehicles within a residence–office cou-
pling virtual microgrid. Part II: Case study setup for scenario and sensitivity analysis. Energy Build. 2022, 254, 111552. [CrossRef]

34. Singh, V.; Singh, V.; Vaibhav, S. A review and simple meta-analysis of factors influencing adoption of electric vehicles. Transp. Res.
Part D Transp. Environ. 2020, 86, 102436. [CrossRef]

35. Song, R.; Potoglou, D. Are Existing Battery Electric Vehicles Adoption Studies Able to Inform Policy? A Review for Policymakers.
Sustainability 2020, 12, 6494. [CrossRef]

36. Asif, U.; Schmidt, K. Fuel Cell Electric Vehicles (FCEV): Policy Advances to Enhance Commercial Success. Sustainability 2021,
13, 5149. [CrossRef]
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Abstract: The sustainability of human existence is in dire danger and this threat applies to our
environment, societies, and economies. Smartization of cities and societies has the potential to unite
individuals and nations towards sustainability as it requires engaging with our environments, ana-
lyzing them, and making sustainable decisions regulated by triple bottom line (TBL). Poor healthcare
systems affect individuals, societies, the planet, and economies. This paper proposes a data-driven ar-
tificial intelligence (AI) based approach called Musawah to automatically discover healthcare services
that can be developed or co-created by various stakeholders using social media analysis. The case
study focuses on cancer disease in Saudi Arabia using Twitter data in the Arabic language. Specifi-
cally, we discover 17 services using machine learning from Twitter data using the Latent Dirichlet
Allocation algorithm (LDA) and group them into five macro-services, namely, Prevention, Treatment,
Psychological Support, Socioeconomic Sustainability, and Information Availability. Subsequently, we
show the possibility of finding additional services by employing a topical search over the dataset and
have discovered 42 additional services. We developed a software tool from scratch for this work that
implements a complete machine learning pipeline using a dataset containing over 1.35 million tweets
we curated during September–November 2021. Open service and value healthcare systems based
on freely available information can revolutionize healthcare in manners similar to the open-source
revolution by using information made available by the public, the government, third and fourth
sectors, or others, allowing new forms of preventions, cures, treatments, and support structures.

Keywords: machine learning; big data analytics; social media; Twitter; smart healthcare; cancer;
Arabic language; Latent Dirichlet Allocation (LDA); topic modeling; Natural Language Processing
(NLP); smart cities

1. Introduction

The sustainability of human existence—our existence—is in dire danger and this threat
applies to our environment, societies, and economies. The threats to the environment are
evident in the deteriorating planet’s conditions. The threats to our societies are apparent in
the deteriorating physical and psychological health of individuals and groups; increasing
frequency and magnitudes of conflicts, riots, and wars, the rise of materialism, and the
deteriorating love, harmony, and sincerity between people. The risks to our economies are
manifested in the changing foci from the net benefits that the wealth brings to society, to
mere numbers counting products, earnings, spending, sales, exports, and GDPs. Nation-
alisms, racisms, gender, and other wars are on the rise and seen as important in the name of
equality, freedom, and missions, and little thought is given that any group is comprised of
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individuals, and each individual is a fellow human who is juggling with many difficulties
like anyone else.

If done right, an umbrella term that has the potential to unite individuals towards
sustainability is smartization of cities, and societies that involve the transformation of our
traditional environments into smarter ones [1,2]. Smartness is defined by its core objective
of the triple bottom line (TBL)—i.e., social, environmental, and economic sustainability [3]
and can be achieved by engaging with our environments, analyzing them, and making
sustainable decisions regulated by triple bottom line [4,5]. Note that the terms quadruple
bottom line and quintuple bottom line have also been used in the literature with additional
emphasis on ethics, equity, and purpose (soul, spirituality, or culture). For simplicity, we
take the view that equity, efficiencies, ethics, purpose, innovation, etc. are included in TBL,
the three dimensions of sustainability, however, we understand that placing in various
statements an emphasis on specific aspects such as equity and ethics can be beneficial. The
requirements for and the definitions of smartness have evolved over time with a focus
in the early days on the digital aspects of the systems, shifting gradually to incorporate
efficiency, equity, and triple bottom line in it [6].

Human health and healthcare are the cornerstones of all three facets of sustainability,
the TBL [7]. Poor health and healthcare systems affect individuals, societies, the planet, and
economies [8,9]. Healthcare systems are under increasing pressure to reduce their social,
economic, and environmental costs [7,8,10]. An increasingly substantial share of GDPs is
being spent on healthcare by countries around the world [4]. The US spends around 20%
of its economy on healthcare [11]. Comparing different industries, the healthcare sector is
notoriously inefficient and wasteful of resources and budgets [11]. Both the mental and
physical health of people around the world is declining with the surge in lifelong illnesses
with ageing populations. The cost of healthcare is rising while the quality is declining. The
COVID-19 pandemic has hindered many patients with chronic and terminal illnesses from
getting proper treatment due to pandemic regulations [12]. Disparities and inequities in
healthcare around the world are rising [13]. Most important of all, healthcare systems are a
major contributor to the deterioration of our planet’s environment due to high energy usage,
disposable supplies, etc. This environmental damage causes health problems that need to
be medically treated, while these treatments in turn further damage the environment, and
thus a chain reaction [14].

There is a growing demand for the prevention of diseases and reducing the need for
disease monitoring, screening, and treatment to a minimum [7–10]. This in turn requires an
open space for innovations and dynamic interactions between healthcare stakeholders to
understand and provide solutions, services, information and resource supply chains, and
community support structures for timely interventions and disease prevention and pro-
gression. Fortunately, social media, which hosts around 60% of the world’s population [15],
is one such platform that provides an open space for stakeholder interactions.

Motivated by the urgency and gravity of the challenges facing healthcare, and the
technological opportunities, this paper proposes a data-driven artificial intelligence (AI)
based approach called Musawah (Musawah is an Arabic word meaning Equity. We call
our approach equity as we believe that sustainability and sustainable healthcare can be
achieved by people believing in and practicing equity. We believe that our approach
of open service and value healthcare systems based on freely available information can
enable equity and sustainability) to automatically detect and identify healthcare services
that can be developed or co-created by various stakeholders using social media analysis.
Essentially, the aim herein is to investigate the role of big data analytics over social media
to automatically detect needs and value propositions that could be nurtured and turned
into service co-creation processes through engaged participation over social and digital
media, eventually co-creating services. The co-created services are based on values that are
not necessarily materialistic, but are driven by equity, altruism, community strengthening,
innovation, and social cohesion. The case study focuses on cancer disease in Saudi Arabia
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using Twitter data analytics in the Arabic language; however, the proposed approach
broadly can be used for any disease or purpose and in any language.

Specifically, we detect 17 services (e.g., screening, hope and optimism, financial
support, and awareness campaigns) using unsupervised machine learning from Twit-
ter data using the Latent Dirichlet Allocation algorithm (LDA) and group them into five
macro-services namely, Prevention, Treatment, Psychological Support, Socioeconomic
Sustainability, and Information Availability. The Prevention macro-service includes five
services—Early Diagnosis, Prevention and Control, Causes, Screening, and Symptoms—
and involves measures that may avoid cancer (e.g., maintaining a healthy lifestyle and
avoiding cancer-causing substances) or help recovery from cancer or slow down its
progression (e.g., symptoms and early detection).

The second macro-service is Treatment and relates to various treatment options avail-
able for cancer. It includes two detected services: Chemo and Radiation Therapy and
Surgical Therapy. It does not mean that only two treatment options or services are available.
It simply shows that these two services were detected by our tool, which may indicate
the two treatment services that are more common based on the dataset or its temporal
dimensions, or it may indicate the need for new treatment services. The third macro-service
is Psychological Support, which captures the services to support patients and their families
to help them cope with their psychological needs, such as emotions and spirituality. It
includes three services, Spiritual Support, Suffering, and Hope and Optimism. The fourth
macro-service, Socioeconomic Sustainability, includes four services, namely, Government
Support, Socioeconomic and Operational Challenges, Charity Organizations, and Financial
Support. It relates to the financial, healthcare, and other services from government or char-
ity organizations to address social and economic sustainability aspects of cancer prevention
and treatment. The fifth macro-service is Information Availability, which emphasizes the
need for the availability of information related to cancer prevention and treatment and in-
cludes three services, Breast Cancer Awareness, Awareness Campaigns, and Questionnaire
and Competitions.

Subsequently, we show the possibility of finding additional services by topical search-
ing over the dataset, where the topics could be macro-services, services, or other aspects
of the services domain (cancer, in this case). We use four topical searches (Causes, Symp-
toms, Prevention, and Stakeholders) and detect 42 additional services that include Sports,
Stress Avoidance and Control, and others. We call them extended services since these are
discovered by using the knowledge gained from the initial service discovery process.

The methodology of discovering these services involves exploring the healthcare space
related to cancer in Saudi Arabia using LDA-based topic modelling of Twitter data. The
data shows the problems, solutions, strategies, activities, comments, and requirements of
various stakeholders clustered into 20 themes that are used to develop 17 services and five
macro-services by merging some clusters. The idea of developing cancer-related services
from social media analysis is motivated by the well-known science that social media
facilitates value co-creation through stakeholder interactions, allowing value creation or
the creation of new services (see e.g., [16]).

We have developed a software tool from scratch for this work. The tool implements a
complete machine learning pipeline including data collection, pre-processing, clustering,
validation, and visualization components. The dataset we used contains over a million
tweets (1,352,814 tweets to be precise) collected during the period 22 September–1 Novem-
ber 2021. We have tried to make the translation of the keywords and other Arabic content
(sample tweets, etc.) contextual to allow English readers to understand the contextual use
of the keywords. However, in other cases, we have used literal translation. Note also that
we did not always quote a complete tweet for reasons of privacy, and in other cases as a
part of the tweet was not relevant to the discussion. This work builds on our extensive
research in social media analysis in English and other languages on topics in different
sectors, see e.g., [17].
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Novelty, Contribution, and Utilization

The literature review presented in Section 2 shows that while there are many works
on the use of social media in healthcare, our work is novel in several respects. Firstly, none
of the existing works on social media analytics in any language have focused on cancer
as extensively as we do in this paper, discovering over fifty topics in several dimensions
including cancer causes, symptoms, prevention, treatment, socioeconomic sustainability,
and stakeholders. Therefore, this paper provides insight and evidence from social media
public and stakeholder conversations about various aspects of the cancer disease in Saudi
Arabia such as public concerns, patient requirements, solutions for problems related di-
rectly and broadly to cancer such as cancer treatment, financial difficulties, psychological
ordeals and traumas, operational challenges for the families of cancer patients and other
information. The fact that there are limited works in social media analytics in healthcare,
particularly cancer, and considering that studies on social media analytics in the Arabic
language within Saudi Arabia are even more limited, and that we have used a dataset that
we carefully curated for this study differentiates our work from others.

Secondly, none of the existing works have proposed a similar approach of using
social media and AI to extract healthcare or cancer services. We believe systemizing this
approach could lead to a revolution in sustainable healthcare, driven by communities
co-creating social values with the exchange of services for services that are not necessarily
materialistic, but driven by equity, altruism, community strengthening, innovation, and
social cohesion. Open service and value healthcare systems based on freely available
information can revolutionize healthcare in manners similar to the open-source revolution
by using information made available by the public, the government, third and fourth
sectors, or others, allowing new forms of preventions, cures, treatments, and support
structures.

The rest of this paper is organized as follows. Section 2 discusses the related work.
Section 3 details the methodology and design of the Musawah tool. Section 4 introduces
and explains the 17 discovered services and five macro-services. Section 5 discusses the
42 extended services that we discover by using knowledge gained from and extending
the initial discovery process. Section 6 provides discussion. Section 7 concludes and gives
directions for future work.

2. Literature Review

In this section, we provide a review on the topics related to this research paper.
Section 2.1 reviews the works related to healthcare that have utilized social media. In
Section 2.2, we review the literature related to the use of social media that focuses on
cancer-related studies; Section 2.3 presents the same however limiting to works in the
Arabic language alone. Section 2.4 reviews some works on automatic naming of topics and
clusters. Section 2.5 discusses the research gap.

2.1. Social Media and Healthcare

Researchers have extensively used social media analytics in different application
domains such as analysis of perception people have about AI and other technologies
for city planning [18], city logistics [19,20], disaster detection [21], sentiment analyses of
public opinions of government services [22], detection of various events related to road
traffic [17,23,24], detection of symptoms and diseases nationally and across different urban
areas [4], and urban governance during the COVID-19 pandemic [12].

Specifically, in healthcare, many researchers have used social media as a powerful
tool for addressing healthcare system challenges and evaluating the conversations about
various health-related topics. The COVID-19 pandemic has produced many challenges
for public healthcare systems around the world. The main challenge is providing effective
health care to patients while maintaining the safety of service providers on the frontline.
Telemedicine appeared as a prominent service to achieve this end. This service integrates
the use of technology into medical practices to reduce face-to-face meetings. Leite and
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Hodgkinson [25] built a framework to examine how patients and doctors can co-create
service value for the telemedicine ecosystem with/for any kind of crisis. They collected
a sample about telemedicine and included 146 tweets from patients and 734 tweets from
doctors. They applied inclusion and exclusion criteria on tweets to get the final sample.
Thematic analysis was implemented to reveal seven themes in the data including equitable
healthcare delivery and others. The result showed that the value co-creation framework is
a platform for inclusive, sustainable, and equitable telemedicine services.

Some studies have used machine learning and deep learning methods for healthcare-
related analytics using digital media data in healthcare. Jahanbin et al. [26] proposed an
approach for extracting storing, monitoring, and visualizing data related to infectious
diseases by using news and tweets mining techniques. The approach is called “Fuzzy
Algorithm for Extraction, Monitoring, and Classification of Infectious Diseases (FAEMC-
ID)”. The proposed system collected 10,000 news items and tweets. Classification with
the evolving fuzzy model is performed on the dataset. The classified data were visualized
on the world map to identify the high-risk areas. The proposed system helped to monitor
infectious diseases and control the spread of epidemics in a timely manner. The results of
the proposed analysis showed a high accuracy of 88.41%, compared to other algorithms.
Alotaibi et al. [4] constructed the Sehaa system, which is a big data analytics tool for
improving healthcare in KSA using Arabic Twitter data. Sehaa tool consisted of four main
modules. The data collection module captured 18.9 million tweets about health symptoms
and diseases in KSA. The pre-processing module is used to clean tweets and manually
label them by using two levels of labeling: ‘related’ and ‘unrelated’ tweets, and then
labeling related tweets to ‘awareness’ or ‘inflicted by’ a disease. The third module was
classification. This phase used six classifiers, including Naive Bayes, Logistic Regression,
and four methods of feature extraction to detect different diseases in Saudi Arabia. The
validation module was used to evaluate the performance of the classifiers by using F1-Score
and accuracy. The results of the study were visualized and validated using external sources,
including national statistics, news media, and research reports. The results revealed
that (1) the top five diseases in KSA are dermal diseases, hypertension, diabetes, heart
diseases, and cancer. (2) Riyadh and Jeddah needed more awareness about the diseases,
while Taif was the healthiest city.

2.2. Social Media and Cancer

We review here the studies related to cancer where social media is used as the data
source. First, we review works without regard to any language or a modelling method,
and subsequently, in Section 2.2.1, we will discuss studies on cancer that have used topic
modelling. Table 1 summarizes some of the studies that we have discussed in this section,
including some other relevant works that, despite not having been discussed, we have
summarized for the readers’ interest.

The literature review has looked at various issues related to cancer disease. For
example, some works have focused on studying emotions among cancer patients. Wang
and Wei [27] constructed an approach to study the emotions shared by patients’ cancer
communities on Twitter. The study collected 53,026 tweets, posted by 39,504 Twitter users,
which included 29,979 retweets and 23,047 original tweets. The deep learning (Recurrent
Neural Network RNN) models were used to extract emotions from English tweets and
classified them into anger, joy, sadness, fear, hope, and bittersweet. The results of the study
showed that joy was the most used emotion in tweets, then sadness and fear, whereas anger,
hope, and bittersweet were less shared. Also, influencers were among the account that
posted the most content with positive emotions. Crannell et al. [28] built an approach that
aims to analyze the content of tweets written by cancer patients in the US and compute the
average happiness for patients based on the cancer type. The study collected 186,406 tweets
from March 2014 to December 2014. The pre-processing step was implemented to clean the
dataset. The tweets were filtered based on cancer diagnosis and using regular expression
software pattern matching. They used different filters such as “Breast cancer”, “Lung
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cancer”, and others. The authors utilized the patients’ Twitter identification numbers
to collect all tweets for each patient and calculate the average happiness value by the
quantitative hedonometric analysis and the Mechanical Turk (LabMT). The results of
the study showed that the most common cancers were ‘breast’, ‘lung’, ‘prostate’, and
‘colorectal’. The calculated happiness values for every type of cancer showed that the
happiness values were higher for breast, thyroid, and lymphoma cancers, and lower for
kidney, pancreatic, and lung cancers. The study proved that the patients express their
illness on social media.

Several studies have focused on studying cancer types. A number of works have
looked into breast cancer. Modave et al. [29] constructed an approach to understand the
perceptions and attitudes of people related to breast cancer on Twitter. The study collected
1,672,178 tweets related to breast cancer. The pre-processing was implemented to clean
and prepare tweets for classification models. The text was classified into three groups
including irrelevant, promotional, and laypeople’s discussions by using CNN and LSTM
models in Keras library that run on top of the Tensorflow framework. Then, the sentiment
analysis was performed by using the Linguistic Inquiry and Word Count (LIWC) tool to
analyze emotions/attitudes into five statuses: sadness, anger, anxiety, positive emotion,
and negative emotion. Finally, topic modeling used the Biterm algorithm to identify the
main topics from relevant tweets. The detected topics include awareness month events,
treatment, risk, family, diagnosis, news, friend, screening, pink goods, and study. The NLP
with machine learning is a useful tool to evaluate people’s attitudes from their health tweets
and detect their perceptions about specific health topics. Meena et al. [30] built a system
based on social media and Twitter to extract the sentiments for breast cancer disease and
chemotherapy treatment. The study collected 10,000 tweets by using the keywords ‘breast
cancer’ and ‘chemotherapy’. The sentiment analysis was implemented using the Naive
Bayes algorithm to classify the sentiment of tweets into neutral, strongly positive, weakly
positive, strongly negative, negative, or weakly negative. Bigram analysis was used to find
the most frequent word in the tweets for ‘breast cancer’ and ‘chemotherapy’. The results
of the proposed system showed that the sentiments for breast cancer and chemotherapy
were weakly positive or neutral. Thus, sentiment analysis for tweets has a great impact on
health care.

Rasool et al. [31] have developed a framework that aimed to predict breast cancer risk
in real-time using ML and spark as big data analysis platforms. The study used ‘Wisconsin
Breast Cancer Data-Set (WBCD)’, which was imported from UCI repository and included
699 records with 11 attributes. The preprocessing steps were used to remove unnecessary
attributes and complete the absent values of the attribute. Five classifiers were used, to
detect cancer to be benign or malignant, including Logistic Regression, Gradient Boosted
Trees, Support Vector Machine, Random Forest, and Decision Tree. The performance of
the five classifiers was evaluated by computing the accuracy, specificity, and sensitivity
for algorithms. The results reveal that the highest performance obtained for predicting
the risk of disease in real-time was by RF classifier. Diddi and Lundy [32] constructed a
methodology that aimed to examine how the health organizations including “Susan G.
Komen”, “U.S. News Health”, “Breast Cancer Social Media”, and “Woman’s Hospital”,
used their Twitter accounts to talk and support aspects of breast cancer in October, which
is dedicated to breast cancer awareness. The study collected 2961 tweets, 136 of the tweets
belong to Woman’s Hospital, 180 tweets for US Health News, 280 tweets for Komen,
and 2365 tweets for BCSM. After using qualitative coding, content analysis was used
to analyze, and categorize the tweets. The result of the proposed system showed that
the highest number of tweets was written by BCSM, then Susan G Komen, US Health
News, and Woman’s Hospital. Qualitative content analysis showed that the most prevalent
construct of the Health Belief Model (HBM) was “perceived barriers”, then “cues to action”,
“perceived benefits”, “self-efficacy”, and “perceived threat”.

Some works have explored skin cancer. Silva et al. [33] aimed to analyze Twitter
posts in Australia about skin cancer. The study collected 12,927 tweets. Data filtering
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was implemented by using inclusion and exclusion criteria, removing non-English, unre-
lated, or unclear content. The quantitative and qualitative analyses were implemented on
datasets to calculate the number of tweets, finding the relationship between the number
of tweets and temperature by using linear regression analysis. The content analysis iden-
tified three themes: health-related expressiveness, health information, and health advice.
Nguyen et al. [34] developed a methodology that aimed to evaluate the influence of the
campaign (Don’t Fry Day) by the National Council on Skin Cancer Prevention (NCSCP)’s
2018 on Twitter, categorize types of accounts participating in the campaign, and deter-
mine the themes of the tweets. The dataset was collected from 1881 Twitter accounts.
The study categorized the types of contributors in the campaign, based on username,
into ‘government-affiliated account (federal)’, ‘nongovernmental organization (NCSCP
and health)’, ‘government-affiliated account (state/local)’, ‘health/cancer/medical center’,
‘individual’, ‘news/media’, ‘businesses’, and ‘other/unknown’. After manual coding of
tweets, content analysis was used to identify themes of the tweets which are ‘informative’,
‘minimally informative’, and self-interest campaign promotion themes. The results of the
study showed the large effective use of social media to promote public health campaigns
and understand the types of messages and accounts involved in social media campaigns.

Table 1. Studies on the Types of Cancer Using Social Media.

Author Type of Cancer Tweets
(×1000) Description

Modave et al. [29] Breast 1672 Understand the perceptions and attitudes of people related to
breast cancer on Twitter.

Meena et al. [30] Breast 10 Extracted the sentiments for breast cancer disease and
chemotherapy treatment.

Diddi et al. [32] Breast 3 Examined how the four health organizations used their Twitter
accounts to talk and support aspects of breast cancer in October.

Silva et al. [33] Skin 13 Analyzed Twitter posts in Australia about skin cancer.

Sedrak et al. [35] Lung 26 Analyzed content related to lung cancer and examined the
dialogues of lung cancer clinical trials.

Sutton et al. [36] Lung 24
Examined the user type and the content of tweets of lung cancer
to identify the nature of messages within the cancer
control continuum.

Sedrak et al. [37] Kidney 2 Implement an exploratory analysis for the content of Twitter
related to kidney cancer and the participants in this content.

Nejad et al. [38] Childhood 286 Examine how Twitter was used during childhood cancer
awareness month (CCAM).

Some works have investigated lung cancer. Sedrak et al. [35] built a Twitter-based
approach to analyze content related to lung cancer and examined the dialogues of lung
cancer clinical trials. The study used Nvivo (qualitative data analysis software) to collect
26,059 tweets and prepare them for the analysis stage by removing duplicates and non-
English tweets. The content analysis was used on the final sample to categorize tweeters
as individuals, media, or organizations. The tweets were categorized into support, clini-
cal trials, prevention, treatment, general information, diagnosis, screening, or symptoms.
Most of the tweets were posted by individuals and were focused on support and preven-
tion. The results of the study demonstrated that social media is a promising and useful
source to explore how patients conceptualize and communicate about any health issues.
Sutton et al. [36] constructed a methodology that aimed to examine the user type and the
content of tweets related to lung cancer to identify the nature of messages within the cancer
control continuum. The study collected 1.3 million tweets, including 23,926 messages
related to lung cancer. The 3000 tweets were manually coded by three coders. Descriptive
and inferential statistics were performed to study the content of tweets and types of users.
The content of tweets was categorized into treatment, awareness, prevention and risk
information, survivorship, end of life, diagnosis, active cancer–unknown phase, and early
detection. The types of users were categorized into individual, organizational, media, and
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unknown. The SPSS was used to analyze data and chi-square was used to assess and
identify the relationships between user types, and cancer content. The experimental result
showed that most of the tweets focused on treatment, awareness, risk, and prevention
topics. The majority of messages were tweeted by individual users. Twitter is a useful
source in raising awareness about cancer by timely dissemination of information about the
treatment and prevention methods.

Among the studies that have explored kidney cancer includes another study by
Sedrak et al. [37], which have built an approach to implement an exploratory analysis
for the content of Twitter related to kidney cancer and the participants in this content.
The study collected 2568 tweets. The NCapture tool was used to collect tweets and save
them into an Excel file. Non-English tweets and those not related to kidney cancer were
excluded from the dataset. Finally, the content analysis methods were used to analyze the
final dataset of 2097 tweets. The content of tweets was classified into different domains
including support, general information, treatment, clinical trials, donation, diagnosis, and
prevention. Also, the user was classified into individual, media, or organization. The results
showed that 858 tweets were written by individuals, 865 tweets authored by organizations
and 364 tweets written by media sites. Most discussed content included support by 29.3%
and treatment by 26.5%.

Some studies have looked into the types of children’s cancer. Nejad et al. [38] built a
descriptive-analytical methodology to examine how Twitter was used during childhood
cancer awareness month (CCAM). The study collected 285,859 tweets related to childhood
cancer, which coincided with CCAM. Latent Dirichlet allocation (LDA) was used as a
method of content analysis to discover the topics using MALLET from tweets. The detected
topics included awareness, loved ones, walks and runs, wearing gold, and fundraising.
Twitter user was categorized into four groups including news agencies, individuals, orga-
nizations, and celebrities. They observed that the most frequent topics are awareness and
fundraising. The experimental results for the proposed system showed that Twitter has
proven to be an effective channel for communication and raising awareness about child-
hood cancer. Thus, Twitter can play an important role in the dissemination of awareness
among patients.

Some studies have focused on cancer treatment using social media data to utilize pa-
tients’ experiences with cancer treatment methods, including chemotherapy and radiation.
Meeking [39] built an approach to understanding the role of social media platforms like
Twitter, as a novel digital data source, in understanding people’s experiences of radiother-
apy. The study collected 442 unique tweets about radiotherapy written by patients and
their families. The quantitative content analysis was used to classify the data based on the
content of the tweets or the user Identity into different types of accounts such as patient,
healthcare organization, and healthcare professional. Thematic analysis was used to detect
six themes. Three main themes related to the pathway of radiotherapy: pre-, during-, and
post-treatment. The other three themes included ‘emotional and informational support’,
‘impact on loved ones’, and ‘giving thanks’. The paper highlighted the psychological
and physical effects of treatment and how patients seek to get emotional and information
support from social media. The informational support can be improved by increasing
online support. The experimental results show that Twitter is a useful platform to share
and discuss people’s experiences with radiotherapy. Other studies on utilizing social media
applications such as Twitter for cancer treatment include [40].

2.2.1. Topic Modeling and Cancer

We review in this section the works about cancer analysis using social media that have
utilized topic modelling algorithms such as Latent Dirichlet Allocation (LDA). Zhang et al. [40]
aimed to examine and compare patients’ and healthcare professionals’ perceptions of
chemotherapy by analyzing chemo-related tweets. The study gathered tweets by using
the keywords “chemotherapy“or “chemo“ from the cancer-related accounts. They collected
13,273 individual tweets and 14,051 organization tweets. Topic modeling, sentiment analysis,
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and a word co-occurrence network were used to analyze the content of tweets. LDA was
used to detect the most important topics related to chemotherapy, which are hormone therapy,
radiation therapy, and surgery. A word co-occurrence network was shown to have a strong
relationship between chemo-surgery tweets. Sentiment analysis was used to determine how
patients felt about chemotherapy outcomes and their attitudes toward chemotherapy across
disease types. The study shows that Twitter is a helpful healthcare data source for oncologists
(organizations) to better understand patients’ experiences during chemotherapy, generate
personalized treatment plans, and enhance clinical electronic medical records (EMRs). Ne-
jad et al. [38] examined how Twitter was used during childhood cancer awareness month
(CCAM). They applied LDA and extracted six topics from 285,859 tweets including awareness,
clothing, loved ones, walks, fundraising, and art. Modave et al. [29] constructed an approach
to understand the perceptions and attitudes of people related to breast cancer on Twitter.
They applied Biterm topic modeling on 1,672,178 collected tweets related to breast cancer.
The detected topics include awareness month events, treatment, risk, family, diagnosis, news,
friend, screening, pink goods, and study.

2.3. Social Media and Cancer (Arabic Language)

There are some studies related to cancer analysis using Twitter in the English language,
however, the research studies about cancer using social media in the Arabic language are
limited. We have found only one such work on social media analytics in cancer research,
which is relevant to this paper. The work is by Alghamdi et al. [41] and is focused on
studying chemotherapy misconceptions among Twitter users. They built an approach to
evaluate Twitter conversations and find misconceptions about chemotherapy among Arabic
populations. They collected 402,157 tweets by using the Twitter Archiver tool. Retweets
and irrelevant tweets have been removed. A manual content analysis was implemented to
classify the users, themes, and common misconceptions for chemotherapy. The categories
of the user included cancer patients, general users, relatives/friends of patients, accounts
for health, accounts for Media, and cancer specialists. Tweets’ themes categories included
advice and information, misconception, experience, prayers and wishes, seeking or offering
medical/financial help, seeking medical information/advice, and analogy. Statistical
analysis was implemented by using the SPSS software and reported that the most of tweets
were written by general users, then followed by the friends and relatives of cancer patients.
For themes, prayers and wishes were the most popular topics. Descriptive statistical
analysis was performed to find the frequencies between every theme and the user category.
The chi-square test was used and the result revealed that a high association exists between
the themes of the tweets and the category of the users.

2.4. Automatic Naming of Topics

The automatic naming of topics is desired and has been researched in the literature. We
discuss a few works here to introduce this topic to the reader. The probabilistic topic models
aim to reveal latent topics from the corpora of text. Probabilistic topic models represent
each document as a set of topics and every topic has a set of words. Humans can label every
topic based on the top words of the topic, however, difficulties arise when they do not have
good knowledge in the field of the documents. To address the problem, automatic topic
labeling techniques can be used to assign interpretable labels for topics. Allahyari et al. [42]
built a knowledge-based topic model, namely, KB-LDA that combines topic models with
ontological concepts. The study aimed to use the semantic knowledge graph of concepts
in ontology and their diverse relationships, as DBpedia, with unsupervised topic models
(LDA) to automatically generate meaningful topic labels. The proposed approach helped
to describe topics in a more extensive way and improve the quality of topic labeling by
making use of the topic-concept relations, which can automatically generate meaningful
labels. Lau et al. [43] constructed an approach for automatically labeling topics produced
from the LDA topic model. The study generated a label candidate set from top-ranking
topic terms, Wikipedia titles containing the top topic terms, and sub phrases extracted from
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Wikipedia articles. Then, it used the ranking method to find the best label for each topic by
using a mixture of association measures and lexical features, fed into a supervised ranking
model using the support vector regression (SVR) model.

Wan and Wang [44] proposed a method that aimed to use text summaries for automatic
labeling of topics produced by topic models. The study extracted several sentences from
the most related documents to form the summary for each topic. The system proposed a
summarization algorithm based on submodular optimization to create summaries with
high coverage, relevance, and discrimination for all of the topics. The results of the
proposed method showed that the use of summaries as labels had apparent advantages
compared with the use of words and phrases. He et al. [45] built a graph-based ranking
model, namely TLRank, that aimed to automatically label every topic produced from
topic models. The proposed model used the strategy of enhancing matrix transition
probability based on the textual similarity between vertices and the characteristics of
vertices (sentences). The strategy seeks to restrain the topic label redundancy and enhance
its diversity. The experiment results showed that the TLRank model has the ability to
generate topic labels with high coverage, relevance, and discrimination. Suadaa and
Purwarianti [46] introduced a methodology to cluster and label the Indonesian text by
using Latent Dirichlet Allocation (LDA) and Term Frequency-Inverse Cluster Frequency
(TFxICF). The methodology performed text preprocessing processes by abbreviations
extraction, tokenization, stemming, and stop-words removing. For topic modeling, Latent
Dirichlet Allocation (LDA) is implemented to cluster documents and detect hidden topics.
The clustering quality was evaluated by using precision, recall, and F-measure. For the
labeling phase, the study has used Term Frequency-Inverse Cluster Frequency (TFxICF) to
label each cluster based on the phrase or word tokens that have the highest TFxICF.

2.5. Research Gap

The literature review presented in this section establishes that while there are many
works on the use of social media in healthcare, our work is novel as none of the existing
works in any language have focused on cancer as extensively as we do in this paper and,
secondly, none of the existing works have proposed a similar approach of using social
media and AI to extract healthcare or cancer services.

3. Methodology and Design

This section explains the methodology and design of the Musawah tool. The proposed
system architecture is described in Figure 1. It contains five components: data collection,
pre-processing, service discovery, visualization, and evaluation; these components will
be discussed in Section 3.3 to Section 3.7, respectively. Before we describe the system
architecture, we discuss the conceptual development of the Musawah tool and system in
Section 3.1 and give an overview of the tool in Section 3.2.

3.1. Musawah Service Co-Creation System: Developing the Concept

This paper proposes a data-driven artificial intelligence (AI) based approach called
Musawah to automatically detect and identify healthcare services that can be developed or
co-created by various stakeholders using social media analysis. We called our approach and
system Musawah (equity in Arabic) as we believe that the current healthcare trends and
doctrines are not sustainable—socially, environmentally, and economically—and that, with
a belief and practice in equity by people, our approach of open service and value healthcare
systems based on freely available information can enable equity and sustainability. The
case study focuses on cancer disease in Saudi Arabia using Twitter data analytics in the
Arabic language; however, the proposed approach can be used broadly for any disease or
purpose and in any language. We discuss first the conceptual development of the Musawah
tool and system in the following discussion where topics include the need for data sharing
and participatory governance, developing services, value and service co-creation, and the
motivations behind it.
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tive analysis, create synergy between applications, and support systems development for 
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Figure 1. The Proposed System Architecture.

Making cities smarter needs a holistic approach to manage, improve, and adapt the ser-
vices provided by the city to its citizens. A smart city can be seen as a system of services [47].
With this vision, services are the basic concept of smart cities. Service science studies value
co-creation as an interaction mechanism between technology, people, shared information,
and organizations to improve operational efficiency, enhance citizen welfare and the qual-
ity of government services. The focal point for this vision is based on the co-creation of
value through the direct citizens’ participation in the service development and evaluation
process. In a smart city, value co-creation is achieved by data sharing and the exchange of
knowledge between citizens and the city [48]. It is necessary to understand smart service
systems to foster innovations and the development of these systems in different fields. This
will help to enhance understanding among people, facilitate collaborative analysis, create
synergy between applications, and support systems development for smart cities.

Governments can utilize open data as a new method for developing services that allow
external stakeholders to increase their role in the innovation of government services [49].
This is in contrast to previous methods of e-government service innovation, the govern-
ments create and develop services by the agencies themselves. Currently, organizations
can achieve open service innovation by including the external stakeholders in enhancing
existing services and developing new services based on comments or ideas generated by
their stakeholders and from the problems their encounter. The open innovation in services
refers to the transition from the closed innovation model based on internal knowledge to the
innovation paradigm that resides both externally and internally to an organization [49]. For
example, the Service Systems Development Process (SSDP) [50,51] contains a set of iterative
phases that require inputs and expected outputs for every phase to understand the activities
and needs required for realizing service systems. These processes are implemented as an
iterative approach with the alignment of service system entities to understand the impact
on enterprise capabilities and processes, technology, information systems, and customer
expectations. Firstly, in the service strategy stage, newly developed services are determined
by examining and knowing end-user needs, organization strategies, trends of mass collabo-
ration, and trends of technology. The organization decides to develop the selected service
systems based on the high-level socio-techno-economic feasibility study. During the service
design and development stage, the requirements are analyzed. The service system entities’
functions and linkages are identified. Also, it ensures the achievement of the activities
of service integration, verification and validation, which include information exchange
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between the entities of the service system to provide the service continuously. In the service
transition and deployment stage, the service is tested to ensure readiness insertion and
operation. When the service is deployed, it enters into the operations stage [50,51].

Governments are making increased efforts to innovate public service delivery, such as
under the e-government umbrella [52]. The success of e-government depends on the need
to better understand the requirements of citizens and include them in the development of
e-government services. This can be achieved through using the service systems perspective
as “a guiding framework” to analyze the development initiatives for participatory e-
government services. Specifically, these initiatives can be analyzed as a service system based
on the four key resources of people, shared information, organizations, and technologies,
which will help to derive possible developments and enhancements for services [52].
Similar concepts have been discussed by many researchers in the past. For example,
Salminen [53] has proposed the new service development process (NSD) that contains five
main stages. The most important component of the model is the continuous interaction
with the customer. This interaction is dependent on the common value model, which helps
companies to discuss with the customer the potential value of the new services such as
cost-effectiveness, process improvements, or new product features. There are three phases
for the value management process; “Value Evaluation/ Assessment”, “Value Creation”,
and “Value Maximization/Delivery” [53].

Health care affects economies dramatically worldwide, while affecting directly the
quality of life of individuals. Traditionally, in healthcare systems, customers have been seen
as passive recipients of services instead of being active elements. With rising healthcare
expenditures and a growing desire for more personalized and better care, healthcare
systems have recognized the importance of patients in co-creating the healthcare service
experience during the last decade [54]. The Service-Dominant Logic (SDL) concept captures
and represents this new paradigm of co-creating [55–57]. Note that SDL is a general concept
and paradigm and is not limited to healthcare. SDL could be used to incorporate patients in
creating value and producing services in this environment. Value co-creation is defined in
this approach as a process, in which several actors exchange resources and collaboratively
create and produce value. As a result, the information sharing between the actors of services
is critical to SDL and value co-creation [16]. The new technologies represent an important
role in facilitating the process of value co-creation in service science. We can build a more
connected and smarter healthcare system that can provide greater help, predict and prevent
illness, enable patients to make more responsible decisions. The emergence of social media,
in particular, has resulted in significant changes in the processes of creating, promoting,
and sharing content. The use of social media by people and public health organizations is
being used to communicate in new ways for various mutually beneficial activities [54].

Note that while these and other works have investigated the use of social media for
value, co-creation by various actors communicating to each other, and sharing information,
none of the works in the literature have proposed the discovery of healthcare services
automatically from social media. This work, therefore, contributes a novel approach of
using social media and AI to discover, develop, and exchange healthcare or cancer services.
We demonstrate the potential of our approach by discovering over fifty services in several
dimensions of cancer disease including cancer causes, symptoms, prevention, treatment,
socioeconomic sustainability, and stakeholders. We plan to systemize this approach by
creating open service and value healthcare systems based on freely available information
made available by the public, the government, third and fourth sectors, or others, allowing
new forms of preventions, cures, treatments, and support structures to be discovered
and exchanged between various parties—an exchange of values for values or services for
services that are not necessarily materialistic but driven by equity, altruism, community
strengthening, innovation, and social cohesion. Service co-creation is enabled through
engaged participation of need and value propositions. In co-creation terminology, both
parties, a customer and company, create value for each other and this value could be money,
product, service, or anything of value for the parties involved. Therefore, the value could
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be anything materialistic or otherwise, such as a desire for equity, the altruistic nature
of a person or party, and the desire to strengthen communities, bringing innovation, or
social cohesion. Moreover, our approach also allows the gaining of insight and gathering of
evidence from social media public and stakeholder conversations about various aspects of
the cancer disease in Saudi Arabia such as public concerns, patient requirements, solutions
for problems related directly and broadly to cancer such as cancer treatment, financial
difficulties, psychological ordeals and traumas, operational challenges for the families of
cancer patients and other information.

As regards the discovery and naming of services, in this paper, we used a process of
discovering clusters or topics (we call them services) using topic modelling of Twitter data
using the Latent Dirichlet Allocation (LDA) algorithm. We experimented with discovering
a different number of clusters using LDA—10, 15, 20, and other numbers—and found that
20 topics gave the best results for discovering important services from Twitter data. The
number of clusters to be detected is dependent on the size, nature, and other properties
of data, and this is an active area of research. Following the extraction of topics, we
merged some of these topics, while others were kept individually. We call these merged or
individual topics ‘services’, and group these services further into groups of services called
‘macro-services’. This whole process created a set of 17 services and five macro-services.
The services were named manually using topic keywords and domain knowledge. We have
provided a review of the automatic naming of topics (services in this case) in Section 2.5.
This is an area that we plan to work on in the future to automate the service discovery,
definition, transition, and deployment process.

More details on the methodology will follow in the rest of this section and the paper.
The paper has contributed to certain areas, while other topics such as automatic naming of
services, will be investigated in the future.

3.2. System Overview

We built the Musawah system in order to discover healthcare services that can be
developed or co-created by various stakeholders using social media analysis. The proposed
approach can be used for any disease or purpose and in any language. However, this
work focuses on cancer disease in Saudi Arabia using Twitter data analytics in the Arabic
language. The proposed system architecture contains five components: data collection;
pre-processing; service discovery; visualization; and evaluation. First, we collected and
downloaded tweets using Twitter REST API and the Tweepy library with the set of prede-
fined parameters as Keywords and the language. The tweets collected were tweet objects
in the JSON (JavaScript Object Notation) format. After collecting JSON files, we converted
and saved them into CSV format. It is well known that the contents of social media contain
noise and unstructured data, and many errors. Therefore, in the Pre-Processing component,
the acquired data are cleaned and preprocessed to ensure its readiness for the analysis stage.
For removing stop-words, we used the Natural Language Toolkit (NLTK) library with add
a new list of stop-words to remove from the text. Also, we used the simple_preprocess()
in Python to tokenize each tweet into a list of words and used a regular expression in
python to remove the unnecessary characters from the tweets. Subsequently, we used
the Gensim Python library to build a service discovery module using Latent Dirichlet
Allocation (LDA). We have adjusted the settings of the parameters of the LDA model: the
number of topics was 20, passes were 10, and iteration was 100. The number of topics is
considered an important parameter for building a model. The passes refer to how many
times the algorithm is supposed to pass over the whole corpus. The iterations are the
maximum number to iterate every document in the corpus for calculating the probability
of each topic. Then, we visualized the topics by using the LDAVis tool that provides a
web-based interactive visualization of topics generated from LDA. Finally, the results are
validated by the detected services using two techniques, which included external and
internal validation.
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3.3. The Dataset

The data was collected using Twitter REST API. Tweets were collected using var-
ious terms of cancer, its types, as well as its examination and treatment methods. For
example, we used the keyterms “ 	àA£Qå�” (Cancer), “ÐPð” (Tumor), “ �I�
J. 	k ÐPð” (Malignant),

“ �éKQË 	àA£Qå�” (Lung Cancer), “ �é« 	Q	mÌ'@” (Biopsy), and others. Furthermore, we used several

hashtags related to the types of cancer, its treatment, and awareness such as " �éKQË @ 	àA£Qå�#”

(# Lung Cancer), "ø
 Y�JË @ 	àA£Qå�#” (#Breast Cancer), “ �HA�J�ðQ�. Ë @ 	àA£Qå�#” (#Prostate Cancer),
and others. In Table 2 we provide a sample of the keyterms and hashtags that were used
for collecting data. A total of 1,352,814 tweets were retrieved during the period from
22 September to 1 November 2021. The tweets collected were tweet objects in the JSON
(JavaScript Object Notation) format. After collecting JSON file, we converted and saved
them into CSV format. Then, we cleaned the dataset by removing duplicates.

Table 2. The Keywords and Hashtags used to collect Dataset.

Keywords

Cancer, Tumor, Malignant Lung Cancer, Biopsy, Genetic Mutation, Early Screening, Leukemia, Chemo, Carcinogenic

Hashtags

Lung Cancer, Breast Cancer, Prostate Cancer, Check-up Now, Cancer Patients, Cancer Treatment, Chemotherapy, Early Detection,
Fighting Breast Cancer, Cancer Disease

3.4. Data Pre-Processing

Data preparation or preprocessing is a necessary step to complete the steps of the data
analytics process. Social media generates unstructured and informal data. This involves
implementing different techniques to clean the acquired data. To ensure data readiness,
data preprocessing should be performed to prepare the acquired data for subsequent steps
of the analysis. This will increase the accuracy and quality of data analytics. The main steps
of data preprocessing include: removing irrelevant characters; tokenization; normalization;
and removing stop-words.

3.4.1. Removing Irrelevant Characters

The collected tweets may contain duplicates. To prevent having the same tweets,
we removed the duplicates out of the collected tweets after saving and loading tweets in
DataFrame format. Cleaning data included removing emails, redundant spaces and lines,
single quotes, repeating characters, English alphabets, and all traces of emoji from a text file.
Moreover, we removed the punctuation marks remove by creating a list for all the marks of
punctuation, such as: [:, ., ?, ;, ?, %, @, &,], and other types of brackets, mathematical, and
slashes symbols. This will decrease the size of the feature set and make information more
valuable. We also removed eight diacritics marks:

n Three diacritical marks that are used to refer to the short vowels: Fatha , Kasra ,

Damma ;

n Three double diacritic marks: Tanwin Fath , Tanwin Kasr , Tanwin Damm ;

n Single diacritical mark to refer the absence of a vowel: Sukun ;

n One diacritical mark to refer the duplicate occurrence of a consonant: Tashdid .
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3.4.2. Tokenization and Normalization

We used the simple_preprocess() method in Python to tokenize each tweet into a list
of words. Normalization transforms words to a basic and consistent form. Normalization
of Alef, Yaa, Hamza, and Taa Marboutah, in which Alef ( @ @

�
@


@) was replaced with ( @), Yaa

(ø ø
 ) was replaced with (ø
 ), and Taa Marboutah ( �è è) with replaced with ( �è).

3.4.3. Stop-Words Removal

Stop-words are distributed between the texts, are not very useful, and can be effectively
removed. The role of removing stop-words is to delete the word that is not important
in extracting the information. The tweets can contain stop-words like: “úÍ@”, “ 	á«”, “ 	áÓ”.
We used the Natural Language Toolkit (NLTK) library with add a new list of stop-words
to remove from text, such as ( ,

).

3.5. Topic Modeling Using Unsupervised Machine Learning

Academic studies and research rely on the use of computerized analytics to understand
large volumes of unstructured text that cannot be analyzed manually due to the limitations
of human data processing. In this area, topic modeling is a common technique used for
data analysis and topics discovery. The topic model can be defined as “a collection of
algorithmic approaches that seek to find structural patterns within a collection of text
documents, producing groupings of words that represent the core themes present across
a corpus” [58]. In this paper, we used Latent Dirichlet Allocation (LDA) as one of the
types of topic modeling. LDA is a statistical model used to determine the important topics
discussed in a set of documents (tweets in our study). It creates models in an unsupervised
mode, which means no need for label training data. Every document is characterized by
different probability distribution among different topics. The topics are formed based on
the co-occurrence of keywords with a certain probability in the same document. The LDA
model takes the collection of documents as input and generates a set of topics as the output.
Every topic has a set of keywords in different proportions as well. The algorithms of topic
modeling are not able to name the topic. So, the topics can be labeled by humans using the
keywords of the topics.

We used Genism for LDA analysis in the Python environment. The tweets represent
the documents in this work. We have adjusted the set of the parameters of LDA model:
the number of topics was 20, passes were 10, and iteration was 100. The number of topics
is considered an important parameter for building a model, the large number of topics
requires a lot of overfittings, while the small number of topics makes the model underfitting.
The passes refer to how many times the algorithm is supposed to pass over the whole
corpus. The iterations are the maximum number needed to iterate every document in the
corpus for calculating the probability of each topic.

3.6. Visualizations

In this paper, we used LDAVis to visualize and label the topics. LDAVis is a web-based
interactive visualization of topics generated from LDA. It provides an overview of the
topics by displaying them in the circles’ form. It also displays the words closely related to
each topic, and the degree of relevance of each word to topics. The visualization contains
two basic pieces. In the left panel, the topics are visualized as circles. In the right panel, it
has a horizontal bar chart that represents the most useful individual terms for interpreting
the currently selected topic on the left.

3.7. Evaluation and Validation

The proposed system followed two techniques to validate the detected services: ex-
ternal and internal validation. We used different online sources and news media as an
external technique for validation. The internal technique for validation is based on the

241



Sustainability 2022, 14, 3313

collected Twitter data, which gives detailed information such as the account that was used
to post the information, the time, and date of posting the tweet.

4. Results and Analysis

This section introduces and explains the discovered services and macro-services.
Section 4.1 provides an overview of the macro-services and services detected from the
Twitter data using the LDA algorithm. This is followed by five subsections, Section 4.2 to
Section 4.6, with an explanation for each service with examples from Twitter posts.

4.1. Services and Macro-Services: An Overview

We discuss in this section the results of the system we propose. We describe the
approach of discovering 17 services from Twitter data using the Latent Dirichlet Allocation
algorithm (LDA). The approach involved extracting 20 topics by utilizing the LDA algo-
rithm on Twitter data, and then combining a few of these topics into topic clusters which
we call services. Throughout this research paper, the terms such as topic cluster, cluster,
and service will be used interchangeably. In addition, we have grouped these seventeen
services into five macro-services. In the previous section, we described the method for
detecting these topics using the LDA algorithm. Python is used to develop the software.

Table 3 provides a list of services along with their corresponding data. Column 1 of the
table lists the five macro-services. They are Prevention, Treatment, Psychological Support,
Socioeconomic Sustainability, and Information Availability. In Column 2, we list seventeen
services such as Early Diagnosis, Prevention and Control, Causes, and so on. Every macro-
service contains one or more services. For instance, the second macro-service (Treatment)
contains two services, which are Chemo and Radiation Therapy, and Surgical Therapy. In
Column 3, the services numbers are listed. We have already discussed that we extracted
20 topics from Twitter data using LDA, and some of those topics that are related to one
another are merged to form services. As an example of the merging of topics is the service
(Breast Cancer Awareness), which is the result of merging Topic 9 and Topic 20. Column 4
shows the keyword percentage of the services in the table. Among the keywords in total,
Topic 1 contains 9.7% out of the total keywords. Topic 2 contains 7% of the total keywords.
Column 5 presents 10 keyterms (in total for all cluster topics) for each of the services. We
initially collected 30 keywords per topic. From the initial 30 keywords, 10 keywords were
manually chosen (using domain expertise) based on their importance to the relevant topics.
Each keyword is listed in Arabic, along with its translation into English. These keywords
and other content in Arabic language (example tweets, etc.) were translated contextually
so that English readers can better understand the context of the keywords.

We extracted a taxonomy for the 17 services that were detected by our tool (See
Figure 2). The taxonomy was created from Table 3, and it shows the services, their macro-
services, and some keyterms associated with the services. The first level represents the
macro services e.g., Prevention, Information Availability, and Treatment. Every macro-
service contains one or more services. The second level branches represent these services
e.g., Symptoms, Early Diagnosis, Causes, and Screening. Each service is characterized by
various keywords. These keywords are provided in the third level branches. For instance,
the keyterms Malignant, Examination, and Transform represent the Symptoms service.
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Figure 2. A Taxonomy of Discovered Cancer Services.

After explaining Table 3, we now move on to the explanation of topics using graphical
information. Figure 3 shows the inter-topic distances among the extracted 20 topics based
on the multidimensional scale. This figure shows the topic sizes in the bottom-left corner.
Topic 1 is depicted by the largest circle, reflecting that Topic 1 is the largest topic based
on its number of keywords (9.7% see Table 3). Figure 4 shows the top 30 most relevant
terms (or keywords) for Topic 1. These terms are in Arabic language. Table 3 provides the
English translation of the keyterms. The keywords are arranged in a decreasing order of
their frequency within Topic 1 (represented by maroon bars). Each keyword has a blue bar,
which represents the overall term frequency. After discussing the table and topic diagrams
in general terms, now we will proceed to discuss in detail each of the services with data
collected from the tweets and external sources. The discussion will also present additional
detail on the topic diagrams for service.
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4.2. Prevention

We begin discussing the services related to the first macro-service, Prevention. It
involves actions that reduce the chance of getting cancer (e.g., maintaining a healthy
lifestyle, taking vaccines, and avoiding cancer-causing substances) and it also involves
strategies and procedures that prevent cancer from getting worse (e.g., early detection,
and regular screening tests). This macro-service includes five services, Early Diagnosis,
Prevention and Control, Causes, Screening, and Symptoms. The first service is Early
Diagnosis (see Row 1, Table 3) and is represented by keyterms from Topic 1 such as Early,
Detection, Examination, Symptoms, Prevention, Treatment, and Healing. Figure 4 depicts
the top 30 most relevant terms for Topic 1 (since there are 20 topics to cover, we are
unable to include these figures for all of them, to avoid an excessive number of figures
and to comply with the publisher’s guidelines). Table 4 gives the English translation of
the Arabic keywords in the figure. Early diagnosis of cancer is important for preventing
bigger problems associated with health (e.g., cancer progressing to advanced stages),
treatment options, and treatment costs. It focuses on detecting symptoms as soon as
possible. Therefore, it can contribute to the detection of the cancer disease in its early stages.
Early detection of cancer is very important for preventing reaching late stages, facilitating
treatment, and accordingly, reducing the risk of death. For this purpose, it is one of the
strategies used for successful treatment, and also for lowering treatment costs. The tweets
related to this topic were about the early diagnosis of cancer and its importance. They were
posted by official accounts, news accounts, and medical accounts. For example, the Saudi
Cancer Society posted the following tweet about the importance of early detection of cancer
in increasing the cure rate.
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Table 4. The keywords and their English translation for Figure 4.

Keywords

Translation
Breast, Cancer, Early, Cancer, October, Month, Awareness, Examination, Campaign, Injury, Association, for awareness, to support, Addition,
Tumors, Women, Symptoms, Protection, to detect, Percentage, Checkup, Treatment, Healing, with permission, Hospitals, Hurry up, Cancer,

Types, Awareness

“ ”

“The importance of early detection of cancer patients is increasing the rate of recovery,
God willing.”

Another tweet was posted by a news account, and indicates that 50 types of cancer
can be detected through a blood test.

“ ”

“A revolutionary blood test that can detect 50 types of #Cancer before symptoms appear.”

The second service is Prevention and Control. Preventing and controlling the accelera-
tion of cancer growth is an important key for preventing cancer from getting worse. The
tweets related to this cluster involve important factors in cancer prevention, control, and
survival such as lifestyle, behaviors, early diagnosis, and detection. The tweets associated
with this topic were posted by doctors, patients, and others. For example, the following
tweet was posted by a medical account. It highlights the importance of a healthy lifestyle
in cancer control and prevention.
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“Lifestyle makes a huge difference when it comes to cancer prevention, and the exercise is
the most important part.”

The third service is Causes. The keyterms represent the service including; Because,
Exposed, Genetic, Mutation, and Radiation. Avoiding cancer causes is an essential strategy
for preventing cancer development. Cancer causes were heavily discussed on Twitter by
doctors, patients, families of patients, and others. The discussion from nonmedical experts
was based on their common knowledge as well as their experiences about the causes of
cancer. Genetic mutation could be one of the causes of cancer, which is inherited in some
families. Other possible causes of cancer that includes exposure to chemicals, radiation, and
sun rays were detected from the tweets. Sadness, the negative feelings, and the unhealthy
lifestyle, and others were also mentioned in the tweets (See Section 5.1 for more details).
For example, the following tweet, found in our dataset, was posted by a doctor.

“What are the causes of #Cancer? Answer: Multiple factors, most notably: obesity,
smoking and alcohol, genetics, side effects of medications, and inflammation.”

Furthermore, the following tweet highlights the risk of sun rays as one of the causes
of cancer.

“Too much exposure to the harmful sun rays causes skin cancer, may God protect us
and you”

The fourth service is Screening (see Row 5, Table 3) represented by keywords such
as; Examination, Self-Examination, Mammogram, Doctor, Device, Minutes, Clinic, and
others. Screening tests focus on detecting disease before symptoms appear. Early detection
of cancer is very crucial for preventing the disease from reaching late stages, reducing
complications, facilitating treatment, making treatment more successful, and consequently,
reducing the mortality risks. Thus, screening tests are very significant; Prevention. Different
screening tests are used to detect cancer diseases such as mammogram, clinical breast
examination, and breast self-examination for breast cancer, and pap smears, and human
papillomavirus test for cervical cancer. The mammogram screening test is an X-ray image
of the breast. Most of the tweets, which are related to this cluster, stress the importance of
the examination. The following tweet was posted under the hashtag #breast_cancer on 26
October 2021, by the government.

“#Breast_Cancer is the most common type of cancer in women, and we recommend
regular examinations with a “mammogram” device, which helps reduce death from
the disease.”

Another tweet in our dataset is posted by a medical account. It indicates the possibility
of detecting cancer before it occurs.

“ . . . . . . Breast cancer can be detected 3 years before it occurs, and a mammogram detects
cancer 3 years before it occurs.”

The fifth service is Symptoms. Observing symptoms is a vital factor for early treatment
and preventing the acceleration of the disease. This cluster relates to the symptoms associ-
ated with cancer. Cancer symptoms vary from case to case depending on the organ affected
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by cancer. Symptoms of cancer include fever, sweating, constipation, loss of appetite,
bleeding, changes in skin color, loss of body weight, and lumps or swelling under the skin.
The tweets related to this cluster were posted by doctors, patients, and other stakeholders.
For example, the following tweet, obtained from our dataset, was posted by a consultant
oncologist about ovarian cancer symptoms.

“Ovarian cancer is a type of cancer . . . Its symptoms: pain, swelling or a feeling of
pressure in the abdomen and pelvis area, bleeding from the vagina outside the time of
the period, secretions from the vagina that may be accompanied by blood, and swelling
or constipation.”

Moreover, we found another tweet related to cancer symptoms in an advanced stage.
The tweet was posted by an account of a department in a hospital.

“In advanced stages, when the cancer spreads, and becomes a malignant tumor, some
symptoms may appear such as: yellowing of the skin, pain in the bones, headache,
breathing problems.”

Another tweet explained one of the symptoms of cancer, which is sudden weight loss.

“I noticed that I lost weight for no reason, and after colonoscopy, I had colon cancer . . .
. . . . . . ”

4.3. Treatment

We now discuss the services related to the second macro-service, Treatment. It in-
cludes Chemo and Radiation Therapy and Surgical Therapy. The sixth service is Chemo
and Radiation Therapy (see Table 3). The keywords represent the service, for example;
Chemotherapy, Pain, Duration, Receive, and Use. Chemotherapy and Radiation are among
the important treatment types for cancer diseases. The chemotherapy is usually used to kill
cancer cells and is given via a vein or by mouth. Radiation is used directly with a tumor
through using high doses of radiation. These types of treatments help to destroy the tumor
and improve the patient’s clinical condition, prevent the spread of the tumor, and stop or
slow the growth of the tumor. The main difference between chemotherapy and radiation
is that chemotherapy takes medical drugs that target the whole body, while radiation
therapy targets cancer cells in specific areas of the body. The tweets under this cluster
reflect doctors’ experiences, patients’ experiences and concerns about treatment option,
duration, and associated pain. The tweets related to this topic were posted by official
medical accounts, patients, and other stakeholders. Some tweets provide information, for
example, the following tweet, found in our dataset, was posted by a doctor.

“There are many treatment options if breast cancer is detected: Surgery “mastectomy
+ examination or removal of lymph nodes”, radiotherapy, chemotherapy, hormonal, im-
munomodulatory, and targeted therapies. It depends on the data of each case individually
and on the details of the sample.”

Other tweets reflect the patients’ and stakeholders’ experiences about the treatment
(their concerns, treatment duration, and associated pain). For instance, the following tweet
was posted by one of the stakeholders.
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“My friend’s five-month-old daughter, they decided to remove her eye because of a tumor
on the retina and chemotherapy for the other eye.”

The following tweet was posted by a patient. It shows the patient concern about the
chemotherapy.

“I have 4 days left until the beginning of the second week of chemotherapy, the first month
will be intense, . . . , I hope my body accepts the treatment . . . . . . ”

The seventh service is Surgical Therapy. It is characterized by keywords such as
Malignant, Resection, Removal, Operation, Surgery, Tumor, and others. Surgical operation
is one of the traditional cancer treatments. It is considered very effective in killing most
types of cancers before the disease spreads to lymph nodes or distant sites (metastasis).
Surgical treatment may be used alone or in combination with other treatment modalities,
such as radiation therapy and chemotherapy. This option is taken if the cancer does
not metastasize. During the surgery, doctors often remove lymph nodes near the tumor
to see if cancer has spread to them. The tweets associated with this topic were posted
by stakeholders’ accounts, news accounts, patients, and other stakeholders. The tweets
belonging to this topic include tweets reporting cancer surgeries, peoples’ experiences with
surgeries, and tweets asking for a financial or a moral support. The reported surgeries
include those that have been completed and the ones that would be performed in the
future. For example, the following tweet, obtained from our dataset, was posted on 14
September 2021, by one of the Saudi news accounts on Twitter. The tweet mentions the
success of a tumor removal surgery that happened at a hospital in Taif city. The tweet was
also announced by an electronic newspapers [59].

“Resection of a “cancerous tumor” weighing 7 kg from the abdomen of a woman . . . .
in Taif.”

Furthermore, we found another tweet posted by a cancer patient. It highlights the
need for moral support.

“Dear followers . . . . . . ..I will perform a tumor removal surgery at . . . . . . . .pray for me.”

4.4. Psychological Support

We now discuss the services related to the third macro-service, Psychological Support.
Cancer diseases affect the patients on a physical, spiritual, and emotional level. Therefore,
psychological support is very important for cancer patients. It helps the patients to handle
the difficulties and overcome challenges, which is an essential factor for the treatment suc-
cess and survival. This macro-service includes three services; Spiritual Support, Suffering
from Cancer, and Hope and Optimism. The eighth service is Spiritual Support (see Row 9,
Table 3). Spiritual Support is one of the methods for providing psychological support. A
common and important way for providing Spiritual Support is prayers (supplications)
for cure, recovery, and patience. Making prayers are very important element in Muslims’
beliefs and therefore, the patients, their families, friends, and beloved ones increase in their
prayers. The keywords for this topic such as God, Cancer, Patients, Heal, Bodies, Strength,
and Muslim represent the label. A lot of tweets, found in our dataset, were similar to the
following tweet.
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“Pray for my father who has cancer.”

“Oh God, heal cancer patients and make the chemotherapy doses easy on them . . . ”

“Oh God, heal cancer patients, they are in pain.”

The ninth service is Suffering from Cancer. This service represents the pain and
difficulties faced by cancer patients. Providing psychological support (e.g., listening to
the patient, holding hands, making prayers) is one of the strategies for helping patients
fighting cancer. This service included keyterms that represent expressions of physical and
psychological pain associated with cancer. For example, people have called cancer a “silent
killer” since it could kill the body and reach an advanced stage without obvious symptoms.
The tweets related to this service were posted by patients, their families, and their beloved
ones, such as the following tweet, which describes the suffering caused by cancer disease.

“One of the doctors described the suffering of cancer patients. He said, cancer is like a
hungry wolf that eats the meat and bone of a cancer patient.”

Another tweet was posted by a patient. It highlights the physical pain associated
with treatment.

“ . . . chemotherapy is more difficult than the disease itself, whatever I talk I will not be
able to express how much pain that chemotherapy causes . . . . . . something inside you
burns you and your soul to the point where even your clothes can’t stand the heat. There
are no painkillers or medicines . . . .”

The tenth service is Hope and Optimism. Hope and optimism are among the most
important factors that make a person live a happy and a healthy life. Many people are
exposed to major psychological pressures and crises that may affect their lives, such as
having the chronic cancer disease. A healthy psychological state is essential for the success
of any treatment and recovery, therefore, providing psychological support is an important
part of treatment. Hope, optimism, and patience are among the components of a healthy
psychological condition. Helping cancer patients to be patient, willing, optimistic, and
hopeful can be achieved through conversations, sharing experiences, and positive thoughts.
Twitter is one of the social platforms where people can share their stories and experiences,
influence and inspire other people. Some tweets were posted by patients who are fighting
the disease, spreading hope, inspiring other people, and being a source of optimism. The
tweets related to this topic were posted by patients, their families, and other stakeholders.
For example, the following tweet found in our dataset is related to this cluster.

“ . . . just listening to his story during the stages of his fight against the disease makes
you reconsider many things in your life to see life from another perspective . . . ..”

Some tweets were posted by people who survived cancer and shared their successful
experiences. The following excerpt of a tweet is an example of this cluster.

“ . . . I defeated cancer four times and I’m forced to be strong . . . ”

251



Sustainability 2022, 14, 3313

4.5. Socioeconomic Sustainability

Now we discuss the fourth macro-service Socioeconomic Sustainability. It involves
the tweets and clusters that are related to developing better strategies to fight cancer in
the country. It includes four services; the first service (the eleventh overall) is Government
Support. The Saudi government is making a lot of efforts to confront cancer disease.
These are represented in the provided medical services e.g., (healthcare centers, modern
medical devices, free diagnosis and treatment, awareness, psychological support, call
centers, and smart applications for healthcare systems). For example, the Ministry of
Health has provided various services e.g., “Mawid” website and smart application for
facilitating booking medical appointments, and a call center service that is available 24/7
on (telephone number 937) for normal and emergency health services to the patients across
the Kingdom. “Shefaa Platform” is another example of the health services supported
by the government. It facilitates the provision of medical services, medical devices, and
medicines to the needy and the emergency cases for those who cannot obtain treatment in
health facilities. It contributes to the governance of charitable treatment in the Kingdom by
verifying the Absher platform and the Council of Health Insurance. People used Twitter to
facilitate communication with the community. For example, some individuals use Twitter
to accelerate receiving personal support (financial, treatment, or other). They usually attach
links (e.g., for payment) from reliable platforms such as Shefaa. For example, the following
tweet, was found in our dataset.

“ . . . a woman suffers from a deteriorating health condition due to the presence of a
cancerous tumor in the breast . . . which calls for urgent intervention with the necessary
chemotherapy before it reaches a critical stage in which the tumor is difficult to control.”

The government, individuals, healthcare institutions, and other stakeholders also used
Twitter to announce new services, and share information and experiences on available
services. This cluster represents the tweets related to government support and the health-
care services in Saudi Arabia. For example, the following tweet was posted by a doctor. It
highlights some of the services provided by the Ministry of Health.

“Breast cancer ranks first among the most common types of cancer, globally, regionally,
and locally. There are no symptoms in its early stages, so it is important to detect it early
through a mammogram. For reservations, call 937 or the “Mawd” application. Source of
information: Ministry of Health.” #Breast_Cancer

The twelfth service is Socioeconomic and Operational Challenges (see Row 13, Table 3).
It is characterized by the keyterms such as Patient, Treatment, Needs, To Receive, Ask,
Surgery, Thousand, Bill, Case, Suffering, Number, and Please. This cluster represents
the socioeconomic and operational challenges faced by patients and their families. For
example, one of the challenges is the need for patients and their families to travel farther to
specialized hospitals for diagnosis and treatment purposes. This involves difficulties from
various perspectives. For example, from the financial perspective, it involves additional
expenses for transportation and housing. Another challenge is blood shortage. Some
patients need a frequent blood transfusion and sometimes it is difficult to find donors,
especially in urgent cases. The following excerpt of a tweet is an example of this cluster.

“My sister has leukemia. Those who can, she needs blood donors urgently, blood group:
O+, location: King Khalid University Hospital, File No.: . . . , Name: . . . ”
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The thirteenth service is Charity Organizations. There are various charity organiza-
tions in the country, for example, Zahra Association, Sanad Children’s Cancer Support
Association, the Saudi Cancer Society, and The Civil Society Association for Cancer Care
(Basma). These charity organizations are non-profit associations whose goal is to support
cancer patients. They aim to provide social, financial, and psychological care and support
for combating cancer. Their programs include, among others, encouraging new patients to
contact other patients through conducting meetings and exchanging stories and experiences.
For example, the Saudi Cancer Society holds workshops for patients and their families
under the supervision of psychiatrists. These organizations may also participate in cancer
awareness campaigns. For example, the following tweets shows that some organizations
have participated and people are thanking and appreciating their efforts.

“All thanks go to [organization] for its efforts in the breast cancer campaign that was
held yesterday on 17-10-2021 . . . .”

The fourteenth service is Financial Support (Row 15, Table 3). It is represented by
the keyterms such as; Treatment, Bill, Pinching, Tried, We Can’t, and Appeal. This cluster
represents the financial issues faced by cancer patients and their needs for financial support.
The Saudi government provides free treatment services and cancer patients usually take
this option. There is a waiting time (usually long queues) for this free treatment service.
However, there are some cases where a cancer patient needs a quick treatment procedure
(e.g., urgent operation) and cannot wait for the free service. Therefore, they go for private
treatment, which is usually very costly. Some patients who are unable to afford the
treatment costs use Twitter to raise their needs and request financial support.

“A father . . . suffers from a prostate tumor . . . which caused him severe pain and needs
urgent surgical intervention, and he does not have the financial ability to bear the costs of
the surgery.”

Furthermore, cancer disease can severely affect patients’ financial state for some
reasons such as inability to work or loss of job due to health status. These situations create
a need for financial support for some cancer patients.

“ . . . . . . . . . . . . ..I appeal to you, . . . a cancer patient, I want to pay the bill. My
husband is deceased. . . . . This is a treatment expense for cancer. My salary is 3500 SR.
Apartment rent is accumulating.”

“Contribute by retweeting as your contribution to paying the bill. Mother has cancer . . .
. . . , Remaining is 32,800 SR, please good people.”

4.6. Information Availability

We now discuss the services associated with the fifth macro-service, Information
Availability, which means that information is conveniently available to all stakeholders
including patients, the families of the patients, healthcare organizations, and government.
Information availability is a key strategy in combating cancer for all stakeholders. It
includes three services. Breast Cancer Awareness (fifteenth service created from merging
Topic 9 and 20) includes the keyterms; Campaign, Association, Center, Awareness, Lecture,
and Examination. According to Breast Cancer Organization, breast cancer is the most
common cancer across the globe [60]. It is the number one type of cancer among the women
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globally, as well as in Saudi Arabia [61]. Therefore, breast cancer has gained more attention
than other kinds of cancer types and it is also evident from our detected clusters. The
aim of breast cancer awareness programs is to raise public awareness of breast cancer, the
importance of early detection, the causes, and the prevention. One of the strategies for
disseminating awareness about breast cancer was launching the annual campaign, “Breast
Cancer Awareness Month”. In October 2021, many initiatives for supporting breast cancer
awareness were discussed on Twitter under several hashtags such as, “ ” (pink
October), “ ” (breast cancer awareness month), and “ ”
(check-up now). The campaign was supported by medical institutions (e.g., hospitals,
and healthcare centers), charity organizations (e.g., Ehsan), and other stakeholders. The
following is an excerpt from a tweet that was posted on Oct 3, 2021, by the Public Health in
Taif city.

“Today, . . . , the breast cancer campaign was started, which will continue throughout the
month of October.”

Another similar tweet highlights the activation of breast cancer awareness campaign
in Sabya governorate in Jazan region.

“[Health Center] in cooperation with [association] activating the October campaign to
raise awareness of breast cancer.”

The sixteenth service is Awareness Campaigns. It is characterized by keywords in-
cluding; Account, Question, Retweet, Reply, Hashtag, Tweet, and Campaign. These key
terms belong to Topic 10; see Figure 5. Table 5 gives the English translation of the Arabic
keywords in the figure. Awareness campaigns are very important as they raise awareness
of cancer types, causes, prevention, and treatment. Moreover, these campaigns can en-
courage early detection, support people with cancer, encourage cancer control programs,
and enable communications and sharing of experiences between patients. Awareness
campaigns could be conducted by any healthcare stakeholders though usually these cam-
paigns are carried out by healthcare providers. The campaigns involve various activities
for disseminating information such as lectures, posters, brochures, leaflets, and competi-
tions. Awareness campaigns may also involve raising Twitter hashtags and sharing on
Twitter posts containing educational content. For example, we detected various hashtags
that were raised supporting cancer awareness campaigns including “ 	àA£Qå�ÊË ù
 ÖÏ AªË @ ÐñJ
Ë @#”

(world cancer day), “ �HA�J�ðQ�. Ë @ 	àA£Qå�#” (Prostate cancer), “ÐYË@ 	àA£Qå�#” (Blood Cancer),

“ ” (Al-Sharqiya Pink 13), and others. The tweets related to cancer aware-
ness campaigns were posted by doctors, hospitals, healthcare centers, and organizations.
For example, the following tweet was posted by a hospital in Makkah.

“Today starts the #International_Breast_Cancer_Month . . . to every hero who fights,
always remember that you are with faith and determination.”

Furthermore, a tweet was posted under (Al-Sharqiya Pink 13) hashtag, which was
launched for supporting an event under the breast cancer awareness campaign. The event
was organized by the Saudi Cancer Society in the Al-Sharqiya region. It involved various
activities including the event of “Sharqiya Pink Marathon”. It aimed to support the global
trend in raising awareness of the disease and the importance of early detection as one of
the factors influencing the stages of treatment, which makes the difference in combating
and curing this disease.
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Figure 5. The Top 30 Most Relevant Terms for Topic 10.

Table 5. The keywords and their English translation for Figure 5.

Keywords

Translation
Account, The Question, Pink October, Retweet, Reply, Hashtag, Breast Cancer, Tweet, Intent, Solid, Healthy,
Logo, The Campaign, Need, Case, Gathering, Hail city, Cancer, Nervous, Movement, Describe, A Sample,

Uncle, Tumor, Woman, Bad, Cut Off, Marrow, Want

The seventeenth service is Questionnaires and Competitions (Row 19, Table 3). It is
represented by keywords such as; Follow, Participation, Share, Event, Member, Answer,
Thousands, and more. Information availability is not only about creating awareness for
care receivers; it is about gaining knowledge from the care revivers and public for scientific
research purposes and improving healthcare. One of the strategies to enhance societal
awareness and educate people about cancer about its risks and the ways to prevent it
is the development of certain questionnaires and competition exercises among the pub-
lic. Questionnaires and competitions can also be used to obtain information for scientific
research purposes. They can be organized and supported by various organizations, associa-
tions, and electronic platforms. For example, one of the charitable organizations for cancer
patients, held various online competitions on Twitter and provided financial incentives
for stimulating awareness among the members of the community. An example tweet is
given below.
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“#Basma competition/Question three: What are the causes of breast cancer? . . . . . . ..”

5. Extended Services

This section discusses the 42 extended services that we discovered by using knowledge
gained from and extending the initial discovery process. These services are discovered
by topical searching over the dataset, the topics are some of the services discovered in the
initial discovery process. We used four topical searches (Causes, Symptoms, Prevention,
and Stakeholders) and detect 42 additional services; these are discussed in Section 5.1 to
Section 5.4, respectively. We call them extended services since these are discovered by using
the knowledge gained from the initial service discovery process.

5.1. Cancer Causes

We intended to investigate the usability of our approach further and hence we applied
clustering on our dataset with a focus on cancer causes. This approach allowed us to detect
a list of cancer causes from the collected tweets. We used certain keyterms to find more
about the causes. These terms are some important Arabic terms that refer to the causes of
cancer for example . We categorized the causes into several
groups based on the content of the tweets. The causes of cancer that we have detected
include Carcinogenic Foods, Wrong Eating Habits, Genetic Causes, Obesity, Smoking, and
others. The full taxonomy for the causes of cancer that we extracted from Twitter data is
presented in Figure 6.

Sustainability 2022, 14, x FOR PEER REVIEW 29 of 40 
 

incentives for stimulating awareness among the members of the community. An example 
tweet is given below. 

؟الثدي مسرطان الإصامة أسباب ماهي: الثالث السؤام| مسمه مسامقة#“ ……….” 
“#Basma competition / Question three: What are the causes of breast cancer?........” 

5. Extended Services 
This section discusses the 42 extended services that we discovered by using 

knowledge gained from and extending the initial discovery process. These services are 
discovered by topical searching over the dataset, the topics are some of the services discov-
ered in the initial discovery process. We used four topical searches (Causes, Symptoms, 
Prevention, and Stakeholders) and detect 42 additional services; these are discussed in 
Sections 5.1 to 5.4, respectively. We call them extended services since these are discovered 
by using the knowledge gained from the initial service discovery process. 

5.1. Cancer Causes 
We intended to investigate the usability of our approach further and hence we ap-

plied clustering on our dataset with a focus on cancer causes. This approach allowed us 
to detect a list of cancer causes from the collected tweets. We used certain keyterms to find 
more about the causes. These terms are some important Arabic terms that refer to the 
causes of cancer for example “مسبب ,“ يسبب“ ,”مسبب”  We categorized the causes into .”مسبب”,“
several groups based on the content of the tweets. The causes of cancer that we have de-
tected include Carcinogenic Foods, Wrong Eating Habits, Genetic Causes, Obesity, Smok-
ing, and others. The full taxonomy for the causes of cancer that we extracted from Twitter 
data is presented in Figure 6. 

Carcinogenic Foods are foods that contain chemicals such as preservatives, taste en-
hancers, artificial flavors, and juices to which preservatives are added. Eating a lot of car-
cinogenic foods may cause cancer. It is advised to commit to a healthy diet that contains 
nutrients and avoid harmful foods. The following are sample tweets that elaborate on this. 
They were posted by patients, doctors, and other stakeholders. “....they found out that my 
nephew has leukemia, the reason is Indomie and soft drinks…”. “Be careful, juices and soft drinks 
cause colon cancer for young people and various chronic diseases. Get to know them and avoid them 
immediately.” 

 
Figure 6. Cancer Causes Taxonomy Extracted from Twitter Data. 

There are some Wrong Eating Habits that increase the risk of cancer. These include 
some cooking methods, for example, deep-frying, cooking food more than necessary at 
high temperatures, which generate chemicals like heterocyclic amines, and the use of plas-
tic for food preservation. The following tweets were posted by patients and other stake-
holders. 

 السرطانية الخلايا منشط مواد مولد الطعام هذا غليان كثرة عن ينتج: اللازم من أكثر المطبوخ مالطعا مغل لا“
”.مبامرة طهيه معد مناوله ويتم طهيه، معد وامدة مرة غليه يكفي لذا مكاثرها، من ومزيد  

“Do not boil cooked food more than necessary: frequent boiling of this food generates 
substances that activate cancer cells and increase their proliferation, so it is sufficient 
to boil it once after cooking it, and eat it immediately after cooking.” 

Figure 6. Cancer Causes Taxonomy Extracted from Twitter Data.

Carcinogenic Foods are foods that contain chemicals such as preservatives, taste
enhancers, artificial flavors, and juices to which preservatives are added. Eating a lot of
carcinogenic foods may cause cancer. It is advised to commit to a healthy diet that contains
nutrients and avoid harmful foods. The following are sample tweets that elaborate on this.
They were posted by patients, doctors, and other stakeholders. “ . . . .they found out that
my nephew has leukemia, the reason is Indomie and soft drinks . . . ”. “Be careful, juices and soft
drinks cause colon cancer for young people and various chronic diseases. Get to know them and
avoid them immediately.”

There are some Wrong Eating Habits that increase the risk of cancer. These include
some cooking methods, for example, deep-frying, cooking food more than necessary at high
temperatures, which generate chemicals like heterocyclic amines, and the use of plastic for
food preservation. The following tweets were posted by patients and other stakeholders.

“Do not boil cooked food more than necessary: frequent boiling of this food generates
substances that activate cancer cells and increase their proliferation, so it is sufficient to
boil it once after cooking it, and eat it immediately after cooking.”

Negative Feelings and emotions, such as anger, sadness, and hate, negatively affect
and weaken the immune system. Therefore, it is necessary to control emotions to decrease
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the risk of getting cancer. The following tweets represent the cluster. They were posted by
patients and other stakeholders.

“Your negative feelings accumulate in a certain part of your body, if you do not confront
them and release them it may turn into a chronic disease. . . . . Tumors= buried wounds.
Cancer = deep sadness . . . .”

Smoking, Alcohol, and Drugs are among the most important causes of cancer that
negatively affect the health of the body. The following are sample tweets, which elaborate
on that.

“What are the causes of #cancer? Answer: Multiple factors, mostly: obesity, smoking
and alcohol, genetics, side effects of medications, and inflammation.”

Genetics is an important factor in diseases in general and cancer in particular. Some cancer
diseases have a genetic predisposition, and some are generated from genetic mutations.
Obesity is another risk factor for cancer. It changes hormones secretion, affects the immune
system, and causes chronic cellular inflammation and these can lead to cancer. The follow-
ing tweet is posted by a doctor’s account, which elaborates on that, “What are the causes of
#cancer? Answer: Multiple factors, mostly: obesity, smoking and alcohol, genetics, side effects of
medications, and inflammation.”

Environmental Pollution is one of the most important causes of cancer. It includes air
pollution with toxic gases or factory smoke, and water pollution with bacteria and rust.
In addition, exposure to harmful rays increases the chances of developing cancer. The
following tweets represent the cluster. These tweets were posted by patients, the public,
and other stakeholders.

”. “

“ . . . cancer disease . . . most cities suffer from it . . . caused by factories and colored foodstuffs.”

5.2. Cancer Symptoms

As part of our investigation of usability of our approach, we applied clustering to our
dataset with an emphasis on cancer symptoms. From the collected tweets, we were able
to derive a list of cancer symptoms. We used some search queries with certain keyterms.
These keyterms refer to the cancer symptoms such as “ 	�@Q«@”, “ 	�@Q«B@”, “ �HAÓC«”. We
obtained important cancer symptoms, for example; Fever, Fatigue, Bleeding, Discharge,
Weight Loss, Headaches, and others. The full taxonomy for the symptoms of cancer that we
extracted from Twitter data is presented in Figure 7. The tweets were posted by stakeholders
of healthcare. For example, below is a tweet that shows the symptoms associated with
ovarian cancer.

“Ovarian cancer is one of cancer diseases . . . . . . . its symptoms: pain, swelling or a
feeling of pressure in the abdomen and pelvis area, bleeding from the vagina outside the
time of the period, secretions from the vagina that may be accompanied by blood, and
swelling or constipation.”
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The following tweet highlights breast cancer symptoms such as Swelling or Lumps
and the change in Size of the Breast: “Another clear symptom of breast cancer is the
emergence of swellings under one or both armpits, as a result of swelling of the lymph
tissues there. A noticeable change in the size of the breast is unjustified, as it swells greatly.
A noticeable shrinkage or retraction of the nipple inward, which is one of the important
symptoms of breast cancer.” Weight Loss symptom is shown in the following tweet. “ . . . I
noticed that I lost weight for no reason, and after I took an endoscopy, they found that I
have a colon tumor . . . ”. The following tweets shows some symptoms such as; Yellowing
of the Skin, Pain in the Bones, Headaches, and Breathing Problems. “In advanced stages,
when the cancer spreads, and becomes a malignant tumor, some symptoms may appear
such as: yellowing of the skin, pain in the bones, headache, and breathing problems.”
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5.3. Cancer Prevention

We applied clustering on our dataset with a focus on cancer prevention. By analyzing
the collected tweets, we were able to identify a list of cancer prevention methods. We used
certain terms for instance “ �éK
A�̄ñË @”, “ �éK
A�̄ð”, “ �éK
A�̄ñÊË”, “½J
�®K
”. We identified important ways
to prevent cancer, which include; Sports, Healthy Diet, Healthy Lifestyle, No Smoking,
etc. The full taxonomy that we extracted from Twitter data is presented in Figure 8. The
following tweets were posted by the different accounts as patients, hospitals, doctors, and
other stakeholders. For example, the following tweets, found in our dataset, are related
to; Sports, Healthy Lifestyle, No Smoking, Alcohol Control, Vaccination, Avoiding Stress,
Drinking Water, and Sleeping Early. “Healthy nutrition, sports, drinking water, sleeping early,
staying away from stress . . . etc. are all important factors for the prevention of all diseases and
cancers in particular. Let your health always be your priority for a safe future from diseases,
God willing.” #Pink_October, #Breast_Cancer_Awareness. “Can you prevent cancer? Researches
showed that up to 50% of cancer cases can be prevented through healthy lifestyle. You make choices
every day that affect your health. Prevention and early detection are more important than ever: don’t
use tobacco, eat a healthy diet, be active and maintain a healthy weight, refrain from drinking alcohol,
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avoid risky behaviors, vaccination (human papillomavirus and hepatitis), know your family medical
history and get regular checkups.” Furthermore, the following tweet highlights Smoking and
cancer. “One of the simplest ways to prevent cancer is to stop smoking.”
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5.4. Healthcare Stakeholders

We extracted a cluster for stakeholders in healthcare. We used some search queries

subject. In the healthcare sector, individuals or organizations with an interest in healthcare
decisions are referred to as stakeholders. The stakeholders that we have detected include;
Patients, Family, Friends, and others. The full taxonomy that we extracted from Twitter
data is presented in Figure 9.

The following tweet represents the stakeholder, Patients: “I am a cancer patient . . . ”.
The following tweet shows the Family and Friends stakeholders: “I lived my experience with
cancer with full strength, . . . Everyone around me shared my pain. I found constant support from
my husband, my family, and my friends . . . ” Below are some tweets related to the Ministry
of Health stakeholder: “The Ministry of Health invites people with chronic diseases and weak
immunity and those who receive immunosuppressive drugs such as . . . cancer patients . . . to
quickly go to the vaccination centers to receive the vaccine in order to avoid any complications
that may threaten their lives if they get the virus.” The following tweet represents the Doctors
stakeholder. “ . . . Doctor . . . Can you advise me about the Zometa injection? I am a breast cancer
patient . . . ” Hospitals as a stakeholder are shown in the following tweets: “[Hospital . . . ]
succeeds in applying advanced technology to treat eye cancer in children”.

We had collected one or more tweets for each stakeholder type and added them to the
paper, however removed from the final version for brevity. We will be happy to provide
the reader with samples of additional tweets if required.
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6. Discussion

In this paper, we proposed a data-driven artificial intelligence (AI) based approach
called Musawah to automatically detect and identify healthcare services that can be de-
veloped or co-created by various stakeholders using social media analysis. We detected
17 services using unsupervised machine learning from Twitter data using the Latent Dirich-
let Allocation algorithm (LDA) and group them into five macro-services.

The first macro-service, Prevention, involves actions that reduce the chance of getting
cancer (e.g., maintaining a healthy lifestyle, taking vaccines, and avoiding cancer-causing
substances) and it also involves strategies and procedures that prevent cancer from pro-
gressing to advanced stages (e.g., early detection, and regular screening tests). The services
in this category include; Early Diagnosis, Prevention and Control, Causes, Screening, and
Symptoms. The second macro-service, Treatment, describes the cancer treatment services
and increases the level of understanding about options for cancer treatment, which can be
used to treat cancer in different ways depending on the patient’s condition and stage of
the disease. The service in this macro-service includes Chemo and Radiation Therapy and
Surgical Therapy.

The third macro-service is Psychological Support. It includes services, namely, Spir-
itual Support, Suffering, Hope and Optimism. Cancer diseases affect the patients on a
physical, spiritual, and emotional level. Therefore, psychological support is very important
for cancer patients. It helps the patients to handle the difficulties and overcome challenges,
which is an essential factor for a successful treatment and patient’s survival, even the
survival of the patient’s families. The fourth macro-service (Socioeconomic Sustainability)
involves the tweets and clusters that are related to developing better strategies to fight
cancer in the country. The services in this category include Government Support, Socioeco-
nomic and Operational Challenges, Charity Organizations, Financial Support. The fifth
macro-service, Information Availability, which means that information is conveniently
available to all stakeholders including patients, the families of the patients, healthcare orga-
nizations, and government. Information availability is a key strategy in combating cancer
for all stakeholders. It includes the; Breast Cancer Awareness, Awareness Campaigns, and
Questionnaires and Competitions services.

We also introduced in this paper our methodology to develop extended services,
called so as these are discovered by using the knowledge gained from the initial service
discovery process. We discovered 42 extended services by topical searching over the dataset,
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where the topics are selected from some of the services discovered in the initial discovery
process. We used four topical searches in this paper—Causes, Symptoms, Prevention, and
Stakeholders—however, any number of services can be used to create services in a specific
subdomain. The 42 services are shown in the extended taxonomy of cancer provided in
Figure 10.
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We mentioned in Section 1 that the aim of this paper is to investigate the role of big data
analytics over social media to automatically detect needs and value propositions that could
be nurtured and turned into service co-creation processes through engaged participation
over social and digital media, eventually co-creating services. The co-created services could
be based on values that are not necessarily materialistic but are driven by equity, altruism,
community strengthening, innovation, and social cohesion. We provide below evidence
that big data analytics over social media can be used to detect value propositions and co-
create values through engaged participation. Specifically, we provide a few examples below
to elaborate the concept of automatic discovery, development, deployment of co-created
services that we introduced in this paper. We take the example of the discovered service
‘Hope and Optimism’ that was discussed in Section 4. Hope and optimism are among the
most important factors that make a person live a happy and healthy life. Many people are
exposed to major psychological pressures and crises that may affect their lives, such as
having chronic cancer disease. A healthy psychological state is essential for the success of
any treatment and recovery, therefore, providing psychological support is an important
part of treatment. Hope, optimism, and patience are among the components of a healthy
psychological condition. Helping cancer patients to be patient, willing, optimistic, and
hopeful can be through conversations, sharing experiences, and positive thoughts. People
share their stories and experiences of pain and suffering, joy and happiness, struggles and
overcoming diseases, stories of inspiration, optimism, and more. As we have mentioned
earlier, service co-creation is enabled through engaged participation of need and value
propositions. In co-creation terminology, both parties, a customer and company create
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value for each other and this value could be money, product, service, or anything of value
for the parties involved. Therefore, the value could be anything materialistic or otherwise,
such as a desire for equity, the altruistic nature of a person or party, and the desire to
strengthen communities, bring innovation, or social cohesion. Now imagine an open
service and value healthcare system based on freely available information made available
by the public, the government, third and fourth sectors, or others. Imagine someone in
need of Hope and Optimism shares the need on social media and this is matched by a
value proposition, someone with a specific experience, knowledge, skillset, etc. These two
people or parties come together to exchange value for value such as the need for hope and
optimism exchanged for a monetary value or desire for equity and social cohesion, and in
the process, they co-create services that can be used as it is in many other cases or adapted
for different situations.

Another example is Suffering, which can be looked at as a service where the person
who suffers has a need and another person or party can provide value to the one suffering
directly (patient) or indirectly (patient’s family) from cancer. Suffering due to cancer can be
physical, psychological, or financial, and these sufferings are well known. For example,
peoples’ finances can be negatively affected due to cancer treatment for themselves or their
family members and cause a person to suffer. Suffering can also be due to operational
reasons, such as the hardships related to the need for patients and their families to travel
farther to specialized hospitals for diagnosis and treatment purposes. This involves diffi-
culties from various perspectives. For example, from the financial perspective, it involves
additional expenses for transportation and housing. Another suffering could be due to
blood shortage. Some patients need a frequent blood transfusion and sometimes it is
difficult to find donors, especially in urgent cases. Using the previous example of Hope
and Optimism service, in the case of Suffering, two people or parties may come together
to exchange value for value, such as the need for relief from Suffering due to financial or
operational reasons, or needing blood, exchanged for a monetary value or desire for equity
and social cohesion, and in the process co-create a service.

Similarly, Information Availability could promote the value co-creation process for
healthcare services by allowing healthcare providers to interact with patients, and patients
with similar health situations for sharing information about conditions, symptoms, and
treatments. This promotes collective learning and emotional support, helps individuals
make decisions, spreads health knowledge, increases health literacy, reduces the patient’s
anxiety level, and provides personalized self-management. Socioeconomic Sustainability
could relate to supporting healthcare services and value co-creation by using the available
healthcare resources to reduce doctor and hospital visits and thereby reduce costs and
wasted resources. Service co-creation could also relate to identifying the needs of a patient
and meeting those needs to gain patient satisfaction by using feedback from the patient’s or
other patients’ experiences acquired from Twitter data. The Treatment service could relate
to increasing the level of understanding about options for cancer treatment available to a
specific individual or group of people and these treatments may not be the mainstream
methods rather based on well-known herbal medicine or lifestyle changes depending on
the patient’s condition and stage of the disease.

The Musawah approach and system proposed in this paper make important and
significant theoretical and practical contributions to the literature. While there were a few
works (e.g., [29]) on cancer-related social media studies in the English language, these
were focused on one or another type of cancer such as breast or skin or lung cancer (see
Section 2.2). There was only work on social media-related cancer studies and it was focused
on studying chemotherapy misconceptions among Twitter users [41]. These works clearly
are different from our work, as we have looked at the whole cancer space in this paper,
not just a type of cancer or chemotherapy misconceptions. There are also some works,
such as [54], that have investigated the use of social media by people and public health
organizations to communicate in new ways for various mutually beneficial activities. While
these and other works have investigated the use of social media for value co-creation
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by various actors communicating with each other and sharing information, none of the
works in the literature have proposed to discover healthcare services automatically from
social media. This work, therefore, contributes a novel approach of using social media
and AI to discover, develop, and exchange healthcare or cancer services. We demonstrated
the potential of our approach by discovering over fifty services in several dimensions of
cancer disease including cancer causes, symptoms, prevention, treatment, socioeconomic
sustainability, and stakeholders. The approach can be systemized by creating open service
and value healthcare systems based on freely available information made available by
the public, the government, third and fourth sectors, or others, allowing new forms of
preventions, cures, treatments, and support structures to be discovered and exchanged
between various parties.

The work provides evidence to support the general literature on data-driven smart
cities research [1,2,62,63] and reinforces that policy and action on smart cities, healthcare,
and other sectors should be supported with data and that social and digital media provides
a convenient and important source of such data [64,65]. The topics detected by our system
clearly show the possibility and benefits of our tool, allowing from social media public and
stakeholder conversations the discovery and grasp of important dimensions of the cancer
disease in Saudi Arabia (partly applicable internationally), such as public concerns, patient
requirements, solutions for problems related directly and broadly to cancer such as cancer
treatment, financial difficulties, psychological ordeals and traumas, operational challenges
for the families of cancer patients and other information. The parameters and information
learned through the tool can benefit the public in many ways, such as through being a
source of information and allowing government and various institutions to improve their
services, organizational approaches, foci, etc. The work is distinct from others in terms
of the dataset, methodology and design, our innovative approach of using AI to discover
services, and our findings.

As regards the potential impact of our work, we believe the impact could be founda-
tional, colossal, and far-reaching. On a personal note, the authors casually discussed the
findings of this research and mentioned it to their families, friends, and networks, and this
unconscious activity generated a lot of impacts. Some people got motivated to change their
lifestyle to become healthier, others decided to be careful in using cosmetics to minimize the
cancer risk. An important impact was related to a close friend who found that he had some
symptoms, which were mentioned in the paper and he decided to do some tests. To his sur-
prise, the reason for the symptom he had was an infection that is a major cause of a certain
kind of cancer. These impact examples are the result of casually mentioning the finding of
our paper to a small network of authors. How about coordinated dissemination of these
findings to larger networks and how about creating incubators for service co-creation using
our proposed ideas and tool? Such efforts on a large scale, incorporated into data-driven
digitally connected systems, where information is pushed to consumers based on certain
environmental parameters (e.g., a person searching for some symptoms or their smart
devices reporting a specific pattern) can lead to lifestyle motivations, early interventions,
diagnosis, and ultimately reduction in diseases and healthy and sustainable societies.

7. Conclusions and Future Work

Poor healthcare systems affect individuals, societies, the planet, and economies. Smar-
tization of cities and societies has the potential to unite individuals and nations towards
sustainability and thereby also improve healthcare and other systems as it requires an
engagement with our environments, an analysis of them, and for us to make sustainable
decisions regulated by TBL. Healthcare systems are a major contributor to the deterioration
of our planet’s environment due to high energy usage, disposable supplies, etc. This envi-
ronmental damage causes health problems that need to be medically treated while these
treatments in turn further damage the environment, and thus a chain reaction occurs. There
is a growing demand for the prevention of diseases and for reducing the need for disease
monitoring, screening, and treatment to a minimum. This in turn requires an open space
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for innovations and dynamic interactions between healthcare stakeholders to understand
and provide solutions, services, information and resource supply chains, and community
support structures for timely interventions and disease prevention and progression.

To address these challenges, this paper proposed a data-driven artificial intelligence
(AI) based approach called Musawah to automatically detect and identify healthcare ser-
vices that can be developed or co-created by various stakeholders using social media
analysis. The case study focused on cancer disease in Saudi Arabia using Twitter data
analytics in the Arabic language. Specifically, we discovered 17 services using unsupervised
machine learning from Twitter data using the Latent Dirichlet Allocation algorithm (LDA)
and grouped them into five macro-services; Prevention, Treatment, Psychological Support,
Socioeconomic Sustainability, and Information Availability. We also illustrated the possi-
bility to find additional services by topical searching over the dataset using four topical
searches (Causes, Symptoms, Prevention, and Stakeholders) and detected 42 additional
services. We developed a software tool from scratch for this work. The tool implements a
complete machine learning pipeline. The dataset we used contains over 1.3 million tweets
collected from September to November 2021.

Our work makes several contributions to the literature including the Musawah ap-
proach for creating services proposed in this paper and the developed tool and techniques
to detect cancer-related services. The work builds on our extensive research in social media
analysis in English and other languages on topics in different sectors. The paper has focused
on cancer-related services from Twitter data in Arabic, however, the proposed approach
broadly can be used for any disease or purpose and in any language.

The idea of developing cancer-related services from social media analysis is motivated
by the well-known science that social media facilitates value co-creation through stake-
holder interactions allowing value creation or creation of new services. Therefore, the ideas
of services and co-creation proposed in this paper per se are not novel, and the novelty
lies in the proposed approach of systematically and dynamically developing an ecosystem
of services for a particular disease that can be co-created on-the-fly by communities of
stakeholders interacting over social media using automatic value and service detection.
The services can be the needs of people seeking prevention or treatment such that a gap
in the market can be detected for stakeholders to develop services for economic, social,
or other types of remuneration and rewards. The approach that we present, while basic
at this stage, has great potential and will allow further investigation and development of
novel and innovative ways of developing healthcare services and systems, is green in terms
of environmental, social, and economic sustainability, with lower costs allowing lifestyle
changes, self-directed disease management, and managed care.

We believe systemizing this approach could lead to a revolution in sustainable health-
care, driven by communities co-creating social values with the exchange of services for
services that are not necessarily materialistic, but driven by equity, altruism, community
strengthening, innovation, and social cohesion. Open service and value healthcare systems
based on freely available information can revolutionize healthcare in manners similar to the
open-source revolution by using information made available by the public, the government,
third and fourth sectors, or others, allowing new forms of preventions, cures, treatments,
and support structures.
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