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Over the years, the global process industry is continually improving in product
development and process performances. One of the areas is to identify more sustainable
products and processes to manufacture products. Process Systems Engineering (PSE) tools
have been instrumental in developing optimal processes and identifying better products
based on different functions. With the development of novel tools, new sources of chemicals
and alternative processing routes for producing products have been identified in the last
few decades. Two of the most promising areas that possess the potential to provide
optimal products through non-traditional processes are the integrated bio-refineries and
ionic liquids. While the potential of these areas are obvious, commercial applications of
these areas are still not completely explored, and PSE tools have been instrumental in the
transition from the laboratory scale to the industrial scale [1]. Therefore, this Special Issue
“Process Systems Engineering (PSE) Tools for the Design of Ionic Liquids and Integrated
Biorefineries” makes an effort towards introducing the latest developments in these research
areas to the scientific community by inviting research contributions from the top researchers
in this field.

Most recently, climate change due to greenhouse gas emissions, especially carbon diox-
ide (CO2), has been a major concern of the society. Therefore, various research works have
been developed to reduce CO2. One of the topics of focus is carbon capture, storage, and
utilization. To reduce CO2 from emissions, the number of conventional solvents is currently
being used in the absorption systems of CO2. However, most of these processes suffer from
issues such as solvent loss, environmental pollutions, and high energy regeneration, which
also contributes to environmental issues. To address this issue, naturally occurring deep
eutectic solvent (NADES) constituents have been studied using both experimental and
Density Functional Theory [2]. NADES is found to possess most of the desirable attributes
needed for CO2 capture solvents. This work also has the potential to be extended into novel
solvent design via NADES for different gases.

On the other hand, it has been recognized that ionic liquids can replace several
conventional solvents in the absorption of CO2 due to their tunability and environmentally
benign nature. However, the lack of availability of experimental data and the high cost
of ionic liquids are still major challenges to their application in the commercial scale1. In
addition, the toxicity of ionic liquid is also an important factor to be considered to justify
their selection over other conventional solvents. The work by Wang et al. [3] proposed
an integrated approach between machine learning and computer-aided molecular design
for identifying suitable ionic liquids for various applications. In the proposed approach,
machine learning tools such as feedforward neural network (FNN) and support vector
machine (SVM) algorithms were used to develop toxicity predictive models. It was found
that the FNN-based models have a higher predictive power than SVM-based models. These
models can also be incorporated into computer-aided molecular design to identify ionic
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liquids with desirable properties and less toxicity. We highlight that this approach can also
illustrate the growing potential and role of machine learning applications in PSE.

Other than focusing on the removal of CO2 from the end of pipe treatment in stack
gas, etc., the replacement of fossil fuels with renewable sources such as biomass can also
reduce CO2 significantly. Biomass, in this work, refers to the organic materials that can be
produced from agriculture products (i.e., energy crops) and wastes (i.e., rice husk, palm
kernel shell, etc.), and it has been widely recognized as one of the most important renewable
energy resources that reduces greenhouse gas emissions. An integrated bio-refinery is
a processing facility that can convert biomass into multiple value-added products. It is
extremely important to explore the potential of various biomass feedstocks for producing
various products via integrated technologies. Said et al. [4] presented the potential of
Napier grass to produce syngas through gasification. As reported in Said et al. [4], it was
found that this energy crop has comparably high heating values and very high volatile
matter, which has high potential for further investigation. Therefore, further exploring the
possibility of scale up the gasification technology for practical applications is recommended.

The number of conceptual studies on the potential to produce value-added products in
integrated biorefineries has also been explored recently and some of these works covered
in this Special Issue. Lee et al. [5] developed a two-stage optimization approach that can
identify the optimal product that can be produced from an integrated bio-refinery through a
green pathway. A computer-aided molecular design approach is adapted to identify the
optimal product, whereas a multi-objective optimization approach considers the economic,
environmental, energy, and yield targets for production. It is noted that the bi-oil produced
from biomass typically possesses poor properties such as low heating values, high viscosity,
and non-homogeneity. To upgrade the bio-oil, one of the cheaper practical approaches is
to blend the bio-oil with a solvent. However, the selection of solvent that can be used to
upgrade bio-fuel must be based on both the functionalities and also on the cost. There are a
number of solvents that have been developed for these purposes in the past. However, such
specialty chemicals limit their practical applicability. To render the bio-oil solvent blend
suitable for practical applications, a cost model has been integrated within a computer-aided
molecular design framework [6]. The identified blends have the best economic potential to
be used as fuel for real applications. We note that the final blend must be a homogeneous
mixture, and a phase stability analysis was also performed in this work.

Another typical challenge encountered in the management of biomass is to synthesize
an optimal supply chain of biomass resources to powerplants that can generate energy
from biomass. In this Special Issue, a graphical method has been developed based on an
established insight-based approach (Pinch Analysis) for the allocation of biomass to meet
the demand of each powerplant [7]. Even though this approach is developed for palm-
based biomass, the methodology is also applicable for other types of biomasses. A more
complex scenario where the design and comparison of centralized versus decentralized
bio-refining options has been performed [8]. This is a critical decision because the bio-
refineries are generally small in size and the centralized options are not always the most
profitable. The formulation of this optimization problem considerers several objectives
such as economic, environmental, and safety aspects. This has been formulated as a multi-
objective optimization problem to compare different scenarios for different performance
targets. This work also proposes various future research directions that consider a more
thorough environmental impact analysis, operational challenges, and uncertainty.

The effect of process intensification is another interesting area to be explored for higher
profitability and a reduction in environmental impacts. The integration of both centralized
and decentralized bio-refineries with other infrastructures can be considered for additional
benefits by applying the concept of industrial symbiosis [8]. It has also been observed
that the hydrothermal liquefaction process integrated with kraft mills can significantly
mitigate CO2 emissions [9]. The reduction is due to the replacement of fossil fuels with
biofuels and produce biochar for sequestration. With such strategies, significant CO2
emission reductions can be achieved when compared with the conventional process. An
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in-depth analysis of the processing conditions may further increase the benefits in these
processes. In this issue, a new application of synthesis of integrated flower waste biorefinery
is presented [10]. A superstructure approach is adapted to screen process alternatives to
valorize flower waste into value added products. Multi-objective optimization approach
(fuzzy optimization) is used to trade-off different objectives (maximize economic potential
with minimum environmental impacts [10].

Based on the publications in this Special Issue, it can be seen that several promising
technologies and novel products have been proposed by the PSE research community.
The current work in this area focusses on incorporating more parameters related to cost,
environmental impacts, uncertainty, operability, and scaled-up considerations. Considering
the enormous interest in this field in the recent years, there is a very high potential for a
higher industrial involvement based on the research output in these fields.
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software, D.K.S.N. and N.G.C.; validation, D.K.S.N.; formal analysis, N.G.C.; investigation, D.K.S.N.
and N.G.C.; resources, D.K.S.N. and N.G.C.; data curation, D.K.S.N. and N.G.C.; writing—original
draft preparation, N.G.C.; writing—review and editing, D.K.S.N.; visualization, D.K.S.N. and N.G.C.;
supervision, D.K.S.N. and N.G.C.; project administration, D.K.S.N. and N.G.C.; funding acquisition,
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Abstract: In this review paper, a brief overview of the increasing applicability of Process Systems
Engineering (PSE) tools in two research areas, which are the design of ionic liquids and the design of
integrated biorefineries, is presented. The development and advances of novel computational tools
and optimization approaches in recent years have enabled these applications with practical results.
A general introduction to ionic liquids and their various applications is presented followed by the
major challenges in the design of optimal ionic liquids. Significant improvements in computational
efficiency have made it possible to provide more reliable data for optimal system design, minimize the
production cost of ionic liquids, and reduce the environmental impact caused by such solvents.
Hence, the development of novel computational tools and optimization tools that contribute to the
design of ionic liquids have been reviewed in detail. A detailed review of the recent developments
in PSE applications in the field of integrated biorefineries is then presented. Various value-added
products could be processed by the integrated biorefinery aided with applications of PSE tools with
the aim of enhancing the sustainability performance in terms of economic, environmental, and social
impacts. The application of molecular design tools in the design of integrated biorefineries is also
highlighted. Major developments in the application of ionic liquids in integrated biorefineries have
been emphasized. This paper is concluded by highlighting the major opportunities for further
research in these two research areas and the areas for possible integration of these research fields.

Keywords: ionic liquids; integrated biorefineries; process systems engineering; process optimization;
molecular design

1. Introduction

The competitive nature of the current chemical industry constantly demands improvements in
process and product quality and efficiency. To maximize profitability and to succeed in the global
competition, the chemical processes need to be operated optimally and also need to look for better
products and ways to produce them. Process Systems Engineering (PSE) tools have been instrumental

Processes 2020, 8, 1678; doi:10.3390/pr8121678 www.mdpi.com/journal/processes
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in developing optimal processes and identifying better products. PSE is defined by Grossmann and
Westerberg [1] as “the field that is concerned with the improvement of decision-making processes for the
creation and operation of the chemical supply chain. It deals with the discovery, design, manufacture,
and distribution of chemical products in the context of many conflicting goals.” The developed
approaches towards chemical process design is a major shift from the conventional focus where the
emphasis was to develop tools and procedures for the process design, control, and operation. In recent
decades, the focus of research in PSE fields has shifted to the areas of development of new products,
process networks and enterprise, supply chain optimization, and global life cycle assessment (LCA) [2].

The development of PSE tools and methodologies has enabled the applications of these tools in
various research fields. While the focus of PSE tools was more process-oriented and towards specific
industrial problems in the twentieth century, the effect of globalization has prompted researchers
to extend the PSE tools into new areas, e.g., development of new products, process intensification,
and to address sustainability challenges. Significant improvements in computational efficiency have
contributed to the application of PSE tools in several areas where historically, size-related problems had
made the solutions impractical. In this paper, the application of novel PSE approaches in the design of
ionic liquids and the synthesis of integrated biorefineries are highlighted. Since these are relatively
recent concepts, specific PSE tools had to be developed to address the specific/novel challenges raised
by these problems.

It has been recognized in recent years that ionic liquids may be a suitable replacement for several
traditional solvents that pose environmental risks. The major potential areas for their application
as a solvent include carbon capture, extraction, as an entrainer in extractive distillation, and also in
various chemical, biochemical, electrochemical, and pharmaceutical industries [3]. Ionic liquids have
unique properties that make them suitable for these industrial applications. In addition, it is possible
to alter the functional groups to meet the desired attributes for various applications. The two major
challenges for the design of suitable ionic liquids and the application in industries are the unavailability
of reliable data and the high production cost of ionic liquids. Because of that, the ionic liquids used
for various applications and the conditions at which the systems are operated may not be optimal.
In order to make an optimal selection of ionic liquids, various PSE approaches (both insight-based and
mathematical optimization approaches) have been developed in the past decades. The development of
novel group contribution (GC) models [3], computer-aided molecular design (CAMD) tools [4], and the
development of quantum mechanical (QM) tools that can be integrated with CAMD approaches [5]
had been the significant breakthroughs that allow the application of PSE tools in the ionic liquid design
and selection.

In addition to the design and selection of ionic liquids, the development and application of PSE
tools in the field of integrated biorefineries have been immense. In recent years, biomass utilization has
shown promising results in addressing society’s dependence on non-renewable energy resources and
climate change caused by fossil fuel exploitation. Other than being utilized for heat generation through
direct combustion, the nature of biomass enables it to be converted into other value-added products
ranging from biomaterials, biofuel, bio-chemicals, biopharmaceuticals, etc. Through different biomass
conversion technologies (physical, mechanical, chemical, and biological), biomass can be converted into
other forms of energy products such as transportation fuels, or value-added products like commodities
and specialty chemicals. In the past decades, the development of single biomass conversation systems
such as gasification, fermentation, digestion, etc., has been established. However, due to the complexity
and diversity of biomass in nature, a single biomass conversion system is typically not able to fully
recover the potential of the biomass. In view of this, integrated biorefineries is a fast-developing
research area that integrates a variety of technologies to convert biomass into the abovementioned
value-added products [6]. As integrated biorefinery is able to integrate multiple technologies as a
single integrated system, such a system provides more flexibility in product generation and generates
sufficient energy to support the entire operation and reduce the overall energy consumption compared
to the processes that operate independently. In addition, with the integration of multiple technologies,
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the waste/by-products can be used as feedstock for another process, therefore, the material recovery can
be maximized as shown in Figure 1. Various research works [6–10] have been presented to optimize
the synthesis and design of integrated biorefineries, ranging from insight-based approaches to complex
mathematical optimization models, which is discussed in Section 3.

 

Figure 1. The integrated biorefinery concept.

In summary, advances in computing, data science, and optimization have allowed researchers to
extend the application of PSE tools in several novel areas. In this paper, the application of PSE tools
in the synthesis and design of ionic liquids, as well as integrated biorefineries, are to be reviewed.
A general overview of these two research areas is provided followed by a detailed review of the
recent development and application of PSE tools in the area. The major research challenges and the
approaches used by the PSE community in addressing the identified challenges are highlighted in
this paper. This review also focuses on the integration of these research fields where the role of ionic
liquids as solvents in integrated biorefineries has been analyzed. Finally, the paper identifies some of
the research scopes for further research and the way forward.

2. Applications of PSE in the Development of New and Green Chemicals

In this section, an introduction to ionic liquids and their potential applications is presented.
A comprehensive review of the applications of ionic liquids in various industries is also provided.
Furthermore, the latest developments and contributions in the field of ionic liquid design are reviewed.
In addition, the challenges and limitations encountered in the design of optimal ionic liquids are
discussed. Lastly, the recent applications of CAMD in the ionic liquid design are reviewed in detail.

2.1. Ionic Liquids

Ionic liquids are organic salts that comprise organic cations with inorganic or organic anions and
melt at temperatures below 100 ◦C. They were first introduced by Paul Walden in 1914 when
he successfully synthesized ethyl ammonium nitrate which melts at room temperature [11].
The introduction of ionic liquids has attracted considerable attention from researchers, especially in
replacing traditional solvents with ionic liquids due to their extraordinary characteristics. For example,
ionic liquids are known to exhibit non-flammability, as well as high thermal and chemical stabilities
owing to the strong ionic bonds [12]. Besides, ionic liquids also possess the attributes of “green”
solvents since their vapor pressure is significantly lower than the conventional solvents. The high
volatility of conventional organic solvents can cause air pollution and human health problems if they
leak from process equipment.

Ionic liquids are widely recognized as “designer” solvents because of the flexibility in turning
their properties by altering the cations. For instance, their melting point can be reduced by having

7



Processes 2020, 8, 1678

large asymmetric organic cations [13]. By selecting various combinations of anions and cations,
ionic liquids with an attractive set of physicochemical properties can be synthesized. In addition,
ionic liquids’ capabilities, which include a wide range of intermolecular interactions such as hydrogen
bonding, ionic and covalent interactions as well as π-stacking, have also contributed to their tunable
properties [14]. For these reasons, they have huge potential to reduce the environmental impact caused
by organic solvents. Nonetheless, the major drawback of applying ionic liquids in various chemical
processes is their high purification cost. As ionic liquids consist of highly charged ions, the ionic
liquid recovery and purification process becomes difficult and cost-intensive [15]. In spite of the high
recovery and purification cost, the unique properties of ionic liquids are still important and attractive
from an industrial point of view. This can, at least in part, be seen by an increasing number of patent
filings, especially related to the applications of ionic liquids [16]. Moreover, there is also an exponential
increase in Science Citation Index (SCI) papers published on ionic liquids in the last few decades [17].
For these reasons, it is feasible that ionic liquids can become viable options for various applications
and industrial processes.

2.2. Potential Applications of Ionic Liquids

In recent years, there is a surge in the applications of ionic liquids in various industries.
Table 1 shows some potential applications of ionic liquids that will be discussed in detail in this section.

Table 1. Summary of potential applications of ionic liquids discussed in this review.

Types of Ionic Liquids Applications

1-methylimidazolium chloride Biphasic acid scavenging [18]

1-butylpyridinium tetrafluoroborate Geothermal fluid in organic Rankine cycle [19]

1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide Hydrogen compressor [20]

1-Ethyl-3-methylimidazolium acetate Sugarcane bagasse pre-treatment [21]

1-butyl-3-methylimidazolium chloride and
1-butyl-3-methylimidazolium acetate Rubber woods pre-treatment [22]

1-butylimidazolium hydrogen sulfate (VI) Kraft lignin activator [23]

1,3-dibutyl-2-methylimidazoliumbromide Flavonoids extraction [24]

1-hydroxyethyl-3-methylimidazoliumbis
(trifluoromethanesulfonyl)amide Keratin extraction [25]

1-Ethyl-3-methylimidazolium methylsulfate Ethyl acetate and ethanol azeotropic distillation [26]

1-butyl-4-methylpyridinium tricyanomethanide Cyclohexane and benzene azeotropic distillation [27]

1-ethyl-3-methylimmidazolium-ethylsulphate Carbon dioxide and hydrogen sulfide separation [28]

1-butyl-3-propylamineimidazolium tetrafluoroborate Carbon dioxide capture [29]

1-butyl-3-methylimidazolium hexafluorophosphate Carbon dioxide capture [30]

Tetraglyme-sodium salt ionic liquids Sulfur dioxide separation [31]

1-butyl imidazolium bis(trifluoromethylsulfonyl)imide Ammonia separation [32]

Bis(1-butyl-3-methyl imidazolium) copper tetrachloride salt and
bis(1-butyl-3-methyl imidazolium) stannum tetrachloride salt Ammonia separation [33]

The first industrial application of ionic liquids, called the BASIL process, was developed by
BASF [18]. This process is mainly used for producing generic photo initiator precursor alkoxy phenyl
phosphines. It is the first commercial publicly announced process that uses an ionic liquid (named
1-methylimidazolium chloride) to scavenge acid from reaction mixtures. The extraordinary properties
of ionic liquids are also advantageous for several reactions such as bio-catalyzed reaction, dimerization,
isomerization, hydrogenation, hydroformylations, and alkylation [34]. Higher reaction rates and
selectivity can be achieved when organic solvents are replaced with ionic liquid solvents. For instance,
the hydrolysis rate of casein by lumbrokinase is enhanced when ionic liquids are added to the
reaction [35]. The existence of ionic liquids at low concentrations improves the hydrophilicity of casein
by forming an ionic liquid-casein complex.
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Ionic liquids have also been reported as excellent candidates for heat transfer fluids owing to
their low flammability, high heat stability, and low volatility characteristics. When ionic liquids were
used as heat transfer fluids in shell and tube heat exchangers, a comparable or larger heat transfer
area can be achieved compared to other heat transfer fluids [36]. The ionic liquid, 1-butyl pyridinium
tetrafluoroborate (C9H14NBF4) was used as a geothermal fluid in an organic Rankine cycle was explored
by Kazemi et al. [19]. Optimization and simulation work was carried out for a basic organic Rankine
cycle using C9H14NBF4 and water as the geothermal fluids, respectively. In their study, economic,
thermodynamic, and thermo-economic evaluations were chosen as objective functions for minimizing
specific investment costs and maximizing exergy efficiency. The results indicated that the basic organic
Rankine cycle performance was improved thermodynamically and economically when C9H14NBF4

was used as a geothermal fluid.
Moreover, ionic liquids have a high tendency to wet inorganic, metal, and polymeric surfaces [34].

With their wide liquidus range and high thermal stability, ionic liquids are ideal candidates to be used
as lubricants in low pressure and/or high-temperature applications. Other than the aforementioned
properties, ionic liquids are also applied as lubricating media in oxygen compressors due to their good
lubricity and high chemical inertness [37]. Based on the long-term test conducted with pure oxygen,
the result is both impressive and promising as the hydrocarbon concentrations in all tests were below
10 ppmv methane equivalents, which is beyond the threshold value of 1000 ppmv. In another recent
study, it was proposed that the solid piston in reciprocating hydrogen compressors may be replaced by
ionic liquids [20]. By replacing the solid piston in reciprocating compressors with a suitable liquid,
efficiency can be improved along with significant cost reduction.

Apart from being suitable candidates for lubricants and thermal transfer fluids, ionic liquids
have also been introduced in biomass conversion applications, such as lignocellulose pretreatment
and fractionation. Most existing molecular solvents are not able to dissolve and hydrolyze cellulose
into fermentable sugars as the cellulose chains are interconnected by strong hydrogen bonding in flat
sheets [38]. Nonetheless, various ionic liquids have demonstrated their capabilities in dissolving and
fractionating lignocellulose into its main constituent compounds. For example, cellulose isolated from
sugarcane bagasse was pretreated with an ionic liquid called 1-Ethyl-3-methylimidazolium acetate
([Emim]Ac) at 90 ◦C prior to hydrolysis by cellulase [21]. After the pretreatment process, the glucose
content is increased whereas the crystallinity index and degree of polymerization are reduced.
The cellulose crystal structure has also transformed from cellulose I to cellulose II. These changes have
enhanced enzymatic hydrolysis rate and glucose production yield. Furthermore, the effect of pretreating
rubber woods with ionic liquids on thermodynamic properties and pyrolysis kinetics was explored by
Khan et al. [22]. The pretreatment of rubber woods with both ionic liquids, 1-butyl-3-methylimidazolium
chloride ([BMim][Cl]) and 1-butyl-3-methylimidazolium acetate ([BMIM][OAc]) successfully reduced
the activation energy required for the pyrolysis reaction. Moreover, ionic liquids have also shown
their potential in kraft lignin activation processes. After activating kraft lignin with ionic liquids,
a better electrochemical performance was observed due to an increase in carbonyl groups, which are
responsible for transporting protons and electrons in electrochemical applications [23].

Considering stringent environmental regulations as well as increased emphasis on green and
clean manufacturing practices, ionic liquids have gained popularity in extraction processes. This is
because most of the common organic solvents used in extraction processes are toxic and flammable,
which leads to detrimental environmental issues when released into the atmosphere. The use of
ionic liquids in extraction processes typically leads to shorter processing time and most importantly,
the process can often be carried out at ambient temperature [39]. For this reason, the application of
ionic liquid is widely found in the extraction and purification of bioactive compounds such as proteins,
lipids, amino acids, and pharmaceuticals. Novel dual-chain ionic liquids were synthesized and applied
to recover flavonoids from Pinus massoniana Lamb [24]. The results showed that ionic liquids are more
efficient in extracting flavonoids than water and ethanol. In another study, a hydrophobic ionic liquid
was shown to be capable of extracting keratin from chicken feathers [25]. The water extraction method
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can be used to isolate keratin from the ionic liquid as hydrophobic ionic liquid is insoluble in water
while keratin is soluble in water.

A classic challenge in the process has been to choose a suitable entrainer in separating azeotropic
mixtures. Ionic liquids have been suggested as potential entrainers in an azeotropic system since
their selectivity, capacity and thermal stability can be easily altered [40]. For example, Zhu et al. [26]
performed a process simulation study of ionic liquids applied in an extractive distillation process to
separate an ethyl acetate and ethanol mixture, which have close boiling points. The results showed
that 1-Ethyl-3-methylimidazolium methyl sulfate was the best solvent for this separation. In another
contribution, 1-butyl-4-methyl pyridinium tricyanomethanide ([4bmpy][TCM]) has been proposed as
an entrainer in the extractive distillation process to separate cyclohexane and benzene [27] as overall
solvent consumption can be reduced. Another contribution evaluated the capability of protic ionic
liquids as an entrainer to separate ethanol-water azeotropic mixtures [41]. In this process, the relative
volatility between ethanol and water is increased and the complete azeotrope elimination was achieved.
Conductor-like screening model for real solvents (COSMO-RS) was used to study the intermolecular
interactions between the binary ethanol-water and the ternary ethanol-water-protic ionic liquids
mixtures. The results were in agreement with the experimental values.

The possibility of using ionic liquids to separate liquids was explored by Fadeev and Meagher [42],
where an ionic liquid was used to recover butyl alcohol from a fermentation broth. Ionic liquids are
also reported to be efficient in gas separation. Due to their hygroscopic nature, ionic liquids can remove
water vapor efficiently from gas mixtures [43]. Likewise, the solubility of gas can be altered by the
proper selection of cation, anion, and substituents. For example, when certain anions are used and the
alkyl chain is shortened, the Henry’s Law constant of carbon dioxide is reduced to half [34]. Based on
the experiments performed by Anthony et al. [44], gases were found to have different solubilities in
ionic liquids, suggesting that there is a great potential for designing ionic liquids to be used in specific
gas separations.

Carbon dioxide (CO2) was first reported to be highly soluble in imidazolium-based ionic liquids
like 1-butyl-3-methylimidazolium hexafluorophosphate by Blanchard et al. [30]. The finding reported
that the dissolution of CO2 in imidazolium-based ionic liquids is totally reversible meaning that pure
ionic liquids can be easily recovered after the desorption process. Since then, there has been an increasing
number of scientific studies investigating the capability of ionic liquid compounds in capturing CO2.
The efficiency of a new task-specific ionic liquid, which is an amino-functionalized ionic liquid
named 1-butyl-3-propylamineimidazolium tetrafluoroborate ([NH2p-bim][BF4]), was comparable to
conventional solvents in CO2 absorption processes [12]. To maximize the interaction sites for CO2

capture, a dual amino ionic liquid that contains a taurine anion and amino-functionalized imidazolium
cation has been synthesized [45]. The result reported that 1 mole of the ionic liquid can absorb 0.9 mol of
CO2 at atmospheric pressure. Besides, the application of both an ionic liquid and a zeolitic imidazolate
framework (ZIF) as a separating agent in adsorptive absorption has demonstrated its capability in
capturing CO2 [29]. The experimental and modeling results showed that CO2 is more soluble in the
ionic liquid and ZIF mixture compared to that of pure ionic liquid.

Ionic liquids have also been introduced for absorbing other environmentally polluting gases such as
hydrogen sulfide, ammonia, and sulfur dioxide. A mixed matrix membrane with imidazolium-based
ionic liquids blended with poly ether-block-amide elastomer was synthesized for CO2 and H2S
separation [28]. This study showed that the chosen ionic liquid has higher H2S selectivity than
CO2. In another contribution, tetraglyme-sodium salt ionic liquids which possess high thermal
stability appeared to be potential candidates for SO2 absorption [31]. The experimental results showed
that SO2 absorption capacity improved by 30% when tetraglyme–sodium salt ionic liquids were
used instead of tetraglyme. Three different types of ionic liquid including traditional ionic liquids,
protic ionic liquids, and Brønsted acidic ionic liquids were synthesized and investigated for NH3

absorption [32]. Among the investigated ionic liquids, the protic ionic liquid (1-butyl imidazolium
bis(trifluoromethylsulfonyl)imide ([Bim][NTf2])) achieved the highest NH3 absorption capacity. 1 mole
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of [Bim][NTf2] was able to absorb 2.69 moles of NH3 at ambient pressure. Another study synthesized a
series of metal ionic liquids and explored their potential for NH3 separation [33]. Bis(1-butyl-3-methyl
imidazolium) copper tetrachloride salt ([Bmim]2[CuCl4]) and bis(1-butyl-3-methyl imidazolium)
stannum tetrachloride salt ([Bmim]2[SnCl4]) showed great potential for NH3 separation due to their
high selectivity and absorption capacities.

The abovementioned works illustrate that ionic liquids have been extensively explored for various
applications. Nonetheless, considering that an enormous number of ionic liquids can be synthesized
by combining various organic cations and anions, it is difficult to select the optimum candidate(s)
from this huge search space. Experimentally testing random ionic liquid combinations is both time
consuming and costly. Thus, in order to minimize the time and expense required in performing
experiments, various theoretical/computational methods have been proposed to guide the ionic liquids
screening process preceding an experimental campaign. The following section presents the latest
developments and challenges in the design of optimal ionic liquids.

2.3. Challenges in the Design of Optimal Ionic Liquids

In order to design ionic liquids that suit a certain industrial application, it is first important to know
how the anion, cation, and side chains on the cation affect physicochemical properties. This can be done
through two pathways, either via experimental work or simulation approaches. Considering a very
huge number of possible ionic liquids, it would be a very tedious task to select an optimum candidate
through experimentation. Because of this, researchers have been working on developing systematic
computer simulation methods including CAMD and/or process design simulations to design optimal
ionic liquids. Computer-aided methods provide alternative routes in determining potential ionic
liquids as they can explore a larger number of options in a shorter time frame. However, it does not
mean that computer-aided methods can replace experiments entirely as identified candidates should
be further tested via experiments to verify their performance.

CAMD techniques are shown to be effective in designing various types of chemical, biochemical,
and material products. It is able to design molecular structures that meet a predefined property
target. The success of employing the CAMD technique to design ionic liquids depends greatly on the
availability and reliability of the associated/underlying predictive models. Only when thermophysical
properties such as density and viscosity (which influence mass transfer rates) are satisfactorily
characterized, can optimal ionic liquids and/or the process in which they are used be designed [46].
Despite the availability of significant thermophysical property data for an extensive range of ionic
liquids in the free ILThermo database [47], predictive models for most thermophysical properties
with adequate accuracy are still being developed [48]. The availability of adequate predictive models
is important in the design/development of new processes, improvement of operating conditions in
a process, and reduction of energy consumption [48]. Various approaches have been proposed to
develop property prediction models for thermophysical and transport properties of ionic liquids.
These approaches can be categorized into two main classes which include both theoretical and
empirical methods [49]. The property prediction models classified under theoretical approaches
include molecular dynamics (MD) simulations, equations of state (EOS), Monte Carlo (MC) simulations
as well as rough hard-sphere theory (RHST). On the other hand, machine learning (ML) tools,
GC methods, and quantitative structure-property relationships (QSPR) are considered empirical
approaches. These prediction models are all widely applied in predicting physicochemical properties
of ionic liquids, which include density, viscosity, thermal conductivity, surface tension, heat capacity,
etc. A comprehensive review of the current developments in prediction models for pure ionic liquids
was presented by Hosseini et al. [48]. Moreover, Hosseini et al. [48] also reviewed the most extensively
applied semi-classical EOSs in estimating thermodynamic and physical properties of pure ionic
liquids. EOSs are typically developed from empirical, theoretical, and semi-theoretical approaches.
Semi-classical EOSs are developed from a combination of molecular thermodynamic theories of fluid
(theoretical EOSs) and classical thermodynamic approaches (empirical EOSs). Nonetheless, most of
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these existing prediction models for thermodynamic properties are limited to only a relatively small
number of common families of ionic liquids.

To alleviate the limitations mentioned above, Chen et al. [3] presented newly developed GC
models that are capable of estimating thermodynamic and physical properties for additional families
of ionic liquids. The thermophysical properties include heat capacity, viscosity, surface tension,
density as well as the melting point of the ionic liquids. New correlation equations with higher
prediction accuracy that are easier have been proposed for the prediction of the aforementioned
properties. The GC parameters were developed based on more than 13,300 experimental data points,
including approximately 200 ionic liquids derived from 19 anions, 6 cations, and 4 substituents
covering a large range of pressure and temperature conditions. These newly developed GC models
offer the opportunity of applying them for CAMD to identify more potential ionic liquids solutions.
Additionally, there is great potential for extending these methods to even more families of ionic liquids
once experimental data become available.

With increasing awareness of environmental detriments, it is important to also consider
environmental properties during the ionic liquid design stage. Since ionic liquids are normally
highly soluble in an aqueous medium, they are readily discharged into the environment through
wastewater [50]. Hence, the designed ionic liquids need to be environmentally friendly before they
start accumulating in the environment. For this reason, various quantitative structure-activity response
(QSAR) models were developed to assess the toxicity of ionic liquids. Recently, a comprehensive
review of the expansion of QSAR models for toxicity prediction of ionic liquids was presented by
Abramenko et al. [51]. The review concluded that the toxicity of ionic liquids is not solely reliant on
the type of cation but increases with the length of the cation alkyl chain and the number of cation chain
group branches. It was also found that the toxicity of ionic liquid is reduced with the presence of a
polar side chain. Furthermore, the presence of polar side chains was found to increase the efficiency of
biodegradation. However, most existing models for ionic liquid toxicity prediction only cover a small
number of ionic liquids.

It is notable that pure ionic liquids may not always be the optimal candidates in satisfying the target
properties, however, it is possible that ionic liquid mixtures could assist in addressing such problems.
Unfortunately, property prediction models for ionic liquid mixtures are limited as this research area is
still in its infancy. In a recent contribution, equations of state and artificial neural networks (ANN)
were combined to predict volumetric properties of a limited number of pure and mixtures of amino
acid ionic liquids [52]. Another contribution explored the behavior of some properties such as viscosity,
diffusion coefficient, and electrical conductivity for binary mixtures of protic-protic ionic liquids as
well as protic-aprotic ionic liquids [53]. The results presented that the electrical conductivity of ionic
liquid mixtures is higher than that of the pure ionic liquids. Efforts have been devoted to developing
property prediction models for ionic liquid mixtures, but the models are limited to only certain classes
of ionic liquids. Future research should focus on developing reliable property prediction models for
different families of ionic liquid mixtures.

2.4. CAMD for Ionic Liquid Design

The development of CAMD tools for the ionic liquid design has been limited due to the lack of
accurate models in estimating ionic liquid properties. Most of the earlier work in the modeling of ionic
liquids was based on molecular dynamics tools and quantum chemistry study. While these tools show
reasonably accurate and reliable results, the computational time needed to complete the simulation
of each candidate molecule is large. So, the applicability of these tools is more appropriate towards
the final selection from a limited number of promising molecules. An early application of CAMD in
ionic liquid design was the design of a suitable ionic liquid to be used in a refrigerant gas separation
system. This work used molecular connectivity index based QSPR models to link the structure
of the ionic liquids to target properties like diffusivity, Henry’s law constant, and solubility [54].
A CAMD problem is formulated to determine the molecular structures is then formulated as a MILP.
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Another earlier application of CAMD tools for the design of ionic liquid was the extension of existing
CAMD approaches based on GC models [4]. The original MINLP problem was decomposed into a set
of sub-problems to reduce the complexity of the model. This approach solves one sub-problem each
for structural constraints, physical property constraints, and mixture property constraints. Each of
these sub-problems can eliminate several infeasible structures. The solutions obtained through the
sub-problems are considered in a final sub-problem to solve for the optimum ionic liquid molecule
based on the objective function and process models.

Figure 2 shows the general framework of ionic liquid design via CAMD. The procedure starts with
an ionic liquid design problem definition where the product needs are identified. These requirements
are then translated into targeted properties which will be validated using a model-based approach.
Next, an extensive search of ionic liquids is conducted. The information collected from a vast number
of literature sources and online databases is stored in the ionic liquid library. Various property models
are also collected and stored in the property model library. In Step 4, UNIFAC and/or COSMO models
are used to screen and predict ionic liquid with desirable properties. Lastly, the performance of the
shortlisted ionic liquid candidates is validated either by experiments or simulations. This step is crucial
to ensure that the ionic liquids identified are feasible and practical.

 

STEP 1
• Problem definition

STEP 2
• Development of ionic 

liquid library

STEP 3
• Development of 

property models 
library

STEP 4
• Screening of ionic 

liquid

STEP 5
• Performance 

evaluation 
(Experimental or 

simulations)

Figure 2. General framework of ionic liquid design via a computer-aided molecular design
(CAMD) approach.

The application of GC-based models in CAMD has been well established and there are efficient
algorithms for solving CAMD problems with different target properties. A comprehensive review
of these works can be seen in the reviews of Austin et al. [55] and Chemmangattuvalappil [56].
In order to provide an accurate prediction of properties using GC models, the binary interaction
parameters need to be obtained. QM calculations have been incorporated into several CAMD
algorithms to address this issue in recent years [56]. One of the most popular advances in CAMD is
the application of COSMO-based methods as the information of binary interaction parameters is not
necessary [5]. COSMO-RS [57] and COSMO-SAC [58] are the two most popular methods applied in
CAMD [5]. These methods only require the estimation of molecular volumes and sigma profiles for
the thermodynamic calculations. This makes the COSMO based approaches extremely suitable for the
design of ionic liquids.

A preliminary design strategy to screen a list of possible ionic liquids for CO2 capture by using
COSMO-RS was proposed by Farahipour et al. [59]. COSMO-RS was applied for activity coefficients
estimation whereas viscosity and melting point constraints are modeled by employing GC models.
The proposed methodology holds the capability to consider different trade-offs and optimal ionic
liquids were identified by enumerating all possible cation and anion combinations. As a result, 10 ionic
liquids with promising characteristics were identified out of a few thousand ionic liquid candidates
considered. This method was improved with an extended model library for ionic liquid properties
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along with the consideration of several ionic liquid-based separation processes [60]. In their work,
CAMD, property models based on GC, and process design simulations are combined and solved
simultaneously to obtain the optimal ionic liquid separating agent. The developed method was then
applied in case studies. For the first case study, CO2 capture from natural gas was considered while
the focus of the second case study was ethanol-water azeotrope separation.

In recent years, systematic approaches have been developed for ionic liquid screening as
extraction solvents. In one study, a sequential approach combining COSMO-RS-based LLE prediction,
GC-based physical property prediction, and process simulation using Aspen Plus was applied [61].
Firstly, COSMO-RS is utilized to select the cation-anion solutions which possess desirable properties
with common organic solvents as a benchmark. In the next step, GC tools have been applied to screen
ionic liquid with desirable properties. Finally, ionic liquids that give the optimal process performance
are selected by evaluation through process simulation. This method was then further improved by
extending the UNIFAC-IL model to describe the extractive desulfurization of fuel oils system with
extensive experimental data [62]. Optimal ionic liquid molecules for the extractive distillation can be
identified by integrating both process and molecular design [63]. UNIFAC-IL model was selected for
its database. The database fitting the group binary interaction parameters in the UNIFAC-IL model
agreed well with the characteristics of the compounds in the system. An MINLP model was formulated
to represent the design problem by combining UNIFAC-IL and GC models. The potential of the
shortlisted ionic liquid candidates was then evaluated by process simulation. Song et al. [64] employed
a similar approach for the design of ionic liquids for an alkane/cycloalkane extractive distillation
process. In this design, the UNIFAC-IL model had been extended based on the consideration of
the proximity effect in alkanes/cycloalkanes as distinct groups. Optimal ionic liquid as an entrainer
had been modeled by formulating an MINLP problem and then through process simulation and
economic analysis.

A CAMD approach was also applied to design optimal ionic liquids for cellulose dissolution.
In this work, the solubility of cellulose in ionic liquids was estimated using a QSAR model which was
developed using GC and ANN methods [65]. The design problem was formulated as a MINLP and
solved by a genetic algorithm with an objective function maximizing the cellulose solubility in ionic
liquids. Experimental analysis and characterization of the identified ionic liquid candidates were also
performed. A simple method for CAMD in ionic liquids design as CO2 absorbents was proposed by
Firaha et al. [66]. The strength of the interaction between CO2 and ionic liquid anions corresponded to
chemical and physical absorption, respectively. The type of absorption was predicted according to
geometry optimization accompanied by a solvation model. Solvated geometries provide Gibbs free
energies which are analogous to the experimental values and correlate well with the experimentally
observable absorption capacity.

An extensive GC model for infinite dilution activity coefficient (IDAC) of molecular solutes
has been introduced to design ionic liquids for extractive desulfurization of gasoline [67]. In this
work, ionic liquids are generated by applying purely empirical correlations of GC-based IDAC data
and the least-squares support vector machine (LSSVM) method. The LSSVM-based model was
capable of predicting IDACs based on the GCs of ions and Abraham’s solvation descriptors of solutes.
The reliability of the developed CAMD tool was verified by LLE simulation of ternary systems.

Another significant contribution is the ionic liquid design approach Karunanithi et al. [68] in
which GC models and the COSMO-SAC thermodynamic model are combined to predict the surface
charge density of ionic liquid structures predicted by density functional theory (DFT). The CAMD
model can be solved via either deterministic or stochastic methods. This approach was tested on the
design of ionic liquids for ibuprofen dissolution and ionic liquids with high electrical conductivity.
The properties of the identified ionic liquid were verified with the data on the properties of the predicted
structure. In another contribution, a multi-scale simulation approach was introduced to design ionic
liquid solvents for separation processes [69]. An extended GC-COSMO approach was developed to
estimate the σ-profiles and cavity volumes of ionic liquids. In this work, activity coefficients were
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predicted by applying the COSMO-SAC model while the rest of the properties were predicted using
semi-empirical models. A CAMD problem was formulated using an MINLP model. The MINLP
was then solved using the branch and bound approach in order to obtain the optimal ionic liquid
solvents. A hybrid process design approach has been developed by Chen et al. [70]. This approach
combined ionic liquid design and process simulation to obtain the best ionic liquid for hybrid process
schemes. Hybrid schemes that satisfy the desired demands were generated. The ionic liquid design
problem was solved based on the hybrid schemes generated, structural constraints, along with the
physical properties. Shortlisted ionic liquid candidates were evaluated by conducting the simulation
of the process.

The advances in the ML tools have also been utilized in the ionic liquid design. In a recent
contribution, a huge data library of ionic liquids has been used to train ML models [71]. ML models
were developed using three learning methods simultaneously, including the random forests (RF),
cubist, and gradient boosted regression (GBM). The ML models thus developed (trained) were applied
to design ionic liquids by identifying the cation-anion pairs from a large database that covers varied
chemical scaffolds. The performance of the proposed method was then validated theoretically and
experimentally. Over 2600 promising ionic liquids were found to be potential ionic liquids for gas
separation and cellulose dissolution applications.

3. Applications of PSE in Integrated Biorefineries

In this section, an introduction to the field of integrated biorefineries and the types of integrated
biorefineries is presented. The different types of processes common in an integrated biorefinery are
explained. Following this discussion, various design approaches and major contributions made in
each of these approaches are reviewed in detail. Finally, the research gaps are identified and major
current challenges in the design and current work on these challenging areas are presented.

3.1. Introduction to Integrated Biorefineries/Types of Integrated Biorefineries

Over the past few decades, in order to enhance the sustainability of chemical and energy
production, there has been a shift from petroleum-based feedstock to biomass-based feedstock.
Besides, the societal realization of limited non-renewable resources, concerning environmental issues,
technological advancements, and the discovery of additional renewable energy resources have also
contributed to this shift [72].

Early on, biomass was mainly used as renewable resources for energy production. Later,
biomass has also been used as feedstock for the production of value-added products via different
processing pathways (physical, biological, and thermal, etc.). Various independent processes
(e.g., gasification, pyrolysis, fermentation, hydrolysis, palletization, etc.) for the production
of bio-chemicals, biomaterials, and bio-specialty chemicals from biomass have been developed.
The utilization of biomass as feedstock for the production of multiple products through a biorefinery
has also gained attention from both industry and the scientific community in the past decades [6].
A biorefinery was first defined as a complex system of sustainable, environmental, and resources-friendly
technologies for the comprehensive utilization and the exploitation of biological raw materials (biomass) by
Kamm et al. [73]. Similar to a petroleum refinery, a biorefinery utilizes different biomass resources
as feedstock, combines a diversified collection of conversion pathways to produce a wide range of
value-added products for example bioenergy, bulk chemicals, and fine chemicals. According to Frost
and Draths [74], the application of the biorefinery concept plays a crucial role in driving the change
in the chemical industry to shift from using petroleum-based feedstock to biomass-based feedstock.
As biomass consists of a wide range of organic constituents, it comes in a variety of forms with different
properties and characteristics. Therefore, various processing technologies can be applied to convert
biomass into higher-value market products. A range of pre-treatment systems (such as size reduction,
drying system, acid, and base hydrolysis) are needed to standardize biomass into a form that can be
further converted into products. In order to maximize the quality and performance of the biorefinery,
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process integration and optimization shall be applied to synthesize a biorefinery comprised of multiple
processing systems. This realization provides the foundation for the concept of integrated biorefinery
which integrates various biomass conversion platforms [6].

According to Gravitis et al. [75], an integrated biorefinery represents a processing facility consisting
of multiple technologies including feedstock handling, pretreatment processes, and different biomass
conversion/upgrading processes. This allows the by-products and waste to be minimized while
recovering the energy generated within the biorefinery. Therefore, the integrated biorefinery concept
provides an opportunity to create a variety of value-added products while enhancing the sustainability
performance in terms of the economic, environmental, and social impacts. A general representation of
the integrated biorefinery concept is illustrated in Figure 1 as provided in the Introduction section.

As shown in Figure 1, an integrated biorefinery consists of different conversion pathways that
convert different types of biomass feedstock into heat, power, and value-added products through
depolymerizing and deoxygenating biomass components [76]. According to the U.S. Department of
Energy/National Renewable Energy Laboratory (NREL), existing conversion pathways and technologies
can be generally categorized into five different platforms based on the products produced [77].
These five platforms are the sugar platform, the thermochemical/syngas platform, the biogas platform,
the carbon-rich chains platform, and the plant products platform. Table 2 summarizes the foci of these
five biomass processing platforms as classified by NREL:

Table 2. Comparison of different biomass conversion platforms.

Platform Focus Main Products

Sugar Fermentation of sugars obtained via
extraction of biomass feedstocks Ethanol and other building block chemicals

Thermochemical syngas Gasification of biomass feedstocks Gaseous and liquid fuels

Biogas Decomposition of biomass feedstocks Cooking gas

Carbon-rich chains Transesterification of vegetable oil
or animal fat Biodiesel (fatty acid methyl esters)

Plant products Selective breeding and genetic
engineering of biological plant

Plant strains that can be used as feedstock
for further conversion into chemicals and

compounds that are difficult to obtain
from plant naturally

Other than classifying the biomass conversion processes into different conversion platforms,
these conversion processes and technologies are more commonly categorized according to the nature
of the processes. Based on the method and nature of the processes, these conversion processes and
technologies can be divided into four main groups of physical/mechanical, thermochemical, chemical,
and biochemical/biological processes [76]. A detailed discussion of each group of technologies is
covered in the following sub-sections.

3.1.1. Physical/Mechanical Processes

Physical/mechanical processes refer to processes that change the physical properties of the biomass,
such as reduction of the size of the biomass material or separating biomass feedstock components
without changing the state/composition. These processes are usually applied as pre-treatments in
the early stages of a biorefinery to process the biomass feedstock into appropriate size ranges for
subsequent conversion processes. Note that size reduction technologies refer to the physical treatment
of biomass feedstock that includes cutting or commuting processes that result in changing of particle
size, shape, and bulk density of the biomass. On the other hand, separation processes are used
to separate the bulk biomass feedstock into its constituent components. Extraction methods can
also be utilized as physical/mechanical processes to isolate valuable compounds from a bulk and
inhomogeneous substrate [78].
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3.1.2. Thermochemical Processes

Thermochemical processes are generally referred to as the decomposition of biomass into smaller
molecules via thermal energy (i.e., gasification and pyrolysis, etc.). Gasification is a process that
partially oxidizes biomass into syngas by keeping the biomass at a high temperature (above 700 ◦C) [79].
Syngas is a gaseous mixture primarily consisting of carbon dioxide, carbon monoxide, hydrogen,
methane, and water. It can be used directly as a stationary fuel or further converted into important
intermediates such as methanol, ammonia, and oxyalcohols. Pyrolysis is a process that converts
biomass into bio-oil, solid charcoal, and light gases similar to syngas in the absence of oxygen [80]
and can generally be categorized as fast or slow pyrolysis. Fast pyrolysis normally operates at high
heating rates with short vapor residence time (ranging from a few seconds to a few minutes) in the
absence of oxygen. The typical operating temperature for fast pyrolysis is around 500 ◦C. Meanwhile,
slow pyrolysis operates at a lower heating rate, longer vapor residence time, and a lower operating
temperature at around 400 ◦C. According to Brownsort [81], bio-oil and charcoal are the main products
of fast pyrolysis and slow pyrolysis, respectively. Additionally, direct combustion is another type of
thermochemical conversion process. Direct combustion of biomass involves the burning of biomass in
an oxygen-rich environment to produce heat [82]. According to Demirbas [83], liquefaction of biomass
into heavy oil is also considered a thermochemical process. In this process, biomass is reacted with
carbon monoxide/hydrogen in the presence of sodium carbonate to form heavy oil.

3.1.3. Chemical Processes

Chemical processes refer to processes that change the chemical structure of biomass molecules
at high temperature and pressure. Most of the time these chemical processes occur in the presence
of a catalyst. Although chemical processes include a wide class of chemical reactions, the most
common chemical processes to convert biomass into value-added products are hydrolysis and
transesterification [76]. The hydrolysis process utilizes acids, alkalis, or enzymes to decompose
molecules with complex molecular structures such as polysaccharides and proteins into their component
sugars or derivative chemicals [84]. For example, hydrolysis depolymerizes cellulose into glucose
while the derivative compound, levulinic acid can then be obtained from the resulting glucose.
Transesterification is a chemical process that converts vegetable oils into biodiesel such as methyl esters
and ethyl esters of fatty acids [85]. Fischer-Tropsch (FT) synthesis, steam reforming, and methanization
are other common chemical processes for converting biomass into bio-chemicals.

3.1.4. Biochemical/Biological Processes

Biochemical/biological processes utilize biological enzymes or living organisms as biological catalysts
to transform biomass into a commodity and specialty bio-chemicals. Compared to thermochemical and
chemical processes which involve high temperatures and pressures, biochemical processes normally
occur at lower temperatures and thus results in lower reaction rates [76]. Some established biochemical
processes are anaerobic digestion and fermentation. Anaerobic digestion utilizes bacteria for the
breakdown of biodegradable organic material in the absence of oxygen at a mild temperature (30–65 ◦C).
The main product of anaerobic digestion is biogas, which is a mixture of methane, carbon dioxide,
hydrogen sulfide, water, and other impurities. According to Romano and Zhang [86], the product
biogas can be purified into more than 97% methane via different technologies (e.g., pressure swing
adsorption, membrane, etc.), which can serve as a natural gas substitute. On the other hand, in the
fermentation processes, the fermentable substrate is converted into different products such as alcohols
or organic acids via enzymes or microorganisms [87].

3.2. Synthesis and Design of Integrated Biorefineries

To synthesize a sustainable integrated biorefinery with maximum performance and minimum
environmental impact, it is essential to integrate different conversion technologies in a systematic
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and efficient manner. Process synthesis methods developed for conventional chemical processes can
be extended to enable the synthesis of integrated biorefineries. Process synthesis is defined as the
activity to identify the optimal interconnection of unit operations involved in the overall process and
the optimal design and configuration of the units within the process [88]. According to Douglas [89],
process synthesis can generally be classified into seven categories, i.e., synthesis of reaction pathway,
synthesis of reactor network, synthesis of separation network, synthesis of mass exchange network,
synthesis of material, synthesis of heat exchanger network, and synthesis of the complete flowsheet.

According to Kokossis and Yang [90], PSE approaches have the potential to support process
synthesis and design, which can be applied and utilized in the design of integrated biorefineries. PSE is
the field that covers the actions and activities involved in the engineering of systems consist of physical,
chemical, and/or biological processing operations [91]. Throughout the years, various PSE approaches
have been developed for the synthesis and design of integrated biorefineries [7,8,92], each with its own
advantages and disadvantages. Some of the commonly used approaches are presented below.

3.2.1. Hierarchical Approaches

According to Douglas [93], hierarchical approaches use a series of decision-making processes
and short-cut models at different hierarchical levels/stages for solving process synthesis problems.
These approaches emphasize the decomposition of the problem and the screening of alternatives to
identify the solution. According to Li and Kraslawski [94], hierarchical approaches generally offer
a quick solution for process synthesis problems, however, they are not able to guarantee an optimal
solution as they employ a sequential decomposition strategy. Ng et al. [95] proposed a hierarchical
approach to synthesis and analysis of integrated biorefineries based on the Forward-Reverse Synthesis
Tree concept. The proposed approach is a sequence of interlinked activities that utilize an appropriate
level of information for the initial design. Later, Conde-Mejía et al. [96] applied a hierarchical design
approach for the selection of processing routes in biorefinery facilities. Most recently, Tey et al. [97]
further extended the developed hierarchical approach (commonly known as “Douglas’ hierarchical
approach”) to the synthesis of an integrated biorefinery with consideration of the pretreatment system.

3.2.2. Heuristic Searches

According to Stephanopoulos and Westerberg [98], heuristic searches utilize engineering expertise
to generate solutions for process synthesis problems. The first step is to identify a suitable base
case design. This is followed by subsequent modification and fine-tuning to enhance the overall
process performance. While heuristic searches are effective in providing feasible solutions for
process synthesis problems, it is difficult for such methods to guarantee an optimal solution [99].
A heuristic framework for debottlenecking of a palm oil-based integrated biorefinery was presented by
Kasivisvanathan et al. [100].

3.2.3. Insight-Based Approaches

Insight-based approaches such as pinch analysis, ternary diagrams, distillation residue curve
maps, etc. have been developed for various applications in process flow sheeting. For example,
Tay et al. [8] presented a graphical synthesis approach based on a carbon-hydrogen-oxygen ternary
diagram, which enables tracking the change of atomic components within the process. Patel [101]
presented a thermodynamic targeting approach based on Van Krevelen diagrams and energy balances
for screening, evaluating, and comparing various biomass conversion processes. According to Voll [10],
insight-based approaches enable visualization of process synthesis problems, however, employing such
approaches in solving complicated process synthesis problems is prone to be restricted by the limited
number of parameters and variables that can be considered.
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3.2.4. Algorithmic Approaches

Examples of algorithmic approaches include the process graph (P-graph) method. According to
Oppenheim [102], algorithmic approaches execute a sequential set of actions based on automated
reasoning, calculation, and data processing to determine solutions to process synthesis problems.
Benjamin et al. [103] utilized the P-graph approach to generate alternative processes for an integrated
biorefinery. As these approaches involve search space reduction, they are powerful and reliable
to solve process synthesis problems related to process network synthesis, and often provide quick
alternative solutions. However, algorithmic approaches are less flexible when applied to complicated
process synthesis problems compared to mathematical optimization approaches [104]. Most recently,
Yeo et al. [105] applied a graph-theoretic method to synthesize a sustainable biorefinery for the palm
oil industry with optimum resources, which include fertilizer, steam, and electricity generation.

3.2.5. Mathematical Optimization Approaches

According to Grossmann [106], various mathematical optimization models (i.e., linear programming,
mixed-integer linear programming, nonlinear programming, and mixed-integer nonlinear
programming models) can be formulated to solve process synthesis problems. The models are then
solved using different optimization techniques and/or commercial optimization software. Depending on
the required information and the complexity/nature of the process synthesis problem, a range of
mathematical programming models can be developed and solved to identify optimal solutions for
various objectives. Bao et al. [107] presented a superstructure-based shortcut approach to track the
feedstock to final products via chemical species for the synthesis of integrated biorefineries. Pham and
El-Halwagi [108] presented a mathematical optimization model for integrated biorefineries based
on the backward and forward synthesis concept. Later, various mathematical optimization models
based on superstructure approaches have been developed for different configurations of integrated
biorefineries; e.g., palm-based biorefinery [109], fast pyrolysis-gasification for production of liquid
fuels and propylene [110], microalgal biorefinery [111], cyanobacteria biorefinery [112], seaweed-based
biorefinery [113], etc. To further enhance the process performance in an integrated biorefinery,
efforts have been devoted to the consideration of simultaneous reactor modeling, heating/cooling and
work [114], simultaneous process synthesis, heat and power integration [115], production of biodiesel,
hydrogen, and synthesis gas integrated with CHP [116], total site analysis [117]. Some studies have
focused on retrofitting existing processes and integrating biorefinery technologies with such production
facilities (e.g., palm oil industry [118], sago industry [119,120], pulp, and paper industry [121], etc.).

Additionally, many other alternative mathematical optimization methods such as value
analysis [122], decomposition approach [9], disjunctive programming [123], modular optimization
approach [124], fuzzy optimization [8,125], robust optimization [126], Monte Carlo type sampling [127],
flexibility optimization [128], multi-objective optimization based on a genetic algorithm [129],
multi-objective target-oriented robust optimization [130], etc. have been applied in synthesis and
analysis of integrated biorefineries. Martín and Grossmann [131] reviewed alternative mathematical
programming techniques for the design of sustainable biorefineries for the production of biofuels
from different raw materials. While mathematical optimization approaches are useful and effective
in solving process synthesis/design problems, such approaches may require intensive computational
effort when rigorous process modeling is required [132].

3.2.6. Hybrid Methods

Hybrid methods that combine insights-based and mathematical optimization approaches have
been developed to take advantage of the specific strengths of both approaches. An automated
targeting method was developed to integrate the cascade approach into a mathematical optimization
environment [133–135] for the synthesis of resource conservation networks. Ng [136] further developed
the automated targeting method for the synthesis of integrated biorefineries by tracking carbon content
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from raw material (biomass) to final products. Tay and Ng [137] further extended the approach into
a multiple-cascade automated targeting method for the synthesis of gasification based integrated
biorefineries, where syngas composition is used as the quality measure of the gasification process.
Finally, Shabbir et al. [138] combined a superstructure optimization approach with the automated
targeting approach for the synthesis of integrated biorefineries with maximum economic performance
and minimal environmental impact.

3.3. Challenges in Designing Integrated Biorefineries

While integrated biorefineries provide advantages as discussed in earlier sections, it should be
noted that the unique features of integrated biorefineries make them less straightforward compared to
conventional chemical processes. Due to the complex structure and varying compositions of biomass,
the important thermodynamic properties (e.g., enthalpy, entropy, heat capacity, etc.) of biomass are
often not well established. Besides, the rate of reaction for biomass conversion technologies such as
fermentation, hydrolysis, etc. are difficult to determine accurately most of the time. Therefore, most of
the available contributions in process synthesis for chemical processes cannot be directly applied for
the synthesis of integrated biorefineries. Therefore, it is essential to develop systematic procedures
to address the abovementioned issues. In order to synthesize and design a sustainable integrated
biorefinery, the following criteria shall be fulfilled [139,140]:

i Able to minimize energy consumption and potential environmental impact through material and
energy integrations between different conversion platforms.

ii Able to accommodate the varying seasonal patterns on feedstock availability and quality through
integration of different biomass conversion platforms.

iii Able to depolymerize biomass components to intermediate products that match the requirements
of subsequent processing technologies.

iv Able to maximize the yield and quality of value-added products.

Identifying new potential product molecules from a given biomass feedstock can be achieved
through reaction pathway approaches. Andiappan et al. [141] presented a reaction pathway
synthesis approach for integrated biorefineries with consideration of economic, energy assessment,
and environmental impact in terms of incremental burden. Most recently, Tey et al. [142] further
extended the chemical reaction pathway map to synthesize a sustainable integrated biorefinery for
the production of fine chemicals from palm-based biomass. Additionally, Madenoor Ramapriya et al.
(2018) extended the usage of the superstructure approach for integrated biorefineries synthesis with
consideration of complex reaction networks. Similarly, Filho et al. [143] presented an integrated
biorefinery for bioethanol production with an analysis of the molecular transformations.

Design of integrated biorefineries requires the ability to handle process/market uncertainties
while maintaining the process performance. Tang et al. [144] presented a superstructure optimization
approach for the synthesis of integrated biorefineries with consideration of biomass feedstock,
value-added products, trenda of market price, constraints of technology, and system uncertainties at
multi-periods. Later, Tay et al. [145] presented a mathematical optimization model for the synthesis
of integrated biorefineries with supply and demand uncertainties based on a robust optimization
approach. Moreover, a framework that uses a superstructure-based process synthesis approach
integrated with uncertainty analysis was developed to consider price effects on the design of an
integrated biorefinery [146]. To address the effect of changing biomass type and composition in
a multi-product biorefinery, Giuliano et al. [147] presented a MINLP to synthesize an integrated
biorefinery that converts lignocellulosic biomass into levulinic acid, succinic acid, and ethanol.
Meanwhile, Čuček et al. [148] developed a multi-period optimization approach for a heat-integrated
biorefinery’s supply network with maximum economic performance. Additionally, the biomass
supply chain also impacts the overall performance of the integrated biorefinery. In order to address
such uncertainties, a two-stage optimization approach (macro- and micro-stage) has been presented.
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The micro-stage involves waste (biomass, industrial waste, etc.) optimization and allocation, as well
as the design of the integrated biorefinery, while the macro-stage focuses on supply chain network
synthesis and optimization. Various review papers on biomass supply chains covering different
aspects (e.g., uncertainties and sustainability [149]; value chain optimization [150]; economic, social and
environmental perspectives [151]; design and management [152]; modeling and optimization [153];
techno-economic modeling and optimization [154] have been presented in the literature. Stewart and
El-Halwagi [155] provided a detailed review and analysis of the integration of biorefinery innovations
into existing processes. This book also covers the application of PSE tools in various stages of the
design of such processes, biorefinery products, supply chains, policies, and environmental impacts.
Most recently, Lo et al. [156] provided a state-of-the-art review of techno-economic analysis for biomass
supply chains.

In addition to the synthesis of independent integrated biorefineries and supply chain networks,
the synthesis of industrial symbiosis for bioenergy networks has also received much interest from the
research community. Ng et al. [157] developed a superstructure model for the synthesis of palm-based
biorefineries, which considers multiple owners in an industrial symbiosis network. Later, Ng et al. [158]
presented a superstructure-based disjunctive fuzzy optimization approach for planning and synthesis
of industrial symbiosis in bioenergy systems. More recently, Barla et al. [159] applied circular economy
concepts in the design of a textile waste biorefinery.

4. Application of Molecular Design within the Context of Integrated Biorefineries

As presented in the previous section, the products produced from integrated biorefineries are
generally classified into two major categories of chemical/material products and energy products [76].
Examples of energy products include biogas, bio-oil, biodiesel, etc. which are products that are
utilized based on their energy content. These products are commonly used for the generation
of heat, electricity, and energy for different electrification and transportation purposes. On the
other hand, chemical/material products are often utilized based on different functionalities given
by their physical and chemical properties. Carbohydrates are identified as one of the commonly
utilized biomass feedstocks for the production of commodity chemicals and specialty chemicals [72].
According to Lichtenthaler and Mondel [160], the primary form of carbohydrates is in the form
of polysaccharides (which are also known as starch). Traditionally, starch (polysaccharide) and
its derivative D-glucose (monosaccharide) have been greatly utilized as raw material to produce
commodity chemicals and polymers by chemical industries [161]. As starch is an important food
resource, utilization of starch to produce chemical products has raised a lot of concerns from the
community on the competition of starch utilization between food and industrial applications. For this
reason, the utilization of lignocellulosic biomass to produce biochemical products has been receiving
focus and attraction as lignocellulosic biomass is mostly plant-based waste in different forms [72].
According to Wyman [162], lignocellulosic biomass is made up of primarily cellulose, hemicellulose,
and lignin. Lignocellulosic biomass can be converted into different value-added products via different
conversion technologies. Moreover, lignocellulosic biomass can be converted into different intermediate
products with a high content of hydroxyl groups through the liquefaction process [163].

In view of the possibility of lignocellulosic biomass conversion into different value-added
chemical products, extensive effort has been invested by industrial and research sectors to identify
these value-added chemical products. Elliott [164] conducted a study on potential chemical
products that can be produced from biomass, based on different biomass conversion. According to
Elliot [164], the potential chemical products can be commonly classified into fermentation products,
gasification products, catalytic/bioprocessing products, derivatives of carbohydrates, and derivatives
of plants. Later, findings on the identification of twelve chemical building blocks that are possible
to be converted from starch through different processing technologies are presented by Werpy and
Peterson [165]. There exists a potential for these twelve building blocks to be further converted
into new families of useful chemical molecules. Hence, these twelve building blocks provide the
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potential to be utilized to produce different bio-based chemical products that fulfill market needs.
In addition, Holladay et al. [166] presented their study on the potential of lignin recovery to produce
macromolecules, aromatics, and miscellaneous monomers. These potential products include different
fuel additives, adhesives, carbon fiber, etc. Skibar et al. [167] emphasized the future of biomass through
their discussion on the efforts of the chemical industry in utilizing biomass to produce value-added
products. In addition to the traditional usage of biomass to produce polymers, the future of biomass lies
in the production of specialty products as biomass has the potential to be utilized in producing specialty
chemicals such as pharmaceutical, beauty, and personal care products [167]. From the works discussed
above, it is obvious that the future of biomass utilization covers the production of energy products,
bulk chemical products, and new and novel products such as fine and specialty chemical products.
In most cases, such products are designed to satisfy product needs [168]. Thus, the product design
aspects have to be taken into account while synthesizing an optimally integrated biorefinery to make
sure that the products produced by integrated biorefinery meet the required product needs. This goal
can be fulfilled by integrating the synthesis of integrated biorefineries with chemical product design.

Chemical product design problems are suitable to be explained as a process to search for
chemical products that fulfill preferred product needs. Traditionally, the product designers first
hypothesize a target molecule that has the preferred product needs while designing a chemical product.
The subsequent step would be the product synthesis step, which is followed soon by the product
testing step to test for the preferred product needs. Target molecule revision and redesign are required
repeated if the target molecule does not satisfy the preferred product needs. Hence, it can be seen
that the traditional approaches of chemical product design require an iterative process, which leads
them to being inefficient, laborious, and low in cost-effectiveness [169]. In light of these limitations,
CAMD techniques provide efficient and effective options for the design of chemical products.

In the past decades, CAMD techniques have been gaining attraction and appeared as reliable
techniques for their capability in identifying feasible molecules that possess the desired set of product
needs [170]. This includes the integration of CAMD techniques with process synthesis for the
consideration of product design aspects while synthesizing integrated biorefineries. Hechinger et al.
(2010) [171] prosed an integrated approach to the design of biofuels by combining product and process
design aspects. The presented study designs biofuels in terms of their molecular structure by using
CAMD techniques and identify alternative conversion pathways for the production of biofuels by
applying reaction network flux analysis. Ng et al. b [172] proposed an integrated optimization approach
for the design of optimal chemical products and synthesis of optimal biomass processing pathways
in integrated biorefineries. The optimal biochemical products are designed using CAMD techniques
while optimum biomass processing pathways are identified through the developed mathematical
superstructure optimization approach. Later, Ng et al. b [173] extended the integrated optimization
approach for the design of optimal mixture and synthesis of optimal processing pathways in an
integrated biorefinery. Later, Bertran et al. [174] presented two special tools which include a database
that employs specially developed knowledge to represent the processing system, and Super-O, which is
a software with a practical user interface to guide users for the synthesis of molecular product and
integrated biorefinery.

4.1. Integrated Tools for Ionic Liquid Design within Integrated Biorefineries

The availability of huge data libraries and property prediction models along with the general
improvements in computational tools has enabled the application of ionic liquids in the chemical
process industry. One of the early applications of the CAMD approach for an integrated process is
the design of ionic liquid via the CAMD approach for the purification of bioethanol [175]. CAMD is
used to design ionic liquids that can be used to produce 99% pure ethanol from bioethanol with an
ethanol concentration of 85%. Various GC models have been used to predict the properties and activity
coefficients required to estimate/predict vapor-liquid equilibria.
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An extended CAMD approach for carbon capture was developed by Chong et al. [176] to model
task-specific ionic liquids. In this work, optimal ionic liquid candidates and conditions for the carbon
capture process were determined simultaneously by considering the effect of process conditions as part
of the developed approach. To reduce the search space, continuous variables of operating conditions
are discretized by introducing disjunctive programming. The thermophysical properties of ionic
liquids are predicted using an extended UNIFAC model. To ensure the feasibility of the synthesized
ionic liquids, appropriate structural constraints, including cation-anion pairing constraints are included
in the design.

In another effort, optimal ionic liquid candidates were screened using the COSMO-RS model,
absorption mechanisms, and experimental data for the decarbonization of shale gas [177]. In addition
to the Henry’s constant, viscosity and toxicity of the ionic liquids are considered in the screening
of candidates. Thermodynamic property models, physicochemical properties, and phase equilibria
related to the decarbonization process were established. The new ionic liquid-based decarbonization
technology was then evaluated by process simulation. Simulations confirmed that the use of ionic liquid
requires less energy than the conventional methyl diethanolamine (MDEA) process for CO2 capture.

Chong et al. [178] presented a comprehensive study, where the ionic liquid design was integrated
with the entire bioenergy production system that produces multiple energy products from biomass.
In this work, ionic liquid is used to remove CO2 from a bioenergy production plant. This process is
a bioenergy with carbon capture and storage (BECCS) system. Since the production of bioenergy is
considered to be carbon neutral, the CO2 removal and storage make this a negative emission process.
One of the challenges in this design was identifying the optimal conditions for bioenergy production
and for CO2 removal. Therefore, the bioenergy production system was retrofitted to provide utilities
for the carbon capture system.

Liu et al. [179] applied a CAMD approach to screen and predict ionic liquid candidates for shale
gas separation. In this work, an extensive ionic liquid-database was established for various gas-ionic
liquid systems which consisted of the solubility data of gases in several ionic liquids. Henry’s law
constants have also been established for several combinations of gases and ionic liquids. A corrected
COSMO-RS model was developed to generate pseudo-experimental data after validation to model the
systems for which no experimental data were available. A UNIFAC-IL method was established to
predict the solubility of shale gas components in ionic liquids. The model showed good agreement
between the predictions and experimental solubility data.

Ionic liquids have also been introduced as suitable solvents for the recovery of bioisoprene,
which is a promising alternative to petroleum-derived isoprene [180]. In this work, CAILD and
UNIFAC-IL models are applied for the thermodynamic calculations and GC based methods are used
for the prediction of physical properties. The thermodynamic behavior of the bioisoprene systems
involving ionic liquids was described using the extended UNIFAC-IL model that combines gas-organic
chemicals using extensive experimental data from literature and pseudo-experimental data from
COSMO-RS calculations. The final verification of the process improvements with the designed ionic
liquid has been performed via a detailed simulation of the process.

To design ionic liquid for absorbents, the Absorption-Selectivity-Desorption index (ASDI) has
been integrated with CAMD tools for ionic liquid design [181]. Thermodynamic properties of ionic
liquids are predicted by the COSMO-GC-IL integrated with the COSMO-SAC model. The ionic liquid
design was formulated as an optimization problem where the rest of the physical properties were
modeled using GC models. A case study has been performed on sour gas absorption in a syngas
production process. The integrated ASDI was shown to be capable of determining promising ionic
liquid absorbents that can meet the thermodynamic property targets while maintaining low energy
consumption for the process.
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4.2. Opportunities for Further Research

4.2.1. Expanding the Optimization Scope/Parameters for Integrated Biorefinery Design

The above-detailed review of existing synthesis/optimization approaches for integrated
biorefineries has discussed various approaches ranging from insights-based approaches to complex
mathematical optimization models. The developed approaches can address steady-state processes,
batch processes, as well as process and market uncertainties. In order to incorporate a sustainable
integrated biorefinery, global life cycle optimization ought to be applied during the synthesis stage.
The Life Cycle Optimization approach [182] can be extended for concurrent synthesis and optimization
of sustainable integrated biorefineries with consideration of economic, environmental, and societal
factors/impacts. It is noted that most of the above-mentioned methods focus on technical feasibility,
environmental sustainability, market uncertainties, etc. However, there is limited consideration of
societal impacts during the design/development of the integrated biorefinery. Therefore, society impacts
should be taken into consideration in future efforts.

It should also be noted that a lot of research and development activities are moving towards
human-centered design approaches; which is an approach to problem-solving that incorporates the
human perspective in all steps. Human-centered design [183] is generally applied in design and
management frameworks to solve problems with developed solutions. In order to consider human
perspectives in the synthesis and analysis of integrated biorefineries, integration of the human-centered
design methodology into PSE approaches would need to be developed.

4.2.2. Design of Novel Ionic Liquids

As discussed in earlier sections, most property prediction models are only applicable for
commonly studied ionic liquids such as pyrrolidinium-, ammonium-, imidazolium-, phosphonium- and
pyridinium-based ionic liquids, which hinder the discovery of potential new ionic liquids using CAMD
tools. Future directions should focus on developing property prediction models that are able to estimate
properties for a wider range of pure ionic liquids and/or ionic liquid mixtures. This shortcoming may
be addressed by predicting properties of ionic liquids based on functional groups rather than ionic
liquid constituents. Accurate correlation equations are key to ensuring that the results generated by
process/product design methods/tools are reliable. In addition, there are several works conducted
on the effect of solvents on reaction rates. However, no such studies have been conducted on the
influence of ionic liquid solvents on reactions. Therefore, it is worth exploring the application of
quantum mechanical calculations to predict the rate constants of reactions in various ionic liquid media.
Another new class of solvents called deep eutectic solvents (DESs) have received much attention in
recent years as they are relatively cheap, simple to synthesize, and have good biodegradability [184].
DESs are solvents that comprise both hydrogen bond acceptors and donors. Some researchers have
validated their feasibility as entrainers in the separation of azeotropic mixtures through experiments.
With the use of DESs as entrainers in the ethanol-water azeotropic system, the relative volatility of the
ethanol-water system increased 4.7 times compared to the DES-free system [185]. Despite the potential
of these materials, studies on modeling extractive distillation processes using DESs as entrainers
remain limited. This may be due to the fact that there is very limited thermophysical property data
available, as this particular research field is still relatively new. A general model that requires only
critical pressure, temperature, and one reference viscosity point has been developed to predict the
viscosities of DESs [186]. However, there is still a need to improve the model accuracy and develop
more property prediction models for DESs to facilitate the computational design and/or screening
of solvents.

5. Conclusions

Recent advances in the development of computational PSE tools have enabled the design of
ionic liquids and the design of integrated biorefineries. It is imperative that ionic liquids may serve
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as potential replacements for current organic solvents when considering stringent environmental
regulations and the implementation of a clean manufacturing practice. Nevertheless, the process of
identifying an optimal ionic liquid through experimentation is a very tedious task as a very large number
of possible ionic liquid combinations exist. Various PSE approaches have been developed in order to
make an optimal selection of ionic liquids prior to experimental testing. Similarly, numerous research
works have been performed to optimize the synthesis and design of sustainable integrated biorefineries
with maximum performance and minimal environmental impact. The application of existing PSE
tools to these problems had been extremely challenging because of the difficulty in incorporating
accurate property prediction tools in the design of ionic liquids and the computational challenges in the
design of such a large and complex processing facility. Decomposition-based approaches developed
by different researchers have been instrumental in reducing the complexity of these design problems.
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Nomenclature

[4bmpy][TCM] 1-butyl-4-methylpyridinium tricyanomethanide
[Bim][NTf2] 1-butyl imidazolium bis(trifluoromethylsulfonyl)imide
[BMim][Cl] 1-butyl-3-methylimidazolium chloride
[BMIM][OAc] 1-butyl-3-methylimidazolium acetate
[Bmim]2[CuCl4] Bis(1-butyl-3-methyl imidazolium) copper tetrachloride salt
[Bmim]2[SnCl4] Bis(1-butyl-3-methyl imidazolium) stannum tetrachloride salt
[EMIM][MS] 1-Ethyl-3-methylimidazolium methyl sulfate
[Emim]Ac 1-Ethyl-3-methylimidazolium acetate
[EMIM]Cl 1-methylimidazolium chloride
[NH2p-bim][BF4] 1-butyl-3-propylamineimidazolium tetrafluoroborate
BMIM-BF4 1-butyl-3-methylimidazolium hexafluorophosphate
C9H14NBF4 1-butylpyridinium tetrafluoroborate
CO2 Carbon dioxide
EAN Ethyl ammonium nitrate
H2S Hydrogen sulfide
NH3 Ammonia
SO2 Sulfur dioxide

Abbreviations

ANN Artificial neural networks
ASDI Absorption selectivity desorption index
CAILD Computer-aided ionic liquid design
CAMD Computer-aided molecular design
CHP Combined heat and power
COSMO Conductor-like screening model
COSMO-RS COSMO for real solvents
COSMO-SAC COSMO for segment activity coefficient
DES Deep eutectic solvent
DFT Density functional theory
EOS Equations of state

25



Processes 2020, 8, 1678

FT Fischer-Tropsch
GBM Gradient boosted regression
GC Group contribution
GC-COSMO Group contribution-based COSMO
IDAC Infinite dilution activity coefficient
IL Ionic liquid
LCA Life cycle assessment
LLE Liquid-liquid extraction
LSSVM Least-squared support vector machine
MC Monte Carlo simulations
MD Molecular dynamics simulations
MILP Mixed-integer linear program
MINLP Mixed-integer nonlinear program
ML Machine learning
PPMV Parts per million volume
PSE Process systems engineering
QM Quantum mechanics
QSAR Quantitative structure-activity relationship
QSPR Quantitative structure-property relationship
RF Random forests
RHST Rough hard-sphere theory
UNIFAC Universal quasichemical functional-group activity coefficients
ZIF Zeolitic imidazolate framework
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Abstract: The improper disposal of flower waste from cultural activities is one of the main challenges
in certain countries such as India. If the flower waste is not managed properly, it causes a number of
environmental issues. Therefore, various technologies have been developed to transform flower waste
into value-added products. To integrate multiple technologies holistically to maximise the energy and
material recovery, an integrated flower-waste biorefinery is required. Since there are a wide range of
technologies available that can convert the waste into multiple products, there is a need to develop a
systematic approach to evaluate all the technologies. This research proposes a systematic approach
to synthesise an integrated flower-waste biorefinery based on different optimisation objectives, e.g.,
maximum economic performance and minimum environmental impact. Due to the conflicting
nature between the two objectives, a fuzzy optimisation approach has been adapted to synthesise
a sustainable integrated flower-waste biorefinery that satisfies both objectives at once. The efficacy
of the proposed approach is demonstrated through a case study in India based on the optimised
results with fuzzy optimisation—a synthesised flower-waste integrated biorefinery with economy
performance of $400,932 and carbon emission of 46,209 kg CO2/h.

Keywords: flower waste; integrated biorefinery; waste valorisation; value-added product; mathematical
optimisation

1. Introduction

Disposal of large amounts of flower waste is one of the major concerns that leads to
environmental issues. Cultural and heritage activities, especially in India, have produced
the highest flower waste worldwide [1]. India has a population of religious devotees who
commonly practice religious customs using flowers, as they are tokens of devotion in South
Asian cultures [2]. Thus, large amounts of flowers are left as offerings and accumulate at
religious sites like temples. According to Statista 2021, India’s flower production reached
about 3 million metric tonnes in the financial year 2021 [1]. Meanwhile, Varanasi is the
holiest city in India, which generates around 3.5 to 4 tonnes of flower waste from temples
daily. Other than religious activities, flower waste is also generated during different
ceremonies, functions and festivals. Most of the flowers utilised in these activities are left
unused, resulting in a common source of waste. Viewing the issues above, it is important to
have an effective waste disposal policy for the recovery of such waste, with an aim towards
reducing the environmental impacts. In current practice, most wilted and unused flowers
in India are discarded into landfills or water bodies [3]. This causes water pollution as toxic
pesticides and insecticides remaining in the flower waste would seep into the water bodies.
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In addition, organic matter in flower waste will cause negative impacts on water quality by
depleting oxygen levels in water, threatening the marine ecosystem.

To address the above-mentioned issues, flower waste can be recovered and converted
into value-added products. Recently, various technologies have been developed to recover
organic waste materials and convert them into value-added products. To maximise the
material and energy recovery potential, an integrated flower-waste biorefinery that inte-
grates multiple technologies will be introduced. Detailed discussions on the potential of
flower-waste valorisation and synthesis of a sustainable integrated flower-waste biorefinery
will be presented in the following sub-sections.

1.1. Valorisation of Flower Waste

Waste valorisation is an application of industrial ecology that allows closed-loop man-
ufacturing facilities to gain the benefits of the cyclic pattern of the used material present
in the consumption sectors [4]. The waste generated by using flowers for decorative or
religious purposes can be converted into value-added products for different applications:
agricultural, bioenergy, food, beverage, pharmaceutical, etc. For example, phenolic com-
pounds present in flowers could provide a high antioxidant capacity compared to fruits
and vegetables. It provides positive effects on oxidative stress-related diseases such as
cardiovascular diseases, neurodegenerative diseases, cancer, diabetes, obesity, and liver
diseases [5]. Hence, to conserve the medical constituents in flowers, a proper drying
method is required. Drying can improve the edible nature of flowers and prolong their
shelf life. The dry-flower industry has the great potential to provide employment oppor-
tunities to thousands of people, especially to housewives and rural women in India, as
unlimited aesthetic value and decorative products can be created by using the dry-flower
technology [6]. In addition to being utilised for food and pharmaceutical applications [7,8],
flower waste can be processed through different technologies for a variety of purposes.
Slavov et al. [9] and Dutta et al. [10] reviewed valorisation opportunities of flower waste
to essential oil, recovery of valuable biologically active substances, biofuels production,
activated carbon and their application to food industry or medicine. Research work on
investigating various strategies for recovery of flower waste have been done over the past
years. Table 1 summarises the possible technologies for the utilisation of flower waste.

Table 1. Possible technologies for utilisation of flower waste.

Application Technology/Biorefinery Description Final Product

Food Drying [7]
Removal of water from flower

and retain the
medical constituents

Edible flower and flower for
garnishing purpose

Pharmaceutical Extraction [8] Secure biological active
compound in flower Flower for medical purpose

Agricultural application Composting [9] Utilised for soil replenishment
after composting Bio-fertilizers

Environmental remediation Biosorption [9] Heavy metals from
wastewater are accumulated

Removal of dyes,
wastewater treatment

Bioenergy application Gasification and
fermentation [9]

Turn waste into source
of energy Biogas and bioethanol

1.2. Synthesis of Sustainable Integrated Biorefinery

According to Kamm (1997), a biorefinery is defined as a complex system of sustain-
able, environmental and resources-friendly technologies for fully utilising and exploiting
biological raw materials [11]. All technologies stated in Table 1 may be applied to convert
biological raw materials into value-added products. Research based on different types
of biological raw materials has been conducted in the past. To maximise the energy and
material recovery, an integrated biorefinery was introduced [12]. An integrated biorefinery
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consists of multiple technologies including feedstock handling, pretreatment processes,
and different biomass conversion (e.g., thermochemical, biological, physical, etc.) and
upgrading processes to produce value-added products and energy [13].

Viewing the importance of sustainable production and consumption in the industry,
systematic synthesis and optimisation of integration biorefinery have been developed
since the last decade. A number of systematic tools have been developed, ranging from
hierarchical approaches [14,15], algorithmic approaches [16,17], mathematical optimisation
approaches and hybrid approaches. For example, Ng et al. [14] proposed a hierarchical
approach known as the forward-reverse synthesis tree to synthesise and analyse integrated
biorefineries. Most recently, Tey et al. [15] presented an extended hierarchical decompo-
sition approach, which was developed for chemical process synthesis for the synthesis
of biorefinery processes. Based on the benefit of algorithmic approaches to execute a
sequential set of actions based on automated reasoning, calculation and data processing, P-
graph was adapted to synthesise an integrated biorefinery [16] and integrated palm-based
biorefinery based on the circular economy concept [17]. To address a complex synthesis
problem with multi-criteria requirements, mathematical optimisation approaches have
been developed. For example, a superstructure-based shortcut approach was developed
by Bao et al. for the conceptual design of integrated biorefineries [18]. A superstructure
optimisation model was then adapted in the synthesis of integrated biorefinery for different
feedstock, such as a palm-based biorefinery [19], microalgal biorefinery [20], seaweed-based
biorefinery [21], etc. A detailed review of the synthesis tools can be found in the recent
review papers by Chemmangattuvalappil et al. [22].

Environmental Assessment on Integrated Flower-Waste Biorefinery

To synthesise a sustainable integrated biorefinery, an environmental assessment is one
of the important factors. As shown by Romero-García et al. [23], various methods can be
adopted to evaluate the environmental impact of an integrated biorefinery. These include
life cycle assessment (LCA), potential environmental impact (PEI), greenhouse gases (GHG)
emission, footprints (carbon, water and sustainability), etc. LCA is a systematic, scientific
method for calculating and evaluating long-term environmental impact [24]. LCA has
been applied in various integrated biorefineries such as cyclamen plants in greenhouse
cultivation [25] and Ethiopian rose cultivation [26]. Russo et al. [25] applied LCA towards
roses and cyclamens in greenhouse cultivation. According to Saraiva [27], there are a
number of parameters that need to be considered when doing life-cycle assessment, as
shown in Table 2.

Table 2. Parameters considered in measuring environmental impacts.

Parameters Consideration

Direct environment impacts

Input-related emission Greenhouse gases emissions from crop production

Transportation of feedstock Furl use for feedstock collection and transportation
of residues and by-product

Direct land-use change Soil quality changes made by above-ground
biomass in terms of carbon sequestration

Indirect environmental impacts Indirect land-use change
Substitution of one feed into another feed will

affect greenhouse gases emission (this section is
not elaborated further in journal review)

Alig et al. [28] applied LCA to determine the environmental impacts of production of
different types of cut roses from Holland, Kenya and Ecuador. In the previous work [28],
the emission of gases from the packaging and transportation of cut roses are considered
when performing LCA.

Limited research has been done on the synthesis of a flower-waste integrated biorefin-
ery. Thus, this work aims to synthesise an integrated flower-waste biorefinery. To design
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a sustainable integrated flower-waste biorefinery, other than an environmental assess-
ment, the economic performance of the synthesised biorefinery should also be considered.
Therefore, such a design problem is required to be solved via multi-objective optimisation
approaches. Note that a number of works have been developed to synthesise an integrated
biorefinery with multi-objective functions, such as trade-off between environmental and
economic performances [29–32], under uncertainty [33], chemical product design [34],
inherent safety and health [35], etc.

According to Tay and Ng [29], fuzzy optimisation identifies the ideal alternatives in
decision-making problems by solving an objective function on a set of alternatives given by
fixed constraints; the preferable alternatives have the more desired maximum or minimum
objective function values. Thus, a fuzzy optimisation is adapted in this work.

2. Problem Statement

Given a set of flower waste based on various compositions (i.e., petal, leaf, stem), i ∈ I(
Fi

Biomass) that may be transformed into intermediates k ∈ K and then further converted
into products k′ ∈ K′ via technologies j and j′ based on fixed conversion factors, these
conversions factors for intermediates k and final product k′ are denoted as Xijk and Xkj′k′ .
Based on the conversion factors, the flowrates F of each intermediate k and product k’ can
then be determined. A generic superstructure of the model is illustrated in Figure 1.

i = 1 j = 1 k = 1 j’ = 1 p = 1

i = 2

i = I j = J k = K

j = 2 k = 2 j’ = 2

j’ = J’

p = 1

p = P

Flower waste composition, i Technology, j Intermediates, k  Technology, j’ Products, K’

Conversion, Xijk Conversion, Xkj’k’

Figure 1. Generic superstructure for flower-waste biorefinery.

The objective of this work is to produce an integrated flower-waste biorefinery with
economic and environmental considerations. Three scenarios are analysed in the case
study: (i) maximum economic performance, (ii) minimum environmental impact and
(iii) multi-objective optimisation with maximum economic performance and minimum
environmental impact.

3. Mathematical Optimisation Model

Before formulating the mathematical optimisation model, data collection (e.g., conver-
sion performance, emission factor, material and energy requirement, price of product and
cost of materials, etc.) for all possible technologies and processes that valorise flower waste
into value-added products were collected. Then, a superstructure model that includes all
possible process alternatives was generated and a mathematical optimisation model was
developed based on different optimisation objectives.
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Model Formulation

Referring to Figure 1, the total amount of flower waste i is first sent to various biomass
conversion technologies j to produce intermediates k. The intermediate then undergoes up-
grading process j′ to be further converted into products p or K′. The mass flow distribution
within the integrated biorefinery is represented by Equation (1).

Fi
Biomass = ∑j fij ∀ i (1)

where fij is the mass flowrate of the flower waste to technologies j.

Fk = ∑j ∑i fijXijk ∀ k (2)

where Xijk is the conversion factor of flower waste i to intermediate k.
For intermediate k, which requires further processing in technologies j’, the mass

flowrate of final product k’ is given as below:

Fk = ∑j′ fkj′ ∀ k (3)

where fkj’ is the mass flowrate of flower waste intermediate to technologies j’.

Fk′ = ∑j′ ∑k fkj′Xkj′k′ ∀ k′ (4)

where Xkj’k’ Xkj′k is conversion factor of intermediate k to final product k’.
Note that the above mathematical model can be modified to suit different technologies

j and j’. For example, in the drying process, water within the biomass conversion is
performed to determine the water lost during the process and total mass changed. For the
technologies that convert the biological material into bioenergy, the conversion factor X can
be replaced by an energy conversion factor.

Other than tracking the final products, waste generated throughout the biorefinery is
also determined. In this work, it is assumed that all the waste that cannot be converted into
value-added products will be sent to a landfill. The equation below describes the mass flow
of the collected waste to a landfill, from intermediates k and final product k’ in technologies
j and j’.

FLandfill = ∑j ∑i fij

(
1 − Xijk

)
+ ∑j′ ∑k fkj′

(
1 − Xkj′k′

)
(5)

The economic performance of the integrated biorefinery (EP), the revenue (REV) and
landfill cost (COSTLandfill) are determined as below:

REV =∑k Fk× Pk + ∑k′ Fk′ × Pk′ (6)

COSTLandfill= FLandfill × TR (7)

EP = REV − COSTLandfill (8)

where Pk and Pk’, TR are the selling price of intermediate k, final product k’ and disposure
cost, respectively.

Environmental impact is one of the crucial factors when developing a process. In this
work, the parameters that affect the total environmental impact IMPTotal are the energy
required for different technologies and carbon emissions based on one unit of electricity
usage. The overall environmental impact in this work is determined via Equation (9):

IMPTotal = ∑i ∑j Tj × CEijk + ∑k ∑j′ Tj′ × CEkj′k′ (9)

where Tj and Tj’ is the energy required for technologies in the biomass conversion process
and upgrading process, while CEijk and CEkj’k’ are the carbon emissions when one unit of
electricity is utilised in technologies j and j’.
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4. Case Study

A case study from India has been used to illustrate the proposed systematic optimi-
sation approach. As mentioned previously, valorisation of flower waste in an integrated
biorefinery involves various types of technologies to transform flower waste into valuable
product. Based on a detailed literature review, all available technology pathways such
as drying, extraction and production to generate bioenergy are summarised in Table 3.
Note that the technologies can be widely divided into three categories, which are drying,
extraction and generation of bioenergy.

Table 3. Summary of flower-waste biorefineries.

Technology/Biorefinery Description

Drying

Press Drying [36] Apply pressure while drying
Sun Drying [8] Natural drying with the aid of sun

Shade Drying [37] Natural drying without direct sunlight
Embedded Drying [7] Silica gel as desiccants for dying

Freeze Drying [7] Sublimation process in low temperature
Glycerine Drying [7] Glycerol solution as medium to absorb water

Extraction

Hydrodistillation [38] Extraction process involving direct heat boiling

Hydrolysis [38] Chemical reaction to form acid and alcohol

Supercritical Carbon Dioxide [38] Carbon dioxide extraction in supercritical state

Phytosol Extraction [38] Cold extraction without heat

Simultaneous Distillation [38] Extraction with gas chromatography with two flasks

Membrane Extraction [38] Extraction involves partitioning in a membrane

Fermentation [39] Chemical breakdown of flower waste

Bioenergy Generation and
Transesterification

Reaction

Composting [40] Utilised for soil replenishment after composting
Biosorbent [41] Heavy metals from wastewater are accumulated

Gasification [42] Convert flower waste into gas in high temperature
Transesterification [43] Convert into geranyl acetate and citronellyl acetate

4.1. Superstructure

Based on data collected as shown in Table 3, all possible technology pathways are col-
lected and presented in a superstructure shown in Figure 2. For easier comprehension, the
technologies are divided into different categories based on the function of the technologies,
namely drying, extraction and bioenergy generation. Note that the superstructure can be
divided into several parts: first pretreatment of flower waste, a biomass conversion process
that converts the pretreated flower waste into intermediates, and the intermediates are then
further converted into final products via upgrading processes.

In this work, the moisture content of flower waste is identified as the major limitation
in the main process; therefore, drying processes are taken as pretreatment systems. Based on
a literature review, the drying process allows for the reduction in moisture content in flower
waste from 40 wt% to 10 wt% [36]. As a result, a two-stage drying process is necessary as
one-stage drying is insufficient to meet the requirement. A thermal treatment technique is
carried out in the pretreatment section when flower waste is exposed to sunlight before it
is sent into the biomass conversion process.
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As shown in Figure 2, flower waste that undergoes pretreatment can then be sent into
coating or extraction processes (biomass conversion process). The coating process is to
preserve the edible flower with a longer shelf time and to provide mechanical support, pre-
serving the original form of the flower [42]. In this process, retention of quality parameters
(i.e., moisture content, colour, flavour, gaseous exchange and oxidation) are considered.

According to Report Linker [44], the U.S. essential oils market by revenue is predicted
to grow at a CAGR of 9% by 2026 due to their value for medicinal and recreational purposes.
As a result, this superstructure provides another pathway for extraction of flower essential
oil. Intermediates like wastewater, biomass waste and flower essential oil are generated
after the extraction process. Wastewater will be sent to waste treatment while biomass
waste can go through intermediates process to form bioethanol, biogas, geranyl acetate, etc.
Based on research work done by Shivaprasad [43], the flower essential oil produced can
undergo a transesterification reaction to form geranyl acetate and citronellyl acetate.

According to Statista [1], the flower production reaches 3 million metric tonnes per
year, which amounts to 8220 metric tonnes of flowers produced daily. According to
Waghmode [45], 40% of India’s entire flower production is sold, amounting to 3300 metric
tonnes of flowers sold each day. In this case study, it is assumed that half of the flower
waste sold is utilised for decorative purposes and for heritage activities; this will result in
a total of 1,640,000 kg of waste produced per day, and roughly 68,500 kg every hour. The
properties of flower waste, such as density, composition and weight distribution based
on flower parts, are summarised in Table 4. Note that three main parts in flower waste
are petals, leaves and stems. However, according to case study in India, flower waste left
behind from religious offering is frequently incomplete, only consisting of flower petals
and leaves. Thus, the stem parts are neglected in the flower-waste weight distribution.

Table 4. Properties of flower waste.

Flower Composition Petals Leaves

Density, kg/m3 [46] 276 276
Weight distribution, % [47] 38 62

Performance of the drying processes and the conversion factor required for extraction
technologies are summarised in Tables 5 and 6, respectively. Note that for the drying
process, the final moisture content is used to compute the mass balance of the integrated
flower-waste biorefinery.

Table 5. Performance of drying processes.

Technology/Biorefinery Final Moisture Content, % Intermediates/Product

Drying

Press Drying [36] 11.55

Edible flower/garnishing

Sun Drying [36] 11.55
Shade Drying [36] 11.55

Embedded Drying [36] 11.55
Freeze Drying [37] 24.56

Glycerine Drying [37] 11.55

Table 6. Conversion factor of extraction technologies.

Technology/Biorefinery Conversion, % Intermediates/Product

Extraction

Hydrolysis [43] 80

Wastewater, Biomass, and
Flower Essential Oil

Supercritical Carbon Dioxid [48] 95

Phytosol Extraction [49] 87

Simultaneous Distillation [50] 60
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Table 6. Cont.

Technology/Biorefinery Conversion, % Intermediates/Product

Bioenergy generation

Fermentation [51] 77 Bioethanol

Composting [40] 77 Compost

Biosorbent [52] 63 Biosorbent

Biogas Production and
Gasification [41] 65 Biogas/Polyphenols

Distillation Extraction [53] 60 Fuel

Hydrolysis [43] 70 Pectin Oligosaccharide

Flower oil further process Transesterification Reaction [43] 95 and 70 Geranyl Acetate and
Citronellyl Acetate

To evaluate the economic performance of the integrated flower-waste biorefinery, the
selling price of all final products from different technologies are determined. According
to Geitner and Block [54], an average operational hour of a production plant is taken as
8000 h per annum, which is used as the basis of operating hours in this work. To determine
the number of batches per year (ndry,annual), the total operating hours in a year (tannual)
can be divided with the time required for one batch of drying process (tdry,batch) shown in
Equation (10):

ndry,annual =
tannual

tdry,batch (10)

The product cost can then be determined by the ratio of cost per batch with weight per
batch for each technology. Table 7 shows the product cost for different drying processes.
For processes that are not time-constrained, product cost can be determined by a literature
review as listed in Table 8.

Table 7. Product cost for drying processes.

Drying Process Time Required, h/Batch Product Cost, USD/kg

Press drying/High pressure [55] 2 0.50
Sun/Solar drying [36] 48 0.02

Shade drying [36] 72 0.01
Embedded drying [56] 48 0.02

Freeze drying [7] 240 0.004
Glycerine drying [57] 4 0.25

Table 8. Product cost for upgrading processes.

Element Price, USD/kg Element Price, USD/kg

Edible flower [58] 1.45 Polyphenols [59] 9.50
Flower for garnishing [60] 20.00 Fuel [61] 2.60

Medical flower [62] 85.30 Pectin oligosaccharide [63] 5.00
Bioethanol [64] 1.64 Flower oil [65] 35.00
Compost [66] 9.00 Geranyl acetate [67] 372.00

Biosorbent [63] 0.30 Citronellyl acetate [67] 311.00
Biogas [63] 0.33

To evaluate the environmental impact of the integrated biorefinery, the energy con-
sumption of each technology is required and has been summarised in Table 9.
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Table 9. Energy required, and carbon emission for different technologies.

Biorefinery/Technology Energy Required, kWh/kg
Carbon Emission, kg CO2/kg

Feed

Drying

Press drying [68] 3.70 1.89
Sun drying N/A N/A

Shade drying N/A N/A
Embedded drying N/A N/A
Freeze drying [69] 1.60 0.82
Glycerine drying N/A N/A

Extraction

Hydrolysis [70] 1.90 0.97
Supercritical CO2 [71] 0.40 0.20

Phytosol extraction [72] 0.60 0.30
Simultaneous distillation [73] 1.50 0.002

Bioenergy generation

Fermentation [74] 0.43 0.001
Composting [75] 13.14 6.70
Biosorption [75] 0.43 0.22

Biogas production [76] 0.32 0.0006
Gasification [77] 0.30 0.15

Distillation extraction [71] 1.50 0.003
Hydrolysis [78] 44.70 22.8

Flower oil
further process Transesterification [79] 6.77 3.45

Note that most energy required for drying processes are labelled as N/A, as the
drying processes do not require electricity nor power consumption. Sun and shade drying
processes occur naturally with the aid of heat energy from the sun to reduce the moisture
content in flower waste. Meanwhile, for embedded drying and glycerine drying, external
material (i.e., silica gel and glycerol solution) is provided to cover the surface of flower
waste, and water will be transferred into the silica body and glycerol solution. In this work,
it is assumed 0.51 kg CO2 is released when one unit of electricity is utilised [80].

4.2. Result Analysis

As mentioned previously, in this work, three scenarios are solved to illustrate the
proposed model, which are:

(i) Maximum economic performance,
(ii) Minimum environmental impact,
(iii) Multi-objective optimisation with maximum economic performance and minimum

environmental impact.

Scenario 1: Optimisation of flower waste biorefinery with maximum economic perfor-
mance.

Solving Equation (11) subject to Equations (1)–(8) in a commercial optimisation model,
LINGO version 18 with global solver.

Maximise EP (11)

Figure 3 illustrates the optimised pathway for scenario 1. Based on the optimisation
model, 68,493 kg/h of flower waste undergo a drying process in the pretreatment section
to reduce the moisture content to 11.55 wt%. As a result, 23,445 kg/h of flower waste is
formed and sent into the biomass conversion process.
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Flower Waste Drying

68,493 kg/hr

45,046 kg/hr

Pre-Treatment 

Water Lost
Biomass Conversion Process

Composting

Compost

Transesterification Process

Geranyl Acetate

Flower Oil

Biomass Waste

Wastewater

703 kg/hr

468 kg/hr

Landfill

22,273 kg/hr

Waste Treatment

3,132 kgCO2/hr 

76,930 kgCO2/hr

9,145 kgCO2/hr

Upgrading Process

Product 
Intermediate Product 1

362 kg/hr

107 kg/hr

1,113 kg/hr

21,159 kg/hr

22,273 kg/hr

468 kg/hr

Supercritical CO2 
Extraction

Non-drying

23,445 kg/hr
23,445 kg/hr

4,783 kgCO2/hr

Figure 3. Optimisation based on maximum economic potential—scenario 1.

Next, flower waste is extracted with a supercritical carbon dioxide extraction method
to be further converted into different intermediate products such as biomass waste, wastew-
ater and flower essential oil. The amount of intermediate product is 468 kg/h, 703 kg/h
and 22,273 kg/h, respectively.

Then, both biomass waste and wastewater are sent to the upgrading process and waste
treatment process. The composting method is selected among the upgrading processes
(e.g., fermentation, biogas production, biosorbent production, etc.) to form 362 kg/h of
compost. Flower essential oil is converted into 21,159 kg/h of geranyl acetate via the
transesterification process. The rest of the waste produced is sent to a landfill. The overall
economic potential and total carbon emission in scenario 1 are summarised in Table 10.

Table 10. Economic potential and environmental impact in scenario 1.

Total Revenue Total Carbon Emission

USD 7,874,455 93,999 kgCO2/h

Scenario 1 shows that the pathways chosen to have significantly high revenue, but
the total carbon dioxide released is extremely high as the environmental impact is being
neglected. The carbon generated in scenario 1 is mostly from the transesterification process,
which is 76,930 kg CO2/h, as this process requires the use of machinery and electricity.

Table 11 shows the parameters that affect revenue in scenario 1. The waste generated
in scenario 1 is relatively less, around 1924 kg/h. This is due to the biomass formed after
extraction process being sent to the upgrading process to form other value-added products,
which are compost and geranyl acetate, both with extremely high selling costs. Thus, the
main revenue in scenario 1 only depends on the product selling price; treatment cost in this
scenario does not have a big impact on the economic potential.

Table 11. Parameters that affect revenue.

Product Selling Price Treatment Cost

USD 7,874,474 1924 $

Scenario 2: Optimisation of flower waste biorefinery with minimum environmen-
tal impact.

The synthesis of an integrated flower-waste biorefinery in scenario 2 is solved based
on the optimisation objective listed in Equation (12). With this, the pathway of choosing
the minimum environmental is determined.

Miminise TCE (12)
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Figure 4 shows the summarised refinery pathway based on the lowest environmental
impact generated. First, 68,493 kg/h of flower waste will undergo a two-stage drying;
first, sun drying to produce 23,445 kg/h of flower waste and, second, glycerine drying to
form 15,904 kg/h of flower waste. Next, in the biomass conversion process, the flowers are
coated to form the exact amount of flowers for decoration purposes. The overall economic
potential and total carbon emission in scenario 2 is summarised in Table 12.

Coating Application Flower Garnishes
Second Drying Glycerine DryingFlower Waste Drying

68,493 kg/hr 23,445 kg/hr

45,046 kg/hr

23,445 kg/hr

15,904 kg/hr 15,904 kg/hr

Pre-Treatment 

Water Lost

Second Stage Drying Product 
0 kgCO2/hr

15,904 kg/hr

Biomass Conversion Process

 

Figure 4. Optimisation based on minimum environmental impact—scenario 2.

Table 12. Economic potential and environmental impact in scenario 2.

Total Revenue Total Carbon Emission

USD 11,927 0.01 kg CO2/h

According to optimised results, the flower-waste mass flow is accumulated and sent to
the glycerine drying and coating process, which requires no energy consumption nor release
of carbon dioxide into the atmosphere. In this case, zero emissions can be demonstrated.
Table 12 shows that the economic potential and environmental impact of optimised pathway
in scenario 2. Table 13 shows carbon emission from landfill.

Table 13. Carbon emission from landfill.

Carbon Emission, kg CO2/h

Landfill
0.01

Scenario 3: Optimisation of flower waste biorefinery with maximum economic poten-
tial and minimum environmental impact.

Scenario 1 and scenario 2 can only achieve one objective at a time. Thus, fuzzy
optimisation is adopted for the synthesis of an integrated flower-waste biorefinery that
considers both objectives simultaneously. The value of total revenue and total carbon
emission from both scenario 1 and scenario 2 shown in Table 14 are taken as the upper
and lower limits for fuzzy optimization equations shown in Equations (13) and (14), where
XU, XL, YU and YL are the upper and lower limits of total revenue and total carbon
emissions, respectively.

Table 14. Parameters required for fuzzy optimisation.

Total Revenue Parameters
Total Carbon

Emission
Parameters

Scenario 1 USD 7,874,474 XU 93,999 kg CO2/h YU

Scenario 2 USD 11,927 XL 0.01 kg CO2/h YL
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Equations (13) and (14) describe the basis of fuzzy:

TR − XL

XU − XL ≥ λ (13)

YU − TCE
YU − YL ≥ λ (14)

with this, the pathway of choosing the minimum environmental is determined as:

Minimise λ (15)

Figure 5 shows the optimised pathway for scenario 3. The pathways chosen by Lingo
are similar to the combination of both scenarios 1 and 2, but with a different mass distribu-
tion and upgrading process. The amount of pre-dried flower waste in pretreatment is first
divided into half and sent to two pathways. First, 11,521 kg/h of pre-dried flower undergo
another stage of drying and coating process to form 7815 kg/h of flowers for decorative
purposes. Second, another 11,923 kg/h of pre-dried flower is sent to a supercritical carbon
dioxide extraction process to form 238 kg/h of biomass waste, 358 kg/h of wastewater
and 11,327 kg/h of flower essential oil as intermediate products. Next, biomass waste
undergoes fermentation to form 184 kg/h of bioethanol; flower essential oil goes through a
transesterification process and eventually forms 10,761 kg/h of geranyl acetate.

Coating Application
Flower Garnishes

Fermentation

Bioethanol

Transesterification Process

Geranyl Acetate

Supercritical CO2 
Extraction

Flower Oil

Second Drying 

Non-drying

Glycerine Drying

Biomass Waste

Wastewater

Flower Waste Drying

68,493 kg/hr

11,521 kg/hr
45,046 kg/hr

11,923 kg/hr

11,521 kg/hr 7,815 kg/hr

7,815 kg/hr

11,923 kg/hr

358 kg/hr

238 kg/hr

Landfill

0.024 kg/
hr

Waste Treatment

0.189 kgCO2/hr 

39,125 kgCO2/hr

4,650 kgCO2/hr

Pre-Treatment 

Water Lost

2,432 kgCO2/hr

Biomass Conversion Process

Upgrading Process 

Upgrading Process 

Product 

0 kgCO2/hr

Product

Intermediate Product 1

184 kg/hr

55 kg/hr

566 kg/hr

10,761 kg/hr

11,327 kg/hr

238 kg/hr

Figure 5. Optimisation based on maximum economic potential and minimum environmental impact—
scenario 3.

The overall economic potential and total carbon emission in scenario 3 is summarised
in Table 15. This tables shows that both revenue and environmental impact have achieved
a balance between scenarios 1 and 2.
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Table 15. Economic potential and environment impact in scenario 3.

Total Revenue Total Environmental Impact

USD 4,009,320 46,209 kg CO2/h

5. Conclusions

This paper presented a generic mathematical optimisation approach for synthesis of a
sustainable integrated flower-waste biorefinery. An Indian case study was solved to illus-
trate the proposed optimisation model. Multi-objective optimisation (fuzzy optimisation)
is adopted as a trade-off between the economic and environmental performances of the
integrated biorefinery. Note that the proposed approach can be modified to develop an inte-
grated flower-waste biorefinery based on different geographical constraints and availability
of flower waste. This proposed approach demonstrates a preliminary feasibility study of
integrated biorefineries based on different parameters, such as conversion ratio, electricity
demand product unit cost, etc. Future work involves integrating sensitivity analyses to the
above approach on selected parameters to understand their economic impact towards the
selection of technologies and processes.
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Abstract: Biomass has gained global attention as one of the most important renewable energy re-
sources that reduces greenhouse gas emissions. Various research works have been dedicated to
biomass supply chain in the past decade as to continuously support the deployment of biomass re-
sources for regional applications. In this work, a novel graphical method based on process integration
is proposed for targeting the amount of biomass resources needed for a power generation problem.
Apart from having a good visualized interface, the graphical method provides good insights to stake-
holders on the macro-level planning of biomass allocation. Two examples are solved to demonstrate
the newly proposed methods.

Keywords: pinch analysis; process integration; power generation; bioenergy; composite curves

1. Introduction

The Global Energy Review 2021 [1] projected that the global energy demand was
expected to increase by 4.6% in year 2021. This rise in global energy demand is primarily
fuelled by fossil-based sources. Nevertheless, the global awareness of reducing greenhouse
gas emissions (particularly CO2) has encouraged the development of low-CO2 renewable
energy resources. In year 2020, the renewable energy sector reported a contribution of 29%
to the global electricity generation, i.e., a growth of 3% despite the global lock down due
to the COVID-19 pandemic [1]. Along with solar and hydropower, biomass is among the
most important renewable energy sources for sustainable electricity generation.

Biomass supply chain consists of various activities involving the supply of biomass,
their transportation, storage, conversion, and delivery of their value-added products [2].
One of the most important value-added biomass products is arguably biofuel/bioenergy.
As reported by Lim et al. [3], various challenges are accounted for in the biomass supply
chain for biofuel production; these include the variation in biomass availability, distinct
characteristics of each biomass species, uncertain technology performance, logistics and
transportation issues. Hence, various process system engineering tools were developed
in the past two decades to address the various challenges encountered in biofuel and
biomass supply chain. For instance, some earlier works which are based on mathematical
programming models were proposed to synthesise regional bioenergy supply chain [4,5].
In the work by Ling et al. [6], centralized and decentralized technologies were considered
for bioelectricity supply chain. In a more recent work, a stochastic model was proposed for
co-firing biomass supply chain networks [7]. In some recent works, optimization models
were developed with the objective to reduce CO2 footprint [8,9].

Apart from the above-mentioned techniques, a widely accepted group of systematic
tools for optimum planning of resources is arguably process integration. The latter consists
of some useful graphical techniques that were commonly utilised for the conservation of
materials [10,11] and energy resources [12,13] in the chemical processing industries. In
recent years, these graphical tools have also been extended for optimal synthesis of biomass
supply chain. In the seminal work of Lam et al. [14], the Regional Energy Surplus–Deficit
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Curves were proposed to synthesise a biomass supply chain with the aim to minimise
its carbon footprint. In another later work by Tan et al. [15], a graphical pinch diagram
was extended for the optimal planning of a biochar network. Graphical approaches are
always regarded as handy tools welcomed by industrial sectors, as they provide good
insights to the problem due to its intuitive nature. Furthermore they are often used to
facilitate discussion among team members. To date, however, no graphical approach has
been reported for the allocation of biomass resources for power generation. Note that the
earlier developed graphical techniques (e.g., [14,15]) cannot be used directly for biomass
allocation, as they do not consider the unique characteristics of biomass that are important
for power generation, e.g., moisture content, calorific values, etc. Hence, a new graphical
technique that incorporates biomass characteristics is to be developed. This is the main
subject of this work.

In this work, a novel graphical pinch diagram is presented to identify the optimal
allocation of biomass resources for power generation. In particular, the novel graphical
tool helps to identify the exact amount of biomass resources needed to fulfil the targeted
power output of some power plants. The paper is structured as follows. In the next section,
a formal problem statement is given. This is then followed by the power generation model,
and the procedure for plotting the graphical pinch diagram. Two examples on bioenergy
generation are used for demonstrating the novel graphical diagram.

2. Problem Statement

The problem to be addressed is formally stated as follows:

� Given a set of biomass sources i ∈ I. Each biomass type has its specific calorific value
CVi, moisture content MCi and maximum availability Si.

� The biomass sources are to be allocated to a set of biomass demands j ∈ J, which are
power plants that require biomass for power generation. Each plant has its power
output Pj that has to be fulfilled and can only handle a maximum capacity Dj of
biomass.

The biomass allocation problem can be described by a superstructure diagram in
Figure 1. The objective of this work is to determine the optimum allocation of biomass
source i to power plant j.

Figure 1. Superstructure representation of biomass source-demand model (adapted with permission
from [16]).
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3. Power Generation Model

To determine the biomass requirement for power generation, the model in Foo et al. [5]
is adopted. For power plant j with output Pj, its steam requirement for the turbine (STMj)
may be calculated using Equation (1).

STMj =
Pj

ηTurb ĤTurb
(1)

where ηTurb and ĤTurb are efficiency (%) and enthalpy (kJ/kg) for turbine calculation.
To generate the required amount of steam for the turbine, a boiler is to be used. The

biomass requirement for power plant j (Dj) is hence calculated using Equation (2).

Dj =
STMjĤBoil

CVBiomSCBiomηBoil
(2)

where ηBoil and ĤBoil are efficiency (%) and enthalpy (kJ/kg) for boiler calculation, while
CVBiom and SCBiom are average calorific value (kJ/kg) and solid content (wt%) of biomass,
calculated based on average value of the various biomass types that are fed to the power
plant. Note also that solid content can be calculated from moisture content (MCBiom, wt%)
that is more commonly used in the biomass industry.

Equations (1) and (2) may be combined and rearranged to the form in Equation (3).

Pj = CjDj (3)

In Equation (3), Cj is characterised as the power generation factor for power plant j, given
as in Equation (4).

Cj =
ηTurbĤTurbCVBiomSCBiomηBoil

ĤBoil
(4)

Similar correlations may be expressed for power output (Pi, Equation (5)) and the
generation factor (Ci, Equation (6)) for biomass i:

Pi = CiSi (5)

Ci =
ηTurbĤTurbCViSCiηBoil

ĤBoil
(6)

where CVi and SCi are calorific value (kJ/kg) and solid content (wt%) of biomass i. Note
also that solid content of biomass can be calculated from its moisture content (MCi, wt%)
easily.

Graphical Targeting Method

A novel graphical tool is presented here, known as the bioenergy pinch diagram (BEPD).
Steps for plotting the BEPD are given as follows.

1. A demand composite curve is first plotted on a power versus biomass capacity diagram
(Figure 2a). The demand composite curve consists of the individual power plants that
require biomass feed. Its horizontal distance represents the maximum total capacity
of biomass that can be handled by these plants (ΣjDj), while its vertical distance
represents their total power output (ΣjPj). Note that the individual segments in the
demand composite curve correspond to power plant j (PP1 and PP2 in Figure 2a)
which have been arranged according to the descending order of their power generation
factor Cj (slope of the segment), the latter may be calculated using Equation (4).

2. A source composite curve is next plotted on the same diagram as the demand composite
curve, but is interpreted as power versus biomass handling capacity. The source
composite curve may consist of one or more biomass sources, plotted according to the
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descending order of their power generation factor Ci (determined using Equation (6)).
The BEPD is considered feasible when the source composite curve is located to the
left of the demand composite curve and has, at least, the same vertical distance as the
latter, such as that shown in Figure 2a. For this case, the source composite curve will
generate a total power of ΣiPi, which matches the total output of the power plants
(ΣjPj), and yet is lower than their maximum total handling capacity (i.e., ΣiSi ≤ ΣjDj).

3. In cases where the source composite curve is found on the right and/or below the
demand composite curve (such as that in Figure 2b), the BEPD is considered infeasible.
Additional biomass with a higher power generation factor is to be supplied in order
to restore its feasibility. As shown in Figure 3a, additional biomass with higher power
generation factor is added; the latter is characterised by its locus of steeper slope. The
source composite curve is then slid along this locus until it stays completely above
and to the left of the demand composite curve and touches the former at the pinch.
The opening on the left of the BEPD represents the minimum amount of additional
biomass to be added (FBIOM). Its amount is to be minimised, as it is usually more
expensive due to its higher power generation factor. Conversely, the opening on
the right of the BEPD represents excess biomass (FEXC) that is beyond the handling
capacity of the power plant. This excess biomass can be utilised for other commercial
purposes. Note that there are cases where the source composite curve is comprised of
several source segments. Besides, there are also cases where the pinch occurs in the
middle section of the composite curves. Both of these cases are shown in Figure 3b.
The same principles are applied here. The source composite curve is slid along the
locus of biomass with higher power generation factor, until it stays completely above
and to the left of the demand composite curve. The composite curves touch each other
at the pinch. For this case, excess biomass (FEXC) is determined from the horizontal
distance of the segment extended beyond the demand composite curve (represented
by the rectangular box in Figure 3b).

(a) (b) 

Figure 2. (a) Feasible BEPD; (b) infeasible BEPD.

The BEPD is next demonstrated with two examples on biomass allocation planning.
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(a) (b) 

Figure 3. Feasible BEPD with (a) pinch occurs at the end of the demand composite curve; (b) pinch
occurs at the middle section of the demand composite curve.

4. Illustrative Examples

Two examples are used here to elucidate the newly proposed graphical method. For
both examples, the important parameters for power generation are given in Table 1, while
the moisture content tolerated by the power plants is given in the respective examples.

Table 1. Important parameters for power generation.

Parameters Values

Turbine

Turbine efficiency, ηTurb 19.8%

Enthalpy of steam, ĤTurb 3140 kg/kg steam

Boiler

Boiler efficiency, ηBoil 85%

Enthalpy of steam, ĤBoil 2669 kJ/kg steam

Average calorific value of biomass, CVBiom 19,000 kJ/kg biomass

4.1. Example 1—Single Biomass Source

In Example 1, two biomass power plants (PP1 and PP2) are analysed, with their
data given in Table 2. As shown, the individual plants were designed based on their
respective average moisture content (MCBiom), which may be converted as solid content
(SCBio = 100% − MCBio) to be used in Equation (2). Their demand of biomass (Dj) can be
calculated using Equation (1), while their power generation factors are calculated using
Equation (4), listed in the last two columns of Table 2.

Table 2. Data for power plants in Example 1.

Power Plants Pj (MW) MCBiom (%) Dj (t/h) Cj (MWh/t)

PP1 22 47.4 40 0.55

PP2 8 69.4 25 0.32

Total 30 65
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Three types of biomass are available for use, i.e., palm kernel shell (PKS), empty fruit
bunch (EBB) and palm mesocarp fibre (PMF), with their data shown in Table 3. As shown,
each biomass type has its CV and MC values. With given flowrate, their power output and
generation factors can be determined using Equation (6), as shown in the last two columns
of Table 3. Note however for this case, only two biomass types should be considered due to
logistic concern. Among them, the EFB with the lowest CV value (lowest cost) is prioritised.
The task is to determine the minimum amount of biomass with higher power generation
factor, i.e., PKS or PMF.

Table 3. Data for biomass in Example 1.

Biomass Types Si (t/h) CVi (kJ/kg) MCi (%) Pi (MW) Ci (MWh/t)

PKS To be
determined

19,700 23 To be
determined

1

PMF 19,000 36 0.67

EFB 60 18,700 61 24 0.4

Next, the BEPD was plotted following steps 1 and 2 of the procedure, with only EFB
being used to construct the source composite curve. Figure 4 shows that the resulting BEPD
is infeasible, as the source composite curve stays at the right of the demand composite
curve. As shown, the EFB can only generate a power output of 24 MW (a total of 30 MW is
required), but its supply is beyond the capacity limit of the power plant.

Figure 4. Infeasible BEPD due to insufficient EFB.

To restore the feasibility, the PMF is used. Its locus is first added to the BEPD, with
a slope corresponding to its power generation factor (0.67 MW/t/h). Step 3 of the BEPD
procedure is then followed. The source composite curve is slid along the locus until it stays
entirely above and to the left of the demand composite curve, and touches the latter at the
pinch. This results in a feasible BEPD (Figure 5), with minimum use of PMF (FPMF), i.e.,
22.5 t/h. The excess biomass (FEXC), i.e., EFB, is determined from the horizontal distance
of the rectangular box beyond the demand composite curve, i.e., 22.5 t/h (= 82.5 − 60 t/h);
this excess biomass can be used for other commercial purposes. The overlapping region
of the composite curves determines the amount of EFB to be utilised for power generation,
i.e., 37.5 t/h (= 60 − 22.5 t/h).
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Figure 5. BEPD with minimum PMF.

One may also explore the use of PKS that has a higher CV value (and is more expensive).
Replotting the BEPD by sliding the source composite curve on the steeper locus of PKS (due
to its higher power generation factor of 1 MW/t/h), results in a feasible BEPD (Figure 6).
As shown, both the minimum use of PKS (FPKS) and excess EFB (FEXC = 70 − 60 t/h) are
determined as 10 t/h, which are both lower than the case in Figure 5. Furthermore, a higher
amount of EFB (60 − 10 = 50 t/h) is utilised for power generation in this case. Detailed
evaluation may be carried out to determine which allocation scheme is to be adopted based
on their economic performance.

Figure 6. BEPD with minimum PKS.
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4.2. Example 2—Multiple Biomass Sources

In this example, four power plants are analysed, with their data shown in Table 4.
Three scenarios are analysed here, each with a different amount of palm biomass used,
with data shown in Table 5.

Table 4. Data for power plants in Example 2.

Power Plants Pj (MW) MCj (%) Dj (t/h) Cj (MWh/t)

PP1 8 49.0 15 0.53

PP2 12 54.0 25 0.48

PP3 10 60.0 24 0.42

PP4 10 63.2 26 0.38

Total 40 90

Table 5. Data for biomass in Example 2.

Scenario Biomass Types Si (t/h) CVi (kJ/kg) MCi (%) Pi (MW) Ci (MWh/t)

1 PKS 40 19,700 23 40 1

EFB 100 18,700 61 40 0.4

2 PMF To be determined 19,000 36 To be determined 0.67

EFB 72.5 18,700 61 29 0.4

3 PKS To be determined 19,700 23 To be determined 1

PMF 18 19,000 36 12 0.67

EFB 20 18,700 61 8 0.4

In Scenario 1, only single biomass is to be used for power generation. Figure 7 shows
that the BEPD is infeasible, if EFB is used. Although sufficient EFB (100 t/h) can be used
to generate the required power of 40 MW, the amount of biomass is beyond the handling
capacity of the power plants (90 t/h). Conversely, if 40 t/h PKS is used, the BEPD shows
that the power plants can fulfil the required power output of 40 MW, while the biomass
supply rate (40 t/h) is lower than their handling capacity.

 

Figure 7. BEPD when single biomass is used (Scenario 1).
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In Scenario 2, two types of biomass may be used, with EFB being prioritised. The
BEPD in Figure 8 shows that 16.5 t/h of PMF is to be used, as the EFB alone is insufficient
to cater the desired power output (40 MW) from the power plants. A similar situation also
occurs in Scenario 3 where three biomass types are used. As shown in the BEPD in Figure 9,
EFB and PMF are completely consumed, while 20 t/h of PKS is added to produce a total
power output of 40 MW. For Scenario 3, no excess biomass sources are reported.

 
Figure 8. BEPD when two biomass types are used (Scenario 2).

 
Figure 9. BEPD when three biomass types are used (Scenario 3).

5. Practical Implications

The new graphical targeting technique in this work serves as a handy planning tool
for biomass industrial practitioners in their day-to-day operation. Although both examples
make use of palm biomass resources, other types of biomass resources (e.g., wood, rice
rusk) may also be used, as long as their biomass characteristics (calorific value, moisture
content, etc.) are given. Finally, note that the above problems may be solved using the
superstructural model as presented in Appendix A.
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6. Conclusions

A novel graphical targeting method is proposed in this work for the optimal allocation
of biomass resources, based on process integration principles. Two examples based on
palm biomass were used to elucidate the newly proposed method. In both examples,
biomass with lower power generation factor were prioritised, while those of higher power
generation factor were minimised. Although the examples are based on palm biomass, the
same principles are applied to other types of biomass resources that may be used for power
generation. Future works should look at other environmental aspects of biomass resources,
such as water and land footprints.
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Appendix A—Superstructural Model

The biomass allocation problem in this work may be solved using the following
superstructural model, which was extended from Foo [16]. Equation (A1) described that
the net output to be generated by power plant j is to be contributed by total of biomass
source i (fi, j), with has power generation potential Ci. Each power plant j can only handle a
maximum capacity of biomass (Dj), as described by Equation (A2). In Equation (A3), the
unutilised biomass i (ui) is given by the difference between its availability (Si) and its total
allocation to the power plants. All variables in this model must take non-negative values,
as indicated by Equation (A4).

∑i fi,jCi ≥ Pj ∀j (A1)

∑i fi,j ≤ Dj ∀j (A2)

ui = Si −∑j fi,j ∀i (A3)

fi,j ≥ 0; ui ≥ 0 ∀i ∀j (A4)

The objective of the model can be set to minimise a specific type of biomass resource,
due to its scarcity; this is given in Equation (A5). Furthermore, one may also make use of
the superstructural model to minimise the overall cost of the biomass allocation problem,
which is beyond the scope of this work.

min = ∑i fi,j (A5)
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Abstract: A major obstacle in utilising pyrolysis bio-oil as biofuel is its relatively low heating value,
high viscosity, and non-homogeneity. Solvent addition is a simple yet practical approach in upgrading
pyrolysis bio-oil. However, most solvents are often manufactured as specialty chemicals, and thus,
this leads to a high production cost of solvents. It is crucial for the designed solvent-oil blend
to achieve both fuel functionality and economic targets to be competitive with the conventional
diesel fuel. Hence, the objective of this work is to generate feasible solvent candidates by solving
this multi-objective optimisation (MOO) problem via a computer-aided molecular design (CAMD)
approach. Initially, an optimisation model was developed to identify potential solvents that satisfied
the predefined targeted properties. Next, a MOO model was developed via a fuzzy optimisation
approach to identify the trade-off between profitability and heating value of the solvent-oil blend. A
pricing model was employed to estimate the profitability of the solvent-oil blend. The production of
bio-oil in a pyrolysis plant was used to illustrate the applicability of the pricing model. Lastly, phase
stability analysis was conducted to ensure the stability and miscibility of the solvent-oil blend. With
the developed framework, a promising and cost-effective solvent-oil blend can be generated while
displaying optimal biofuel properties.

Keywords: pyrolysis bio-oil; CAMD; solvent design; fuzzy multi-objective optimisation; cost optimisation

1. Introduction

The conversion of lignocellulosic biomass material, also called second generation
biomass, into usable intermediates has attracted the attention as a potential renewable
energy source. While the extent of carbon neutrality of biomass is debatable, the need
to study alternative fuels produced from biomass conversion is critical in response to
fast depleting resources and the rising demand for sustainable development, as well as
to counter volatilities in crude petroleum oil prices. Various methods including thermo-
chemical and biochemical techniques can be employed to convert biomass into liquid
fuels. Among the thermochemical methods, fast pyrolysis received great attention and
has been successful in its commercialisation due to the high yield of the main product
pyrolysis bio-oil. High-quality pyrolysis bio-oil can be applied in engines, turbines, boilers,
and in some cases, qualified as hydrocarbon and transportation fuels, although further
improvement is required of the properties and cost-efficiency of bio-oil [1].

A pyrolysis bio-oil mixture is vaguely defined as one with water and oxygenated
organic compounds, including carboxylic acids, aromatics, acetals, alcohols, aldehydes,
esters, hemiacetals, olefins, phenolics, proteins, and sulphur compounds. The actual
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composition of a bio-oil is an intricate function of feedstock, oil production and purification
techniques, a condensation system, and storage conditions [2]. The direct use of pyrolysis
bio-oil as a fossil fuel substitute suffers from several drawbacks such as low heating
value, high water content, high viscosity, low miscibility, high acidity, as well as storage
instability due to product aging. The properties of pyrolysis bio-oils differ for different
feedstock sources and production parameters, but the products are generally of poor
quality compared to conventional fuels. Upgrading technologies have been actively studied
and implemented in the effort to upgrade bio-oil properties, such as catalytic cracking,
emulsification, esterification, hydrodeoxygenation, hydrogenation, steam reforming, and
the manipulation of supercritical fluids [3]. Pidtasang et al. [4] found that adding a small
proportion of alcohol solvents to bio-oil could improve its heating value, stability, and
viscosity, although the values still could not meet the quality of conventional gasoline and
diesel. Organic solvents such as acetone, acetone-methanol, ethanol, isopropanol, and
methanol were also used for bio-oil upgrading [5].

The identification and selection of solvents often involve tedious experimentation
through trial-and-error, and it could be time consuming to test all potential solvents and
ineffective in optimising blend performance to meet the property targets. In response to
these challenges, computer-aided molecular design (CAMD) techniques were commonly
employed to identify potential candidates that satisfy a set of property targets and con-
straints in the design and optimisation of solvents [6]. CAMD is a reverse engineering
approach which predicts, estimates, and constructs molecules from a given set of molecular
building blocks based on predefined target properties [7]. To develop a CAMD framework,
it is essential to have reliable property prediction models. One of the most widely used
methods for the molecular property predictions is the Group Contribution (GC) meth-
ods [8]. GC methods predict the property of a molecule by summing up the contributions
from the molecular groups in the compound according to the frequency of their appearance
in the structure [8]. The ability of CAMD techniques to generate all possible non-intuitive
solutions can be exploited to identify promising molecular structures for various appli-
cations. With these computer-aided methods, the search was focused on analysing the
alternatives and rejecting infeasible solutions at the initial stages of the design process. The
experiments were only performed during the final selection stage for verification.

In the past, the CAMD approach has been widely employed in solvent design prob-
lems for different applications [9]. Detailed review articles from Austin et al. [10] and
Ng et al. [11] discussed the solution techniques, applications, and future opportunities of
the CAMD tools. In addition, Chemmangattuvalappil [12] reviewed the recent develop-
ment of CAMD applications in the design of solvents. Conventionally, the selection of
solvents had formerly been tackled using a combination of fundamental physio-chemical
knowledge, as well as heuristic and empirical approaches based on expert judgements.
Using CAMD techniques, studies were able to identify solvents ranging from simple
hydrocarbons such as methanol and ethanol [13] to more complex mixtures such as the
methanol, N,N-dimethylformamide (DMF), and acetone blend [14]. A comprehensive
review on the process system engineering tools, such as CAMD and group contribution
(GC) models, for the design of ionic liquids and integrated biorefineries was presented by
Chemmangattuvalappil et al. [15]. In one of the recent developments, CAMD tools were
employed in a multi-objective optimisation (MOO) problem targeted at designing a green
chemical product and integrated biorefinery process that incorporated green manufactur-
ing while fulfilling the customer requirements [16]. In addition, the CAMD approach was
also integrated with the miscibility characteristics to predict possible structures that would
form stable blends with bio-oil [17,18].

A major obstacle in the commercialisation of biofuels is their high production cost
as compared to that of the conventional diesel fuel. Their low heating value and the high
cost of raw materials make biofuels more costly for heat generation [19]. As the biofuel
ratio increases in the fuel, the fuel’s energy density decreases. Furthermore, the addition
of solvents is often required to improve the biofuel’s properties. However, the solvents
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are generally associated with high cost as most of them are manufactured as specialty
chemicals. This further increases the production cost of biofuels. Further, the existing and
progressing biofuel legislative framework sparks the urge to assess the cost associated with
upgrading bio-oil.

Various recent contributions have included the economic aspects such as product pric-
ing, profitability, market share, and operating cost in the product design. In the design of
a traditional Chinese medicinal supplement, customers’ preference on product quality and
economic considerations was taken into account while developing the chemical product
design framework [20]. Zhang et al. [21] provided an overview of chemical product design
in the context of a multidisciplinary hierarchical framework including design issues such as
project management, market study, economic analysis, product design, and process design.
Moreover, an activated carbon production plant from industrial waste nutshells was pro-
posed [22]. In the plant design, an economic analysis was developed by considering the cost
of the main equipment, the price of the raw materials, basic services, and operations. On the
other hand, application of neural network approach is often reported in cost estimation and
investment evaluation. A neural network growth model was proposed to estimate potential
of investment in renewables in Japan by Jehan, and Sultonov [23]. In addition to the existing
growth model, the extended growth model considered both environmental risk diversion
and risk mitigation. With the developed neural network-based approach, the establishment
and operation of a renewable investment opportunity is possible. Further, an artificial neural
network method was used to develop a cost estimation model for the tendering of engineering
services [24]. However, previous research on the design of bio-oil solvent mainly focused on
the functionality of the solvent itself. It is also important to incorporate the economic aspects
into the development of bio-oil solvent for the designed solvent-oil blend to be competitive
with the conventional diesel fuel. Generally, the heating value of pyrolysis bio-oil increases
with the addition of solvent. However, as the amount of solvent increases, the cost of solvent-
oil blend increases as well, resulting in lower profitability. Thus, MOO approach was adapted
in this work to investigate the trade-off between high heating value and high profitability of
solvent-oil blend.

The weighted sum method is a more common approach for handling MOO problem.
In weighted sum method, each objective function was allocated with a weighting factor to
convert different objectives into an aggregated scalar objective function [25]. However, in
CAMD problem, the weighting factor of each objective is not always definable. In most
cases, the relative importance of each objective is fuzzy or uncertain. In addition, these
objectives might be contradictory to each other in nature [26]. Thus, a fuzzy optimisation
approach was employed in this study to solve the MOO problem under the fuzzy environ-
ment. Zadeh [27] first established fuzzy set theory for decision making problems. Later,
the fuzzy set theory was extended to address linear mathematical programming problems
involving multiple objectives [28]. Within the fuzzy optimisation algorithms, the trade-off
between the objective functions to be optimised can be identified by introducing the fuzzy
membership function. As a result, an optimal compromised solution can be identified by
achieving near optimality for all the objectives.

In the past, fuzzy optimisation approach has been applied in various CAMD applica-
tions. A systematic fuzzy optimisation-based method was developed to design molecules
for chemical processes with both property superiority and robustness optimised [26]. Khor
et al. [29] adapted the fuzzy optimisation via max-min aggregation in the CAMD of alter-
native solvents for oil extraction from palm pressed fibre. The developed approach was
able to optimise the physical properties of the solvent simultaneously with the safety and
health aspects. A similar approach was employed and extended with the introduction of
disjunctive programming in the work by Ten et al. [30] to design solvent for gas sweetening
process. Recently, a max-min aggregation fuzzy optimisation approach was employed
along with CAMD method in the design of green solvents for pyrolysis bio-oil upgrading
with consideration of environmental, health and safety aspect while ensuring minimal
compromise on the fuel functionality [31]. The goal of this study is to design a solvent

67



Processes 2021, 9, 2159

which is capable to enhance the properties of bio-oil with minimal addition of solvent via
CAMD approach. Fuzzy optimisation approach was employed to investigate the trade-off
between the functionality and profitability of the solvent-oil blend. With the developed
methodology, the final solvent-oil blend should demonstrate promising property targets
that fulfils the standards of biofuel while displaying desirable profit margin.

2. Methodology

In this work, a MOO framework was established to solve the CAMD problem using
fuzzy optimisation approach. The developed framework can be divided into four main
stages (nine steps): Problem definition, CAMD formulation, Multi-objective optimisation
problem formulation and Phase stability analysis. The detailed methodology for each
stage will be further discussed in this section. Figure 1 demonstrates the overview of
methodology for this CAMD problem.

 

Figure 1. Graphical summary of the work carried out in this research.

2.1. Stage 1: Problem Definition
Identification of Product Requirements and Property Constraints

In the first stage, the product needs of solvent and the final solvent-oil blend were
identified to infer the target properties and set their constraints based on the requirements
from various regulations and specifications. The final requirement of the design problem is
to have an alternative solvent-oil blend that can blend well with diesel, or to be applied
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directly to standard diesel engines. This is the principal product functionality and therefore,
from these, the property targets can be developed based on commercial standards of
biodiesel. In addition, the general safety and environmental regulatory requirements
were also embedded in the target properties at this stage. Generally, the constraints in a
product design problem took form as shown in Equation (1), bounded by upper and lower
bounds [32].

vL
p ≤ Vp ≤ vU

p ; p = 1, 2, . . . P (1)

Based on Equation (1), Vp is the value of the target property and p is the property index.
The lower and upper bound value is represented by vL

p and vU
p , respectively. The ASTM

D7544 biofuel standard was used to develop the constraints on the target properties [33].
The standard governed the pyrolysis liquid biofuel, which served as a guideline for the
final solvent-oil blend’s targeted properties. To maintain the solvent as liquid at room
temperature, the boiling point was set to be above 60 ◦C and the melting point was
restricted at an upper bound of 10 ◦C, while the flash point was set to be greater than
45 ◦C. On the other hand, the lower bound for the density of mixture was set below that
specified by the standard. That is to give more solutions, since eventually the solvent-oil
blend is to be blended with other fuels such as diesel, which can have lower densities than
those in the ASTM standard. The critical high heating value (HHV) property was restricted
at a lower bound of 30 MJ/kg. Table 1 summarises the requirements of the solvent and
the solvent-oil blend, which are then translated into the target properties along with its
respective property constraint.

Table 1. Target properties identified and their respective constraints.

Requirement Target Property Lower Bound Upper Bound
ASTM D7544

Standard

Solvent

Liquid at room conditions Normal boiling point 60 ◦C − −
Normal melting point − 10 ◦C −

Safety Flash point 45 ◦C − −
Bio-oil blend

Consistency of fuel flow Density 800 kg/m3 1200 kg/m3 1100–1300 kg/m3

Kinematic viscosity 1.0 mm2/s 5.0 mm2/s Maximum 5.0 mm2/s
Fuel combustion quality Higher heating value 30 MJ/kg − Minimum 15 MJ/kg

Homogeneous form Gibbs energy of mixing To be determined

2.2. Stage 2: CAMD Formulation
2.2.1. Selection of Property Prediction Models

In the next stage, suitable property prediction models were selected to estimate the
solvent’s target properties via a GC approach. In the GC approach, the property of a
compound was defined as a function of structurally dependent parameters, which can be
estimated by summing contributions per structural group according to their recurrence in
the solvent molecule. The method was mainly attributed to the research done by Joback
and Reid [8]. The general property estimation model via GC methods can be seen in
Equation (2).

f (X) = ∑
i

NiCi + w ∑
j

MjDj + z ∑
k

OkEk (2)

here, Ci is the contribution of the first order group of type i that occurs Ni times, while
Dj is the contribution of the second order group of type j that occurs Mj times. Ek is the
contribution of the third order group of type k that occurs Ok times. In addition, mixing
rules were applied to determine the final values of the targeted solvent-oil blend. The
selected property prediction models and mixing rules for targeted property estimation can
be found in Appendix A: Table A1. In this study, crude bio-oil derived via the fast pyrolysis
of palm kernel shells (PKS) was used as the basis [34]. However, only the organic phase of
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pyrolysis bio-oil was considered. The properties and components of the pyrolysis bio-oil
applied in this study are summarised and listed in Appendix A: Table A2.

2.2.2. Structural Constraints

Other than the abovementioned property constraints, structural constraints were also
included in the CAMD model to ensure the formation of a feasible molecule by limiting
the molecule to that which favours the targeted properties. The molecular building blocks
forming the solvent’s structure also need to be carefully tailored. Molecular design can
utilise many functional group families and, in this work, several groups were selected,
and are shown in Appendix A: Table A3, whereby their group-contribution variables for
property estimation were available from the work of Marrero and Gani [34].

In addition, for completeness of the designed molecule, the final molecular structure
must not have any free bonds. In other word, the free bond number (FBN) of the final
solvent molecule must equal to zero, to be identified as a feasible molecule [35]. FBN
can be expressed mathematically as Equation (3), where Nr is the number of rings in the
structure and Ni is the number of acyclic groups in the molecule. Constraints were set for
the parameter Nr and Ni to ensure there is a feasible length of groups included to form an
aliphatic chain or cyclic ring.

FBN = Σi NiFBNi − 2(Σi Ni − 1)− 2Nr = 0 (3)

For acyclic structures: Ni ≥ 0. For cyclic structures: Ni ≥ 3. For ring molecules: Nr ≥ 1.

2.2.3. Formulation of CAMD Model

The CAMD model was formulated with generalised mathematical expressions as
shown from Equations (4)–(8) [10]:

Fobj = max/minF(x, p) (4)

h1(p, x) ≤ 0 (5)

s1(x) ≤ 0 (6)

pL
k ≤ pk ≤ pU

k ∀k (7)

xL
g ≤ xg ≤ xU

g ∀g (8)

here, Fobj (Equation (4)) is the objective function, which is to minimise or maximise one
or more parameters. Meanwhile, the F(x,p) is the vector to the objective function, which
evaluate the performance of the designed solvent based on its property p. The target
properties constraints can be formulated as Equation (5), which is the general function that
correspond to the solvent design specification. As the properties of each solvent molecule
are highly dependent on the presence of GC building blocks, this constraint can limit the
number of appearances of specific GC groups in the designed solvent molecule. On the
other hand, Equation (6) can be referred to as the general function that relates the molecular
structure generation, to ensure structure feasibility of the generated solvent molecule. In
Equations (7) and (8), pk indicates the property values for each property k and xg indicates
the number of occurrences of each GC group g. Both equations represented the boundaries
set on pk and xd. Here, pL

k and xL
g are the lower bounds for parameter pk and xg, respectively.

On the other hand, pU
k and xU

g are the upper bounds for parameter pk and xg, respectively.
With the developed CAMD framework, the list of solvent candidates that were feasible,
available, and had a relatively established commercial or industrial scale presence were
identified and applied in the next stage.

2.2.4. Database Verification

All solvent candidates generated from the CAMD model were verified by conducting
a database search on online platforms such as PubChem, ChemSpider, etc. The main
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purpose of this step was to ensure that all the generated solvent candidates were feasible
and practical enough to be applied in real life applications. For solvent candidates that
could be found in the databases, property values estimated from the design problem were
compared to validate the CAMD results. However, for solvent candidates that could be
found in the database or proved to be infeasible, the previous step was revisited by revising
the property attributes and constraints.

2.3. Stage 3: Multi-Objective Optimisation Problem Formulation
2.3.1. Formulation of Pricing Model

After the potential solvent candidates were identified in the previous stage, a detailed
economic analysis was conducted to determine the selling price of the new solvent-oil
blend based on the current market demand, availability and existing competitors identified
via a comprehensive background study. The pricing model proposed by Bagajewicz [36]
was employed to relate the product quality to demand and price of the product [37]. In the
past, the pricing model has been incorporated in various product design such as wine [38],
carpet deodorizers/disinfectants [39], skin moisturising lotion [40], die-attach adhesive [37]
and dry-cleaning solvent [41]. The mathematical expression for the pricing has been shown
in Equations (9) and (10).

APTP = AC
(

TP
)δ

(
α

β

)δ(Y − APTP

AC

)1−δ

(9)

Y ≥ APTP + AcTc (10)

here, AP and TP refer to the price and demand of the new solvent-oil blend while AC and TC

refer to the price and demand of the competitor’s product. In this study, AP can be obtained
by summing up the cost of bio-oil production, cost of solvent and the profit obtained by
selling the solvent-oil blend (Equation (11)).

Ap = CostBio−oil + CostSolvent + Pro f it (11)

Y is the total market size for the solvent-oil blend and δ is the elasticity of substitution,
which is an adjustable parameter that measures the change in the ratio of products demand
in response to a change in the ratio of their prices. On the other hand, α is expressed as the
consumer’s awareness on the new product, which can be raised by allocating higher budget
in the marketing of new product. The value of parameter α ranges between 0 and 1, where
α with value 0 indicates that the consumers have no knowledge about the new product,
and vice versa. Lastly, β is the consumer preference coefficient that relates the consumer’s
interest in the new product over the competing product, which can be determined using
Equation (12), where the λC and λP are the consumer’s preference function of competitor’s
product and new product, respectively. In this study, the consumer’s preference was
related to the HHV of the solvent-oil blend, which possess a significant influence on the
functionality of the solvent-oil blend.

β =
λC

λP (12)

From Equation (12), the λC and λP refer to the consumer’s preference function of
competitor’s product and new product, respectively. The new solvent-oil blend is said to
be preferred by consumers if β is smaller than 1. However, the competitor’s product is
preferred by consumers when the value of β greater than 1.

Based on the market analysis conducted, the total market size, Y of solvent-oil blend
was identified to be USD 500 million annually [42]. The price elasticity was defined between
the range of 0.11 to 0.33, based on the previous studies for diesel fuel. The demand of
bio-oil blend was said to be price inelastic when the parameter δ lies between 0.1 to 1.
Thus, in this work, the parameter δ was assumed to be 0.1 [43]. On the other hand, the
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parameter α was estimated to be at the value 0.85. These values should be revised and
updated based on the response received once the solvent-oil blend was introduced into
the market. The benchmark for this work is the reported solvent-oil blend consisting of
50 wt.% pyrolysis bio-oil and 50 wt.% of iso-propanol, with a HHV of 27.55 MJ/kg [44]. The
cost of iso-propanol and bio-oil was assumed to be USD 1336.57 per tonne of iso-propanol
and USD 354 per tonne of pyrolysis bio-oil [45,46]. The cost of the competitor’s solvent-oil
blend can be calculated using Equation (13), where xi and Ci are the ratio and costs of the
solvent and bio-oil, respectively.

Cblend = ΣixiCi (13)

Next, the selling price of competitor’s blend AC can be calculated by summing up
the cost of solvent-oil blend and the profit obtained, which was assumed to be USD 50
per tonne of solvent-oil blend, in this case. Table 2 summarises the parameters and its
respective values obtained from this market analysis.

Table 2. Parameters and values from market analysis.

Parameters Values

Total market size, Y USD 500,000,000 per year

Consumer’s awareness coefficient, α 0.85

Elasticity of substitution, δ 0.10

Price of competitor’s product, AC USD 895.29 per tonne solvent-oil blend

HHV of competitor’s product, λC 27.55 MJ/kg

2.3.2. Formulation of Fuzzy Multi-Objective Optimisation via Max-Min Aggregation

The HHV of pyrolysis bio-oil can be increased with the addition of solvent. The
higher the mass fraction of solvent in the solvent-oil blend, the higher is the energy content.
However, a higher amount of solvent was often associated with higher cost, and thus,
lower profitability obtained from the solvent-oil blend. In this study, a MOO problem was
developed to investigate the trade-off between high HHV and high profitability. Most of
the current CAMD techniques focus on optimising a single objective or property of the
chemical product [29], but having a multi-objective problem necessitates the use of more
complex optimisation methods.

Thus, fuzzy mathematical programming was applied to solve the MOO design prob-
lem. The satisfaction degree of fuzzy, λ is introduced to both property functions that were
to be optimised. The degree λ is a continues variable that lies between the value 0 and 1,
where 0 indicates unsatisfactory and 1 is completely satisfactory (Equation (14)).

0 ≤ λ ≤ 1 (14)

The objective function of the fuzzy optimisation model was to maximise the overall
satisfaction degree of fuzzy constraint λ as shown in Equation (15). The max-min aggre-
gation was applied to the fuzzy programming, where every fuzzy constraint should be
satisfied partially at least to the degree λ.

fobj = maxλ (15)

Fuzzy goals for the HHV of solvent-oil blend and the profitability were expressed
using a linear membership function, as shown in Equations (16) and (17).

λp(max) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0,

∣∣∣ Vp ≤ vL
p

Vp−vL
p

vL
p−vL

p
,
∣∣∣∣ vL

p ≤ Vp ≤ vU
p

1,
∣∣∣ Vp ≥ vU

p

∀p ∈ P (16)
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λp ≥ λ (17)

where Vp is the target property values bounded by the lower and upper bounds, vL
p and

vU
p , respectively. The values for the lower and upper bound can be obtained by performing

single objective optimisation for both objective functions.

2.4. Stage 4: Phase Stability Analysis

With the identification of optimal solvent-oil blend ratio from the previous step, phase
stability analysis was carried out to ensure the miscibility of the designed solvent-oil blend
at the targeted mixing ratio. In this work, the phase stability analysis was conducted
via computation of the tangent plane distance. With fixed temperature and pressure,
Gibbs tangent plane distance function was employed for the phase stability analysis of
N-component mixture (Equation (18)) [47]:

d(x) =
n

∑
i=1

xi[ln xiγi(x)− ln ziγi(z)] (18)

From Equation (18), z refers to the compositions of component i in mole fractions of
the tested phase, x is the composition component i of a trial phase and γ is the activity
coefficient of component i in respective phases. For a solvent-oil blend that is stable and
demonstrates homogenous single-phase, Equation (19) can be followed [47]:

d(x) ≥ 0 (19)

Additional information on the computation of tangent plane distance can be found in
the Appendix A: Equations (A1)–(A11). The solvent-oil blend can be concluded as stable if
the tangent plane distance is non-negative. If otherwise, the previous steps are repeated by
revising the property attributes and constraints.

3. Results and Discussion

A case study on solvent design for bio-oil applications was conducted to illustrate
the application of this proposed methodology. The fast pyrolysis process considered in
this work is related to an application in Malaysia. All pricing in this study was converted
to U.S. Dollar at the exchange rate of RM 1 = USD 0.24 and adjusted to 2021 values using
appropriate indices.

3.1. Identification of Feasible Solvent Candidates

In the initial part of CAMD optimisation, 32 feasible solvent candidates, which are
mostly petroleum and natural gas-based solvents that are commonly used as lubricants,
lubricant additives, and food additives, were identified according to the pre-defined target
properties constraints. The candidates list included mostly higher alkanes and alkenes,
with few esters and aromatic compounds. The list was also comprised of several alcohols
and nitriles, which are known to be miscible in water. However, there are only a few that
can be identified as common chemicals. Most of the molecules are complex and may be
challenging to even validate in a lab-scale process, and may not be available at chemical
suppliers. Among the favourable candidate was benzyl acetate which is a readily available
ester often employed in the food industry as a flavouring agent. 1-Pentanol is also a
well-known alcohol employed in the food industry and used as a solvent for lubricants.

Among the candidates for alkenes were 1-octadecene, 1-tetradecene, 1-hexadecene,
and 1-dodecene. Most of these alkenes were produced through the oligomerisation of ethy-
lene using triethyl-aluminium catalyst, followed by fractional distillation of the resulting
alpha-olefin mixture. In other words, these chemicals were produced from downstream
processing of petroleum- or natural gas-based raw materials. Therefore, their availability
can be guaranteed, and the price variation could be related to that of the hydrocarbons.
Comparatively, more alkanes were chosen as they are commonly used as industrial solvents
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and additives. Among those were octadecane, N-tridecane, dodecane and undecane. Only
one nitrile molecule was included, which is decanenitrile. Among the chemicals used in
the additives and food flavouring industry were three ketones: 1-octanone, 2-undecanone
and 2-nonanone. Two aldehydes were included too: 1-nonanal and octanal. Hexyl acetate
and nonyl acetate were some of the esters included in the list as well. Esters are particularly
important for any further research into the reaction system in the blend as they may react
with some of the components of pyrolysis bio-oil. Table 3 summarises the 32 solvent
candidates identified along with their respective target properties estimated from the GC
prediction models. Based on the potential solvent candidates identified in the previous
stage, a thorough search was conducted on the cost of solvent as listed in Appendix A:
Table A4. The solvents and chemicals were of analytical grade and the costs were obtained
from chemical vendors.

Table 3. Feasible solvent candidates generated from Stage 1 Optimisation.

No. Compound Name
Chemical
Formula

Melting
Point (K)

Boiling
Point (K)

Flash
Point (K)

Density
ρ (kg/m3)

Viscosity
v (mm2/s)

HHV
(MJ/kg)

S1 1-Pentanol C5H12O 221.44 408.63 320.35 805.74 3.83 37.97
S2 1-Hexanol C6H14O 229.47 432.62 334.83 812.14 4.70 39.31
S3 1-Octanone C8H16O 234.67 449.51 325.07 817.42 1.05 40.24
S4 Octanal C8H16O 243.73 453.46 322.20 818.04 1.45 40.90
S5 Hexyl acetate C8H16O2 208.70 449.66 329.02 872.42 1.14 34.75
S6 Pentyl propionate C8H16O2 205.48 449.57 329.02 870.32 0.96 34.75
S7 Phenylacetaldehyde C8H8O 265.52 468.63 336.74 1025.68 1.74 35.36
S8 Benzyl Acetate C9H10O 243.14 483.92 358.03 1056.67 1.75 31.21
S9 2-Nonanone C9H18O 242.03 469.65 339.54 820.95 1.29 40.98

S10 1-Nonanal C9H18O 250.66 473.27 336.68 821.52 1.79 41.58
S11 Hexyl propionate C9H18O2 214.41 469.71 343.49 868.91 1.19 35.91
S12 Benzyl acetone C10H12O 270.12 501.17 368.55 987.48 1.99 37.14
S13 Decanenitrile C10H19N 238.23 521.90 387.44 822.90 2.45 43.60
S14 Octyl acetate C10H20O2 225.69 488.25 357.97 869.50 1.76 36.87
S15 Hexyl butyrate C10H20O2 222.82 488.18 357.97 867.74 1.48 36.87

S16 4-tert-
Butyltoluene C11H16 246.79 462.25 335.65 858.44 0.26 43.19

S17 2-Undecanone C11H22O 255.73 505.18 368.49 826.34 1.96 42.10
S18 Undecanal C11H22O 263.62 508.26 365.63 826.82 2.72 42.60
S19 Nonyl acetate C11H22O2 233.50 505.29 372.44 868.37 2.18 37.69
S20 Undecane C11H24 191.06 466.22 324.06 737.02 1.18 48.49
S21 1-Dodecene C12H24 209.17 484.87 334.48 754.08 1.19 48.46
S22 Dodecanal C12H24O 269.70 523.89 380.11 828.88 3.35 42.99
S23 Dodecane C12H26 200.87 484.96 338.53 745.48 1.44 48.43
S24 N-Tridecane C13H28 210.08 502.25 353.01 752.80 1.76 48.38
S25 1-Tetradecene C14H28 226.11 518.22 363.43 766.99 1.78 48.36
S26 Tetradecane C14H30 218.74 518.30 367.48 759.21 2.16 48.34
S27 N-Pentadecane C15H32 226.92 533.26 381.96 764.85 2.65 48.30
S28 1-Hexadecene C16H32 241.30 547.21 392.38 776.96 2.69 48.28
S29 N-Hexadecane C16H34 234.67 547.28 396.44 769.87 3.26 48.27
S30 N-Heptadecane C17H36 242.03 560.47 410.91 774.35 4.01 48.24
S31 1-Octadecene C18H36 255.07 572.86 421.34 784.90 4.08 48.23
S32 Octadecane C18H38 249.04 572.92 425.39 778.39 4.93 48.21

3.2. Multi-Objective Optimisation Model

Here, a multi-objective optimisation model was developed via fuzzy max-min aggre-
gation approach to optimise the higher heating value (HHV) and the profitability of the
solvent-oil blend, simultaneously. Two case studies were presented to investigate the effect
of different constraints on the outcome while optimising both objective functions.
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3.2.1. Estimation of Pyrolysis Bio-Oil Production Cost

In this study, a pyrolysis plant was proposed to aid the estimation of pyrolysis bio-oil
production cost. The pyrolysis plant was designed to produce 120 tonne of pyrolysis
bio-oil from 200 dry tonne of PKS biomass daily via fast pyrolysis. The overall pyrolysis
bio-oil yield was assumed to be 60%. It is expected for the pyrolysis plant to operate on a
continuous operation daily for 24 h and 300 days, with a plant lifetime of 30 years. The
production costs of the pyrolysis plant include the biomass, capital, labour, electrical and
other operational costs. Assumption was made that the PKS biomass used in the pyrolysis
plant were supplied by a palm oil mill at no cost.

On the other hand, the capital cost of the pyrolysis plant was estimated based on the
sizing curve developed in Rogers et al. [48] which relates both the total plant cost and
the plant capacity. In this case, the total plant cost of the designed pyrolysis plant was
estimated to be USD 16 million. In addition, the capital cost for the biomass pre-processing
plant was included, with an estimated cost of USD 2.98 million. As for the labour cost
estimation, the following rough scenario was assumed where the designed pyrolysis plant
operates on a shift-work basis, with 5 operators and 1 supervisor per shift. Three 8-h shifts
pattern was implemented with 4 teams to provide 24/7 coverage. An average annual salary
of USD 13 K was allocated for each employee, which cover the employers’ insurance cost,
pension contribution, anti-social hours payments, training and administration charges [49].

A total electrical consumption of 240 kWh per dry tonne of biomass was estimated for
both the biomass pre-processing plant and the pyrolysis plant [50]. The electric tariff of
E1 for general industry with medium voltage as defined by Malaysia’s energy provider
(Tenaga Nasional Berhad) was considered in this study. The price of tariff E1 is USD
0.08/kWh [51] was used to calculate the total cost of electricity. Lastly, an allowance of 4%
of the total plant cost (USD 771.48 K per year) has been made to cover other miscellaneous
cost such as repair, maintenance, insurance and business costs [50]. Thus, the total cost to
produce 1 tonne of pyrolysis bio-oil was calculated to be USD 80.37, as shown in Table 4.

Table 4. Summarised pyrolysis bio-oil production cost.

Production Cost Cost (USD/Tonne of Bio-Oil)

Biomass Cost N/A
Capital Cost 17.86
Labour Cost 8.67

Electrical Cost 32.35
Other Operating Cost 21.43

Total Production Cost 80.37

3.2.2. Fuzzy Optimisation

In case study 1, the constraint on solvent fraction added to the blend was relaxed
to allow higher HHV value of the generated solvent-oil blend. The parameter β was set
to be lesser than 0.75 in this case to achieve HHV of at least 35 MJ/kg. In case study 2,
the constraint on consumer preference coefficient was relaxed, thus lowering the HHV
requirement of solvent-oil blend to allow higher profitability. As mentioned above, the
competitor’s product consisted of 50 wt.% solvent. Hence, the solvent fraction was set to be
less than 0.5. Table 5 summarises the constraints defined in case study 1 and 2, respectively.

Table 5. Comparison of constraints for case study 1 and 2.

Case
Consumer Preference

Coefficient, β
Solvent Fraction

Case 1 <0.75 <0.99
Case 2 <0.9 <0.5
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Firstly, single objective optimisation was conducted to generate the upper and lower
bounds for both the objective functions, as shown in Table 6. The values obtained was then
substituted into Equation (16) to solve the multi-objective fuzzy optimisation problem. The
max-min aggregation approach was employed to study the trade-off between high HHV
and high profitability.

Table 6. Results from single objective optimisation of HHV and profitability of solvent-oil blend.

Case Objective Function Max HHVblend Max Profitabilityblend

Case 1
HHVblend (MJ/kg) 47.93 36.73

Profitabilityblend
(USD/tonne of blend) 0.00 3627.62

Case 2
HHVblend (MJ/kg) 33.61 30.61

Profitabilityblend
(USD/tonne of blend) 3086.00 4438.22

Among the 32 solvents identified in the previous stage, only 4 solvents, including
the octadecane, 1-octadecene, 1-tetradecene and 2-octanone, demonstrated promising
performance in terms of functionality and economics. Table 7 shows the results obtained
from case study 1 and 2. As the constraints on the HHV of the solvent-oil blend were
relaxed in case study 1, higher HHV can be observed, ranging from 37.11 to 44.65 MJ/kg.
However, a large amount of solvent was required to be blended with pyrolysis bio-oil, thus
leading to the increased cost and low profitability. From Table 7, higher profit was obtained
from case 2, which is a 1.6-fold increase as compared to the profit in case 1. Nonetheless,
this was compensated with the lower HHV of solvent-oil blend ranging from 31.53 to
32.93 MJ/kg. The lowest profit was that of 2-octanone at USD 122.77 per tonne of solvent-
oil blend. 2-octanone is a flavouring ingredient naturally present in apple, apricot, banana,
papaya, wheat bread and alcoholic beverages. The ketone solvent was available on an
industrial scale and should be delivered at a slightly higher cost than 1-tetradecene or
octadecane, thus the lower profitability observed.

Table 7. Results for solvent blend candidates.

Case Study Solvent HHVblend (MJ/kg)
Profit

(USD/Tonne of Blend)
Solvent Ratio Miscibility

Case 1

Octadecane 44.65 2564.74 0.88 No
1-Octadecene 41.45 1527.30 0.77 No
1-Tetradecene 38.16 2174.28 0.99 No

2-Octanone 37.11 122.77 0.85 Yes

Case 2
Octadecane 32.93 4132.13 0.48 No

1-Octadecene 31.53 3498.17 0.43 No

Apart from improving the HHV of solvent-oil blend, the miscibility of the final blend
can also be improved with the addition of solvent candidates. Instead of dispersing in
aqueous and organic phase, the strong intermolecular forces between the molecules in the
crude pyrolysis bio-oil will attract each other [52]. However, the dispersion of bio-oil can be
improved with addition of solvent candidates due to its amphiphilic properties, and thus
improving the phase separation of bio-oil. In this work, the phase stability analysis was carried
out by computing the tangent plane distance against the identified solvent candidates. Except
for 2-octanone, the remaining solvent candidates identified in both case 1 and 2 (octadecane,
1-octadecene and 1-tetradecene) were immiscible with pyrolysis bio-oil at their respective
solvent ratio. This could be explained by the existence of non-polar hydrocarbon groups in
the solvent molecule. Figure 2 illustrates the Gibbs energy and tangent plot for 2-octanone-oil
blend. The X-axis of the graph represents the mass fraction of 2-octanone solvent in solvent-oil
blend, while the Y-axis indicates the calculated Gibbs Energy. As shown in Figure 2, the blend
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of 2-octanone and pyrolysis bio-oil is stable and demonstrated homogenous single-phase as
the tangent line was completely plotted below the Gibbs energy curve. This may be due to
the polar carbonyl (C=O) functional group found in the 2-octanone which helps in promoting
the miscibility of the solvent-oil blend. As the final solvent-oil blend was expected to be
homogenous while demonstrating promising properties, it can be concluded that solvent-oil
blend with 85 wt.% of 2-octanone is the most promising blend with HHV of 37.11 MJ/kg and
profit of USD 122.77/tonne of blend.
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Figure 2. Gibbs energy and tangent plot for 2—Octanone in case study 1.

3.3. Economic Study on the Bio-Oil-Diesel Blend

Based on the optimal solvent-oil blend identified in the previous section, an economic
analysis was carried out to investigate the relationship between the ratio of bio-oil-diesel
blend, the price and HHV of the bio-oil-diesel. The blend of bio-oil and petroleum diesel
was commonly referred to as BX, where X refers to the volume percent of bio-oil in the
blend. For example, B5, B10 and B100 consist of 5%, 10% and 100% bio-oil, respectively.
Generally, bio-oil-diesel blend has a lower energy content and higher fuel consumption as
compared to that of the conventional diesel. Although the bio-oil-diesel blend provides
sufficient environmental advantages, the price of this blend is costlier than the conventional
diesel fuel. As of September 2021, the average price of diesel around the world is USD
1.07 per litre [53]. Meanwhile, the energy content of the conventional diesel fuel generally
ranged between 44 to 48 MJ/kg [54]. From the results obtained, the price of 2-octanone-oil
blend was observed to cost USD 6249.38 per tonne of solvent-oil blend, with a HHV of
37.11 MJ/kg. Table 8 summarises the price and HHV of the solvent-oil blend and diesel
fuel used in this study.

Table 8. Price and HHV for both solvent-oil blend and diesel fuel.

Properties Price (USD/Tonne) HHV (MJ/kg)

Solvent-oil blend 6249.38 37.11
Diesel fuel 1258.82 46.00

Figure 3 illustrates the effects of solvent-oil blend ratio on the price and HHV of the
bio-oil-diesel blend. It was observed that as the ratio of solvent-oil blend increases, the price
of bio-oil-diesel blend increases proportionately. However, the HHV of the bio-oil-diesel
blend decreases as the amount of solvent-oil blend increases. In this study, biodiesel with
HHV of 40 MJ/kg was used as benchmark to determine the desired ratio of solvent-oil-
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diesel blend. As shown in Figure 3, blending with at least 40 wt.% of diesel fuels, or
60 wt.% of solvent-oil blend was required to generate bio-oil-diesel with HHV of at least
40 MJ/kg. However, blending with 60 wt.% solvent-oil blend will cost approximately USD
4.2 K per tonne bio-oil-diesel, which is equivalent to a 3.4-fold increase as compared to pure
diesel fuel. To be competitive with conventional diesel fuel, substantial subsidies and tax
incentives from government are crucial. In addition, the demand for bio-oil-diesel could
be stimulated with the introduction of legislation mandating the blending of biofuel in
conventional diesel fuel, thus making the bio-oil-diesel demand independent of the diesel
fuel price [55].

 
Figure 3. The relationship between the price, HHV and ratio of the biodiesel blend.

4. Conclusions

A CAMD framework was developed to design solvent molecules that can upgrade the
properties of bio-oil upon blending, while achieving a low mixing ratio with pyrolysis bio-
oil and maintaining profitability. At the initial stage, the requirements of the solvent and
solvent-oil blend were identified and translated into target properties. Suitable property
prediction models were used to build the structures of 32 promising solvent molecules.
In the second stage, a MOO model was developed to investigate the trade-off between
high HHV and high profitability of the solvent-oil blend. The HHV and profitability of
the solvent-oil blend were optimised simultaneously via the fuzzy max-min aggregation
approach. Meanwhile, a pricing model was introduced to evaluate the profitability of
the solvent-oil blend. In addition, a pyrolysis plant was proposed to aid the estimation
of pyrolysis bio-oil production cost. Solvent-oil blend with octadecane, 1-octadecene, 1-
tetradecene and 2-octanone demonstrated positive performance in terms of functionality
and economical. Among the four solvent-oil blends, the blend with 85 wt.% of 2-octanone
was selected as the most promising solvent-oil blend with a HHV of 37.11 MJ/kg and
profit of USD 122.77/tonne of blend, while displaying other desirable attributes. As a
conclusion, the developed framework in this work can be applied in the design of bio-oil
solvents with different bio-oil types and compositions. However, financial and legislative
supports from government are also critical in the commercialisation of bio-oil-diesel blend.
In addition, further upgrading of bio-oil via other approaches than solvent addition needs
to be considered to add value on this developed framework. It is recommended that the
stability of said blends be experimentally verified and the results to be validated. Further
investigation on the life cycle sustainability assessment is recommended to compare the
sustainability to conventional diesel fuel.
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Appendix A

Table A1. Property prediction models and mixing rules.

Property Property Prediction Model

Normal boiling point, Tb (K) [34] exp
(

Tb
Tb0

)
= Σi NiTb1,i

Tb0 = 222.543 K

Normal melting point, Tm (K) [34] exp
(

Tm
Tm0

)
= Σi NiTm1,i

Tm0 = 147.450 K

Dynamic viscosity, μ (mPa.s) [56] ln(μ) = Σi Niμ(1,i)

Kinematic viscosity, ν (mm2/s) ν = 1000 ×
(

μ
ρ

)
Molar volume, V1 (m3/kmol) [57]

V1 − d = Σi Niν1i
d = 0.01211 m3/kmol

Density, ρ (kg/m3) ρ = Ni Mi
V1

Flash Point, FPT (K) [58] FPT−180.594
23.3514 = Σi NiFPTi

Higher Heating Value, HHV (MJ/kg) [59] HHV = Σi Ni Hi
Σi Ni Mi

Mixing Rules

Kinematic viscosity ln(νmix) = Σixi ln(νi)

Density 1
ρmix

= Σi

(
xi
ρi

)
Higher heating value HHVmix = Σixi HHVi

Table A2. Pyrolysis bio-oil properties.

Property Values

Moisture content 16 wt.%
Kinematic viscosity 17.4 mm2/s

Higher Heating Value 19.0 MJ/kg
Density 1150 kg/m3

Components Mole Fraction

Phenol 0.62
2,6-dimethoxyphenol 0.11

2-methoxyphenol 0.11
Furfural 0.08

1,2-benzenediol 0.08
Acetic acid 0.07
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Table A3. The functional groups considered for the solvent molecular design.

Family Functional Group

Alkanes CH3, CH2, CH, C
Alkenes CH2 = CH, CH = CH, CH2 = C, CH = C

Aromatics aCH, aC − CH3, aC − CH2, aC − CH, aC − C, aC − CG = CH2, aC − CH = CH,
aC − C = CH2, aC − OH

Alcohols OH
Ketones CH3CO, CH2CO

Aldehydes CHO
Esters CH3COO, CH2COO, CHCOO, CCOO
Ethers CH3O, CH2O, CHO

Carboxyl COOH, aC − COOH
Nitriles CH3CN, CH2CN, CHCN, CCN, aC − CN
Amides CONHCH3, CONHCH2, CON(CH3)2

Table A4. Cost of solvent candidates.

No. Compound Name Cost (USD/g Solvent)

S1 1-Pentanol 0.09
S2 1-Hexanol 0.40
S3 1-Octanone 0.07
S4 Octanal 0.45
S5 Hexyl acetate 0.26
S6 Pentyl propionate 0.04
S7 Phenylacetaldehyde 0.22
S8 Benzyl Acetate 0.07
S9 2-Nonanone 0.24

S10 1-Nonanal 0.48
S11 Hexyl propionate 0.12
S12 Benzyl acetone 0.12
S13 Decanenitrile 0.70
S14 Octyl acetate 0.09
S15 Hexyl butyrate 0.49
S16 4-tert-Butyltoluene 0.13
S17 2-Undecanone 0.13
S18 Undecanal 0.24
S19 Nonyl acetate 0.22
S20 Undecane 0.26
S21 1-Dodecene 0.28
S22 Dodecanal 0.15
S23 Dodecane 0.22
S24 N-Tridecane 0.57
S25 1-Tetradecene 0.04
S26 Tetradecane 0.33
S27 N-Pentadecane 0.58
S28 1-Hexadecene 0.19
S29 N-Hexadecane 0.21
S30 N-Heptadecane 0.41
S31 1-Octadecene 0.06
S32 Octadecane 0.04

Phase Stability Analysis

To estimate the activity coefficients in non-ideal liquid mixture, group contribution
estimation approach developed by [60] was applied. In this work, the GC prediction model
combines the solution-of-functional-groups concept with a model for activity coefficient
based on UNIQUAC. In a multi-component mixture, the UNIQUAC equation for the
activity coefficient of component i is given by:

ln γi = ln γC
i + ln γR

i (A1)
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In Equation (A1), C represent the combinatorial part while the residual part is denoted
as R. Here, Equations (A2) and (A3) calculates the value ln γC

i and ln γR
i :

ln γC
i = ln

φi
xi

+ 5qi ln
θi
φi

+ li − φi
xi

∑
j

xjlj (A2)

ln γR
i = ∑

k
v(i)k (ln Γk − ln Γ(i)

k ) (A3)

Equations (A4)–(A11) represents the calculation for terms in Equations (A2) and (A3):

lj = 5(ri − qi)− (ri − 1) (A4)

φi =
rixi

∑j rjxj
(A5)

θi =
qixi

∑j qjxj
(A6)

ri = ∑
k

v(i)k Rk (A7)

qi = ∑
k

v(i)k Qk (A8)

ln Γk = Qk

[
1 − ln ∑

m
ϑmψm,k − ∑

m

ϑmψm,k

∑n ϑnψn,m

]
(A9)

ϑm =
QmXm

∑n QnXn
(A10)

ψm,n = − exp
( amn

T

)
lj = 5(ri − qi)− (ri − 1) (A11)

where γi = activity coefficient of component i,
φi = segment fraction (volume fraction) of component i,
θi = area fraction of component i,
xi = mole fraction of component i,
ri = pure component molecular van der Waals volume parameter,
qi = pure component molecular surface areas parameter,
vk

(i) = number of groups of type k in molecule i,
Rk = group volume parameters,
Qk = group area parameters,
Γk = group residual activity coefficient,
Γk

(i) = residual activity coefficient of group k in pure component i,
ϑm = area fraction of group m,
ψm,k = group interaction parameter,
Xm = mole fraction of group m in the mixture,
am,n = group interaction parameters obtained from experimental phase equilibrium data.
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Abstract: Over the past decades, awareness of the increase in environmental impact due to industrial
development and technological advancement has gradually increased. Green manufacturing is one of
the key approaches that begin to address environmental issues. With the current global attention,
methodologies to incorporate green manufacturing into the design of green products through the
green process route are much needed. However, it is challenging for industries to achieve this, as
there is no definite definition of green. This work presents a systematic approach that provides a
clear and consistent green manufacturing definition with a measurement method in terms of both
product and process. With the consistent green definitions, the developed approach designs a product
that satisfies green property and other product performance properties. In addition, the developed
approach synthesises the production process that fulfils green manufacturing definitions and financial
considerations for the designed product. A case study on the design and production of green biofuel
is solved to illustrate the efficacy of the approach. Green product design is obtained by identifying
molecular building blocks that fulfil the targeted properties using an inverse molecular design
technique. The goal is to design a chemical product that is environmentally friendly while fulfilling
customer requirements. Moreover, a superstructural mathematical optimisation approach is used to
determine optimal conversion pathways that have minimal environmental impact on the production
of the identified green product. The utilisation of multi-objective optimisation allows the design of
product and process to strike a good balance between operational and environmental performances.

Keywords: green manufacturing; integrated biorefineries; multi-objective optimisation; chemical
product design; inverse design techniques

1. Introduction

In recent decades, issues of increased environmental impact and excessive consump-
tion of natural resources due to industrial development have become major concerns for
the industrial and academic sectors [1]. These issues include chemical pollution caused by
abuse or unintentional spread of hazardous pollutants to the atmosphere [2]. This can lead
to a direct toxicological impact on mankind and the environment. Prolonged exposure to
such pollutants can cause serious effects on humans such as shortness of breath, nausea,
vomiting, and even death. Other than that, the issue of depletion of non-renewable natural
resources will be devastating to mankind in the future [3]. According to EIA [4], the amount
of oil remaining would last until 2050 due to the high oil exploitation rate. The adverse im-
pacts of oil depletion include a fall in business, an increase in living costs, and uncertainties
in the transportation sector. Therefore, awareness of the requirement for environmental
protection has gradually increased. Actions from researchers and governments have been
taken to address these issues by proposing a managing model as well as new law and
regulation formulation [5]. For example, in Malaysia, Environmental Quality (Clean Air)
Regulations have been implemented since 2014 with an emission standard of 150 mg/m3
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in total discharged gas [6]. In order to encourage compliance with emissions limits, a heavy
penalty of up to RM 1,000,000 or two years of imprisonment is imposed on parties who fail
to comply. In European countries, the European Parliament has adopted the “Industrial
Emission Directive” since 2010 to regulate pollutant emissions from industrial installations
by reviewing the whole environmental performance of the plant. This is aimed to achieve
a high level of protection of the environment and human health by restricting harmful
industrial emissions [7].

Aside from the laws and regulations, green manufacturing is one of the key approaches
that initiates the production of materials and processes that minimise the effect on the
environment together with human health. Green manufacturing plays an important
role as issues related to excessive waste generation and energy consumption need to be
resolved in the near future due to growing living standards [8]. Green manufacturing is
widely known as a sustainable manufacturing approach that aims for profitability through
environmentally friendly operating processes [9]. Generally, green manufacturing refers
to processes of manufactured products that utilise natural resources to reduce impacts on
the environment and conserve energy utilisation [10]. Traditionally, green manufacturing
is defined as activities that attempt to decrease waste [11]. Mohanty and Deshmukh [11]
classified waste as the generation of non-value-adding products and activities in the work
process. Thereupon, the assessment of wastivity is introduced as an approach to monitor
the amount of waste produced in an organisation. The concept of wastivity is defined as
the ratio of waste produced to the total resource inputs. Sources of waste are identified
from wastage in raw materials, the labour force, maintenance works, and the operational
process to the final packaged product. Consequently, action plans suggested to reduce
waste include pipeline leakage sealing, strict monitoring of operation parameters, and
the utilisation of empty bulkers during the return trip. However, these suggestions only
stressed waste detection and correction without taking waste prevention into consideration.

A decrease in waste generation alone is insufficient to prove or provide a safer and
green process as a decrease in waste does not represent the safe disposal of waste. In
addition, the presence of hazardous waste with a high level of toxicity without going
through treatment would cause a negative effect on public health and the environment.
Aside from reducing waste, the manufacturing process should involve hazardous waste
management to lessen the number of hazardous substances produced and treat hazardous
waste to reduce the toxicity to an acceptable level [12]. The disposal and emissions of
harmful waste play a major role in causing environmental pollution and eventually lead to
catastrophic consequences for mankind in the future. Therefore, green manufacturing is
further defined as actions that prevent pollution. The risk assessment method is one of the
actions used in pollution prevention, which helps to quantify the degree of environmental
impact for different chemicals. This enables the estimation of environmental impacts caused
by specific chemicals and the minimisation of the associated risk in all directions [13]. By
considering the environmental impacts of both product and process, sources of pollution
and contamination can be identified from raw materials to end-of-life product disposal [14].
The source of pollution is then used as an indexing parameter in the Green Manufacturing
Index (GMI). Nukman et al. [15] proposed the use of GMI that utilises information such
as the source of pollution and impacts of the pollution as its’ indexing parameters to
determine the effectiveness of pollution. Ultimately, the practice of pollution prevention
practice is geared toward decreasing environmental damage arising from product- and
process-related design.

In addition to pollution prevention, green manufacturing should be practised to reduce
the damage caused by chemical products and processes on renewable and non-renewable
natural resources. As reserves of certain resources will be exhausted at the current rate of
consumption, activities that destroy natural resources such as uncontrolled consumption
should be avoided to prevent overexploitation of non-renewable resources [16]. Likewise,
a higher rate of harvesting than replenishment of renewable resources and pollution of
biodiversity results in the deterioration of the environment. To reduce the environmental
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burden, the product life cycle is used as an important tool to promote design that leaves
a smaller environmental footprint [17]. The entire product life cycle should involve en-
vironmental practises such as clean production, green design, and reuse with the aim to
minimise the disposal of products. In this case, non-toxic and renewable feedstock should
be used as raw material for manufacturing processes to promote healthy consumption
patterns of resources.

From the abovementioned works, it can be seen that past research works on green
manufacturing tend to focus more on reducing waste and environmental impact. Other
than waste and environmental impact reduction, energy consumption plays an important
role in the manufacturing process. According to Deif [18], green manufacturing is an
approach to designing the product and process that requires less material and energy
input. Maruthi and Rashmi [19] state that the goal of green manufacturing is to maximise
resources and energy efficiency by conserving energy sources. Energy conservation is
the application of devices that are able to reduce the consumption of energy by having
low energy requirement functionalities. This results in a decrease in natural resources
consumption used to provide energy generation. Li and Lin [20] adopted a range-adjusted
measure-based data envelopment analysis (DEA) model developed by Wang et al. [21]
as an approach to calculating energy efficiency and environmental performance using
the directional distance function (DDF) model. However, most studies adopt the DDF
model to assess only environmental performance. This is due to the model complexity and
contradiction to the actual process, which may lead to the recommendation of the wrong
strategies [20]. In view of the fourth industrial revolution, the internet of things (IoT) has
become significant in industrial development by improving the machine’s energy efficiency
and cutting down energy waste [22]. Although rich research results are available for IoT,
works that integrate IoT and green manufacturing are limited. Hence, manufacturing
processes that consume less energy and are able to recycle heat waste in the first place
are prioritised during the product and process design stage. As the demand for manu-
facturing is expected to grow in the near future, the improvement of the energy-efficient
manufacturing process has become increasingly crucial for any industry [15].

In addition, green manufacturing is also defined as processes to produce a reusable
sustainable product. The verb reuse is recognised as an action to divert material from the
waste stream. One of the approaches to reuse material is material exchange by means
of passing the materials that are no longer useful to other organisations to be used for
other applications [23]. The material exchange concept is similar to industrial symbiosis,
which was discovered by van Berkel [24]. Industrial symbiosis involves the collection
of waste material from symbiosis partners, which act as alternative feedstock or energy
sources for the organisation. Furthermore, remanufacturing and refurbishing are other
ways of reusing material by breaking down waste material to recover or rebuild them into
useful components [25]. These methods turn useless material into value-added material,
which directly reduces unnecessary waste disposal and emission. Additionally, approaches
to reuse offer a better and environmentally preferred alternative compared to the waste
management method by limiting the need for new natural resources. However, it is noted
that factors such as ease of recyclable material employment and potential hazards of
the material should be considered while selecting the materials to be reused. To avoid
unnecessary impacts after the end of a product or process’s usable life, it is preferable
for products to have shorter life cycles [26]. In this context, the life cycle refers to the
usable life of a material. Material with longer usable life required more time and energy to
allow the decomposition of the material. Additionally, the product life cycle relates to the
biodegradability of the organic material. The material should be able to break down or be
mineralised by microbial or fungal activity to avoid pollution and contamination to the
environment [27].

From the abovementioned discussion on green manufacturing, it can be seen that
specific action or measurement methods for green manufacturing cover a wide range
of definitions and categories. In addition, the systematic approach to simultaneously
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measuring and assessing green products and processes is limited. Hence, an organised
approach that is capable of identifying, quantifying, and assessing the performance of
green is needed for long-term sustainability in the future.

2. Incorporation of Green Manufacturing into Product and Process Design

2.1. Integration of Process and Product Design

Green manufacturing encompasses a variety of aspects to be considered, from the
design of the product to the synthesis of the production process. It is thus important to
integrate process and product design aspects as an overall design problem. A hybrid
design method that integrates mathematical modeling with heuristic approaches was
proposed by Hostrup et al. [28] to simultaneously synthesise a separation process and
select the suitable solvent. Eden et al. [29] presented a systematic approach that formulates
the process and product design problem as two reverse formulations. The approach
first identifies the process design targets by solving the product design problem, then
synthesises the production process by solving the identified design targets. Papadopoulus
and Linke 2006 [30] presented a systematic framework to solve an integrated solvent
design and process synthesis problem. The molecular clustering approach was utilised
in the framework to identify a Pareto optimal solvent that fulfils both the product and
process performance targets. An approach that integrates computer-aided molecular
design (CAMD) techniques and reaction network flux analysis was presented by Hechinger
et al. [31]. The presented approach was utilised in identifying biofuels and the production
pathways for the design of biofuels. Ng et al. [32] proposed a systematic methodology
for the synthesis of biochemicals in integrated biorefineries. Biochemicals that satisfy
customer requirements were designed using CAMD techniques, while biomass conversion
pathways that produce the designed biochemicals were determined using a superstructural
mathematical optimisation approach. This methodology was later extended by Ng et al. [33]
for the design of a mixture in integrated biorefineries to address the product design
challenge where the desired product properties cannot be fulfilled by a single-component
chemical product. Meramo-Hurtado and González-Delgado [34] presented a hierarchical
approach for the synthesis and design of a multi-product biorefinery. Through decision-
making, multi-objective optimisation, and numerical methods, an optimal biorefinery
was synthesised by considering different feedstock and final products. The concept of
decision-making was also incorporated into the work presented by Lai et al. [35] to consider
the cooperation among the corporate unit, business unit, research and development unit,
and production unit in a chemical design and production enterprise. Restrepo-Flórez and
Maravelias [36] developed a superstructural framework for the design of biorefineries that
utilises ethanol to produce gasoline, jet fuel, and diesel. The framework considers aspects
such as catalysis, process synthesis, and fuel property modeling in designing biorefineries
that produce fuels with specified product properties. Recently, Tey et al. [37] proposed a
comprehensive framework for the design of value-added pharmaceutical products from
biomass. A chemical reaction pathway map (CRPM) was utilised to connect raw material,
potential conversion pathways, and final products, while a mathematical optimisation
approach was used to identify the compromised solution that considers the gross product
and sustainability index. While these works discussed in detail the integration of process
and product design, it is realised that the consideration of green manufacturing into the
overall process and product design is limited.

2.2. Methodology

In order to incorporate green manufacturing into the overall product and process
design, a systematic approach is developed to integrate product and process design with
the measurement of green manufacturing. Definitions of green manufacturing in product
and process design are first defined and categorised. This is followed by the design of an
optimal green chemical product that fulfils the defined green and customer requirements by
using the group-contribution method. Based on the designed product, an environmentally
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friendly conversion pathway is then determined by employing a superstructural mathemat-
ical optimisation approach. The step-by-step procedure to design a green chemical product
and conversion pathway is presented as shown in Figure 1. The developed approach
shown in Figure 1 can be separated into two stages, stage one that focuses on product
design and stage two to identify the conversion pathway.

Figure 1. Procedure to incorporate green manufacturing into product and process design.

Step 1: Gather information for consistent green manufacturing definition.
The available green manufacturing definitions are reviewed and generalised into

different categories. The purpose of generalisation is to group similar definitions that serve
the same purpose and require the same green outcome on mankind and the environment.
The generalised green definitions are further categorised in terms of product and process
as shown in Tables 1 and 2. This is imperative to allow easier identification of distinct
differences between measurement methods required for the product and process. Addi-
tionally, categorisation provides comprehensive and clearer judgements on approaches to
achieve green manufacturing needs. For instance, one of the green manufacturing product
definitions is generalised as avoidance of unnecessary impact or use of energy after the end
of usable life. This definition is needed and essential to be defined because the definition
indicates the design of products that are able to break down into innocuous degradation
products. Added to that, this definition restricts the design of high-complexity products
that persist in the environment. By incorporating this definition into the initial product
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design strategy, end-of-life burdens of the designed chemical product can be significantly
reduced. Table 1 below shows a summary of the generalised green definitions for products.

Table 1. Green definitions of products with measurement/assessment method.

Generalised Definition Measurement/Assessment Purpose Reference

Avoidance of unnecessary
impact or use of energy after
end of usable life

Biodegradability Product can be broken down at the end of life
without excessive energy. De Wilde et al. [27]

Octanol/water
partition coefficient

Product readily adsorbs in soil to avoid
contamination of water source. Sangster [38]

Manufacturing of
non-hazardous product

Flammability test Avoid product that can spontaneously ignite
and burn readily in air. Albahri [39]

Auto-ignition temperature Avoid product with self-ignite properties at
atmospheric condition. Albahri [39]

Latent heat of vaporisation Ensure stability of product. Yunus [40]

Harmless to human health
and environment

Bioassays Measure toxicity of the product by
organisms’ responses. Schulze [41]

Oral Rat LD50 Measure the level of acute toxicity of product. Hall et al. [42]

Ozone depletion
potential (ODP) Avoid producing ozone-depleting product. Singh et al. [43]

Global warming
potential (GWP)

Minimised greenhouse effect caused
by product. Singh et al. [43]

Utilisation of natural resources Use of non-fossil-fuel-based natural resources as the feedstock for the
manufacturing of product to conserve non-renewable resources. Anastas and Warner [44]

Table 2. Green definitions of process with the measurement/assessment method.

Generalised Definition Measurement/Assessment Purpose Reference

Minimisation of waste and
material consumption

Percent atom economy Limit produces of undesired product. Wang et al. [45]

E-factor Minimise resource intensity and
waste generated. Tieves et al. [46]

Percent yield Maximise possible mass of a
product produce. Anastas and Warner [44]

Minimisation of
energy requirement

Specific energy consumption Minimise ratio of energy used for
producing a product. Lawrence et al. [47]

Equipment efficiency Avoid unnecessary use of energy. Siegel et al. [48]

Pollution prevention Emission rate Minimise pollutant produce. MPCA [49]

Minimisation of accident risk Lost time injury frequency
rate (LTIFR) Minimise number of lost time injuries. SWA [50]

Avoidance of unnecessary impact
or use of energy after end of
usable life

Equipment usable life value Avoiding long usable life may cause
negative impact on the environment. CFI Education Inc. [51]

It should be noted that most of the green definitions of products are focusing on the
chemical industry. For other manufacturing industries, the information in Table 1 should
be updated to consider the important green performance indicators of the industry. Table 2
below shows the list of generalised green manufacturing definitions for processes. One of
the green manufacturing definitions is minimisation of waste and material consumption.
This definition emphasises the process pathway to restrict waste generation instead of
treatment for created waste. Decisions about the process pathway should be able to reduce
the need for raw materials and incorporation of all materials used into the final desired
product. Hence, this definition is essential to employ in the process design as it is the key
to initiating practice to minimise the impact of undesirable output from processes on the
environment and human health.

Similar to green definitions of products, green definitions of process, as shown in
Table 2, are developed for the chemical industry. While it is possible to utilise the definitions
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for other manufacturing industries, it is suggested to update Table 2 for a more correlated
and straightforward assessment of green performance indicators.

Step 2: Define objective for manufacturing process.
With the generalised definitions, measurement methods are first identified according

to the target properties of the product to solve the product design problem. This is
performed by identifying the appropriate green definitions of green products. Green
products cover the targeted chemical and physical properties to ensure the designed
product fulfils green manufacturing needs with reference to Table 1. Apart from that, the
properties of product requirement are identified to comply with customer needs. With
these, the process pathway to produce the green product is determined with the definitions
in Table 2 to ensure both product and process fulfil defined green manufacturing. Hence,
the objective is to develop a measurement approach that can meet green manufacturing
and customer needs.

Step 3: Gather information on product.
Once the objectives for green products and processes have been identified, the de-

fined green manufacturing and customer needs are translated into measurable properties.
Method of measurement is identified to quantify the green manufacturing definitions.
For example, Oral Rat LD50 can be used to ensure the designed green product is safe to
use and will not cause a negative impact on the environment, which fulfils the definition
of being harmless to human health and the environment. On top of that, the method
of measurement and targeted property constraints are determined to guarantee that the
product design solution achieves green manufacturing and customer needs. The property
constraints are written as a set of property ranges bounded by upper and lower limits. The
limits can be extracted from current environmental regulations and industrial standard. For
example, the designed fuel product viscosity should fall between 0.30 cp to 0.60 cp to allow
consistent fuel flow and lower pumping power requirements that fulfil customer needs.
The properties constraints for product design are generalised as shown in Equation (1).

vL
p ≤ Vp ≤ vU

p ∀ p ∈ P (1)

In Equation (1), p represents the index for the target property. Vp is the target value,
while the constraints are represented as vL

p , the lower limit, and vU
p , the upper limit for the

desired product property.
Step 4: Design product using inverse molecular design technique.
With the product information, the mathematical model using the group-contribution

method is formulated to design a green chemical product. Molecular building blocks that
are suitable for the product design problem are first determined in this step. The designed
product with the combination of selected molecular building blocks should be able to
replace the currently available product with similar functionality. For instance, CH- can
be set as one of the molecular building blocks to represent the alkane functional group
when the product design problem is to design a fuel product. Other than setting properties
constraints in the model, as shown in step 3, structural constraints are also employed to
allow the generation of a feasible chemical structure without the formation of free bonds.
Assuming that only a single bond is considered, the structural constraint is illustrated as
shown in Equation (2), based on Chemmangattuvalappil et al. [52]. n1, n2, n3, n4 refers
to the number of degrees one, two, three, and four of a molecular building block that are
available to bond with other molecular blocks, while N represents the total number of
molecular blocks in a molecule.

n1

∑
i=1

xi + 2
n2

∑
n1

xi + 3
n3

∑
n2

xi + 4
n4

∑
n3

xi = 2

[(
N

∑
i=1

xi

)
− 1

]
(2)

Moreover, the objective function is applied in the model to obtain an optimal solution
of the product for a targeted property. For example, maximisation of a higher heating
value can be set as the objective function when designing biofuel in order to fulfil engine
efficiency according to customer needs. Subsequently, the solution for product design
can be obtained. However, targeting on single objective is insufficient to provide a green
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chemical product solution. Other properties of the product will also be the key to designing
a green chemical product. In order to consider multiple objectives simultaneously on
several targeted properties, the chemical product design problem is solved as a multi-
objective optimisation problem. The traditional weighted-sum method in solving the
multi-objective optimisation problem requires decision-maker(s) to assign a weighing
factor to each objective using expert judgement. In addition, the weighted-sum method
might be biased as the weighing factors assigned to each objective are heavily dependent
on expert knowledge or the personal preferences of the decision-maker. To address this,
the fuzzy optimisation approach is incorporated into this mathematical model. The degree
of satisfaction λp of targeted property p is introduced as shown in Equations (3) and (4).
λp ranges between the values of 0 to 1, which implies the level of satisfaction on targeted
property value Vp within the property constraints. A higher value of λp indicates higher
satisfaction of the targeted property. When minimisation of the property is required, the
value of λp approaches 1 when the obtained property value approaches the lower limit.
Equation (3) is used when property needs to be minimised.

λp =
vU

p −Vp

vU
p −vL

p
where vL

p ≤ Vp ≤ vU
p ∀ p ∈ P

λp = 1 when Vp → vL
p

λp = 0 when Vp → vU
p

(3)

Equation (4) is utilised when the property need to be maximised. The λp value
approaches 1 when the obtained property value approaches the upper limit of the target
property range.

λp =
Vp−vL

p

vU
p −vL

p
where vL

p ≤ Vp ≤ vU
p ∀ p ∈ P

λp = 0 when Vp → vL
p

λp = 1 when Vp → vU
p

(4)

The degree of satisfaction is split into three regions of above satisfactory, satisfactory,
and below satisfactory, as shown in Figure 2.

p

p

p

p

Figure 2. Degree of satisfaction for (a) property to be minimised and (b) property to be maximised.

Next, the max–min aggregation approach is used to maximise the least-satisfied degree
of satisfaction λ. This is to ensure every targeted property is optimised simultaneously
without any bias. To achieve this, the objective of the proposed method is to optimise
the weakest/worst property among all targeted properties to be optimised. Thus, the
least-satisfied λ is maximised where the overall objective function is formulated as shown
in Equations (5) and (6).

Maximise λ (5)

λ ≤ λp ∀ p ∈ P (6)

It can be seen from Equations (5) and (6) that the fuzzy optimisation approach identifies
the relative importance of each targeted property to be optimised without the presence of a
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decision-maker, hence minimising the influence of bias on the chemical product design
problem. To generate additional alternative feasible solutions, integer cuts are utilised.
Integer cuts are applied as an additional constraint on the proposed mathematical model
to avoid the same solution being generated again. The application of integer cuts can be
continued until no feasible solution is obtained. Once the designed product achieved green
and customer needs, Step 5 can be proceeded to determine the process that produces the
designed product. If not, Step 3 needs to be repeated for further research to amend or
improve product information.

Step 5: Gather information on process.
With the identified green definitions of process, the measurement method is deter-

mined to quantify green manufacturing needs on the process pathway. Information on all
possible conversion pathways that convert specific feedstock to intermediates, then from
intermediates into the final desired product is identified. With all the identified conversion
pathways, the superstructure can be constructed. Next, parameters to measure the process
performance can be identified. For example, the yield of the desired product is aimed to
maximise the achievement of the green definition on minimisation of waste generation. To
calculate the yield of the process, the conversion rate on each conversion pathway need to
be obtained, which can be found through the literature. Other than that, the measurement
of specific energy consumption can be formulated to acquire a process pathway that fulfils
the minimisation of energy requirements and the green manufacturing needs. Specific
energy consumption can be calculated from the heat of reaction through changes in heat
of formation of each substance where the heat of formation of substances can be easily
found. On top of that, all parameters are determined to guarantee that the process design
solution achieves green manufacturing without neglecting customer needs. Customer
needs can refer to the economic performance of the process, which is calculated as gross
profit. The total capital and operating costs required for gross profit calculation can be
obtained through references.

Step 6: Define objective function and formulate and solve the mathematical model.
Once the information on the process is gathered, a mathematical model can be created

by formulating the design problem using a superstructural mathematical optimisation
approach. In order to obtain the optimal solution to the conversion pathway, the objective
function is applied to targeted parameters, which measure the performance of the process.
For example, minimising environmental burden is set as the objective function when
selecting conversion pathways. This is to fulfil green manufacturing needs where the
prevention of pollution is considered when designing the process. Subsequently, the
solution to conversion pathway selection to produce the desired product as found in the
product design problem can be obtained. As multiple objectives are needed to be optimised,
a fuzzy optimisation approach is utilised. With the developed model, an optimal process
pathway that is green and economically feasible can be obtained based on the desired green
product design.

Step 7: Configure the overall product/process design.
When green manufacturing needs on product and process are fulfilled, the devel-

oped mathematical model can successfully propose an optimal green product design with
a green process pathway. If the solution to the product design does not achieve green
manufacturing and customer needs, the steps cannot proceed to determine the optimal
process pathway. This is because the desired product design is not identified. Hence,
Step 5 has to be repeated to refine process information until the desired green product
is achieved. After that, the refinement of process information is needed when the green
process did not improve the feasibility of determining the optimal process pathway. The
developed approach solves the process and product design problem as two design prob-
lems. Although an iterative feedback loop might be needed, this developed approach
lowers the computational complexity of the problem. This reduces the computational
efforts required to solve the problem compared with solving the integrated process and
product design problem simultaneously. If it is required to solve an integrated process and
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product design problem simultaneously to obtain one optimum overall result, an algebraic
approach presented by Bommareddy et al. [53] can be utilised. However, simultaneous
solution is not considered in this approach.

This work employs CAMD techniques and the fuzzy optimisation approach. It is
noted that suitable property prediction models for product property estimation are not
always available. Though data-driven techniques can be used in these situations, the
accuracy of the identified correlation might be a concern to the user. In addition, it
can be seen from Equations (3) and (4) that upper and lower limits for an objective are
required in utilising the fuzzy optimisation approach, which might be challenging to obtain.
Hence, this presented approach needs to be utilised judiciously by replacing the property
prediction models and solution strategies depending on the nature of the design problem.

A case study is presented to show the efficacy of the developed two-stage optimisation
approach.

3. Case Study

The application of the developed two-stage optimisation approach is demonstrated
by solving the biobased fuel design and production problem taken from Ng et al. [32].
This case study is suitable to illustrate the developed approach as it involves designing
a chemical product from biomass and identifying the biomass conversion pathway to
produce the designed chemical product. In the first stage, the green biofuel is designed
via a CAMD approach using the group contribution method. In the second stage, the
optimum green manufacturing conversion pathway that produced the designed biofuel
product from biomass in terms of different objectives is determined by the superstructural
mathematical optimisation approach.

3.1. Design of Optimal Green Product
3.1.1. Identification of Target Properties, Target Property Range, and Property
Prediction Model

The biobased fuel product is designed to fulfil the defined green manufacturing needs
while complying with customer needs. Based on the developed green manufacturing
definitions as explained in methodology in Table 1, properties of octanol/water partition
coefficient (LogKow), flash point (Tf), lethal dose (LD50), and latent heat of vaporisation (Hv)
are considered in this case study. The properties are used to quantify green manufacturing
definitions. Other than properties that define green, the bio-based fuel product should also
comply with customer needs, which represent the product performance by satisfying the
performance constraints. In this case study, properties that cover customer needs include
viscosity (η), surface tension (σ), density (ρ), Hildebrand solubility parameter (δ), and
higher heating value (HHV). The green biofuel product should not cause an unnecessary
impact on the environment. This can be measured as LogKow, which is the tendency of a
chemical product to bind with a living organism or soil. The value should remain low to
prevent bioaccumulation. Furthermore, the flammability characteristic and toxicity of the
biofuel are measured as Tf and LD50, respectively. This is to ensure that the product is
safe to use as it is non-inflammable, non-hazardous, and non-toxic to human health and
the environment. Additionally, the stability of biofuel is taken into consideration by Hv.
As mentioned, the designed product should also comply with customer needs and the
product design stage. Therefore, η is measured and preferred to be low to minimise the
pumping power requirement as well as ensuring consistency of the fuel flow. Meanwhile,
the energy requirement for combustion is measured as surface tension (σ) to assure the
combustion quality of the biofuel. Other important properties are ρ and δ. A high density
is expected to increase the fuel mass flowrate and hence reduce the production equipment
size. As biofuel is also considered as biosolvent due to its properties; biofuel can be an
effective diluent for liquid–liquid extraction other than an environmentally friendly fuel.
Thus, δ of biofuel is part of fulfilling the customer needs to determine the behaviour of the
fuel. In order to obtain high engine efficiency, HHV of the biofuel is measured and set to be
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high, which represents the high energy content of the fuel. Through using the assessment
report by API [54] as the main reference, the target property range to be fulfilled for each
of the abovementioned properties is shown in Table 3.

Table 3. Upper and lower limits for biofuel product design.

Category Property
Target Property Range

Reference (GC Model)
vL

p vU
p

Green

LogKow - 4.50 Hukkerikar et al. [55]

Tf (K) 294.00 - Hukkerikar et al. [55]

Oral Rat LD50 (mg/kg) 500.00 15,000.00 Hukkerikar et al. [56]

Hv (kJ/mol) 25.00 70.00 Hukkerikar et al. [55]

Performance

η (cP) 0.10 1.50 Conte et al. [57]

σ (mN/m) 15.00 40.00 Conte et al. [57]

ρ (g/cm3) 0.55 0.90 Qiao et al. [58]

δ (MPa1/2) 10.00 30.00 Hukkerikar et al. [55]

HHV (kJ/kg) 4000.00 10,000.00 Yunus et al. [59]

After identifying the target properties for the biofuel product, property prediction
models based on group contribution (GC) methods are utilised to estimate the target
properties in the design problem. The estimation of properties by employing the GC
method is illustrated using Equation (7). In Equation (7), f (X) is the function of the targeted
property; X. Ni, Mj, and Ok are the number of occurrences of the first-, second-, and
third-order groups; Ci, Dj, and Ek represent the contributions of the first-, second-, and
third-order groups; and w and z are binary coefficients.

f (X) = ∑ NiCi + w ∑ MjDj + z ∑ OkEk (7)

It is clear that property prediction models are developed with certain accuracy and
uncertainties, which might affect the effectiveness in estimating the product property. From
the property prediction models identified in Table 3, the coefficient of determination (R2)
of the models ranges from the reported value of 0.73 for LD50 to 0.9999 for HHV, with R2

for most of the models above 0.95; the average relative error (ARE) of the models ranges
from the published value of 16.40 for LD50 to 0.4855 for HHV, with ARE for most of the
models below 5.00. Ng et al. [60] presented a systematic methodology for chemical product
design by considering product property and accuracy of property prediction models.
From the presented work, it was found that although the model accuracy affects the
identification of the optimum chemical product, the optimum chemical product identified
without considering the model accuracy is still among the best few products identified
by considering the model accuracy. Hence, the model accuracy will not invalidate the
identified results. In this work, the selected property prediction models as shown in
Table 3 are the available models for each property category with the highest accuracy. It
is noted that the property prediction model with higher accuracy can always be utilised
in this developed approach. The best five solutions will be generated, as discussed in the
following paragraphs.

3.1.2. Selection of Molecular Building Blocks

With the identification of property prediction models, appropriate molecular building
blocks are selected for the design problem. As the goal of the design problem is to design
biobased fuel, alkanes and alcohol are set as the target homologous series. Thus, only
carbon (C), hydrogen (H), and oxygen (O) atoms are considered for the product design
problem. In this case study, only molecular groups with single bond are considered. The
considered molecular groups can be classified into the alkane first-order group with one
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carbon atom and zero to three hydrogen atoms (C-) (CH-) (CH2-) (CH3-) and the alcohol
first-order group (-OH).

3.1.3. Formulation of Mathematical Model for Molecular Design Problem

The molecular design problem is then written as a mixed-integer linear programming
(MILP) model. Although the objective of this design problem is to design a green biofuel,
a single-objective function that targets only one green property is unlikely to guarantee
that the designed product is the optimal green product. Additionally, other properties are
equally important and should be considered in achieving the overall design goal that fulfils
both green and customer needs. Hence, this green chemical product design problem is
solved as a multi-objective optimisation problem. This is performed by addressing multiple
target properties simultaneously during the product design stage. In this case study, Hv, η,
ρ, and HHV are optimised simultaneously together with structural constraints to obtain
solutions in terms of molecular groups. The properties considered for simultaneous
optimisation cover the categories of both green and performance properties. Under the
category of green product properties, Hv is considered; under the category of performance
product properties, η and ρ are considered for their importance in reducing production
operating costs, while HHV is considered for its importance in ensuring the quality of the
biofuel product in terms of energy content.

To optimise multiple properties without any preference, the focus on optimisation
will be the weakest property among all properties to be optimised. Hence, a degree of
satisfaction λ is introduced to trade off the multiple properties. The overall objective of
the proposed model is determined by maximising the least-satisfied property. This is to
optimise the least-satisfied property among targeted properties and hence minimise the
difference between each individual property. This approach fits multi-objective chemical
product design problems where expert knowledge in assigning the weighing factor is
unavailable, and each targeted property to be optimised is given equal importance. It
makes sure that no targeted property is over-improved while neglecting the importance
of other targeted properties. The objective function for this proposed model is shown in
Equation (8). Additionally, the aforementioned properties to be optimised are written as
linear membership functions as shown by Equations (9)–(12). Hv, ρ, and HHV are to be
maximised while η is to be minimised in this case study.

Maximise λ (8)
subject to,

λ ≤ Hv − 25
70 − 25

(9)

λ ≤ ρ − 0.55
0.9 − 0.55

(10)

λ ≤ HHV − 4000
10000 − 4000

(11)

λ ≤ 1.5 − η

1.5 − 0.1
(12)

3.1.4. Result and Discussion on Molecular Design Problem

Optimum solutions to the product design problem are obtained in terms of combina-
tion of molecular groups. Additional feasible product solutions are obtained by utilising
integer cuts. The best five solutions to the number of molecular group occurrences are
shown in Table 4.
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Table 4. List of solutions in terms of molecular groups.

Solution Number of Occurrences of Molecular Groups

CH3- CH2- CH- C- -OH

A 5 3 3 0 0

B 6 2 2 1 0

C 4 5 0 1 0

D 3 6 1 0 0

E 2 7 0 0 0

From Table 4, it can be seen that the best five optimal biofuel products fall within the
nonane, decane, and undecane alkanes groups. In the best five solutions, there is no alcohol
(-OH) molecular group considered as part of the product. This indicates that the alcohol
group product does not meet the requirement of defined green and customer needs, and
hence products with the alcohol group are not suitable for this design problem. With the
list of molecular groups obtained from solving the developed approach, the enumeration
of the molecular structure of all five solutions as shown in Table 4 is performed. Molecular
groups can be enumerated into feasible molecules that represent the designed product. The
molecular structures and names of the biofuels identified from the solutions are shown in
Table 5, while a list of product specifications for the best five solutions is summarised in
Table 6.

From Table 6, all substituents’ properties of the solutions fall within the target product
range that represents green manufacturing and customer needs based on Table 3. This
indicates that the design problem achieves green definitions while fulfilling other needs.
Most importantly, the developed approach is able to design a bio-based fuel with optimised
green manufacturing needs in conjunction with customer needs.

Table 5. Molecular structures of designed product.

Solution Name Molecular Structure

A 3,4,5-trimethyloctane

 

B 2,2,3,4-tetramethylheptane

 

C 2,2-dimethyloctane

 

D 2-methylnonane

 

E Nonane
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Table 6. Product specifications of designed product.

Sol.

Green Product Needs Performance Needs

LogKow Tf (K) Hv (kJ/mol) LD50 (mg/kg) η (cP) σ (mN/m) ρ (g/cm3) δ (MPa1/2)
HHV

(kJ/kg)

A 4.45 298.63 51.43 812.70 0.58 18.68 0.74 14.03 7401.02

B 4.46 294.23 49.51 751.32 0.75 17.48 0.74 12.92 7403.22

C 4.50 295.53 47.88 811.13 0.79 18.85 0.73 14.44 6778.69

D 4.38 299.93 49.81 877.38 0.61 20.04 0.73 15.54 6776.49

E 4.14 294.83 46.54 906.80 0.57 20.41 0.72 16.38 6137.80

As discussed previously, optimal solutions cannot be guaranteed with single property
optimisation as there is a chance that other targeted properties can be further improved to
produce a better solution. Therefore, the multi-optimisation approach is applied in this
product design problem. The comparison of degrees of satisfaction between generated
product solutions is shown in Table 7.

Table 7. Comparison of λp between different product solutions.

Sol.
Multi-Optimisation

λHv λη λρ λHHV

A 0.5874 0.6583 0.5517 0.5668

B 0.5446 0.5375 0.5522 0.5672

C 0.5085 0.5062 0.5151 0.4631

D 0.5512 0.6340 0.5146 0.4627

E 0.4786 0.6667 0.4759 0.3563

In Table 7, the solutions obtained are ranked according to decreasing least-satisfied
property. Therefore, the solution generated will be capable of replacing the currently
available fuel as long as other important properties to be optimised are not overlooked. The
optimal product to be produced in this design problem is identified as 3,4,5-trimethyloctane,
which has the highest least-satisfied degree of satisfaction. 3,4,5-trimethyloctane is an
alkane group product with a carbon number of 11, as shown in Table 5.

From Table 7, it is clear that solution A is the best biofuel product as the λ in solution
A is the highest among other generated solutions. λ then decreases from solution B to E. As
λ shows how much the product satisfies the criteria of property, it can be seen that λHHV
appears to be the lowest in three solutions among the five generated solutions. In order to
comply with green manufacturing and customer needs in biofuel products, HHV, which
represents the energy content in the fuel, acts as a bottleneck in this product design problem.
However, the least-satisfied property is not always the same property for all five generated
solutions. For example, the least-satisfied property for solution A is ρ with λρ of 0.5517,
while the least-satisfied property for solution B is η with λη of 0.5375. This shows that the
target properties were treated without any bias. The developed approach did not target
only one property but identified the relative importance of each property to be optimised.
Provided that the degree of satisfaction is maximised for the least-satisfied property, all
five solutions can be replaced and produced as biofuel that fulfils green manufacturing
and customer needs.

3.2. Selection of Optimal Conversion Pathway

After the identification of the optimal biofuel product in the first stage of the two-stage
optimisation approach, the optimal green manufacturing conversion pathway to convert
biomass into a designed biofuel product can be determined in the second stage of the
methodology. In this case study, the empty fruit bunch (EFB), which is a palm-based
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biomass, is used as the feedstock in the integrated biorefinery process. The EFB composition
is taken from Sukiran [61], as shown in Table 8. The use of EFB is part of the fulfilment of
green manufacturing needs mentioned in Table 1 as non-fossil-fuel-based natural resources
are utilised as feedstock and non-renewable resources are conserved.

Table 8. Composition of empty fruit bunch (EFP).

Component Composition (Dry Matter %)

Cellulose 22.00

Hemicellulose 29.00

Lignin 39.00

3.2.1. Identification of Performance Parameters for Green Manufacturing

In the first stage, the optimal product is identified as 3,4,5-trimethyloctane, which
represents alkane with carbon number of 11. Hence, undecane is set to be the end product of
the integrated biorefinery process. As the goal of this case study is to design a green product
with a green manufacturing process, the designed conversion pathway should fulfil green
manufacturing definitions without neglecting the economic performance of the project.
A process that fulfils green manufacturing definitions should have a minimal negative
impact on the environment, waste production, and energy consumption. In this case study,
the green manufacturing process is quantified in terms of total environmental burden
(EBTotal), yield of designed product undecane (C11 Yield), and total energy consumption
(HTotal) during the production. All the parameters considered are based on the developed
green manufacturing definitions as explained in Table 2. EBTotal is considered for the green
manufacturing definition of pollution prevention; C11 yield is calculated for the green
manufacturing definition of minimisation of waste and material consumption while HTotal

is assessed for the green manufacturing definition of minimisation of energy requirement.
Additionally, the economic feasibility of the process is evaluated by assessing the gross
profit (GPTotal) of the integrated biorefinery configuration.

The parameter considered in the green manufacturing process to minimise the nega-
tive impact on environment is by evaluation of the environmental burden. The change in
environmental impact within a pathway can be determined using EBTotal as proposed by
Andiappan et al. [62]. The change in environmental impact is measured between feedstock
and product, assessing if the raw material is converted into a product that is less harmful or
more harmful to the environment. EBTotal of an integrated biorefinery is determined using
the environmental burden score Eijk. Eijk for a particular pathway j is calculated by the
product of difference in potency factor (PF) and component to product ratio (α) within the
reaction pathway, as shown in Equation (13). As every substance will contribute differently
to the environmental burden, each substance has a different number of PF, which can be
obtained through reference.

Eijk = ∑ αproductPFproduct − ∑ αreactantPFreactant (13)

With the environmental burden score, EBTotal can be calculated via Equation (14). RI
ij

refers to the flowrate of feedstock i, i is then to be converted to intermediates k via pathway
j at a given conversion rate VI

ijk. Intermediates k with flowrate RII
kj is then converted further

to final product k′ with a conversion rate of VII
kj′k′.

EBTotal = ∑
k

∑
j

∑
i
(RI

ijV
I

ijkEijk) + ∑
k′

∑
j′

∑
k
(RII

kj′V
II

kj′k′Ekj′k′) (14)

The next green manufacturing parameter considered for the conversion pathway
selection is yield of undecane (C11 Yield). The conversion rate and selectivity of pathways
to convert biomass into the designed biofuel product are obtained through references. With
the conversion rate, the amount of C11 desired product to be produced can be measured. As
the goal of the design problem is to fulfil the green manufacturing definition, the selected
conversion pathway should give a higher amount of the desired product. With a fixed
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amount of input feedstock, this indirectly indicates a reduction in waste generated. Another
two indicators are measured in this design problem to ensure that the selected pathways
satisfy green manufacturing needs in reducing waste. The first indicator is the percent
atom economy, which measures the ratio of the amount of raw material and the amount of
useful products generated, as shown in Equation (15). A higher percentage of the atom
economy implies a lower amount of undesired waste produced.

Atom Economy (%) =
Mass o f desired product

Mass o f reactants
× 100 (15)

The second indicator is e-factor, which is used to estimate the resource intensity for
the selected process and waste generated. E-factor can be calculated via Equation (16). In
contrast to atom economy, a lower e-factor indicates a lower amount of waste produced.
Both atom economy and e-factor are able to quantify a green manufacturing definition of
minimisation of waste.

E − f actor =
Mass o f waste (kg)

Mass o f product (kg)
(16)

To satisfy a green manufacturing definition of the minimisation of the process energy
requirement, heat of reaction (Hijk) is used to evaluate the energy consumption for the
conversion pathway. Hijk for pathway j is determined by utilising the heat of formation
Hf of each substance, as shown in Equation (17). n refers to the stoichiometry of the
reaction pathway.

Hijk = ∑ nproductHproduct
f − ∑ nreactantHreactnat

f (17)

With the calculated heat of reaction, HTotal for selected pathways can be determined
using the summation of reaction heat in each pathway, as presented in Equation (18).

HTotal = ∑
k

∑
j

∑
i
(RI

ijV
I

ijk Hijk) + ∑
k′

∑
j′

∑
k
(RII

kj′V
II

kj′k′ Hkj′k′) (18)

In addition, it is important to reduce energy intensity when designing a green manu-
facturing process. Hence, specific energy consumption (SEC), as shown in Equation (19), is
measured to determine the energy required per unit mass of products produced. Lower
SEC indicates a lower energy requirement to produce the product.

SEC =
Energy used (kJ)

Mass o f product (kg)
(19)

3.2.2. Construction of Superstructure Formulation of Mathematical Model

A list of available conversion pathways to produce alkane from biomass are compiled,
as shown in Table S1 under Supplementary Material. Further, the information needed to
measure and assess the green manufacturing parameters for all pathways is collected, as
shown in Tables S2–S4. Based on the available conversion pathway, a superstructure is
then developed, as presented in Figure 3. It should be noted that the superstructure can be
modified according to different product requirements.

In this case study, a total of four scenarios with different production objectives and
one scenario with multi-objective are considered in synthesising the integrated biorefinery.
This is to demonstrate the ability of the proposed two-stage optimisation approach in
determining the optimum pathway while accommodating different production objectives.

1. Design for maximum economic performance, Max GPTotal

2. Design for maximum product yield, Max C11 Yield
3. Design for minimum environmental burden, Min EBTotal

4. Design for minimum energy consumption, Min HTotal

5. Design for optimal conversion pathway with multi-objective optimisation approach
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Figure 3. Conversion pathway of integrated biorefinery.

By utilising the superstructural mathematical optimisation approach, a different
conversion pathway can be determined based on different design objectives. In this design
problem, 50,000 tonnes per year of EFB are set as the basis of available feedstock.

3.2.3. Results and Discussion of Selection of Optimal Conversion Pathway

With the performance parameters for green manufacturing identified, each scenario
is solved by considering different objective functions. The results for each scenario are
discussed in the following subsections. This is followed by a detailed comparison, and
discussion of all five scenarios is conducted.

Scenario 1: Design for Maximum Economic Performance

This scenario is solved by maximising the gross profit for an integrated biorefinery
configuration. The objective function for this scenario is shown in Equation (20). Market
prices of product, by-products, and biomass feedstock as well as capital and operating cost
for each pathway are summarised in Tables S2 and S3, respectively.

Maximise GPTotal (20)

Based on the optimisation result obtained, when economic performance is maximized,
the gross profit is identified to be USD 23.40 million per annum with an annual production
of 1181.82 tonnes/yr. As the main product for this design problem is alkane C11, the produc-
tion of other alkane and alcohol is sold as by-products. The optimal conversion pathway
determined by this objective function is presented as synthesised integrated biorefinery, as
shown in Figure S1 under Supplementary Material. In this scenario, the designed product
is produced through ammonia explosion, organosoly separation, dehydration of sugars,
and then hydrogenation of furfural and THFA 1. The main product is further produced by
dehydration of alcohol and then fractional distillation of the desired separation.

Scenario 2: Design for Maximum Product Yield

The product to be produced is alkane C11, which is represented by the optimum
product determined in the first stage of the design problem, 3,4,5-trimethyloctane. The inte-
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grated biorefinery is synthesised by maximising the production of C11 in the optimisation
model using Equation (21).

Maximise C11 Yield (21)

By maximising the desired product yield, the maximum possible mass of the product
can be produced. Hence, the green manufacturing need to minimise the waste generated
from the process can be achieved. Based on the obtained result, the maximum yield of
alkane C11 that can be produced in the integrated biorefinery is 1839.81 tonnes/yr with
a gross profit of USD 13.20 million per annum. The optimal conversion pathway in this
scenario is identified and shown in Figure S2. Most of the conversion pathways selected in
Scenario 2 are similar to Scenario 1, which are mostly biochemical pathways. However,
instead of dehydration of sugar, sugar is converted to alcohol via the yeast fermentation
process. Alkane C11 is then refined and separated from other by-products through the
fractional distillation process. The separation process performance is considered with
identifying product yield.

Scenario 3: Design for Minimum Environmental Burden

In this scenario, the environmental burden in terms of global warming potential is
minimised. With this objective, as shown in Equation (22), conversion pathways that
help in reducing global warming potential can be determined. The unnecessary impact of
product manufacturing on the environment can be reduced through minimisation of the
environmental burden. This can be illustrated by reaction pathways that convert chemical
reactants with high environmental impact into products with lower environmental impact.

Minimise EBTotal (22)

Based on the optimisation result generated, minimum EBTotal achieved is 47.5 thousand
tonnes of CO2 equivalent per annum. This is insufficient to prove that the identified
pathways are environmentally friendly. Ideally, it is preferred to have EBTotal of negative
value. A positive value of EBTotal indicates that production pathways are contributing
a negative impact on the environment while a negative value of EBTotal shows that the
identified pathways are reducing the impact on the environment. In this case study, this
situation cannot be avoided when the final product is fuel. However, the use of biofuel
is more environmentally friendly than using fossil-based fuel. Although the identified
pathways are not totally environmentally friendly, the synthesised integrated biorefinery
from this scenario has the least impact caused to the environment. Aside from that,
gross profit and product yield of C11 obtained are USD 1.26 million per annum and
805.58 tonnes/yr, respectively, when EBTotal is minimised. The optimal conversion pathway
selected in this scenario is the same as Scenario 1, as shown in Figure S1.

Scenario 4: Design for Minimum Energy Consumption

The energy consumption of the pathways for integrated biorefinery is determined
by using the summation of reaction heat, HTotal. In order to achieve green manufacturing
needs, the energy requirement of the integrated biorefinery needs to be minimised to avoid
the unnecessary use of energy. In this scenario, the integrated biorefinery is synthesised by
minimising HTotal using the objective function, as shown in Equation (23).

Minimise HTotal (23)

As the feedstock EFB biomass consists of different compositions of cellulose, hemi-
cellulose, and lignin, the heat of formation for the feedstock is not available. Thus, the
heat of formation of the biomass feedstock is estimated by using the heat of combustion
of each composition. Based on the optimisation result, minimum HTotal obtained from
the optimal pathway is −7.10 × 1011 million J/y. The negative value of reaction heat
indicates that excess heat can be provided by the integrated biorefinery. Hence, the heating
energy required when producing alkane C11 in this integrated biorefinery pathway can be
reduced. For the minimisation of HTotal, gross profit and product yield of C11 acquired are
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USD 23.40 million per annum and 1242.00 tonnes/yr, respectively. The selected conversion
pathway is the same as Scenarios 1 and 3, as shown in Figure S1.

Scenario 5: Design for Optimal Conversion Pathway with the Multi-Objective
Optimisation Approach

As mentioned previously, the designed conversion pathway should accommodate
green manufacturing needs without neglecting the economic performance. Thus, the
multi-objective approach is applied to synthesise the integrated biorefinery with maximum
economic performance, maximum production yield, minimum environmental burden, and
minimum energy consumption simultaneously. Similar to the product design problem,
the fuzzy optimisation approach with max–min aggregation approach is applied in this
process design problem. Thus, the degree of satisfaction λ is also introduced to trade-off
between multiple objectives.

The multi-objective approach is adapted in process design by introducing λ for eco-
nomic performance, production yield, environmental burden, and energy consumption
objectives. However, the upper and lower limits for each objective are required in order to
formulate the equation in maximising λ, as shown in Equation (8). Therefore, the upper
and lower limits are obtained from Scenarios 1 to 4 by applying both maximisation and
minimisation to the objective function of each scenario. For example, GPTotal in Scenario 1
is maximised to obtain the upper limit of this objective, while the lower limit of GPTotal is
identified through minimising GPTotal in the same scenario. However, the negative value
of USD −1.62 × 107 is found when GPTotal is minimised. This indicates that the process
will not gain any profit even when the product is produced. To have a reasonable range
for upper and lower limits, the lower limit of GPTotal is taken as USD 1.17 × 107, which is
50% of the maximum GPTotal of USD 2.34 × 107. In addition, maximum HTotal is found to
be 1.16 × 109 J/yr, which indicates that heat is required to be provide to the system. The
optimal case for energy consumption is that a portion of heat can be provided in the system
itself to reduce energy intensity. Thus, the upper limit of HTotal is taken as −3.55 × 1011 J/yr,
which is 50% of the minimum HTotal of −7.10 × 1011 J/yr. Upper and lower limits required
for the multi-objective optimisation approach are summarised as shown in Table 9.

Table 9. Upper and lower limits.

Target Objective
Targeted Range

Lower Limit Upper Limit

GPTotal (USD/yr) 1.17 × 107 2.34 × 107

Alkane C11 Product Yield (t/yr) 805.58 1839.81

EBTotal (tonne of CO2 equivalent/yr) 4.03 × 104 1.96 × 106

HTotal (J/yr) −7.10 × 1011 −3.55 × 1011

With the identified upper and lower limits of each target objective to be optimised,
multi-objective optimisation can be performed. The objective function for this approach
is to maximise the least-satisfied property λ, as shown in Equation (24). The targeted
objectives to be optimised are written as Equations (25)–(28). GPTotal and C11 yield are to be
maximised while EBTotal and HTotal are to be minimised.

Maximise λ (24)
subject to,

λ ≤ GPTotal − 1.17 × 107

2.34 × 107 − 1.17 × 107 (25)
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λ ≤ C11 Yield − 805.58
1839.81 − 805.58

(26)

λ ≤ 1.96 × 106 − EBTotal

1.96 × 106 − 4.03 × 104 (27)

λ ≤ −3.55 × 1011 − HTotal

−3.55 × 1011 − (−7.10 × 1011)
(28)

Based on the obtained results in this scenario, GPTotal is identified to be
USD 2.25 × 107 million per annum with an annual production of 1242.00 tonnes/yr
of undecane. EBTotal and HTotal obtained are 7.51 × 104 tonnes of CO2 equivalent per annum
and −5.05 × 1011 J/y. It can be seen that all parameters obtained in this scenario fall within
the targeted range, as shown in Table 9. This indicates that the process design problem
achieved an optimal conversion pathway in terms of green manufacturing definitions and
economic performance. The optimal conversion pathway in this scenario is identified and
shown in Figure S3. The conversion pathways selected in Scenario 5 are mostly similar to
Scenarios 1, 3, and 4, with an additional pathway of yeast fermentation to convert sugar
into alcohol. The degree of satisfaction λ of each parameter is shown in Table 10.

Table 10. Degree of satisfaction λ for Scenario 5.

Deg. of Satisfaction λYield λGP λH λEB

Scenario 5 0.422 0.920 0.422 0.982

From Table 10, it can be noticed that there are two least-satisfied parameters λYield and
λH with an identical value of 0.422. This shows that both least-satisfied parameters are
optimised. λGP and λEB show very high satisfaction with λ of 0.920 and 0.982, respectively.
As λGP is the parameter to be maximised, 0.920 of λ indicates that GPTotal approaches its
upper limit, while for λEB, 0.982 of λ implies that EBTotal approaches its lower limit as it is a
parameter to be minimised. Table 11 below shows the summary of results obtained from
Scenarios 1 to 5.

Table 11. Comparison between different scenarios.

Scenario 1 2 3 4 5

Max GPTotal Max C11 Yield Min EBTotal Min HTotal Multi-Objective

GPTotal (USD/y) 2.34 × 107 1.32 × 107 1.26 × 106 2.34 × 107 2.25 × 107

EBTotal (tonne of CO2 equivalent/y) 6.85 × 104 1.41 × 105 4.75 × 104 6.85 × 104 7.51 × 104

Alkane C11 Production
Rate (t/y) 1181.82 1839.81 805.58 1181.82 1242.00

Alkane and Alcohol
By-product Production Rate (t/y) 1.47 × 104 2.30 × 104 1.00 × 104 1.47 × 104 1.55 × 104

Waste Produced (t/y) 2.83 × 104 2.47 × 104 3.3 × 104 2.83 × 104 2.79 × 104

Atom Economy (%) 31.96 49.75 21.78 31.96 33.59

E-factor 1.78 0.99 2.80 1.78 1.67

HTotal (J/y) −7.10 × 1011 1.53 × 1012 −2.42 × 1011 −7.10 × 1011 −5.05 × 1011

SEC (kJ/t) −4.47 × 107 6.15 × 107 −2.23 × 107 −4.47 × 107 −3.02 × 107

Comparison and Analysis of Different Scenarios

From Table 11, it can be observed that all scenarios have a positive value of EBTotal,
which indicates the contribution of all selected conversion pathway toward generating a
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negative impact on the environment. In Scenario 1, the selected conversion pathways offer
the most promising economic potential even though the process is not environmentally
friendly. Moreover, it is observed that values from all parameters in Scenario 1 are the same
as Scenario 4, which proves that when GPTotal is maximised, HTotal will be at its minimum.
The energy required for conversion pathway for Scenarios 1 and 4 is the lowest where heat
can be provided by the system itself. Hence, operating cost is lower, which indirectly brings
a higher amount of GPTotal. Although the conversion pathway in Scenarios 1 and 4 is not
the most environmentally friendly process, the selected pathway has achieved the green
manufacturing definition of minimisation of the energy requirement.

The highest production of the desired product is determined in Scenario 2. When the
yield of C11 is at a maximum, EBTotal is highest among all scenarios, which indicates that
the conversion pathways bring the highest negative impact on the environment. When
the production of the desired product is maximised, by-product production is increased
as well. Although the desired product is at highest production, GPTotal is not the highest.
This can be explained by the fact that, for this scenario, high operating costs and capital
costs may be required for maximum C11 production. This can be further justified by the
fact that, among all scenarios, Scenario 2 is the only scenario in which a positive value of
HTotal is obtained. In addition, it can be observed that the atom economy for Scenario 2 is
the highest among all scenarios. This signifies that the amount of material converted to
the desired product is the highest for Scenario 2. Furthermore, the e-factor for Scenario 2
is the lowest among all scenarios, which shows that the mass of amount waste produced
per unit mass of product is the lowest. Through the interpretation and analysis of these
indicators, although the selected pathway is the least environmentally friendly among all
scenarios, it is clear that the conversion pathway selected for Scenario 2 complies with the
green manufacturing definition of minimisation of waste produced.

In Scenario 3, the chosen conversion pathway offers the lowest EBTotal. However,
both C11 production and GPTotal are the lowest among all scenarios when the process is
designed to have the lowest negative impact on the environment. This proves that to have
a highly environmentally friendly process, the production of the designed product needs
to be reduced, while additional expenditure is required. This explains the current dilemma
faced by most of the manufacturing industries that the environmentally friendly process
normally comes with a reduction in the gross profit gained. Although the designed product
fulfils the green manufacturing needs of the minimisation of the negative impact on the
environment, this might not be favoured by the stakeholders of the integrated biorefinery
if their only interest is financial gain. Hence, a compromised solution is needed, which is
shown in Scenario 5.

In Scenario 5, it is observed that the optimised solution, by considering all target
objectives, has each individual objective fall within the upper and lower limits. This
represents a trade-off between all individual objectives from Scenarios 1 to 4. While none of
the individual objectives are the best if compared to other scenarios, the selected conversion
pathway for Scenario 5 is the optimum if all objectives are seen as important. None of
the objectives are over-improved while neglecting the other objectives. For integrated
biorefinery stakeholders who are concerned with the negative impact that might be caused
by the conversion pathways but at the same time not willing to sacrifice too much of their
financial interest, Scenario 5 is the balanced solution that is suitable to them.

4. Conclusions

In this work, clear and consistent generalised definitions and quantification of green
manufacturing are developed for product and process design. A two-stage optimisation
approach is presented to design a green chemical product and integrated biorefinery pro-
cess that meets both green manufacturing and customer needs. A case study in designing
biobased fuel that incorporates green manufacturing with customer needs is solved to
demonstrate the developed methodology. In the first stage, product properties are identi-
fied to quantify green products based on the developed green manufacturing definitions.
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By incorporating the multi-objective optimisation approach into the methodology, the
optimal green chemical product design can be obtained where all properties of interest are
optimised simultaneously without any bias. In the second stage, conversion pathways are
evaluated based on the targeted parameters considered from developed green manufac-
turing definitions of process performance. Five different scenarios are solved to represent
different design considerations and philosophies of the integrated biorefinery stakehold-
ers. While it has proven challenging to target the highest gross profit while aiming for a
minimum negative impact on the environment as these two objectives are contradicting
given the technological advancement today, a compromised solution can be obtained by
solving the problem as a multi-objective optimisation problem. In addition, there might
be situations where the integrated biorefinery is located in an area with a limited supply
of resources and utilities. In this case, it is preferable to design conversion pathways that
are able to provide excess heat that can be used as heat/power generation for an auxil-
iary system. In short, the proposed methodology is able to determine green conversion
pathways that accommodate different production objectives on green manufacturing and
customer needs.

As society progresses and advances, the definition of green manufacturing will be
different. For future work, in order to enhance the comprehensiveness and accuracy
of green definitions, more properties and parameters that quantify both green products
and process can be considered. In addition, conversion pathways that convert biomass
into a final product considered in the superstructure can be updated by including newly
developed biomass conversion technologies when determining the optimal pathways.
Furthermore, the completeness of the methodology of designing green processes can be
further improved by considering the utilities required for the conversion pathway based on
the desired operating conditions. For instance, the process will be highly energy-intensive
when a vacuum or very high pressure is required for the process. Lastly, to further
reduce the gap between outcomes from a developed approach and the actual process, any
additional feedstock and side reactions required can be taken into consideration.
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Abstract: In addition to proper physicochemical properties, low toxicity is also desirable when
seeking suitable ionic liquids (ILs) for specific applications. In this context, machine learning (ML)
models were developed to predict the IL toxicity in leukemia rat cell line (IPC-81) based on an
extended experimental dataset. Following a systematic procedure including framework construction,
hyper-parameter optimization, model training, and evaluation, the feedforward neural network
(FNN) and support vector machine (SVM) algorithms were adopted to predict the toxicity of ILs
directly from their molecular structures. Based on the ML structures optimized by the five-fold cross
validation, two ML models were established and evaluated using IL structural descriptors as inputs.
It was observed that both models exhibited high predictive accuracy, with the SVM model observed
to be slightly better than the FNN model. For the SVM model, the determination coefficients were
0.9289 and 0.9202 for the training and test sets, respectively. The satisfactory predictive performance
and generalization ability make our models useful for the computer-aided molecular design (CAMD)
of environmentally friendly ILs.

Keywords: ionic liquid; toxicity; machine learning; neural network; support vector machine

1. Introduction

Ionic liquids (ILs) are known as molten salts, consisting solely of organic cation and
inorganic or organic anion. ILs present several unique and benign characteristics, such as
low melting point, low volatility, and high thermal stability. For these reasons, ILs have
attracted extensive attention in both academia and industry as alternatives to traditional
organic solvents. In fact, they have been used in many chemical processes [1–4] to meet
specific requirements while improving the process efficiency. In spite of their superior
properties and large application prospects, many ILs present potential negative effects on
the ecosystem, which could also impact human health. Therefore, toxicity is a significant
factor that should be considered in IL selection, and therefore the toxicological assessment
of ILs is essential for the development of a sustainable IL-based chemical process.

In order to find ILs showing desired low toxicity, experimental measurement is the
most direct and effective way. However, the number of new IL structures is increasing
rapidly due to numerous feasible cation–anion combinations. This makes the experimental
measurement a time-consuming, resource-intensive, and even impractical method. In con-
trast, mathematical modeling methods based on existing IL structures and toxicity data
become efficient substitutes. Researchers have built mathematical models for predicting
various properties of ILs, including electrical conductivity [5], thermal decomposition
temperature [6], critical properties [7], and water solubility [8]. These models are regressed
from experimental property data and can provide satisfying predictions on the properties
of new ILs that are not used in model training. Such well-established property models have
been widely used in the computer-aided molecular design (CAMD) of IL solvents [9–14],
where optimal ILs possessing desirable properties are identified based on the property
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models. Unfortunately, up to now, mathematical models for the toxicity properties of ILs
have been explored more scarcely in comparison to other IL properties.

In literature, the mortality of leukemia rat cell line (IPC-81) is frequently used to
quantitatively indicate the toxicity of ILs [15,16]. A few researchers have developed models
to predict the toxicity of ILs against IPC-81 from IL structures. Based on a dataset of 173 ex-
perimental samples, Yan et al. [17] established a structure–activity relationship model for
an IL to predict its toxicity against IPC-81 using multiple linear regression (MLR) and topo-
logical descriptors. The mean absolute error (MAE) was 0.226. Later, Sosnowska et al. [18]
constructed a larger IPC-81 dataset containing 304 experimental samples, and on this basis,
they used structure-related descriptors to develop another MLR model where the MAE was
0.3779. Due to the utilization of a larger database, this model, in principle, shows improved
applicability. Based on this updated dataset, Wu et al. [19] recently reported another MLR
model using IL fingerprint descriptors, which resulted in an improved predictive accuracy
(MAE = 0.34). Despite the effectiveness of MLR, there is still a large potential for the further
improvement of model accuracy.

As proven by many studies [20–25], machine learning (ML) is an efficient and promis-
ing approach for building quantitative structure–property relationship (QSPR) models to
predict various properties for chemical compounds. Until now, ML techniques have ob-
tained wide applications and great successes in predicting IL properties, including melting
point [26], CO2 solubility [27], viscosity [28], etc. Despite its popularity, there is still a lack
of accurate ML models for predicting IL toxicity.

Considering the above aspects, we herein explore ML models to predict the toxicity
of ILs against IPC-81 by applying a systematic procedure covering model framework
construction, hyper-parameter optimization, training, and evaluation. Since ML is a data-
driven method, an extended experimental dataset is always preferred for building a reliable
ML model. In this work, we first collect experimental toxicity data for 355 ILs. Two different
ML models are then developed, one using the feedforward neural network (FNN) algorithm
and the other using the support vector machine (SVM) algorithm. The structures of ML
models, characterized by their hyper-parameters, are optimized with the five-fold cross
validation to improve the model robustness. The corresponding models are then established
with the training dataset, followed by an evaluation with an external test set to measure
their generalization abilities.

2. Experimental Data

A dataset of the toxicity of 355 ILs against the IPC-81 was collected from the lit-
erature [18,29]. The toxicity was evaluated in terms of the logarithm of the half max-
imal effective concentration (logEC50), and the IL structures were depicted by SMILES
(simplified molecular-input line-entry system) strings obtained from PubChem [30].
Therefore, the logEC50 dataset for the 355 ILs was used for predictive modeling. The de-
tailed data are tabulated in Table S1 (Supporting Information) accompanied with the
corresponding IL full name and SMILES strings.

To translate the text-form IL structure (i.e., SMILES string) into a ML-acceptable type
(i.e., numerical values), the IL descriptors were created by a feature extraction algorithm [31]
to characterize the IL structure. Specifically, an IL was treated as a molecule in which the
cation and anion are connected with each other, and its SMILES string was parsed by the
RDKit cheminformatics tool [32] to obtain detailed structural and chemical information.
A set of substructures (subgroups) were defined as descriptors, and their appearance
frequencies in the IL molecule were used as model inputs to characterize the structure of
ILs. After analyzing the structures of the 355 ILs, a total of 42 structural descriptors were
resulted, including 9 cation descriptors, 9 anion descriptors, and 24 general descriptors.
These structural descriptors and their occurrence frequencies in each IL are provided in
Tables S2 and S3 (Supporting Information), respectively.

To develop the ML models for IL toxicity prediction, a systematic procedure covering
framework construction (step A), hyper-parameter optimization (step B), model establish-
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ment (step C), and model evaluation (step D) was deployed (see Figure 1). The full dataset
was randomly divided into two parts, a training set (80% of the dataset, 284 samples)
to develop the ML model and a test set (20% of the dataset, 71 samples) to evaluate the
predictive accuracy of the developed model on unseen data.

Figure 1. Systematic procedure for machine learning (ML)-assisted ionic liquid (IL) toxicity predic-
tive modeling.

To obtain a ML model with high robustness, cross validation should be employed
to optimize the structural parameters (i.e., hyper-parameters). Herein, the five-fold cross
validation strategy was adopted to determine the optimal hyper-parameters (Step B in
Figure 1). First, the training set was equally divided into five parts. Then, for each combina-
tion of different hyper-parameters, the modeling process was performed five times based
on the selected four parts (marked green in Figure 1), and the validation process was also
carried out five times on the remaining part (marked yellow). Optimal hyper-parameters
could be determined from the variation of the averaged error of the validation results.
Finally, for the fixed hyper-parameters, the ML models were developed using the entire
training set (Step C) and evaluated with the test set (Step D in Figure 1). The ILs in the
randomly divided training and test sets are provided in Table S1 (Supporting Information).

3. ML Modeling

3.1. FNN Modeling

Artificial neural networks are probably the most widespread ML technique in math-
ematical modeling, image recognition, process control, etc. due to their flexible and
configurable structures and connections. Therein, a feedforward neural network (FNN) is a
common type, which presents the regular layer structure and one-directional transmission
of information. Due to its simpler structure and less adjustable parameters, a FNN is
computationally efficient in learning and making predictions, compared to other neu-
ral networks, such as the convolutional neural network and recurrent neural network.
Moreover, it is more suitable for handling one-dimensional time-independent input data,
as is the case in this work.

In this section, a two-hidden-layer FNN (see Figure 2) is constructed to correlate the
logEC50 values with the IL structures. The appearance frequencies of the 42 subgroups
are loaded into the neurons in the input layer, and after being processed by two adjacent
hidden layers, the predicted logEC50 is given by the output layer. The activation functions,
namely “sigmoid” and “softplus”, are assigned for the two hidden layers to achieve the
non-linear data transformations, enabling the FNN to model complex mathematical rela-
tionships.
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Figure 2. Structure of the two-hidden-layer feedforward neural network (FNN) with
activation functions.

The FNN framework was implemented with the PyTorch [33] toolkit in Python.
The root mean square error (RMSE) was employed as the loss function to monitor the
model performance. Moreover, Adam optimizer [34] was used to adjust the learning rate
and model parameters, coupling with the back-propagation algorithm [35] that computes
the gradient of the loss function and guides the optimization process.

Since the number of hidden layers was pre-defined, the number of neurons in each
layer is an important hyper-parameter in the FNN structure that determines the model
performance. The number of neurons in the input layer depends on the dimension of the
used descriptors (42 in this work), and the neuron number of the output layer equals one,
corresponding to the scalar logEC50. In this case, the number of neurons in the two hidden
layers needed to be optimized by the five-fold cross validation. As can be seen in Figure 3,
the lowest average RMSE (0.5696) of the five-round independent validations was obtained
when 10 and 6 neurons were used in hidden layer 1 and 2, respectively. This means that
this FNN structure was the most robust and promising one in predicting the toxicity of ILs
against IPC-81.

After the numbers of neurons in the two hidden layers were determined, the FNN
model was established with all of the training samples and then evaluated with the test
samples. Figure 4 plots the predicted logEC50 of samples in the training and test sets against
the corresponding experimental logEC50. In addition to the RMSE, mean absolute error
(MAE) and coefficient of determination (R2) were also used to quantify the performance
of the FNN model. The RMSE, MAE, and R2 were 0.2906, 0.2111, and 0.9227 for the
training set, and 0.3732, 0.3028, and 0.8917 for the test set, respectively. The satisfying and
close metrics obtained for the training and test sets indicate a generally good predictive
performance of the obtained model for the prediction of the toxicity of ILs against IPC-81.
For the established FNN model, prediction results are provided in Table S1, and weight
and bias values in each layer are summarized in Table S4 (Supporting Information).
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Figure 3. Average root mean square error (RMSE) values in the five-fold cross validation for the
FNN model.

Figure 4. Comparison between experimental and FNN-predicted logEC50 for ILs in the training and
test datasets.
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3.2. SVM Modeling

A support vector machine (SVM) is another popular ML algorithm in data analysis
and predictive modeling. In terms of the regression task, the SVM algorithm is able to
fit the training data by creating hyperplanes in the high-dimensional descriptor space.
An accurate SVM model makes samples stay as close as possible to these hyperplanes.

The SVM framework was implemented with the scikit-learn [36] toolkit in Python.
Gaussian radial basis function was adopted as the kernel function to map input descriptors
into a high-dimensional space for complex nonlinear modeling. The RMSE was used
again as the loss function to measure the model’s predictive capability. Two important
hyper-parameters in the SVM algorithm, regularization parameter C and tolerance ε,
were optimized by the five-fold cross validation. As shown in Figure 5, the lowest average
RMSE value (0.4591) of the five independent validations was achieved by the SVM algo-
rithm when the regularization parameter C and tolerance ε were 30 and 0.11, respectively.

Figure 5. Average RMSE values in the five-fold cross validation for the support vector machine
(SVM) model.

Based on the optimized hyper-parameters highlighted in Figure 5, the final SVM model
was developed with all the training samples and then evaluated with the test samples.
The comparison between experimental and SVM-predicted logEC50 is shown in Figure 6.
Except for a few outliers, most of the samples exhibited low deviations. The determined
RMSE, MAE, and R2 were 0.2787, 0.1762, and 0.9289 for the training set, and 0.3204, 0.2628,
and 0.9202 for the test set, respectively. These statistical indicators demonstrate a good
predictive capability of the SVM model. For the established SVM model, prediction results
are also provided in Table S1, and model parameters are summarized in Tables S5 and S6
(Supporting Information).
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Figure 6. Comparison between experimental and SVM-predicted logEC50 for ILs in the training and
test datasets.

4. Model Comparison

Both the FNN and SVM models showed good predictive performances, as proven
by the statistical results. Sorted in ascending order, the absolute errors between ML-
predicted and experimental logEC50 for the 71 ILs in the test dataset are shown in
Figure 7. As indicated, the SVM model exhibited smaller absolute errors, revealing its
higher predictive accuracy for IL toxicity.

 

Figure 7. Absolute errors between model-predicted and experimental logEC50 for the 71 ILs in the
test dataset.
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The two ML models established in this work were compared with the reported
models developed by Sosnowska et al. [18] and Wu et al. [19]. As shown in Table 1,
the FNN and SVM models presented much lower RMSE and MAE as well as a much
higher R2 value than the two previous models, indicating their higher predictive accuracy.
Moreover, they have improved applicability due to the extended dataset used in the model
development. Comparing the two models developed in this work, it was found that the
SVM model presented relatively lower RMSE and MAE as well as a higher R2 than the
FNN model. Therefore, the SVM model can generally provide more accurate predictions
on the toxicity of ILs against IPC-81, which confirms the conclusion obtained from Figure 7.

Table 1. Statistical comparisons of different models in predicting the toxicity of ILs. MLR: multiple
linear regression.

Model Sample Number RMSE MAE R2

MLR model (Sosnowska et al. [18]) 304 0.51 - 0.77
MLR model (Wu et al. [19]) 304 0.43 0.34 -

FNN model (this work) 355 0.3089 0.2294 0.9157
SVM model (this work) 355 0.2875 0.1935 0.9270

5. Conclusions

In this work, a dataset of 355 IL experimental logEC50 values was constructed to
quantify the toxicity of ILs against IPC-81. Structural descriptors were generated with a
feature extraction algorithm based on the SMILES strings of the ILs. Two ML frameworks
(FNN and SVM) were built, and their structural parameters were optimized with five-fold
cross validation. After determining the best set of structural parameters, the ML models
were regressed using the training dataset, and the established models were evaluated with
the test data. It was observed that the SVM model performed slightly better than the FNN
model. However, compared with previously reported models, both models presented
better predictive performance and improved applicability. Considering the satisfactory
predictions on IL toxicity, the established ML models can be incorporated into computer-
aided molecular design (CAMD) frameworks in order to identify suitable ILs that show
low toxicity while meeting other requirements defined by the specific applications.

Supplementary Materials: The following are available online at https://www.mdpi.com/2227-9
717/9/1/65/s1: Table S1: Details of the employed dataset and ML prediction results. Table S2:
Structural descriptors of ILs for ML model development. Table S3: Occurrence frequencies of the
descriptors in IL molecules. Table S4: Weight and bias values of the FNN model. Table S5: Support
vectors of the SVM model. Table S6: Fitting parameters of the SVM model.
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Abstract: Biorefineries provide economic, environmental, and social benefits towards sustainable
development. Because of the relatively small size of typical biorefineries compared to oil and gas
processes, it is necessary to evaluate the options of decentralized (or distributed) plants that are
constructed near the biomass resources and product markets versus centralized (or consolidated)
facilities that collect biomass from different regions and distribute the products to the markets,
benefiting from the economy of scale but suffering from the additional transportation costs.
The problem is further compounded when, in addition to the economic factors, environmental
and safety aspects are considered. This work presents an integrated approach to the design of
biorefining facilities while considering the centralized and decentralized options and the economic,
environmental, and safety objectives. A superstructure representation is constructed to embed the
various options of interest. A mathematical programming formulation is developed to transform
the problem into an optimization problem. A new correlation is developed to estimate the capital
cost of biorefineries and to facilitate the inclusion of the economic functions in the optimization
program without committing to the type of technology or the size of the plant. A new metric called
Total Process Risk is also introduced to evaluate the relative risk of the process. Life cycle analysis is
applied to evaluate environmental emissions. The environmental and safety objectives are used to
establish tradeoffs with the economic objectives. A case study is solved to illustrate the value and
applicability of the proposed approach.

Keywords: biorefining; sustainable design; distributed manufacturing; centralized facilities;
integration; CAPEX correlation

1. Introduction

A biorefinery is a processing facility which uses physical, chemical, biological, and/or biochemical
processes to convert biomass into value-added products and energy. In recent years, biorefineries have
garnered much interest and research as the energy demand and climate crisis become increasingly
pressing issues. Biorefineries are essential for the sustainable development of energy and chemical
resources while reducing greenhouse gas (GHG) emissions. Nonetheless, biorefinery sizes tend to be
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smaller than fossil-based refineries because of the relatively distributed nature of biomass compared to
the large-scale production of fossil materials from specific regions [1,2]

The sources of biomass may be broadly classified as virgin biomass or waste biomass. Virgin
biomass includes any new sources that are cultivated or otherwise grown for the purpose of using in
the biorefineries. Examples of virgin biomass include sugarcane and corn for bioethanol, and soybeans
and algae for biodiesel. Waste biomass may be derived from various sources such as municipal solid
waste (MSW), agricultural waste, forestry-product and industrial wastes, and waste cooking oils and
grease from restaurants. A biorefinery may be designed to handle multiple feedstocks [3]. In some
cases, preliminary sorting is needed to separate the organic portions of the waste. For instance, sorting
and mechanical methods are used to obtain refuse-derived fuel (RDF) from MSW.

Although the types of biomass are varied, the technologies to convert them to chemicals and
fuels may be largely classified into the following main categories: biochemical or thermochemical
platforms. Biochemical platforms include fermentation (aerobic or anaerobic) and transesterification.
Thermochemical platforms include the utilization of heat and pressure in various combinations and
processes like liquefaction, gasification, pyrolysis, and combustion are used to obtain products [4–6].

The biorefinery industry is complex and multifaceted and depends on many factors, including the
scale, location, and its association with economic factors, logistic factors, market factors and industrial
practices [7]. Furthermore, economic factors that affect a biorefinery as an industrial firm can be
categorized into internal and external factors, the former are related to microeconomic or firm-level
elements, such as capital, labor, operating cost, profit, and related risk. The external factors are
related to macroeconomic and institutional-level determinants, such as real economic growth subsides,
government intervention, institutional quality, and regulatory quality. From the microeconomic
perspective, several measurements can be considered when evaluating the biorefinery process designs
and performances. In order to acquire proper insights and accomplish significant outputs in connection
with economic factors and optimal designs, it is crucial to estimate the economic feasibility of the
process design of a new biorefinery plant. This is due to the high capital investment and operating
costs that are commonly associated with biorefinery technologies [7–9]

Subsidies, which are an aspect of government economic policy, can be used as an instrument to
stimulate renewable energy production [10]. Biorefinery projects may need government intervention
and subsides to assist in technology development and profitable operations. Subsidies are an element
of government expenditure and may be financed through public funds via several channels, including
taxation and tariffs [11]. However, the subsidies implemented for renewable products have certain
drawbacks. For example, subsidies that cannot correct market failures can result in an early exit from
the industry; to illustrate, some energy products are potentially susceptive of market failure, as the
prices of these products are determined by free market and international markets conditions, which can
control the prices; that is a potential source of market failure that requires government intervention
through adapting some new policies, such as corrective energy taxes [12,13]. Another form of subsidy
that may be used in renewable energy production, particularly in the renewable energy certification
system, is a hybrid of fees and subsidies. Examples of this include fee-rebate (or “Feebate”), Renewable
and Green Certificate Market, and Renewable Identification Numbers (RIN) [14–16].

In order to protect the environment, mitigate climate change globally, and narrow the economic
gap between developing and developed countries, several international institutions have established
the Sustainable Development Goals (SDGs). The aim was to focus on innovation and sustainability in
all forms and sectors, including industrial sectors, energy, ecosystem, climate change, and protecting
natural species and the environment [17]. In addition, the SDGs have strongly recommended the
development of bioenergy, biorefinery, and bioeconomy (UN-DESA/DSDG, 2018). Thus, a biorefinery
has a significant role to play in the implementation of the goals within SDGs: (i) fostering resilience
against climate change, (ii) enhancing the environment for green growth, (iii) creating opportunities for
sustainable production and consumption of renewable resources, and (iv) conserving natural resources
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for future generations [18]. These goals will help create development opportunities that support local
and global markets, estimated to be more than 1 trillion USD [18].

Important contributions have been made in the design and optimization of biorefineries. For recent
reviews of the topic, the reader is referred to literature on the subject [5–8,19–23]. Relevant to the
scope of this paper, several important research contributions have been made in the areas of optimal
design of biorefineries and the assessment of their technical, economic, environmental, and safety
objectives. To compare the options of standalone, centralized drop-in, and distributed drop-in (that uses
pipelines for connection with processing facilities) for thermochemical biorefineries, Alamia et al. [24]
calculated the efficiencies of the various options. Since distributed manufacturing offers unique benefits
for environmental impact, Lan et al. [25] provided a life cycle analysis for decentralized preprocessing
systems associated with biorefineries using pyrolysis. The complexity of designing integrated biorefineries
and associated supply chains calls for the use of powerful optimization frameworks. Roni et al. [26]
developed an optimization approach for the distributed supply chains of biorefineries with multiple
feedstocks. Psycha et al. [27] developed a design approach for algae biorefineries using multiple feedstocks.
To simplify the preliminary synthesis of integrated biorefineries, Bao et al. [28] introduced a shortcut
process–synthesis method using high-level process technology details. Another shortcut approach
developed by Tay et al. [29,30] used thermodynamic equilibrium models to design biorefineries. Because
of the significant potential of integrated biorefineries towards sustainable development, sustainability
metrics have been considered in several research efforts for the design of biorefineries. Meramo-Hurtado
and González-Delga [31] used sustainability parameters to guide a hierarchical approach to designing
biorefineries. Parada et al. [32] analyzed the incorporation of sustainability metrics and stakeholder
perspectives in designing biorefineries. Andiappan et al. [33] developed a process synthesis approach for
biorefineries with economic and environmental objectives. Traditionally, safety has not been considered
as a primary objective during conceptual design of biorefineries. Typically, a biorefinery is first designed
and then the safety aspects are subsequently assessed. There is a growing recognition of the importance
of including safety during conceptual design [34,35]. Potential risks include fire, explosion, and release
of toxic emissions. Different approaches for risk assessment may be used depending on the intended
objectives, the stage of process design, and the available data and details. El-Halwagi et al. [8] presented a
multiobjective optimization approach to the design of biorefineries with economic and safety objectives.
Bowling et al. [36] addressed the problem of facility location of biorefineries as part of the integrated supply
chains. Piñas et al. [37] carried out an economic assessment of centralized and decentralized biogas plants.
Ng et al. [21], Tay et al. [38], and Ponce-Ortega et al. [39] used disjunctive fuzzy optimization for planning
and synthesis of biorefineries while considering industrial symbiosis. Ng et al. [22] introduced a framework
for optimizing mixture design in biorefining facilities. Sun and Fan [40] reviewed optimization methods
for the supply chains associated with biorefineries. Notwithstanding the value of the aforementioned
contributions, there are no published papers (to our knowledge) that provide a unified optimization-based
approach to the screening, selection, and design of a combination of centralized and decentralized
biorefineries while accounting for the technical, economic, environmental, and safety objectives.

Unlike fossil fuels that are produced in large quantities in specific regions, biomass is generated in
a rather fragmented and nonconsolidated manner. Therefore, the sizes of biorefineries range from large,
centralized facilities to smaller, decentralized facilities. Large processing facilities that use a single
feedstock are able to achieve maximum economy of scale for capital expenditure (CAPEX) and produce
market competitive products. Nonetheless, transportation of raw materials from distant areas increase
the operating expenditure (OPEX) and may lead to detrimental environmental impact. On the other
hand, small-scale biorefineries lose the advantageous economy of scale but reduce the transportation
cost of biomass because they mostly use available raw materials from adjacent areas. Therefore,
important decisions must be made on whether biomass should be collected from various regions and
transported to a large facility (centralized processing) or if several biorefineries should be installed to
treat biomass within a certain region (decentralized or distributed processing). Although economy of
scale does not favor decentralized/distributed manufacturing, there are several advantages offered
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by decentralized biorefineries, such as: (1) lower costs and emissions for transporting biomass to the
facility and products to the market; (2) higher integration opportunities with other processing facilities
(e.g., refining, gas conversion); (3) enhanced resilience especially to natural disasters by virtue of
geographical distribution; and (4) increased flexibility in handling multiple feedstocks and generating
multiple products. There is also a critical need for further research to understand the economic,
environmental, and safety tradeoffs for centralized versus decentralized biorefineries. This paper
presents a systematic approach for the comparison of centralized and decentralized biorefineries.
A superstructure-based optimization formulation is developed to reconcile the various objectives
while making important decisions on the plant capacity, technology, feedstock source and distribution,
and product rate and distribution. A methanol-from-RDF case study is solved to illustrate the merits
of the proposed approach.

2. Problem Statement

Given are:

• A set of cities/regions: {i|i = 1, 2, . . . , NCities}. Each city/region has a supply of available biomass
with known flowrate (Fi), composition of Ncomponents, and price (Costi, USD/tonne).

• A proposed location for a centralized facility, which is given the index i = NCities+1.
• A set of monetization technologies {j|j = 1, 2, . . . , NTech} that may be used to convert the biomass

to a set of value-added chemicals and fuels {p|p = 1, 2, . . . , NProducts}. The selling price of each
product is referred to as Cp.

• A set of transportation options for biomass and for products with known cost (USD/tonne·mile).
• Market demand and selling price for each product.

It is desired to identify an optimal strategy for monetizing the biomass by answering the
following questions:

• Should the biomass be processed in centralized facilities with industrial symbiosis or in
decentralized facilities?

• Which technologies should be used?
• What is the capacity of each facility?
• What are the economic, environmental, and safety roles of transporting biomass to the biorefineries

and the products to consumers?
• How should the economic, environmental, and safety objectives for the integrated systems be

evaluated and reconciled?

3. Methodology

The main steps in the proposed methodology are shown in the flowchart of Figure 1.
The methodology is streamlined via the following tasks:

• Development of superstructure and optimization formulation;
• Development of a correlation for capital cost to be used in the economic optimization;
• Life cycle analysis of the proposed pathways;
• Safety analysis of the proposed pathways;
• Reconciliation of economic, environmental, and safety objectives.
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Figure 1. Flowchart summarizing the methodology.

First, the various configurational alternatives are embedded through a superstructure
representation that represents the basis for formulating the optimization program. In order to
explicitly include cost optimization within the optimization formulation, a correlation is developed for
estimating capital cost of the proposed biorefineries. Three objectives are considered using economic,
environmental, and safety metrics. The ε-constraintmethod is used to solve the multiobjective
optimization problem. The economic metric (e.g., maximizing return on investment) is used as the
objective function while the safety and environmental objectives are placed in the constraints with
certain bounds that are repeatedly altered to generate the tradeoff results. First, the relaxed optimization
problem is solved for maximizing profit with no bounds on the safety and environmental metrics.
Next, the safety and environmental bounds are added and the optimization program is solved to
generate alternate configurations with tradeoffs that constitute the basis for decision making.

The following sections summarize the key steps used in setting up the optimization formulation
and the solution approach.

3.1. Development of Superstructure and Optimization Formulation

The first step is to create a superstructure that embeds the options of interest. Figure 2
shows the superstructure with centralized and decentralized options. A source–interception–sink
representation [41] is used. Sources represent the biomass available from each region. Sinks represent
the market demands in the various regions. The centralized and decentralized biorefineries represent
the interceptors. Biomass may be processed within the same city in a decentralized facility or hauled
to a larger centralized plant that accepts feedstock from multiple regions. The products may also be
used locally or transported for sales in other regions. The flowrates of biomass and products assigned
within the superstructure (represented by dashed arrows) as well as the throughput through each
biorefinery are unknown and to be determined via the solution of the optimization formulation. A zero
value indicates the absence of an option.
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Figure 2. Superstructure of centralized and decentralized biorefining options.

Using the aforementioned superstructure, the optimization formulation is given below:

Maximize Profitability (e.g., return on investment (ROI)) (1)

Subject to:

Annual Sales =

NCities+1∑
i=1

NTech∑
j=1

NProducts∑
p=1

Cp ∗Ri, j,p (2)

where Ri,j,p is the production capacity of product p in the plant in city i using technology j (which is an
optimization variable).

To ensure a practical capacity of each plant between a lower bound (LB) and an upper bound
(UB), the following constraint is used:

LB ∗ Ii, j,p ≤ Ri, j,p ≤ UB ∗ Ii, j,p (3)

where Ii,j,p is a binary integer variable that takes the value of 1 when product p is produced in region/city
i using technology j. Otherwise, it is zero.

To limit the number of facilities per city to a maximum number, the following constraint is used:

NTech∑
j=1

NProducts∑
p=1

Ii, j,p ≤ NPlantsmax
i ∀i (4)

The fixed capital investment (FCI) is given by:

FCI =
NCities+1∑

i=1

NTech∑
j=1

NProducts∑
p=1

FCIi, j,p (5)

The total capital investment (TCI) is given by

TCI = FCI +WCI (6)
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where WCI is the working capital investment. In this work, WCI is taken to be 15/85 of the FCI
(El-Halwagi, 2017a).

The annual net profit (ANP) is expressed as (El-Halwagi, 2017a):

ANP = (Annual Sales − Annual OPEX − Annualized FCI) * (1 − Tax Rate) + Annualized FCI (7)

The ε-constraintmethod is used to account for the environmental and safety objectives:

EM ≤ EMMax (8)

RM ≤ RMMax (9)

where EM and RM are the environmental and risk metrics, respectively, and Max designates an upper
bound on the metric. The metrics may be selected from a wide variety of options [34,35,41]. The case
study in this paper shows an example of the calculation and use of such metrics.

The process yield is:
Gi, j,p = ∅

(
Fi, j,p

)
(10)

where ∅ is the yield function that depends on the feed characteristics and technology.
The availability of feedstock is:

Fi ≤ Fmax
i ∀i (11)

The market limitations are:
Gi,p ≤ Gmax

i,p ∀i (12)

The flowrate of the biomass received in city i, for technology j, to produce product p is obtained
from shipments coming from all cities. Therefore,

Fi, j,p =

NCities+1∑
i′=1

Fi,i′, j,p (13)

where Fi,i′, j,p is the biomass flowrate assigned from city i to city i’ and technology j to produce product p.
Therefore, the sum of all shipments of biomass from a city is given by the shipments distributed

from sources to sinks:

Fi =

NTech∑
j=1

NProducts∑
p=1

Fi, j,p ∀i (14)

The net production of product p is:

Gi,p =

NTech∑
j=1

Gi, j,p −
NCities+1∑

i′=1

GTrasported
i,i′,p ∀i, p (15)

The first term on the right-hand side represents that total amount of product p generated by all
technologies in city i. Product p may also be shipped to or from city i. The second term represents
the net amount of product p shipped out of city i. The term GTrasported

i,i′,p has a positive value when it is
shipped out of city i and a negative value when it is shipped to city i.

3.2. Capital Cost Estimation

A convenient approach to including a parametric function for the estimation of CAPEX in the
optimization formulation is to use a generic formulation that works for various biorefining technologies,
feedstocks, and products. Because of the nature of this work intended to generate high-level directions
for decision making, order-of-magnitude cost estimates are appropriate. Towards this end, we have
carried out data analytics for the information extracted from 40 biorefineries. A functional form similar
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to the correlation developed by Zhang and El-Halwagi [42] was used. The correlation relates the FCI
to two main factors: process throughput (feed flowrate of biomass) and number of functional steps
“N” (which represent primary operation such as separation, reaction, and waste treatment). The data
sources are given in the Supplementary Materials.

The resulting correlation is expressed as:

FCI (in USDMM) = 0.16 ∗N ∗ (Flowrate of biomass feed in 1000 tonnes/year) ∗ 0.84 (16)

As indicated earlier, for the intended purposes of high-level decision making, an order-of-
magnitudes cost estimation has the proper level of accuracy [41,42].

3.3. Life Cycle for RDF to Methanol Process

The centralized vs. decentralized processing for the RDF to methanol process needs an account
of emissions at different stages of the life cycle. A life cycle assessment framework [43] is used to
compute these emissions. For the process, the system boundaries are considered to be at the processing
plant gate, where the RDF is brought. For the transportation emissions, the latest U.S. Environmental
Protection Agency (EPA) emission factors for transportation are considered from the Emission Factors
for Greenhouse Gas Inventories [44].

3.4. Safety Analysis

Two types of risks are evaluated for the process and for transportation. A relative risk approach is
used to compare and rank the risks of the various alternatives. For process risk, hazard identification
is carried out using the Hazardous Process Stream Index (HPSI) [45]. The HPSI is proposed to define
and compare the level of hazard of each stream. The estimation is based on five normalized indicators,
which consider pressure, density, molar flowrate, heat of combustion, and flash point, as follows:

IP=
pressure value of individual stream

average pressure for all streams
(17)

Iρ=
density value of individual stream

average density for all streams
(18)

IMF=
molar flow value of individual stream

average molar flow for all streams
(19)

IΔHc=
heat of combustion of individual stream

average heat of combustion for all streams
(20)

IFp=
flash point score of individual stream

average flash point score for all streams
(21)

The result of HPSI is calculated through the following expression:

HPSI =
(

IP·IMF·IΔHc·IFP

Iρ

)
·W (22)

This index accounts for the relationship between the five dimensionless indicators of each process
stream, and W is used as a scaling factor. As such, an increase in the capacity implies an increase
in flowrate and inherently a more significant mass release in the case of loss of containment and its
consequences. Therefore, W is defined as the ratio of the production capacity of the process with
capacity i (CPi) to the reference process capacity (CPbase). It is worth noting that the proposed index
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takes into account the impact of process capacity. For the same process technology and flowsheet,
the smallest-scale process risk is considered the reference if the production capacity is different.

W =
CPi

CPbase
(23)

The process line with the highest value of HPSI poses the highest risk levels, reflecting the severity
of the process stream in the loss of containment case, leading to a fire or explosion.

The relative process risk level is estimated from the HPSI value. A new normalization approach is
proposed to enable the identification of relative risk using the following equation:

Ri =
HPSIi −HPSImin

HPSImax −HPSImin
(24)

where HPSIi is the individual index value of the process streams, HPSImin is the smallest index value
of the process streams, HPSImax is the maximum index value of the process streams, and Ri is the
individual risk of the process streams.

Once the individual risk has been estimated, the total relative process risk (RT) is estimated by the
arithmetic average of the individual risks as follows:

RT =

∑n
i Ri

PS
(25)

where PS is the total number of process streams. The risk scale is defined according to Table 1.

Table 1. Risk scale based on the Hazardous Process Stream Index (HPSI).

Total Process Risk (RT) Risk Level

0.0–0.2 Very Low Risk

0.2–0.4 Low Risk

0.4–0.6 Medium Risk

0.6–0.8 High Risk

0.8–1.0 Very High Risk

If different process technologies are compared, HPSI must be assessed for each process using the
same production capacity and then the assessment is carried out for the total relative process risk.

It is worth noting that alternate approaches for risk assessment may be used. For instance,
an alternative approach to the aforementioned HPSI to determine the risk of the process at a different
production scale is to consider the sum of the individual risks instead of the average used in this work.
To classify risk based on summation, a risk scale may be defined to categorize/classify the different
processes based on the sum.

For the methanol transportation risk analysis, the approach proposed by Zhang et al. (2018) is
adopted. The following is a summary of the approach. Two transportation modes are considered:
highway and railroad. Three variables were defined to assess the risk factor of methanol transportation
using the two alternatives: (1) value loss per accident (Ct), (2) number of trips (Nt) per year, and (3)
overall probability of accident as a function of distance (d) when methanol is moved among cities (Pi, j,d).
The number of trips is calculated, dividing the maximum demand of each city by the load capacity of
each transport. The overall probability of an accident during methanol transport is estimated by the
product of general accident rate for transportation mode and the cumulative probability as a function
of the natural logarithm of distance for methanol highway and railroad incidents. The product of these
three variables provides the risk factor of each transport option
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4. Case Study: Centralized vs. Decentralized Conversion of MSW to Methanol

Consider the case of three cities (A, B, and C) with known biomass type in the form of refuse derived
fuels (RDF) obtained from MSW at a cost of USD55/tonne. Gasification-based technology is used to
convert RDF to methanol. Detailed description of this process consists of three main stages: gasification,
purification, and methanol synthesis. Description of the technical, design, and operational details
are given in literature [46–51]. Simulation results for the streams, operating conditions, and design
specifications are taken from literature [52–54]. Based on the data provided by Iaquaniello et al. [55],
key process information (on the use of electric energy, water, methanol yield, and assumed costs of
electric energy, water, and methanol) are shown in Table 2.

Table 2. Key process information.

RDF
(Refuse-Derived

Fuel)

Electric
Energy
Needed

Cost of Electric
Energy (Assuming

USD0.05/kWh)

Demineralized
Water Needed

Cost of Water
(Assuming

USD3/Tonne)

Produced
Methanol

Value of Methanol
(Assuming

USD350/Tonne)

1 tonne 500 kWh 25 0.15 tonne USD0.45 0.4 tonne USD140

The flowrate of RDF available in each city and the relative locations of the cities and the
proposed centralized facility are show by Figure 3. A decision needs to be made on whether to
build one centralized facility or multiple decentralized (smaller) facilities. The tradeoffs include cost,
transportation, environmental impact, and risk.

Figure 3. Biomass availability and relative locations for the case study.

The maximum demands for methanol in cities A, B, and C are 0, 60,000, and 25,000 tonne/year,
respectively. The transportation costs were based on data provided by Zhang et al. [56] and are
USD0.011/(tonne RDF·mile) and USD0.015/(tonne methanol·mile).

128



Processes 2020, 8, 1682

Life Cycle Assessment for RDF to Methanol Process

The proposed approach and optimization formulation are generally applicable for any
environmental metrics. For this case study, only greenhouse gas emissions and their global warming
impacts are considered to illustrate the applicability of the proposed approach and to discuss the
tradeoffs. For transportation, two methods are considered for service: railroad and diesel-fueled heavy
trucks. When a decentralized facility is co-located within the same city sourcing RDF, the transportation
distance is assumed to be negligible.

The data of the RDF-to-methanol process described by Salladini et al. [48] are adapted to calculate
the process emissions and to create the diagram shown by Figure 4 for a functional unit of one tonne of
methanol produced. A linear proportionality consumption of overall inputs and outputs is assumed.

Figure 4. Key process inputs and outputs for a basis of one tonne methanol.

The emissions for the upstream production of electricity (Table 3) and natural gas (Table 4) are
computed from emission factors provided by the Emission Factors for Greenhouse Gas Inventories
(EPA, 2020). Assuming a natural gas power plant, the average emission factors for electricity in the
United States are used.

Table 3. Non-baseload emission factors.

Item CO2 Factor Tonne/MWh CH4 Factor Tonne/MWh N2O Factor Tonne/MWh

US Average Energy Mix 0.65 5.30 × 10−5 0.77 × 10−5

Table 4. Steam and heat emission factors assuming natural gas is entirely used at 80% efficiency.

Item
MMBtu per Tonne

of Natural Gas
(LNG Factor Used)

CO2 Factor
(kg CO2/MMBtu)

CH4 Factor
(g CH4/MMBtu)

N2O Factor
(g N2O/MMBtu)

Steam and Heat
(from Natural Gas) 51.7 53.06 1.0 0.10

The ton-mile factors for medium and heavy-duty trucks are used for the transportation of methanol
from the centralized facility to the cities A, B, and C. A tonne-mile is one tonne of freight carried one
mile, as a unit of traffic.

For the HPSI evaluation, the stream data were taken from literature [48,52–54]. The smallest plant
(25,000 tonne/year) was taken as the reference.

5. Results and Discussion

The optimization formulation is a mixed-integer nonlinear program (MINLP) with 68 variables.
The solution of the relaxed problem with no bounds on the environmental or safety objectives (using
the Global Solver of LINGO software) is shown by Figure 5. The global solution of the relaxed
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optimization problem features a centralized facility and achieves a return on investment (ROI) of
11.8%/year. The GHG emissions of the relaxed problem is 291 × 103 tonnes CO2eq/year and the process
risk index, HPSI, is 0.75 (high risk). As described in the methodology, the ε-constraintmethod was used
to establish the tradeoffs among the various objectives. Using bounds of 285 × 103 tonnes CO2eq/year on
the GHG emissions and 0.5 on HPSI (medium risk), another solution (shown by Figure 6) is generated,
which is economically suboptimal but superior for the environmental and safety objectives. It has a
common facility for cities (A and B) and a local facility in city C. The ROI for the common facility
matches that of the global solution, but there is a decrease in the ROI for the facility in city C to
10.1%/year. Table 5 shows the GHG emissions and safety for the optimal and suboptimal solutions.

Figure 5. Economically optimum solution with a centralized facility (ROI is return on investment).

Figure 6. Suboptimal solution with centralized and decentralized facilities.
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Table 5. Risk results for methanol transportation.

Solution Risk Factor by City Highway Railroad

Optimal
Transporting methanol to city B 207.27 128.08
Transporting methanol to city C 426.87 673.17

Total risk factor from centralized facility 634.14 801.24
Suboptimal Transporting methanol to city B 200.39 297.13

The results of the transportation risk analysis resulting from spillage/noncontainment due to
accidents are shown by Table 5. The risk for transporting biomass was assumed to be negligible
compared to the risk of transporting methanol (which involves loss of containment, toxicity, flammability,
and explosion issues). For the optimal solution, transporting methanol to cities B and C by highway is
safer than by railroad. The total risk factor using a highway gives a value of 634.14, while the total
risk factor using a railroad is 801.24. The differences in risk are attributed to distance. Therefore,
the lower risk factor for transporting methanol from a centralized facility is obtained by using the
railroad to supply methanol to city B and by using the highway for city C, giving a value of 554.95.
In the suboptimal solution, the use of highway as a transport medium is safer than railroad. Table 6
summarizes the carbon footprint and risk for the economically optimal and the suboptimal solutions.
Although the economically optimal solution offers a higher ROI, it involves higher carbon footprint
and higher risk. The decision makers should balance these conflicting objectives and select a strategy
that reconciles the importance of the economic, environmental, and safety objectives. Alternatively,
the decision makers may use an economic platform to incorporate sustainability, risk, and resilience
into the ROI calculations [57–62].

Table 6. Greenhouse gas (GHG) emissions and risk for the optimal and suboptimal solutions.

Solution
Total GHG Emissions (Tonnes

CO2eq/year)
Process Risk (HPSI) Lower Transportation Risk Factor

Optimal with
Maximum ROI

(11.8%)

290,877 Total (104,061 from electricity,
39,659 from natural gas, 144,500 from

process emissions, 2269 from raw material
transport, 388 from product transport)

0.75 (High Risk)

554.9 (using the highway to
transport methanol to city B and

using railroad to transport methanol
to city C)

Suboptimal
Solution

282,760 Total (101,613 from electricity,
38,726 from natural gas, 141,100 from

process emissions, 993 from raw material
transport, 329 from product transport)

0.50 (Medium Risk) 200.4 (using the highway to
transport methanol to city B)

6. Conclusions and Recommendations for Future Research

This paper introduces a systematic approach to the design and comparison of centralized
versus decentralized biorefining options. The paper provides the following new contributions:
(1) a superstructure representation embedding all configurations of interest; (2) an optimization
formulation with economic, environmental, and safety objectives that are solved using the
ε-constraintmethod to establish the tradeoffs among the multiple objectives; and (3) incorporation
of transportation risk (in addition to process risk using a new metric quantifying total process risk).
Furthermore, a CAPEX cost correlation is developed for order-of-magnitude estimation purposes.
This correlation offers the advantages of using few data (feed flowrate and number of functional steps)
and enabling the explicit incorporation of cost functions in the optimization formulation without
committing to the type of technology or the size of the plant. The limitation of this correlation
is that its level of accuracy is an order-of-magnitude estimate and should therefore be used with
caution, with the results checked using more detailed cost estimation methods once a detailed design
is available. Alternatively, if more accurate cost correlations are available, they can be readily used in
the optimization formulation, which does not depend on a specific correlation. A case study is solved
to address centralized versus decentralized options for converting RDF to methanol. The centralized
option showed better profitability but higher levels of carbon footprint and risk.
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This work constitutes the basis for several future research directions. Specifically, the following
topics are recommended for future research:

• Inclusion of multiple environmental metrics—while the case study in this paper focused on GHG
emissions, other environmental metrics may be used, such as land use change, water usage and
discharge, pollutant discharge, acidification, and eutrophication;

• Consideration of additional objectives such as resilience [57], reliability, availability,
and maintainability [62];

• Integration of centralized and decentralized biorefineries with other infrastructures through the
concept of industrial symbiosis [63,64];

• Consideration of feedstock variability and uncertainty [60,65].

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/8/12/1682/s1,
Figure S1: Data used in developing FCI correlation, Table S1: Summary of extracted data.
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Nomenclature

Cp Selling price of product p
Costi Cost of biomass in city i
CPi Process production capacity
CPbase Reference process capacity
EM Environmental metric
Fi Flowrate of biomass available in city i
Fmax

i Maximum flowrate of biomass available in city i
Fi, j,p Flowrate of biomass assigned to city i and technology j to produce product p
Fi,i′, j,p Flowrate of biomass assigned from city i to city i’ and technology j to produce product p
FCI Fixed capital investment
Gi, p Net production of product p in the plant in city i
Gi,j,p Production capacity of product p in the plant in city i using technology j
GTrasported

i,i′,p Net amount of product p shipped out of city i

HPSI Hazardous process stream index
HPSImin Smallest HPSI value of reference process
HPSImax Highest HPSI value of reference process
i Index for cities/regions

Ii,j,p
Binary integer variable that takes the value of 1 when product p is produced in city i using
technology j.

IFp Flash point indicator
IΔHc Heat of combustion indicator
IMF Molar flow indicator
IP Pressure indicator
Iρ Density indicator
j Index for technologies
NCities Total number of cities/regions
NTech Total number of technologies
P Index for products
Ri Individual risk of process streams
RT Total process risk
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RM Risk metric
TCI Total capital investment
W HPSE scaling factor
WCI Working capital investment
Greek
∅ A process yield function that relates products to reactants
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Abstract: The effects of a hydrogen bond acceptor and hydrogen bond donor on carbon dioxide
absorption via natural deep eutectic solvents were studied in this work. Naturally occurring non-toxic
deep eutectic solvent constituents were considered; choline chloride, b-alanine, and betaine were
selected as hydrogen bond acceptors; lactic acid, malic acid, and fructose were selected as hydrogen
bond donors. Experimental gas absorption data were collected via experimental methods that uses
gravimetric principles. Carbon dioxide capture data for an isolated hydrogen bond donor and
hydrogen bond acceptor, as well as natural deep eutectic solvents, were collected. In addition to
experimental data, a theoretical study using Density Functional Theory was carried out to analyze the
properties of these fluids from the nanoscopic viewpoint and their relationship with the macroscopic
behavior of the system, and its ability for carbon dioxide absorption. The combined experimental
and theoretical reported approach work leads to valuable discussions on what is the effect of each
hydrogen bond donor or acceptor, as well as how they influence the strength and stability of the carbon
dioxide absorption in deep eutectic solvents. Theoretical calculations explained the experimental
findings, and combined results showed the superiority of the hydrogen bond acceptor role in the gas
absorption process, with deep eutectic solvents. Specifically, the cases in which choline chloride was
used as hydrogen bond acceptor showed the highest absorption performance. Furthermore, it was
observed that when malic acid was used as a hydrogen bond donor, it led to low carbon dioxide
solubility performance in comparison to other studied deep eutectic solvents. The cases in which
lactic acid was used as a hydrogen bond donor showed great absorption performance. In light of this
work, more targeted, specific, deep eutectic solvents can be designed for effective and alternative
carbon dioxide capture and management.

Keywords: absorption; carbon dioxide capture; deep eutectic solvents; density functional theory;
hydrogen bond

1. Introduction

In recent years, the unprecedented amount of carbon dioxide (CO2) emissions, resulting mainly
from fossil fuel utilization/based activities, have impacted global warming [1,2] and climate change [3–5].
Conventional amine-based CO2 mitigation techniques have been considered as effective CO2 capture
methods over the past several decades, despite some serious drawbacks, such as solvent loss, corrosion,
degradation and, more importantly, high regeneration energy cost [6–12]. Hence, there is need
for alternative solvent systems that can effectively scrub CO2 in gaseous effluent streams, at both
pre- and post- combustion processes, with minimum requirement of infrastructure retrofitting costs for
existing CO2 capture process units in plants. For this purpose, various materials have been developed
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over the past few decades. Porous adsorbents [13–17] as well as liquid solvents [18,19] have been
considered in both academia and in the industry; however, due to low manufacturing costs and less
requirements on new processing equipment, liquid systems have been considered more attractive.
Novel solvent development for CO2 capture purposes has been centered on ionic liquids [20–25]
and liquid polymers [26–29]. In recent years, deep eutectic solvents (DES) [30–32] obtained from
ionic liquids, as well as from natural products (natural deep eutectic solvents (NADES)) [33–35],
have also been considered for CO2 management, especially at low to moderate pressures. DES have
important advantages over the other potential candidates as they are low-cost materials with appreciable
renewability capability [36,37], low toxicity [32,38,39], have less environmental impact [40,41], and good
solvent recovery ratio [42].

DES or NADES are formed by mixing the combination of hydrogen bond donors (HBD) and
hydrogen bond acceptors (HBA) at various molar mixing ratios to form a low melting point eutectic
mixture. Experimental studies show that DES and NADES samples yield to CO2 solubility that can
be compared to current state-of-the-art methods [43]. Several studies on gas solubility in DES with
ionic liquids are being used as HBA [30,44–47]. In contrast with DES, only a handful of studies use
NADES for CO2 solubilities; these studies focus mainly on choline chloride as HBA mixed with
glycerol/propanediol/malic acids [34] and monoethanolamine [48]. In our previous work, we studied
gas absorption performances via novel NADES, which was obtained by considering choline chloride
(ChCl), alanine (Al), and betaine (Be) as HBA, and lactic acid (La), malic acid (Ma), and phenylacetic
acid (Paa) as HBD. We showed that these NADES perform very well for CO2 capture, especially at
moderate pressures up to 50 bars, and between 298.15 K and 323.15 K isotherms [49–51]. CO2 sorption
experiments showed maximum absorption performance between 3.5 and 5 mmol CO2/gr of NADES in
these experiments at the highest pressures. Considering the monoethanolamine solution (MEA) CO2

capture performance as 1.8 mmol CO2/g MEA (117 mg/g) at 24 bar and 313 K [52], CO2 absorption
via NADES have great potential for chemical processes. Despite these promising results, there is no
systematic study on how HBA/HBD affect the gas sorption performance, what binding role HBA/HBD
play during CO2 capture, which HBA/HBD have a superior effect once exposed to CO2 environment,
and whether ionic liquid based HBA perform better than the amino acidic-based ones. In this work,
we attempt to find answers to these questions, present new CO2 capture data for HBA and HBD,
and compare their performances against their NADES mixtures. Furthermore, detailed density
functional theory (DFT) calculations were carried out to explain the details of the binding energies and
infer on the CO2 interaction mechanism of HBA/HBD/NADES separately.

2. Materials and Methods

The following were purchased from Sigma Aldrich: alanine (Al) with ≥98% purity (Chemical
Abstracts Service (CAS) number 56-41-7) with melting point of 258 ◦C; betaine (Be) with ≥98% purity
(CAS number 107-43-7) with melting point of 310 ◦C; choline chloride (ChCl) with ≥98.0% purity
(CAS number 67-48-1) with melting point of 302 ◦C; DL-malic acid (Ma) with 99.0% purity (CAS number
6915-15-7); lactic acid (La) with 85% purity (CAS number 50-21-5); d-fructose (Fr) with ≥99% purity
(CAS number 57-48-7); and citric acid (Ca) with ≥99.5% purity (CAS number 77-92-9). All materials
with mentioned purities on the boxes were used without further treatment. Carbon dioxide (CO2) gas
with purity of ≥99.99% was obtained from Praxair. In order to form NADES samples, Al, Be, ChCl,
were mixed with La, Ma, Ca, and Fr with 1 to 1 (1:1) molar mixing ratios by following vigorous stirring
of the mixture until a clear-homogenous solution was obtained, in a glove box, in which humidity and
ambient conditions were controlled. Table 1 shows the chemical structures of the studied HBA and
HBD, which also form the NADES samples, Al:La, Al:Ma, Be:La, ChCl:Ma, ChCl:La, ChCl:Fr. All of the
prepared NADES samples were observed to be liquid state at room temperature and at atmospheric
pressure. Structures of the HBA and HBD are provided in Table 1.
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Table 1. Structures of hydrogen bond acceptors (HBA) and hydrogen bond donors (HBD) compounds.

Hydrogen Bond
Donor (HBD)

Lactic Acid Malic Acid Malic Acid Fructose

Hydrogen Bond
Acceptor (HBA)

Alanine Betaine Choline Chloride

2.1. Experimental

CO2 sorption performance of NADES samples were reported in a previous study, in which the
contactless magnetic suspension gravimetric method was used for high-pressure gas absorption-desorption
measurements via Rubotherm apparatus. A magnetic suspension apparatus that is equipped with
an automated syringe pump was used to conduct both low- and high-pressure gas experiments.
In a typical procedure, a few ml of sample is placed in a measurement chamber and it is evacuated
overnight at temperatures around 70 ◦C. Once the material preparation is complete, then solubility
measurements take place in the apparatus, starting from the lower pressures toward higher pressures,
with stepwise gradual pressure increments. It takes about 60 min to establish equilibrium thermal in
between each pressure increment. Once the highest pressure is measured, then few pressure points are
re-experimented during the desorption period, in order to observe whether hysteresis occurs during
the reversed conditions. The described method was used to obtain HBA + CO2 and HBD + CO2

sorption performances in this work, and further details of the measurement technique, calibration,
and overall uncertainty can be obtained elsewhere [53].

2.2. Theoretical

Initial structures for all of the considered HBA, HBD compounds, and NADES molecular clusters
were built with the Avogadro program [54]; ORCA code [55] was used for DFT calculations along
this study for B3LYP functional [56,57], coupled with van der Waals semi-empirical contribution from
the DFT-D3 method by Grimme [58], and 6-311++G** basis set. The interaction energy (ΔE) for all
of the considered structures were calculated by considering counterpoise correction for Basis Set
Superposition Error (BSSE) [59]. The quantum Bader’s atoms-in-molecules (AIM) theory [60] was used
for interpretation of intermolecular interactions, and for topological analysis, which was obtained via
Multiwfn program [61]. From this analysis, specifically interaction regions that were characterized by
bond critical points (BCP, (3,−1) type, according to Bader’s terminology). The corresponding values
of electron density, ρ, and Laplacian (∇) of electron density, ∇2ρ were obtained [62]. The properties
of the inferred critical points may be related with the strength of the interactions [63,64]. Likewise,
quantitative bond critical points and its implications on bonding strength were further analyzed
via reduced density gradient analysis (RDG) for visual representation of strength and the nature of
intermolecular forces through colored isosurfaces [65].

3. Results

CO2 solubility experiments for NADES molecular structures were reproduced from previous
work. In this study, experimental data on CO2 capture performance via HBA and HBD were received
successfully and illustrated graphically. For comparison purposes, 298.15 K isotherm was considered
for qualitative and quantitative analysis. A total of 24 pressure points were collected for each HBA
or HBD during CO2 sorption experiments, in which 12 were for adsorption, and 12 for desorption
measurements. Figure 1 shows the CO2 capture performance for HBA and HBD prior to mixing to
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form the deep eutectic solvent at 298.15 K isotherm. At a low-pressure side (p < 5bars), there is no
distinct effect observed on the sorption performance and the data are clustered around ~0.3 mmol
CO2/g sorbent. As the pressure is increased to moderate to high pressures, there is a clear separation
between ChCl + CO2, Be + CO2 (~4.95 mmol CO2/g) cases in comparison to Al + CO2, La + CO2,
Ma + CO2, Ca + CO2 (~3.77 mmol CO2/g) cases. However, Fr + CO2 falls in between of the trend of
these two groups at high pressures yielding 4.45 mmol CO2/g performance.

Figure 1. CO2 capture performance for hydrogen bond acceptors and hydrogen bond donors prior to
mixing to form deep eutectic solvent at 298.15 K isotherm.

Furthermore, absorption capacity of DES is provided in electronic supporting information for CO2

loading amounts in mol/mol units. Figure S1 reveals significant trends on the effect of hydroxyl groups.
As the amount of hydroxyl groups in the HBD increases, the absorption of capacity of the CO2 increase.
This is related to the intramolecular and intermolecular hydrogen-bonding forces between the HBA
and the CO2 molecule. For La, Ma, Fr, Ca there are 4, 3, 2, 1 hydroxyl groups in the HBD structure,
and the absorption capacity in Figure S1 overlaps with this argument. On the other hand, for the case
of HBA, as the volume of the of the group that is attached on the N atom in the HBA structure increases,
it affects the distance between center of mass and the CO2 molecule and, thus, develops a hydrogen
bond easier. This leads to the hydrogen-bonding force of DES and improved solvent properties.
This phenomenon is also observed in this work when the molecular structures of ChCl, Be, and Al
are considered, and their CO2 sorption capacities are examined in Figure S1. The development of
hydrogen bonding is discussed in further detail, from the molecular point of view, in the following
section of this manuscript.

CO2 capture performance comparison of the HBA and HBD with respect to NADES has been
studied and presented in Figure 2. It was expected for NADES (or DES) CO2 capture performance
to fall in between its former HBA and HBD compounds. However, interestingly, only Al:La + CO2

showed this behavior with distinct performance separation between the HBA and HBD CO2 capture
data, and fall right in the middle of these two curves (Figure 2a). For the case of ChCl:La + CO2,
the NADES sorption coincide over the ChCl + CO2 curve, which is observed to be underperforming
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in comparison to La + CO2 case (Figure 2c). For Al:MA + CO2 case, it has a similar trend with
ChCl:La + CO2 and the NADES + CO2 trend overlaps again with the HBA trend (Figure 2d), with the
exception of a slight departure of NADES towards higher performance at pressures higher than 35 bars.
However, for the case of Al:La + CO2, there is a distinct segregation of HBA+CO2, HBD+CO2 and
NADES+CO2 trends (Figure 2c). In this specific case, pressures above 10 bars, CO2 capture performance
trend was observed as La + CO2 >NADES + CO2 >Al + CO2, or in other words HBD + CO2 >NADES
+ CO2 > HBA + CO2. Maximum solubility performances were obtained via the highest achieved
experimental pressure at 50 bars, reported in Table 2. For all cases, except for Be:La + CO2 (Figure 2b),
HBA experimental sorption performances was superior than that of HBD, which was also mentioned
by D.O. Abranchesn et al. (that Be possess weak interaction with itself, but act as excellent HBA) [66].
ChCl+CO2 showed the best performance with 4.96 mmol CO2/g, whereas Al + CO2 showed the
worst capture performance with 3.86 mmol CO2/g. In the case of Be:La + CO2, the NADES + CO2

profile was observed to be lower than its constituents (Be and La), which can be explained due to the
negative excess volume that was created via mixing the HBA and HBD [67]. Likewise, in the case of
Al:Ma + CO2, the NADES profile was observed to be higher than its HBA and HBD, which is a sign of
positive excess volume when Al and Ma was mixed to form NADES.

Figure 2. CO2 capture performance of studied deep eutectic solvents (DES) systems and comparison to
their constituents. (a) ChCl:La + CO2, (b) Be:La + CO2, (c) Al:La + CO2, (d) Al:Ma + CO2.
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Table 2. Gas sorption data and binding energies ranking.

Structure Sorption (mmol CO2/g) Sorption Comparison Binding Energy (eV) Binding Comparison

ChCl + CO2 4.96

HBA > NADES > HBD

−0.137

HBA > HBDChCl:La + CO2 4.52 1.433

La + CO2 4.46 −0.122

Be + CO2 4.88

HBA > HBD > NADES

−0.112

HBD > HBABe:La + CO2 4.26 1.292

La + CO2 4.46 −0.122

Al + CO2 3.86

HBD > NADES > HBA

−0.119

HBA ~ HBDAl:La + CO2 4.30 0.828

La + CO2 4.46 −0.122

Al + CO2 3.86

NADES > HBA > HBD

−0.119

HBA > HBDAl:Ma + CO2 4.14 N/A

Ma + CO2 3.76 −0.104

ChCl + CO2 4.96

HBA > NADES > HBD

−0.137

HBA > HBDChCl:Fr + CO2 4.24 2.199

Fr + CO2 3.58 −0.101

ChCl + CO2 4.96

HBA > NADES > HBD

−0.137

HBA > HBDChCl:Ma + CO2 4.22 1.514

Ma + CO2 3.76 −0.104

As clearly reported in Table 1, the CO2 capture performance of NADES is lower in comparison to
sole HBA and HBD cases, for most of the studied cases. When the melting point of the studied HBA and
HBD are considered, they are solid in room temperatures, and even at elevated process temperatures,
at which typical pre- and post-combustion CO2 capture operations take place. However, the NADES
compounds exist in liquid phase at mentioned temperatures, thus, making their processability much
easier than their constituents. One of the main objectives of considering solvents for CO2 capture is to be
able to utilize existing infrastructures that were built with the consideration of current-state-of-the-art
capture agents (e.g., monoethanolamine-based solvents), with minimum retrofitting requirements on
the equipment infrastructure.

DFT simulations were carried out for the same structures for which the experimental findings
were shared above. The main purpose of the utilization DFT simulations was to obtain insights on
electronic configuration of the studied compounds and infer on the behavior of the interaction sites
between the HBA/HBD/NADES structures and the CO2 molecule. Macroscopic properties can be
estimated through calculation intensive molecular dynamic simulations. DFT simulations were carried
out for each NADES, HBA, and HBD with CO2 gas presented around them at various spatial positions.
Three different spatial positions were considered for potentially high CO2 interactions sites for NADES
and two positions were considered for HBA/HBD compounds, respectively. Obviously, a restricted
amount of CO2 molecules around the NADES structure would not represent the overall bulk phase
conditions and the entire solubility phenomena. It should be noted that DFT is considered a tool
to assess the interaction nature as well as characteristics of the studied compounds in case they are
exposed to CO2.

Once the DFT simulations were obtained and the interactions energies were corrected for the
BSSE [59], the cases that gave the highest interaction energies were considered for further DFT analysis.
In this work B3LYP with the 6-311++G** theory level was selected, based on its accuracy and reasonable
computational time [49,50]. The summary of interaction energies for the selected cases are provided in
Table 3 in eV units. Binding energies for each HBA, HBD, and NADES with CO2 are provided in Table 4,
along with comparisons of binding energies with respect to each other within each NADES group.
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Table 3. Summary of energies of optimized structures.

Group Structure Energy (eV)

NADES

Al:La −18,157.79

Be:La −20,295.39

ChCl:Fr −40,166.78

ChCl:La −30,819.46

ChCl:Ma −35,950.19

Gas CO2 −5,131.10

HBD

La −9,348.54

Fr −18,695.51

Ma −14,479.15

HBA

Al −8,807.68

Be −10,944.60

ChCl −21,468.77

Table 4. Optimized energies of HBA, HBD, and natural deep eutectic solvents (NADES) interacting
with CO2 at various spatial positions.

Group Structure Energy (eV) Binding Energy (eV) Average Binding Energy (eV)

NADES + CO2

Al:La + CO2_p1 −23,288.051 0.840

0.828Al:La + CO2_p2 −23,288.072 0.819

Al:La + CO2_p3 −23,288.065 0.826

Be:La + CO2_p1 −25,425.242 1.248

1.292Be:La + CO2_p2 −25,425.200 1.289

Be:La + CO2_p3 −25,425.150 1.339

ChCl:Fr + CO2_p1 −45,295.714 2.167

2.199ChCl:Fr + CO2_p2 −45,295.679 2.202

ChCl:Fr + CO2_p3 −45,295.654 2.227

ChCl:La + CO2_p1 −35,949.184 1.370

1.433ChCl:La + CO2_p2 −35,949.103 1.451

ChCl:La + CO2_p3 −35,949.075 1.478

ChCl:Ma + CO2_p1 −41,079.907 1.379

1.514ChCl:Ma + CO2_p2 −41,079.733 1.553

ChCl:Ma + CO2_p3 −41,079.676 1.610

HBA + CO2

Al + CO2_p1 −13,938.915 −0.138
−0.119Al + CO2_p2 −13,938.876 −0.099

Be + CO2_p1 −16,075.871 −0.173
−0.112Be + CO2_p2 −16,075.749 −0.051

ChCl + CO2_P1 −26,600.028 −0.158

−0.137ChCl + CO2_P2 −26,599.997 −0.127

ChCl + CO2_P3 −26,599.996 −0.126
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Table 4. Cont.

Group Structure Energy (eV) Binding Energy (eV) Average Binding Energy (eV)

HBD + CO2

Fr + CO2_p1 −23,826.696 −0.093
−0.101Fr + CO2_p2 −23,826.712 −0.108

La + CO2_p1 −14,479.781 −0.145
−0.122La + CO2_p2 −14,479.736 −0.099

Ma + CO2_p1 −19,610.352 −0.101
−0.104Ma + CO2_p2 −19,610.358 −0.106

Once the binding energy results are deeply analyzed, HBA > HBD trend is observed for CO2

interactions, which is similar to the experimental behavior CO2 sorption performance in HBA/HBD.
The only exception was observed in Be + CO2 and La + CO2 comparisons, for which the binding
energy is higher for HBD + CO2 than HBA + CO2 case. There is no particular correlation between the
maximum sorption amount and the binding energy for the NADES + CO2 cases. On the other hand,
the maximum sorption amounts and the binding energies for both HBD and HBA follows the same
rank. In other words, it was observed that as the binding energy for CO2 increases, the CO2 sorption
performance also increases for both HBD and HBA cases.

Furthermore, the interfacial properties of NADES/HBA/HBD and CO2 can also be studied using
molecular dynamics simulations. Garcia et al. showed how CO2 establishes remarkable interactions
with the bulk NADES structure through analyzing the evolution of the number of hydrogen bondings
between the HBA and HBD [46]. Furthermore, strong affinity between DES and CO2 molecules were
quantified by the corresponding interaction energies. Results shared by Garcia et al. showed the large
interaction energies for interaction of CO2 molecules, with both the HBA and HBD, with slightly higher
values between HBA and CO2 in comparison to HBD−CO2. Relatively small differences between the
HBA and CO2 and HBD−CO2 suggests a mutual effect on CO2 solubility [46].

On the other hand, a study by Wang et al. showed the effect of the type and molar mixing ratio of
HBA and HBD for ionic liquid-based DES through analyzing the radial distribution functions. It was
reported that the cation of the HBA plays a superior role on the hydrogen bond development between
the DES and CO2, yet again supporting the observed trend in this work [68].

Another molecular dynamics-based study that supports the CO2 affinity is driven by HBA of
the DES was reported elsewhere [69]. Besides analyzing the hydrogen bond evolution between the
CO2 molecule and HBA/HBD, they proved the superior effect of HBA on CO2 affinity via displaying
the higher degree of clustering of CO2 molecules around the HBA through the spatial distribution
function isosurfaces. All of these studies are in line with the arguments that are claimed in this work
through DFT simulations on the superior binding effect of HBA on CO2.

The reduced density gradients (RDG) isosurfaces were used to visualize the interaction of CO2

with HBA and HBD, Figure 3. Strong van der Waals type interactions are recorded for CO2 binding
at relevant interaction sites at HBA and HBD, which is a sign of reversible process for CO2 sorption
since H-bonding has not been observed. Especially at ChCl, both -H and -Cl− sites showed more
intensified RDG volumes between the -O site of CO2 (Figure 3c), which is also quantified with the
highest binding energy with −0.137 eV (Table 2). Likewise, weakest interaction was observed with less
intense isosurface between CO2 and Ma (Figure 3e), and it is evident with the binding energy reported
in Table 2 for Ma + CO2.
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Figure 3. Reduced Density Gradient (RDG) isosurfaces for HBA+CO2 and HBD+CO2 cases. (a) Al+CO2,
(b) Be + CO2, (c) ChCl + CO2, (d) Fr + CO2, (e) La + CO2, (f) Ma + CO2.

Quantum theory atom-in-a-molecule (QTAIM) analysis and RDG isosurfaces for NADES was presented
for NADES + CO2 cases in Figures 4 and 5, respectively. For most of the cases, CO2 established critical
binding with HBA of the NADES structure, except for the ChCl:Fr + CO2 case. In Figure 4, it is evident
that -O site of CO2 is the most recurring interaction between the HBA -H site. The experimental values for
the CO2 solubility in NADES can be ranked as ChCl:La >Al:La ~ ChCl:Ma > Be:La >Al:La. Whereas the
binding energies that are calculated via DFT simulations for CO2 are ranked as ChCl:Fr>ChCl:La ~ ChCl:Ma
> Be:La >Al:La. These two comparisons do not overlap with each other. A more logical comparison on
overall solubility performance, with respect to binding energies, would be between the NADES constituent
prior to the mixing, since they form excess volume pockets once they are mixed, which leads to excess CO2

capture performance.

Figure 4. Density functional theory (DFT) figures for each structure final optimized geometry.
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Figure 5. Reduced density gradient (RDG) isosurfaces for HBA + CO2 and HBD + CO2 cases.

4. Conclusions

In this study, the mechanism of CO2 sorption amino acid based NADES, the effect of the hydrogen
bond acceptor and hydrogen bond donor on carbon dioxide absorption via natural deep eutectic
solvent systems is presented for the first time. These results will assist the scientific community
while designing NADES for gas sorption applications. Both experimental and DFT simulation for
NADES, HBA, and HBD were studied for their CO2 sorption performances. Strong van der Waals
forces were observed as binding characteristics of CO2 with all of the studied cases, which supports
the physisorption behavior of the HBA + CO2, HBD + CO2, as well as NADES + CO2 experimental
behavior that did not yield any adsorption-desorption hysteresis. Furthermore, it has been observed
that HBA plays a leading role in CO2 solubility for NADES cases. Polarity unbalance of Be and ChCl
based NADES cases causes strong negative deviations from ideality when mixed with their organic
HBD. This effect was also observed on the CO2 absorption plots (Figure 2), at which the NADES
solubility performances were pushed further down, yielding lower performance in comparison to
both HBA and HBD. Furthermore, considering Be and ChCl cases, both the experimental sorption and
theoretical interaction energies are close to each other and higher than that of the Al cases. This could
be explained, due to both HBA forming a positive charge shielded by alkyl groups, forming stronger
intra H-bonding between the HBA and HBD, which also leads to larger interactions with surrounding
CO2 molecule. Furthermore, such strong H-bonding establishment in between the HBA and HBD,
for all cases, but specific to Be and ChCl cases, negative deviations from ideality in mixture, can be
correlated to higher CO2 affinity establishment. Additionally, the strong H-bonding between HBA
and HBD leads to very strong NADES structure and, thus, no disruption effect has been noticed when
the NADES compounds were exposed to the CO2 environment. Consequently, the characteristics of
NADES has been preserved in these cases. For novel solvent design via DES or NADES, in order to
confirm the leading effect of HBA for gas solubility, there is a need for a more systematic analysis,
especially considering a wider range of HBA and HBD, as well as different gases.
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mixing to form deep eutectic solvent at 298.15 K isotherm with (mol CO2/mol solvent units).
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Abstract: There is a growing awareness of the need to mitigate greenhouse gas emissions and the
inevitable depletion of fossil fuel. With the market pull for the growth in sustainable and renewable
alternative energy, the challenge is to develop cost-effective, large-scale renewable energy alternatives
for all energy sectors, of which transport fuels are one significant area. This work presents a summary
of novel methods for integrating kraft mills with a hydrothermal liquefaction process. The application
of these methods has resulted in a proposed kraft mill-integrated design that produces a liquid
fuel and could provide net mitigation of 64.6 kg CO2-e/GJ, compared to conventional petrol and
diesel fuels, at a minimum fuel selling price of 1.12–1.38 NZD/LGE of fuel, based on the case study.
This paper concludes that a hydrothermal liquefaction process with product upgrading has promising
economic potential and environmental benefits that are significantly amplified by integrating with an
existing kraft mill. At the current global kraft pulp production rate, if each kraft mill transforms into a
biorefinery based on hydrothermal liquefaction, the biofuel production is an estimated 290 Mt (9.9 EJ).

Keywords: hydrothermal liquefaction; black liquor; process integration; techno-economic analysis;
utility system; total site heat integration

1. Introduction

The World Commission on Environment and Development [1] defined sustainable development as
development that meets the needs of the present without compromising the ability of future generations
to meet their own needs. With the growing awareness on the need to mitigate greenhouse gas (GHG)
emissions and the inevitable depletion of fossil fuel, the world is on the journey of transitioning towards
more sustainable and renewable alternatives. The need to minimise fossil fuel use and mitigate its
associated GHG emissions drives the ongoing growth in sustainable and renewable alternative energy.

In the world’s consumption of fossil fuel (coal, natural gas, and oil), 91% is used for energy
applications. In crude oil consumption, 63% is for the global transportation sector and 16% is
used to make building-block chemicals and polymers [2]. With transportation demand increasing
globally, driven in part by population growth, the challenge to decrease the world’s reliance on fossil
fuels requires the implementation of cost-effective, large-scale, renewable energy-based transport
fuel projects.

Biorefineries are the most promising route to produce biofuel and platform chemicals to support a
new bio-based industry [3]. A biorefinery is an industrial facility (or network of facilities) that covers a
collection of technologies to sustainably convert biomass into basic building blocks for the production
of biofuels, energy, and chemicals [4]. It is analogous to current petroleum refineries. To be a feasible
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alternative, biorefineries must have a dependable supply of feedstock [5], which usually makes up
40 to 60% of the operating costs [6], and maximise the energy conservation between energy inputs
and outputs.

Kraft pulping is a well-established process that can be converted into large-scale biorefineries,
producing biofuels as a main product. Kraft mills contain critical components vital for a biorefinery [7],
i.e., access to biomass feedstock and supply chains, understanding of biomass refining-type processes,
and accessible residual feedstock, such as black liquor. Traditional processing in a chemical pulp
mill, like a kraft mill, extracts between 40 to 60% of high-value pulp or paper products from the
harvested logs while the remaining dissolved wood in the form of a liquor has relatively low economic
potential. To maintain profitability, the kraft pulp sector is facing pressures to expand the range of
products produced to more than just pulp, heat, and power production. A pulp mill processes a
high volume of biomass feedstock and generates by-product streams like black liquor (a mixture
of spent pulping chemicals and lignin), which is partially processed by the pulp production [7].
Biomass components—containing mostly hemicellulose and lignin in black liquor—supplies the
energetic demand (heat and power) required by the kraft mill through combustion in a recovery boiler.
The recovery boiler also plays a vital role in the inorganic chemical recovery process, which contributes
to the overall economy of the kraft process. The organic component in black liquor has the potential
to be transformed into bioproducts that have higher value than using black liquor as a fuel for heat
and power.

Hydrothermal liquefaction (HTL) is a thermochemical process that depolymerises wet biomass
into liquid fuels in a reactor operating at high temperature and pressure and sufficient time to
decompose the solid natural polymeric structure to mostly liquid compounds [8]. It is a flexible
conversion process due to the variability of bio-based or waste feedstock that have been successfully
tested. The key advantage of why the HTL process is successful is because the feedstock of the HTL
process does not have to undergo a drying process. Water in the HTL process serves as a reactant and
catalyst in the subcritical region as the properties of the water change extremely. In the subcritical
region, the dielectric constant of the water decreases significantly, as compared to ambient water [9].
Due to this, the solubility of hydrophobic compounds is higher than at ambient condition. In addition,
the subcritical environment of the water increases the rate of acid/base-catalysed reactions due to the
higher ionic product of water [10]. Liquid bio-crude is the key product of the process. With upgrading
the process (like conventional fuel), this bio-crude can be transformed to the whole distillate range of
petroleum-derived equivalent fuel products. When compared to gasification, pyrolysis and HTL have
a simpler technical conversion of biomass to a liquid fuel [11]. However, when compared to pyrolysis
oils, the lower oxygen content in HTL bio-crude makes it less corrosive and has higher heating value
(30–36 MJ/kg). The higher calorific value of HTL bio-crude as compared to pyrolysis (15–22 MJ/kg) is
more similar to conventional petroleum (43–46 MJ/kg) [12].

Numerous studies have been focusing on evaluating the technical and economic feasibility of
the HTL process of different feedstock and algae, considering the various operating conditions of
the reactors. However, techno-economic evaluation of HTL of black liquor still presents a research
gap when compared to the other feedstock. Black liquor is a complex organic and inorganic mixture.
The organic mixture in black liquor is mostly the remaining cellulosic fibres, lignin and hemicellulose,
and the caustic inorganics that are used in the kraft process. The advantages of using black liquor in the
HTL process are [13] (1) the organic component serves as feedstock to the process and (2) the inorganic
component acts as a caustic catalytic solution, instead of sodium hydroxide, for the HTL process.
Huet et al. [14] studied the integration of the HTL process of sulphur-free black liquor with a kraft mill,
with the reactor temperature between 270 ◦C and 310 ◦C. HTL processing of black liquor produces both
phenolic molecules and bio-crude. A sodium recovery of 97% was reported, which matches with kraft
mill inorganics recovery technology. The sodium is recovered in the form of sodium carbonate, which is
converted to caustic soda with the current available technology. Kosinkova et al. [15] conducted a
study of hydrothermal liquefaction of bagasse, using co-solvents, ethanol, and black liquor. The yield
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of the HTL bio-crude increases as the black liquor content increases. This is because black liquor in
the co-solvent contains organic residues, which provide additional reactants for conversion and the
basicity supports the base-catalysed condensation reaction that leads to oil formation.

Ong et al. [16] analysed the techno-economic feasibility of HTL of radiata pine with black liquor
from an existing kraft mill. The estimated minimum fuel selling price (MFSP) of this approach was
1.75 NZD/LGE of fuel (using a conversation rate of 1 NZD= 0.6 USD). Funkenbusch et al. [17] conducted
a techno-economic analysis of HTL of lignin, where the lignin are extracted from BL, and determined
a MFSP of 1.58 NZD/LGE. Melin et al. [18] experimentally investigated the optimum operating
parameters for producing high-quality bio-oil from HTL of BL, using glycerol as the hydrogen donor
and sodium hydroxide as the alkali for high heating value fuel. Lappalainen et al. [19] studied the effects
of process conditions of the HTL process on the quality of bio-oil from HTL of black liquor. The process
parameters studied are residence time and any additives (solvents, catalysts); these conditions are
modified to optimise the quantity and quality of the bio-oil production and to minimise the production
of secondary products such as biochar and gaseous products.

Prior to today, much of the research on the HTL process studies the process parameters of lab-scale
batch reactors. There is, however, a shift towards commercialisation by scaling up the process to
a continuous pilot-scale operation [20]. Due to the sub-critical condition required by the process,
maximizing the energy efficiency of the HTL process is crucial. Okoro et al. [21] used pinch analysis
to conduct heat integration for HTL of meat waste and successfully reduce the heating and cooling
demands by approximately 36% and 32%, respectively. Shemfe et al. [22] applied pinch analysis to
design the heat exchanger network for upgrading of bio-crude. Anastasaki et al. [20] studied the
effectiveness of enhancing a custom-designed heat exchanger design through oscillating of the slurry.
Magdeldin et al. [23] conducted a techno-economic assessment of a HTL process that is integrated with
downstream combined heat and power (CHP) generation using waste heat and by-products of the
process. The introduction of CHP in the HTL process increases the thermal efficiency of the process.
Knorr et al. [24] recognized that the maximising the heat integration of the reactor design is a crucial
gap. Ong et al. [25] used an iterative process integration and simulation methodology to improve the
energy efficiency of integrating HTL with an existing kraft mill.

The aim of this paper is to carry out a techno-economic and carbon emissions assessment of
hydrothermal liquefaction of radiata pine and black liquor to assess the techno-economic viability of
the process, as compared to fossil fuel feedstock. This paper shows the benefits of integration of the
HTL process with a kraft mill with a centralised utility system. The results include a thermo-economic
assessment of two other options for reducing marginal fuel use in an existing kraft mill. These options
are (1) black liquor evaporators with vapour recompression and (2) replacing the current aged recovery
boiler with a high efficiency modern design. The study also explores the trade-off between the GHG
emission cost and oil price increase on levelised profit.

2. Materials and Methods

The current study considers three scenarios and determines the cost-benefit of integrating the
kraft mill with the new biorefinery technology by measuring how much the minimum fuel selling
price changes for the different scenarios.

2.1. Total Site Heat Integration (TSHI)

Heat integration reduces heat demand on boilers and the consumption of fuel, e.g., natural gas,
residual biomass, wood chips, and/or black liquor. The introduction of a new biorefinery process to an
existing kraft mill significantly affects the site’s best heat integration design as well as its overall heat
and power balance. The methods used throughout all two scenarios are TSHI with the kraft mill and
site heat and power utility modelling.

A site utility model of the recovery boiler and supplementary boilers, turbine, and process heat
demands has been implemented in an ExcelTM spreadsheet. The boilers assume a constant thermal
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efficiency of 75%. The turbine model incorporates the extended Willan’s line approach of Medina-Flores
et al. [26], where historical turbine performance data was used to define turbine model coefficients.
Process heat demand from the utility system varies for each of the evaporation system options.
The decrease in the low-pressure steam demand adversely impacts on turbine power generation.
However, it reduces the required high-pressure steam from the marginal fuel boiler, which is fuelled
partially by wood residue (50%) and natural gas (50%). The data is based on an existing kraft mill in
the Central North Island of New Zealand.

2.2. Economic Assessment

The economic assessment is based on the methodology reported by Ong et al. [16]. The data used
to estimate the operating costs are as presented in Table 1.

Table 1. Estimated material, utility, and carbon emission prices.

Materials Cost

Radiata pine 95.00 NZD/t
Radiata pine (+125 km) 160.00 NZD/t
Radiata pine (+350 km) 250.00 NZD/t

Sodium hydroxide 500.00 NZD/t
Sodium sulphate 220.0 NZD/t

Hydrotreating catalyst 50.20 NZD/kg
Utilities

Natural gas 10.00 NZD/GJ
Electricity 90.00 NZD/MWh

Cooling water 2.50 NZD/MWh
GHG emission 25.00 NZD/t

2.3. Environmental Impact

A shortcut life cycle analysis of the GHG calculation uses the method in Martinez Hernandez and
Ng [27]. The GHG emission is calculated for the HTL process and its downstream benefits using the
GHG factors presented in Table 2.

Table 2. Environmental impact coefficients.

Item
GHG Factor
t CO2-e/Unit

Unit

Electricity 0.085 [28] MWh
Natural gas 0.058 [29] GJ
Wastewater 0.188 [30] t

The main GHG emissions considered in this study are (1) electricity, (2) natural gas,
and (3) wastewater. The Emission Trading Scheme (ETS) in New Zealand excludes emissions
from biofuels and covers the conventional liquid fossil fuel emissions [31]. The main products
converted from the upgrading of the bio-crude process are (1) gasoline equivalent, (2) diesel equivalent,
and (3) heavy fuel oil equivalent. The flue gas emission only considers the emissions from the
combustion of natural gas. The combustion of off-gas is considered emission free because the source is
from the biomass and this falls outside the ETS. The flue gas emission data is extracted from the HTL
process simulation model.

2.4. Process Flowsheet

The flowsheet for this paper is based on a PhD work that has been carried out [32]. The thesis
started out with designing a kraft mill-integrated biorefinery system. The case study applies a process
synthesis technique by developing a multi-dimensional, heat and mass integration methodology [33],
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which combines pinch analysis, total site heat integration [34], and P-graph [35] frameworks, to select
a biorefinery option. The novel method takes into account heat and mass integration with an existing
kraft mill in Central North Island of New Zealand and also first-order capital costs of the options at the
selection process. The result from the paper shows that hydrothermal liquefaction was the optimal
choice to be integrated with the existing kraft mill.

Figure 1 shows the final design summarised in the thesis. The biomass slurry consists of radiata
pine, black liquor, and water. The biomass slurry is pressurised in multi-stage pumps and reacts
to produce bio-crude, aqueous phase with a fraction of organic materials (hydrocarbons, alcohol),
non-condensable gaseous products, and organic solid residues (biochar). Black liquor serves as
an additional organic feedstock (hemicellulose and lignin) and a catalyst (Na and K) to the process.
Kraft pulp residuals, combined with virgin wood chips and sawdust, can be considered to be the primary
biomass feedstock, tapping into existing processes, supply chains, and infrastructure. The upgrading
process, e.g., hydro-deoxygenation of bio-crude [36], reduces the oxygen content of the bio-crude,
producing hydrocarbon fuels equivalent to petroleum products (45 MJ/kg). The process model based
on Aspen PlusTM for the HTL process and upgrading of bio-crude is described in Ong et al. [16].
The ultimate analysis of the HTL bio-crude is presented in Table 3. However, the proposed HTL
process in Ong et al. [16] does not address the black liquor inorganics recovery. Figure 1 is a process
flow diagram of a new proposed HTL process.

Table 3. Ultimate analysis of HTL bio-crude, adapted from Rowlands et al. [13].

Component Bio-Crude

Carbon 73.4
Hydrogen 6.5
Nitrogen 0.1
Sulphur 0.6
Oxygen 18.9

Ash 0.5

The inorganic chemicals and sodium and sulphur (Na/S) balance in a kraft mill are crucial for the
process economics and environmental viability. The key to that is recycling the Na/S balance at a rate of
approximately 97% [37]. Black liquor offers a chemical balance of sodium and sulphur (Na/S balance),
which reduces the production cost of pulp and paper. Sodium salts and sulphur anions are primarily
in the water and condensates of the HTL process. The concentrations of sodium and sulphur, however,
are low, in terms of ppm in the aqueous phase. Evaporating the water from the aqueous phase would
incur a high thermal energy cost in an already thermally intensive process. To overcome this issue,
supercritical water gasification of the aqueous phase is proposed.

Supercritical water gasification (SCWG) is considered the most appropriate separation
approach because:

(1) SCWG is able to treat the phenolic compounds that are in the aqueous phase,
(2) SCWG produces syngas that has lower contamination, and
(3) The alkali salts are insoluble in the SCWG processing conditions due to the change in

thermophysical properties above the critical point, which is important in the inorganic recovery
of the process.
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Additional benefits for implementing this process are the elimination of a hydrogen production
plant and the reduction in wastewater treatment requirements.

The HTL, upgrading, and SCWG processes are simulated in Aspen PlusTM v9.0 (AspenTech,
Bedford, MA, USA, 2020). The biomass into the HTL process was based on 2000 t/day organic loading,
which is converted into bio-crude through the HTL process and upgraded to produce a gasoline and
diesel blend.

Hydrothermal liquefaction is an energy-intensive process that operates at high temperature
(315–355 ◦C) and pressure (220–250 bar). With these high operating conditions, heat and exergy
recovery during cooling and depressurisation of the product flow greatly affects the economic
competitiveness of the process. There is still a gap focused on increasing the energy efficiency of
the HTL process. In the HTL process, the process conditions affect the product characteristics, yield,
and quality. However, the temperature and pressure set points of some streams can be altered without
affecting the product characteristics.

Ong et al. [25] established a novel and iterative method to optimise the mass and energy flows
and asset of the HTL process, using heat and mass integration simultaneously with process simulation.
The iterative procedure uses a combination of existing frameworks and design tools (process simulation
tools, pinch analysis, process optimisation, and heat exchanger network design), with the inclusion
of the process constraints of the HTL process. The procedure includes the simultaneous need for
process simulation to provide in-depth analysis of the multiple impacts of the process modification
opportunities. An important section of the analysis and optimisation is the implementation of process
constraints based on the best available process knowledge from literature. As a result, the stream
parameters and flow sheet design are modified and improved within defined parameters that do not
affect the integrity of the process and product and that respect technological limitations. Based on the
possible process modification and process constraints of the HTL process that would not affect the
yield and quality of the product, the optimised flowsheet of the HTL process is presented in Figure 1.

3. Results

3.1. Scenario 1: Kraft Mill with Hydrothermal Liquefaction System

Scenario 1 considers the HTL process of radiata pine and black liquor. Total site heat integration
for the HTL process and kraft mill has been used to have an insight into the integration potential
between the HTL process and the kraft mill. The utility model is designed to understand the reduction
in power generation due to the lower production of steam from the boilers.

3.1.1. Integration of Hydrothermal Liquefaction with Kraft Mill

Figure 2 shows the utility system of the existing kraft mill. The black liquor solids (BLS) are
burned in two recovery boilers, RB1 and RB2. PB1 and PB2 are the marginal fuel (MF) boiler that
supplies steam to any deficit demands. The current turbine generates 30.4 MW of power, which is
about half the power use of the kraft mill.

Figure 3 shows the utility system of integrating the hydrothermal liquefaction system concept
with a kraft mill, using 18% of the black liquor. The three processes are internally heat integrated by
exchanging mass and heat with the kraft mill, as outlined in Ong et al. [25]. The utility generated
from the three processes are delivered to the kraft pulp process through the utility system. In Figure 3,
it shows that the heat that is supplied from the HTL process reduces the marginal fuel of PB1 by 34.8%.
Due to the lower steam production from the diversion of the black liquor solids and the decrease in the
marginal fuel, the power generation reduced by 9.8 MW. The power generated is calculated using a
correlated Willan’s line based on the current turbine size. As a result, the inherent cost of black liquor as
a feedstock includes the power generation lost by using part of the black liquor. The marginal fuel that
is reduced from PB1 is sent to the HTL process as feedstock, which is cheaper due to the lower quality.
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Figure 2. Simplified utility system of the existing kraft mill.

3.1.2. Economic Assessment

The economic assessment is presented in Table 4. The tax used in the study is the federal tax in New
Zealand, 34% of the taxable income. The HTL process and the upgrading of the bio-crude are the two
processes that contribute the highest to the capital cost, comprising 28% and 29% of the total installed
cost (TIC). Efforts are needed to decrease the cost of these sub-processes. Zhu et al. [38] reported that
the TIC can be reduced by approximately 10% through decreasing of the operating pressure by 37 bar
and temperature of the HTL process by 20 ◦C. Zhu et al. [38] also investigated hydrocracking the heavy
fuel oil and reported that it increases the production rate by 62.9% as compared with the case without
hydrocracking. This is another important direction for further work in relation to the present study.

Table 4. Cost results for HTL system with 18% black liquor.

Installed Costs NZD Million Operating Cost NZD Million/y

Biomass preparation 33.3 Variable operating cost 65.1
HTL 111.7 Feedstock 8.2

Upgrading 124.7 Natural gas 6.3
SCWG 60.0 Catalysts and chemicals 21.5

Utilities 39.8 Utilities
Contingency 40.9 Fixed costs 40.3

Total installed cost 423.5 Revenue from
by-products 33.2

Indirect costs 234.3 Capital depreciation 22.5

Total capital
investment 657.8 Annualised investment 52.9

Tax 11.8

MFSP per L of product 1.11 NZD/L
MFSP per LGE of product 1.23 NZD/LGE
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Figure 4 shows the MFSP for redirecting a range of fractions of weak black liquor from the kraft
mill to the hydrothermal liquefaction process for biofuel production. The figure shows that the MFSP
decreases up to 20% of the kraft black liquor and the MFSP starts increasing again. This is due to the
increase in the cost of radiata pine.

Figure 4. MFSP and the breakdown of the levelised production costs of the HTL process with different
processing size.

At the current forestry activity, there is an excess feedstock supply near the kraft mill [39]. However,
at 25% of black liquor, the radiata pine feedstock at that vicinity is insufficient. The cost of the feedstock
for the 25% black liquor case takes into account the additional 150 km needed to travel for feedstock
collection and an additional 350 km for the 30% case and higher. The cost used to calculate the
additional distance travelled for the delivery of the radiata pine is costed according to Robertson [40].
Therefore, the assumption of taking 18% of the black liquor used as the basis of the calculation is near
the optimum.

The main products of the HTL process are biofuels, heat utilities, and heavy fuel oil. The biofuels
are costed in the MFSP and the heat utilities are delivered back to the kraft pulp process. The heavy
fuel oil, in this case, is equivalent to marine fuel oil. It is a revenue stream and is priced at the same
cost of fossil fuel-derived marine fuel oil. In the last year, the marine fuel oil price has fluctuated at
about 250 NZD/t [41]. The selling price of the heavy fuel oil is studied at low, average, and high values:
800, 1000, and 1150 NZD/t.

Figure 5 shows the change of feedstock (radiata pine and natural gas), electricity costs, and capital
cost. The range of price shows the change from −30% to +30% based on the cost used in the calculation.
The capital costs were estimates, the probable accuracy of the estimate is ±30% [42]. According to
Figure 5, the cost of radiata pine (i.e., feedstock) has the highest effect on the MFSP, as reported in other
studies [38,43].
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Figure 5. Sensitivity analysis of the change in materials and capital cost.

3.1.3. GHG Emission

The calculated GHG emission for the HTL process is a credit of 97.5 kt CO2-e/y due the credits
earned from sequestration of the solid residue outweighing the total emissions released by the process,
194.3 kt CO2-e/y.

In this work, the solid residue (biochar) produced from the integrated hydrothermal liquefaction
process is used for soil amendment to earn GHG credits [44]. According to He et al. [45], 77.86% of the
organic compound in the biochar would break down into the soil while the remaining carbon would
be released into the atmosphere as GHG emissions. The net carbon credit of the biochar is estimated
at 291.8 kt CO2-e/y. The carbon credit from the by-product earns 7.3 million NZD/y with a carbon
price at 25 NZD/t. Sequestering the biochar for soil while producing emissions credits has economic
and environmental merit. However, there may be extra opportunities for higher-value markets for the
biochar in the future.

Due to the high pressure of the HTL process, a substantial amount of electricity is required by
the process. The emissions shown in Table 5 are low because 90% of the electricity in New Zealand is
renewable. Table 5 compares the GHG emissions of the HTL system by comparing the emission factor
for electricity in Australia. The GHG emission factor for Australia assumed is the National Electricity
Market’s emission factor [46]. The results in Table 5 show that the HTL production system is carbon
neutral fuel, which provides a net reduction in New Zealand, due to the source of the electricity.

Table 5. Comparing GHG emissions between New Zealand and Australia.

New Zealand Australia

Grid emissions factor (t CO2-e/MWh) 0.085 0.830
GHG emissions by the HTL system kt CO2-e/y kt CO2-e/y

Natural gas 160.8 160.8
Electricity 27.0 263.7

Wastewater 6.5 6.5
Carbon sequestration 291.8 291.8

Net GHG emissions from HTL system −97.5 139.2
GHG emissions offset from fuel

substitution −344.3 −344.3

Total net GHG emissions reduction −441.8 −205.1

A high amount of natural gas is used in the HTL process to supply the required heat demand
of the kraft mill. Due to the energy-intensive HTL process, the net GHG credit is less than 100%.
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One of the ways to reduce heat consumption is in the SCWG process. In the current SCWG
process, the reaction process is an endothermic process. The natural gas needed by the SCWG
process is used to solely heat the feed and maintain the temperature of the reactor. Studies from
Castello [47] and Gutiérrez Ortiz et al. [48] suggest that the reaction process achieves an auto-thermal
regime at a biomass concentration of 15 to 20 wt%. At that regime, maximum H2 is produced, as well
as methane production. Future work should include other biomasses to have a concentration that is
beneficial for both hydrogen production and process energy sustainability.

Nie and Bi [44] carried out a life-cycle assessment of HTL fed with forest residues. They reported
GHG emissions of 20.5 kg CO2-e/GJ. In Nie and Bi [44], the natural gas needed for producing hydrogen
(as feedstock and heating) is 3.0 kg of natural gas per kg of H2 produced. Due to the high temperature
in SCWG, the required natural gas for the hydrogen production is 6.2 kg of natural gas per kg of
H2 produced. However, the median value for the production of biofuel through the HTL process is
23.58 ± 4.18 kg CO2-e/GJ [44].

3.1.4. Biofuel Policy Consideration

The question to answer is under what situation would the cost of biofuel be sufficiently profitable
to compensate for the high level of investment risk. New Zealand’s fuel price is governed by global oil
supply and demand factors. Table 6 shows the breakdown of the current petrol price in New Zealand.

Table 6. Breakdown of petrol price in New Zealand, as of February 2020 [49].

Components NZD/LGE

Refined Fuel 0.559
Fuel excise 0.703

Goods and Services Tax (GST) 0.269
Emissions Trading Scheme (ETS) 0.062

Shipping 0.041
Importer Margin 0.450

Total 2.084

The ETS in New Zealand excludes biofuels from the emissions calculation. The overall carbon
balance reported in the previous section only includes the carbon released by the HTL production
system, which is calculated to be a carbon neutral system that provides a net reduction in GHG
emissions. As a result, the use of biofuel would mitigate the emission of conventional fuel, which is
covered by ETS. Therefore, it is assumed that because of the mitigation and that the biofuel is produced
in New Zealand, the base cost for comparison with a fossil fuel should include the cost of the refined
fuel, plus the ETS liability, shipping cost, and importer margin. The importer margin for the analysis
is assumed as the average of 0.45 NZD/LGE. As a result, the current fuel price that the biofuel must
compete against is 1.11 NZD/LGE.

Figure 6 shows the effect of GHG prices on the fuel cost. As the GHG price increases, the biofuel
MFSP decreases. The increase in GHG price increases the selling price of the heavy fuel oil and revenue
earned from carbon sequestration through the solid residue. The current GHG price is assumed to be
25 NZD/t.

At the present time, the GHG price needs to increase its current price to about 47 NZD/t to reach
the biofuel MFSP for the current oil price. This price is well within the anticipated range of GHG prices
for New Zealand in 2030 [50]. Wetterlund et al. [51] mentioned that the feasibility of the process is
highly dependent on policy framework and energy market conditions.
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Figure 6. Effect of the carbon price on the fuel selling price.

The price of crude oil plays a significant role in the economic viability of biofuels. The crude oil
price is often volatile and closely linked to political and economic climates. At the beginning of October
2018, the oil price peaked at about 142 NZD/barrel before falling sharply to around 83 NZD/barrel by
the year’s end. At the start of 2020, the price had slowly rebounded to 108 NZD/barrel. As a result,
it is quite possible in the near future, a 25% increase in the current fuel cost is reasonable. Under this
future oil price, the MFSP would be slightly exceeded, favoring implementation of the integrated
HTL system.

With New Zealand on its transition to a sustainable economy, one of the ways to pull biofuels
onto the market is through favorable policies [52]. In regions like Europe, the U.S., and South-East
Asia, governments provide policies to grant biofuel producers tax exemptions and/or subsidies. With a
similar effect, governments can also add a tax on specific classes of non-renewable energy fuels,
beyond an ETS. To make the biofuel process economical, the New Zealand government could consider
either to tax an extra 0.12 NZD/LGE on non-renewable fuels or give a subsidy of 0.12 NZD/LGE
to the biofuel producer. An example of emerging markets is the biodiesel program in Colombia.
The government implemented a combination of policies which includes the blending of fuels and tax
credits for production and consumption, showing success in increasing biofuel production during the
early stages of implementation [53]. Developing a comprehensive policy framework for biofuel uptake
in New Zealand falls outside the scope of the current thesis but would be an interesting direction for
further exploration.

3.2. Scenario 2: Mechanical Vapour Recompression of Black Liquor Evaporators

Black liquor evaporation in the recovery loop process of a kraft mill is an energy-intensive
process. The energy demand of the evaporation process represents 20–30% of site-wide thermal energy
demand. Usually, multi-effect evaporators (MEE) concentrate black liquor from about 18% to its firing
solids (≈70% for older recovery boilers and ≈85% for modern ones). The first evaporator effect uses
low-pressure steam (about 4.5 barab) and rejects heat through a condenser (about 0.18 barab) and
cooling tower. To decrease this energy consumption, the integration of the evaporators with the kraft
pulp processes is maximised. An alternate approach to energy reduction in evaporation systems is
the use of vapour recompression technologies, thermal vapour recompression (TVR) and mechanical
vapour recompression (MVR) [54]. MVR technology has rarely been considered for black liquor
evaporators due to the availability of “free” energy gained from the recovery boiler as well as black
liquor’s high boiling point elevation, which reaches about 15 ◦C at 67 wt% solids. However, some
older kraft mills burn fossil fuels in supplementary boilers but have access to renewable electricity.
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As a result, integration of MVR and/or TVR technology into the MEE may be an economic opportunity
to reduce fossil fuel use and emissions.

The methodology for this scenario applies TSHI to correctly integrate MVR and TVR with MEE to
significantly reduce the use of fossil fuel and its associated emissions. The methodology is further
presented in Walmsley et al. [55].

3.2.1. Total Site Heat Integration for Conventional 7-Effect Black Liquor Evaporators

The total site profiles (excluding the evaporator) and the site utility grand composite curve for the
studied kraft mill are shown in Figure 7. The T** denotes double-shifted temperature, a notation used
in Total Site Heat Integration (information available in [34]). Weak black liquor enters at the lowest
pressure effect at 85.0 ◦C, which initially operates with a saturation temperature of 66.8 ◦C. For each
of the following effects, black liquor increases in pressure and enters at a temperature lower than its
saturation temperature. At present, the 7-effect evaporators bleed 2.6 MW of steam from the 2nd effect
to the foul condensate stripper column (in place of low-pressure steam). The net SEC (specific energy
consumption) for the 7-effect evaporator is 420 kJ/kgevap.
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(a) 

(b) 

Figure 7. (a) Total site profiles and (b) site utility grand composite curve with existing integration for a
conventional 7-effect black liquor evaporator.

3.2.2. Black Liquor Evaporators with Vapour Recompression

Figure 8 exhibits the TSHI of the 3-stage MVR system. There are two integration points: condensate
heat recovery and a vapour bleed from stage 2 for the stripper column. Condensate from the 3-stage
MVR system is available at 90 ◦C, which is hotter compared to 72 ◦C condensate from a conventional
7-effect set-up.
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Figure 8. Total site heat integration of 3-stage mechanical vapour recompression (MVR) evaporator
with the site steam and hot water utility system using the site utility grand composite curve.

A thermo-economic assessment of three options to retrofit black liquor evaporators with vapour
recompression has been studied with results presented in Table 7. Table 7 shows a re-evaluated result
from Walmsley et al. [55]. It is crucial to indicate that the modelling accounted for electricity use and
includes the loss of cogeneration opportunity, increased heat integration, reductions in low pressure
steam use, cooling tower expenses, carbon emission cost, and added maintenance due to MVR and
TVR equipment.

The 2-stage MVR system attains a simple payback of 1.7 y and an internal rate of return (IRR) of
57%, which is better when compared with the 3- and 4-stage MVR systems. However, the challenge
with implementing the 2-stage system is that the required saturation temperature lifts (8.8 and 9.5 ◦C)
for the two MVR fans. These levels of saturation temperature lift push the upper design and operational
limits of an MVR fan. The 3-stage MVR system requires lower temperature lifts (7.0, 3.3, and 8.0 ◦C)
and achieves a greater levelised profit than the 2-stage MVR system. The 4-stage MVR uses less
electricity than the 2- and 3-stage MVR systems but the higher capital of a fourth MVR fan offsets the
energy benefit.

Figure 9 shows the MFSP of the kraft mill-integrated HTL process with the 3-stage MVR upgrade.
The MFSP of the fuel is higher by 0.02 NZD/LGE, as compared to the base kraft mill due to the electricity
use by the MVR process. The higher grid sourced electricity use in the HTL system increases the GHG
emissions, and the production system is no longer a carbon credit production system.
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Figure 9. MFSP and the breakdown of the levelised production costs of the kraft mill-integrated HTL
with MVR upgrade, with different processing size.

3.3. Scenario 3: New Modern Recovery Boiler

To increase the energy efficiency of the existing kraft mill, a new recovery boiler to replace the
“old” style RB is considered. The aim of the new recovery boiler is to minimise the energy purchase
and maximise power generation. This is achieved by producing higher steam parameters. The current
recovery boilers in the existing kraft mills are fired with black liquor at about 67% dry solids to produce
superheated steam at 400 ◦C at 45 bar. Over the years, recovery boiler technology has been improved
and developed to fire black liquor at 72% to 85% dry solids. Environmental benefits include reductions
in SO2 and H2S emissions with dry solids above 75% dry solids [56].

Figure 10 shows the utility system of replacing the old recovery boiler with a higher solids recovery
boiler. As compared to the old recovery boiler, the new recovery boiler produces very high pressure
(VHP) steam at 110 bar and 515 ◦C.

A mass and energy balance of the recovery boiler is carried out to evaluate the economics and
operating costs using an Excel spreadsheet. The spreadsheet includes the existing supplementary
boilers and turbine, process heat demands, and a new turbine. The design of the new turbine is based
on satisfying the steam demand of the kraft pulp process. The new recovery boiler generates as much
steam as possible and is primarily expanded in the new turbine. Any additional steam is sent to the
existing turbine in the kraft mill. The splits of the expanded steam are determined by optimising
maximum power generation in both turbines.

Comparing Figure 10 with Figure 2, PB2 was eliminated and the heat supplied by PB1 is reduced
by half. The low-pressure steam demands increase slightly due to the higher evaporation demand
needed to concentrate the black liquor solids. The difference in the performance of the boilers is
presented in Table 8.

Table 8. Performance data.

Old Recovery Boiler New Recovery Boiler
New Recovery
Boiler + HTL

Steam produced (t/h) 362 352 288.7
Power generation (MW) 30.5 54.1 41.7
Wood residue used (t/h) 72 8.4 5.4
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Figure 10. Utility system for kraft mill with a new recovery boiler.

Table 8 also compares integrating HTL into the new recovery boiler case, taking 18% of the black
liquor solids for biofuel production, as shown in Figure 1. The wood residue used as marginal fuel in
PB1 reduces from 8.4 to 5.4 t/h. However, the power generation decreases with the reduction in the
marginal fuel used.

Figure 11 shows the effect of increasing the black liquor solids in the HTL process on the power
generation and marginal fuel used. The marginal fuel decrease is due to the lower steam demand
from the kraft process, which is supplied by the HTL process. When about 52% of the black liquor
is diverted to the hydrothermal liquefaction process, the kraft mill will be self-sufficient, in terms of
energy demand. The 72 t/h of wood residue would be used as low-cost feedstock in the HTL process.

Figure 12 shows the MFSP of the kraft mill-integrated HTL process with a new recovery boiler.
The new recovery boiler generates more electricity through the expansion of the VHP steam to lower
quality steam as compared to the current recovery boiler. The decrease in black liquor flow has a higher
impact on the decrease in electricity generation. Therefore, higher electricity is needed to replace the
losses, which increase both the cost of electricity and the GHG emission cost.
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Figure 11. Effect of black liquor solids in HTL.

Figure 12. MFSP and the breakdown of the levelised production costs of the kraft mill-integrated HTL
with a new recovery boiler, with different processing size.

4. Conclusions and Directions of Future Work

Hydrothermal liquefaction is a promising biorefinery technology that could be integrated with
existing kraft mills. The comprehensive flowsheet of the hydrothermal liquefaction, upgrading of
bio-crude, and auxiliary processes analysed in this study was developed in a PhD thesis. The economic
evaluation of the integration of the HTL system design has been undertaken to establish key price
points that would indicate full-scale implementation can compete with conventional fuels. The net
reduction in GHG emissions of the system is 441.8 kt CO2-e/y due to the substitution of conventional
petrol and diesel fuels with the biofuel and sequestration of the biochar product. Vapour recompression
technologies and a new high solids recovery boiler are considered for the integration with the HTL
process. Vapour recompression can be economically integrated into a multi-effect evaporator at kraft
mills with older recovery boiler technology, causing a step reduction in steam use. Since vapour
recompression acts as an open cycle heat pump, the benefit gained from reducing carbon emissions
in supplementary fossil fuel boilers is magnified. A new high solids recovery boiler produces very
high-pressure steam that is expanded to generate electricity. The high solids recovery boiler eliminates
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the use of the natural gas boiler and increases the power generated by 76.8%. Integrating the HTL
process in these scenarios increases the MFSP due to the higher electricity consumption of the process.

Future work should focus on improving the economics of the process by reducing the temperature
and pressure of the process. The current study of the HTL process is fixed at 355 ◦C and 230 bar due to
the availability of data at this condition. Experimental testing on the effect of temperature and pressure
on the bio-crude yield and quality should be tested, as the processing conditions play significant roles
in the outcome. Looping of a co-solvent in the hydrothermal liquefaction process has been proven to
reduce the energy requirement of the HTL process.
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Abstract: Fuel resource diversification is a global effort to deviate from non-renewable fossil fuels.
Biomass has been identified as an alternative solid biofuel source due to its desirable properties and
carbon neutrality. As reported in the literature, biomass can positively contribute towards combating
climate change while providing alleviation for energy security issue. As part of efforts to diversify
biomass resources, this work intends to explore the potential of Napier grass, one type of energy
crop, for the production of renewable syngas via gasification. This energy crop is originally from
Africa, which is highly productive with low cost (40 tonnes per year per hectare). Limited studies
were conducted to analyze the potential of such an energy crop as a fuel source, which is the subject
of this work. In order to analyze the full potential of such energy crop, the physical and chemical
characteristics of this biomass was first analyzed. To determine the productivity of syngas from this
biomass, fluidized bed gasifier was used in this work. The effects of gasification process parameters
(i.e., equivalence ratio and temperature) on product yield and producer gas compositions were
examined. Besides, the effects of equivalence ratio towards higher heating value of syngas and carbon
conversion efficiency were analyzed. Based on the ultimate analysis results, the molecular formula
of Napier gas was CH1.56O0.81N0.0043. Meanwhile, the higher heating value of such biomass was
determined as 16.73 MJ/kg, which was comparable to other biomasses. It is noted that in this work,
the volatile matter was determined as 85.52% and this promoted gasification process remarkably.
The dynamics of the reactions involved were observed as a significant variation in product yield and
biogas components were recorded at varying equivalence ratio and gasifier operating temperature.

Keywords: energy crop; solid biofuel; renewable energy; Napier grass; gasification

1. Introduction

The increasing scarcity of conventional fossil fuels has led to diversification of energy resources.
In addition, the combustion process of fossil fuels for electricity generation emits greenhouse gasses
and criteria pollutants, which are harmful to both living organisms and the planet. The global carbon
emission has been increasing at an alarming rate. Average annual global carbon dioxide emission
from burning of fossil fuels was 3.1 GtC per year in the 1960s. Recently, the rate has recorded an
increment higher than threefold where 9.4 GtC per year was emitted during 2008–2017 [1]. Combustion
of finite non-renewable fossil fuels for energy production in various sectors such as transportation and
industrial activities has been reported to be the main perpetrator to this worrying situation. This dire
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situation prompts for cooperative and collective effort at a global scale as manifested by the Kyoto
Protocol and Paris Agreement. Many countries around the world are phasing out and rendering
non-renewable fossil fuels as an obsolete option for energy production.

Reducing our reliance on finite fossil fuels and exploration of potential renewable resources for
energy generation have become a focus at the global scale, and Malaysia is not left behind in this
worldwide trend. The initiative has gained support at the governmental level as evidenced by the
introduction of the Five-Fuel Diversification Policy. Under this policy, renewable energy is included
as the fifth fuel in the supply mix where utilization of abundant biomass is one of the strategies
being encouraged [2,3]. According to the Malaysia Energy Commission, 100,721 ktoe of energy was
supplied in 2015 where 95.5% of the energy was generated from non-renewable resources, mainly
natural gas (61.7%) and crude oil (32.2%). Biomass, on the other hand, contributed a small fraction of
0.2% to the total energy supply for that year [4]. Biomass is derived from living organisms through
the photosynthesis process where solar energy is converted into carbohydrates. A wide range of
biomass is available that entails significant variation in their properties, characteristics and chemical
compositions. In general, major constituents of biomass consist of oxygen, carbon and hydrogen.
The use of biomass for energy production is considered carbon neutral due to carbon fixation process
during photosynthesis [5].

Conversion processes (physical, biological, thermochemical, etc.) of the ample biomass produce
renewable syngas, which provides alleviation for both energy security and global warming issues.
Additionally, various types of value-added products can be produced from the conversion processes.
For this purpose, a range of thermochemical conversion processes is available such as pyrolysis,
gasification, liquefaction and direct combustion. The main difference between thermochemical
technologies is the availability of oxygen during the process. In some applications, more than one
thermochemical conversion process is combined to enhance the quality of producer gas as conducted by
Alipour Moghadam, et al. [6] where both pyrolysis and air-steam gasification processes are integrated
together. Four possible biomass thermochemical conversion routes for renewable energy production
have been discussed and compared by Mohammed, Salmiaton, Wan Azlina, Mohammad Amran,
Fakhru’l–Razi and Taufiq–Yap [5].

Thermochemical conversion of biomass produces syngas with half energy density of natural gas.
The reactions involved during biomass conversion process are summarized in Table 1 [7].

Table 1. Chain of reactions involved in the biomass thermochemical process.

Eq. Reaction Chemical Equation
Enthalpy (Negative Value
Indicates Exothermicity)

1 Combustion (complete) C + O2 → CO2 −283 MJ/kmol

2 Combustion
(incomplete) C + 1/2O2 → CO −111 MJ/kmol

3 Boudouard C + CO2 ↔ 2CO +172 MJ/kmol
4 Water-gas C + H2O↔ CO + H2 +131 MJ/kmol
5 Methanation C + 2H2 ↔ CH4 −75 MJ/kmol
6 Water-gas shift CO + H2O↔ CO2 + H2 −41 MJ/kmol

7 Steam-methane
reforming CH4 + H2O↔ CO + 3H2 +206 MJ/kmol

8 Dry reforming CH4 + CO2 ↔ 2H2 + 2CO +260 MJ/kmol
9 Methanation C + 2H2O↔ CH4 + CO2 +103 MJ/kmol

In Malaysia, many work related to the thermochemical conversion of biomass has been
concentrated on palm oil derived biomass due to its abundancy and wide availability [8,9]. In order to
broaden the range of biomass utilized for renewable energy generation, which directly supports the
fuel diversification policy of Malaysia, new potential renewable energy resources are being explored.
Napier grass (NG) has gained considerable attention in recent years due to its desirable characteristics as
potential renewable fuel. This energy crop of African origin is highly productive with low establishment
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cost [10]. The annual yield is 40 tonnes per hectare with multiple harvest frequency. There is limited
information on the potential of producing green energy from Napier grass reported in the literature
where the works have been concentrated on using the pyrolysis conversion process [11–13].

Fluidized bed gasification has been reported to be a versatile technology for biomass conversion.
Intensive mixing in the bed enhances heat and mass transfer that leads to a high reaction rate [14].
Abdoulmoumine, et al. [15] reported that operation parameters have a major influence on the kinetics
of reactions involved, which directly affect yield and the quality of producer gas. To our knowledge,
the potential of generating renewable fuel from gasification of Napier grass has never been conducted.
It is the aim of this study to evaluate the feasibility of syngas production from Napier grass via the
bench-scale gasifier system at varying operating conditions.

2. Materials and Methods

2.1. Sample Preparation

Mature Napier grass was sourced from Crops for the Future Research Centre (CFFRC), Semenyih,
Selangor, Malaysia. The biomass was dried in an oven at 105 ◦C according to BS EN12048 standard
prior to size reduction by using the Retsch rotor beater mill. The sample size was reduced to 0.2 and
2 mm and kept in air-tight plastic bags for further analysis.

2.2. Proximate Analysis of Mature Napier Grass

Proximate analysis was conducted on the shredded form of Napier grass by using a
thermogravimetric analyzer (TGA; TGA/SDTA851, Mettler Toledo, Columbus, OH, USA) to determine
fixed carbon, volatile matter, moisture and ash contents in Napier grass. The details of the experimental
procedure can be found elsewhere [16].

2.3. Ultimate Analysis of Mature Napier Grass

An ultimate analysis was conducted to determine elemental composition of mature Napier grass
by using the CHNS/O analyzer (model LECO CHN628 and 628S, St. Joseph, MI, USA) according to the
ASTM D-5291 standard method.

2.4. Measurement of the Higher Heating Value of Napier Grass

The gross calorific value of mature Napier grass was measured by using the Parr 6100 oxygen
bomb calorimeter (Moline, IL, USA) according to BS EN 14918.

2.5. Gasification of Napier Grass for Syngas Production

The gasification of the shredded Napier grass was conducted in a fluidized bed gasifier. The reactor
was cylindrical with 370 mm high and 54 mm wide, made of stainless steel. The schematic of the
experimental rig is shown in Figure 1.

The procedure began with charging the reactor with 20 g of sand as the bed material to obtain
good temperature distribution, to stabilize the fluidization and to prevent coking inside the reactor.
Air stream and biomass feedstock were introduced from the bottom and top of the reactor respectively
as the bed temperature achieved the steady state condition. The experiment was carried out at five
different temperatures between 650 ◦C and 850 ◦C at 50 ◦C temperature increment and three different
equivalence ratio (ER; 0.2, 0.3 and 0.4).
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Figure 1. Process flow diagram of lab scale gasifier setup.

2.5.1. Gas Analysis

Syngas produced from gasification process were analyzed using gas chromatography (GC)
(model Agilent Technologies 6890N, Mundelein, IL, USA) equipped with a thermal conductivity
detector (TCD).

2.5.2. Condensed Liquid Characterization

A visually brown liquid was produced from gasification of Napier grass. Prior to characterization,
the brown liquid was decanted and diluted with dichloromethane solvent (99.8%) at a volume ratio
of 1:1. The mixed solvent and brown liquid product were then centrifuged at 4000 rpm for 5 min
by using the Hettich EBA 21 Centrifuge (Tuttlingen, Germany) to separate the organic phase from
aqueous phase and char traces. The upper layer of the solution (bio-oil and solvent) was extracted and
analyzed using gas chromatography mass spectrometry (GC–MS model QP2010 Plus SHIMADZU,
Japan) equipped with a Zebron ZB-5MS capillary column (30 m long, 0.25 mm inner diameter and
0.25 μm thick). The injection and detector temperatures were set at 250 ◦C and 200 ◦C respectively.
The flow rate of the carrier gas, He, was 1.0 mL/min.

2.5.3. Analysis of Inorganic Compounds in Ash

The inorganic compounds in the Napier grass ash were analyzed by using an energy dispersive
X-ray fluorescence spectrometer (model SHIMADZU EDX-720, Japan).

3. Results and Discussion

3.1. Proximate and Ultimate Analysis of Napier Grass Feedstock

The results of the ultimate and proximate analysis of NG and other biomasses reported in the
literature are presented in Table 2. TGA was conducted at three different heating rates (5, 10 and
20 ◦C/min) and almost similar results were produced. Therefore, the result acquired at 10 ◦C/min was
considered for further discussion. As shown in Figure 2, NG in air atmosphere recorded a higher
moisture content (8.78%) compared to the N2 atmosphere (7.73%). The same pattern was observed
for volatile matter where a high content was recorded in air (81.49%) compared to nitrogen (62.70%).
This is due to the presence of oxygen in the air that promotes biomass devolatilization. In contrast,
lower fixed carbon content was recorded in air atmosphere (3.54%) compared to the N2 atmosphere
(9.69%). Ash content was three times higher under N2 as compared to air atmospheres. According to
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Ptasinski [17] substantial variation in characteristics of biomass might have a direct effect on syngas
composition. In addition, due to the environmental conditions and harvesting techniques, the biomass
composition may vary remarkably [18].

Figure 2. Proximate analysis of Napier grass in (a) air and (b) nitrogen at a constant flowrate of
25 mL/min.

NG contains a high fraction of volatile matter (>80%) and moisture (30%) but low ash content
(<7%). The high content of volatile matter in the Napier grass is desirable since this feature enhances
the gasification process and reduces the amount of char produced [7]. High moisture content (>40 wt%)
of biomass tends to degrade the gasification performance as more energy is required in the drying
process [19]. Besides, moderate fixed carbon compared to other biomasses indicates shorter burning
time is required as the solid-gas combustion reactions are slower than gas–gas reactions [7].

Ultimate analysis of NG found that NG contained 48.52% oxygen, 45.10% carbon, 5.94% hydrogen,
0.45% nitrogen and 0% sulphur. These values were comparable to NG, Miscanthus and coconut shell
reported in literature. However, in comparison to all biomasses except for the NG in literature, NG had
higher oxygen but lower carbon content, indicating a lower calorific value. Higher oxygen composition
(carbon–oxygen bonds) would have a significant negative effect on the heating value of biomass [20].
NG is considered as an environmentally friendly feedstock as it contains a low amount of nitrogen and
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no sulphur, which may improve fuel quality and reduce toxic gas emission. The heating value of NG
(16.73 MJ/kg) was comparable to coconut shell but slightly lower than other biomasses in literature
because of its high level of moisture and oxygen. These desirable characteristics indicate that NG is a
good solid biofuel candidate for energy generation via gasification.

Table 2. Comparison of Napier grass (NG) feedstock characteristics with various types of biomass
in literature.

Property
Napier Grass

(Current Study)
Napier Grass [13] Cardoon [21] Miscanthus [21]

Rubber–Wood–
Sawdust [22]

Palm Kernel
Shell [23]

Coconut
Shell [23]

Moisture (wt%) 30.07 9.43 12.00 6.48 - 7.96 4.89

Proximate analysis (wt%, dry basis)

Volatile matter 85.52 72.58 76.02 78.36 51.39 72.47 30.62
Fixed carbon 8.17 8.35 9.19 14.90 14.29 18.56 26.41
Ash content 6.31 9.68 14.80 6.74 22.67 8.97 42.98

Ultimate analysis (wt%, dry basis)

C 45.10 42.40 56.01 46.97 53.40 51.63 45.24
H 5.94 5.96 6.46 5.57 6.70 5.52 5.04
N 0.45 1.71 0.99 1.37 3.10 1.89 1.46
S 0.00 0.09 0.22 0.28 0.00 0.05 0.06

O (by difference) 48.52 45.32 36.10 45.82 36.80 40.91 48.2
Calorific value

(MJ/kg) 16.73 - 17.33 18.73 18.30 22.97 16.07

3.2. Inorganic Compounds in Napier Grass Ash

Table 3 compares inorganic compounds in ash of NG and other biomasses reported in literature.
More than half of inorganic compounds detected in NG ash were potassium (54.39%), with some iron
(15.53%), silicon (9.81%), chlorine (8.84%), calcium (8.20%) and sulphur (2.30%). The ash composition
of NG in literature is rich in silicon (43.00%), potassium (30.5%), magnesium (9.90%) and phosphorus
(7.20%). The differences of NG ash properties in the current study as compared to the literature were
due to the fact that the trees were dependent on growth conditions and other environmental factors.
The ash composition has a negative effect on the gasification performance reactor when subjected to
high temperature combustion [24].

According to Obernberger and Thek [25], a high potassium content in ash causes agglomeration
at high temperature, which may bring severe damage to the gasifier system. Arvelakis, et al. [26]
reported that potassium content in ash could react with bed material such as silica sand and break
Si–O–Si bonds to form silicates that deposit on the reactor wall and on the bed particle surface, causing
agglomeration. According to Arvelakis, Gehrmann, Beckmann and Koukios [26], high proportion of
SiO2 found in the ash of Miscanthus (62.21%) and agricultural residues (89.57%) would cause severe
agglomeration when the potassium reacts with SiO2.
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Table 3. Inorganic contents in ash of Napier grass and other types of biomass.

Ash Basis
(wt%)

Napier Grass
(Current
Study)

Olive Tree
Residue

[27]
EFB [28]

Napier
Grass [12]

Cardoon [21] Miscanthus [21]
Agricultural
Residue [29]

K2O 54.39 9.26 44.00 30.5 24.91 14.00 1.65
Fe2O3 15.53 1.38 3.00 1.4 1.77 2.63 2.95
SiO2 9.81 11.84 27.00 43.0 8.34 62.21 89.57

Cl 8.84 - 5.30 - - - 1.30
CaO 8.20 54.82 8.00 1.9 38.33 8.32 0.77
SO3 2.03 - 2.70 - - - -

MnO 0.44 0.10 0.11 - - - -
Rb2O 0.37 - 0.12 - - - -

Br 0.14 - 0.018 - - - -
CuO 0.10 - 0.039 - - - -
ZnO 0.10 - 0.092 0.08 - - -

As2O3 0.66 - - - - - -
Al2O3 - 2.60 0.97 <0.1 3.50 5.47 1.32
MgO - 4.36 4.80 9.9 5.74 3.16 0.76
Na2O - 0.16 0.55 <0.01 13.08 0.53 1.15
TiO2 - 0.35 0.08 0.03 0.10 0.32 7.56
P2O5 - 3.40 3.60 7.2 4.23 3.37 1.04
NiO - - 0.01 - - - -
SrO - - 0.03 0.03 - - -
BaO - - - 0.08 - - -

Mohammed, Salmiaton, WanAzlina and Mohamad Amran [16] stated that CaO acts as a CO2

adsorbent where its presence might accelerate the secondary reaction and therefore improve hydrogen
content in the syngas. In addition, Mahishi and Goswami [30] supported that the presence of CaO has
a significant effect on hydrogen production during the gasification process at an elevated temperature.
In relation to iron content, NG in the current study contains a high amount of iron, which was 15.53%.
According to Lahijani and Zainal [28], magnesium, iron and calcium are good agents for reducing
agglomeration. Low silica content (9.81%) was found in Napier grass in this current study and this
amount was comparable to olive residues (11.84%) and cardoon (8.34%). Mohammed, Salmiaton, Wan
Azlina and Mohamad Amran [16] mentioned that the combination of low silica content with reasonable
amount of MgO, Fe2O and Al2O3 is effective in reducing agglomeration. Furthermore, NG in the
current study contained a significant amount of Cl (8.84%), which could react with potassium to form
potassium chloride and subsequently promote potassium devolatilization [26].

3.3. Components of Bio-Liquid

Gasification of biomass generates bio-liquid as one of the by-products. The liquid is visually dark
brown, usually comprised of water, oxygenated hydrocarbons and other hydrocarbons. Bio-liquid
generated from pyrolysis and gasification can be used for fuel in direct combustion or as chemical
products after further treatment processes. Table 4 presents the fraction of individual compounds
detected in the bio-liquid produced from gasification of Napier grass. The liquid contains a mixture of
hydrocarbon, oxygenated and nitrogenated compounds. Phosphonic acid, (p-hydroxyphenyl) was
found to be the major constituent (31.94%), followed by pentane, 2,2-dimethyl (16.10%). The oxygenated
compounds in bio-liquid were corrosive in nature with low pH value. Bio-liquid with high amount
of oxygenated compounds should undergo further treatment such as hydrothermal processing to
produce biofuels or value-added chemicals [13].
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Table 4. Chemical compounds detected in bio-liquid obtained from gasification of Napier grass at 850
◦C and equivalence ratio (ER) of 0.2.

Compound Name Area (%) Formula

Pentane, 2,2-dimethyl- (Al) 16.10 C7H16
Dimethoxydimethylsilane (E) 4.01 C4H12O2Si

Pentane, 3,3-dimethyl- (Al) 2.36 C7H16
Cyclohexane (Al) 7.12 C6H12

Pentane, 2,3-dimethyl- (Al) 1.33 C7H16
Hexane, 1-chloro- (Al) 3.63 C6H13Cl
Hexane, 3-methyl- (Al) 6.09 C7H16

Pyridine (N) 2.79 C5H5N
Pyrrole (N) 1.57 C4H5N

2,2-Dimethoxybutane (K) 1.41 C6H14O2
Phosphonic acid, (p-hydroxyphenyl)- (A) 31.94 C6H7O4P

Phenol, 2-methyl- (P) 4.01 C7H8O
Phenol, 3-methyl- (P) 9.49 C7H8O

Total 91.85

A = carboxylic acid; Al = alkane; E = ester; K = ketal; N = nitrogenated; P = phenols.

3.4. Effects of ER on the Product Yield and Composition of Producer Gas

Equivalence ratio (ER) is defined as the ratio of the amount of air supplied during the
thermochemical process to the amount of air required for stoichiometric combustion of the fuel
(Equation (1)). The concept of ER is applicable in gasification when air or oxygen is injected for partial
combustion of the biomass feedstock. In comparison to the combustion process, which requires excess
air and ER to be greater than 1 for complete fuel combustion, the range of ER for gasification is usually
limited to a value below 0.4.

ER = (Actual weight air/weight of dry biomass)/(Stoichiometric air/biomass ratio). (1)

The formula for stoichiometric combustion with oxygen is:

CH1.56O0.81 + 0.985O2 → 0.78H2O + CO2, (2)

where:
ACstq = (MO2 + 3.76MN2)/100 × (C/Mc + H/2MH2 + S/MS − O/MO2) = 5.12. (3)

Taking the information below into consideration.

Density of air, ρ =m/V. (4)

1.18 = 0.032/V. (5)

V = 0.027 m3 = 27 liters. (6)

Superficial velocity = V/A. (7)

Diameter of reactor, D = 0.054 m. (8)

Surface area of reactor, A = π × (D/2)2 = 2.29 × 10−3 m2. (9)

Superficial velocity = 3.0 L/min × 1 m3/1000 L × 1/2.29 × 10−3 m2 × 1 min/60 s = 0.0218 m/s. (10)

In this study, the ER was manipulated by varying the air flowrate while the biomass feeding rate
remained unchanged. The effects of ER on product yield are shown in Figure 3. Bio-gas and bio-liquid
yields recorded an upward trend with increasing ER while the bio-char demonstrated the opposite.
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The ER is an indicator of the quantity of oxygen supplied to the reactor and gasification temperature
under autothermal operation [29]. Higher ER leads to higher gasification temperature, accelerates
oxidation reactions and leads to enhanced product quality. Conversely, lower ER limits the amount of
oxygen available for gasification reactions and therefore is not a favorable condition [31].

Figure 3. Effect of ER on the NG gasification product yield.

Figure 4 shows the gas composition at different ER. As ER increased from 0.20 to 0.40, H2 and
CH4 contents in the producer gas decreased from 11.54 mol% to 8.29 mol% and 9.85 mol% to 7.09 mol%
respectively. The effect of ER on gas composition is attributed to the oxidation reactions. Higher
ER implies that more air (oxygen) is injected into the reactor, which in turn promotes combustion of
CH4 with O2 while the CH4 formation by methanation reaction is inhibited at high temperature [32].
Therefore, the volume fraction of CH4 decreases as ER increases. Furthermore, Kuo, et al. [33] also
reported that the fraction of H2, CO and CH4 decreases as ER increases. As the amount of oxygen
supplied decreases with decreasing ER, the carbon converts to CO instead of CO2 through oxidation
and partial combustion reactions [30]. As the amount of CO increased, more CH4 and H2 are formed
through methanation and water-gas shift reactions. Hence, higher concentration of CH4 and H2 are
detected in producer gas at lower ER.

Figure 4. Effect of ER on the composition of producer gas produced from the gasification of Napier
grass at a temperature of 850 ◦C.

At ER of 0.20, the concentration of CO and CO2 were 26.36 mol% and 52.26 mol%, respectively.
As ER increased to 0.30, the concentration of CO increased to 30.32 mol% and decreased to 26.94 mol%
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as ER was further increased to 0.40. The observation is in good agreement with finding reported by
Ghassemi and Shahsavan–Markadeh [34]. Meanwhile, the concentration of CO2 decreased slightly to
50.04 mol% as ER increased to 0.3, and increased to 57.68 mol% as ER was further increased to 0.40.
The phenomena could be deciphered by reversible water-gas shift and dry reforming reactions. Excess
air would promote oxidation of bio-char and other combustible species and consequently leads to
elevated CO2 production.

3.5. Effects of Temperature on Product Yield and Quality of Producer Gas

In air gasification of biomass, gasification temperature is one of the crucial operating parameters,
which is usually manipulated to investigate thermodynamic behavior of the reactions. Production
of syngas consists of multi-step chemical reactions where temperature has significant impacts on
the kinetics of the reactions involved. The influence of temperature on syngas production from the
gasification of Napier grass was investigated at five different reactor temperatures (650 ◦C, 700 ◦C,
750 ◦C, 800 ◦C and 850 ◦C) while ER was fixed at 0.25.

The experimental results are shown in Figures 5 and 6. As observed in Figure 5, the bio-gas yield
increased from 56.92 wt% to 67.56 wt% while the bio-char yield decreased from 27.40 wt% to 17.88 wt%
with the rise of temperature, showing a divergent trend. The yield of bio-liquid showed an upward
trend with increasing temperature and recorded a peak of 20.12 wt% at 800 ◦C. The yield subsequently
declined as the temperature was further increased. A high operating temperature provides a conducive
condition and supplies sufficient thermal energy for Boudouard, water-gas and methanation reactions,
consuming more solid carbon to produce combustible gases. Furthermore, as the temperature increased
from 650 ◦C to 800 ◦C, more H2 was produced and reacted with O2 to form water, and thus increased
the yield of bio-liquid. As the temperature further increased to 850 ◦C, secondary reactions such as
tar-cracking consume water and therefore reduce the yield of bio-liquid.

Figure 5. Effects of temperature on Napier grass gasification yield.

Figure 6 illustrates the effects of temperature on the composition of H2, CO, CH4 and CO2 in the
gases produced from gasification of NG at ER of 0.25. H2 gas concentration increased remarkably
from 7.31 mol% to 11.47 mol% as the operating temperature increased from 650 ◦C to 800 ◦C
and dropped slightly to 10.27 mol% at 850 ◦C. The high operating temperature provides favorable
conditions for endothermic reversible steam methane reforming, water-gas and dry reforming reactions.
The production of hydrogen is enhanced as the heat absorbing reactions shift the equilibrium to the
right [28].
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Figure 6. Effects of temperature on gas composition at ER of 0.25.

No distinctive trend can be observed for CO and CO2 production. CO concentration increased
from 26.23 mol% to 29.93 mol% as the temperature was increased from 650 ◦C to 700 ◦C. Subsequently
the CO content decreased to 26.69 mol% at 750 ◦C and dropped further to 25.16 mol% at 850 ◦C. Within
the gasifier operating temperature range of 650–850 ◦C, the recorded CO2 concentration was within
the range of 48.48–59.07 mol%. The pattern in CO2 production at varying operating temperatures was
opposite to CO. The high bed temperature stimulated complete combustion while deterring incomplete
combustion processes, and accelerated solid carbon burning to produce CO2 instead of CO.

3.6. Effects of ER on the Higher Heating Value (HHV) of Syngas and Carbon Conversion Efficiency (CCE)

The calculation of the gross calorific value or higher heating value (HHV) of Napier grass can be
performed by using Equation (11) [35]. Carbon conversion efficiency (CCE) is one of the key indicators
of gasification performance, which provides the information pertaining to the degree of reaction
completion. CCE can be determined from carbon element content in biomass feedstock and syngas
composition, and can be calculated by using Equation (12) [36].

HHV (MJ/Nm3) = (CO% × 3018 + H2% × 3052 + CH4% × 9500)(0.01 × 4.1868), (11)

where CO%, H2% and CH4% are molar fraction of syngas components.

CCE (%) = (1 −Ma/M0) × 100, (12)

where Ma and M0 are final and initial total mass of biomass respectively.
The use of air as a gasifying agent is cheap and widely practiced. However, the presence of

abundant nitrogen in air dilutes the concentration of syngas and consequently reduces the syngas
heating value. The values of producer gas HHV and biomass CCE at varying ER are summarized
in Table 5. The calculation of HHV is performed for both with and without taking nitrogen content
in the air into consideration. With the presence of nitrogen, the highest HHV was found at ER of
0.20, and the value decreased as ER was further increased. According to Lv, et al. [37], ER is more
than just a measurement of oxygen supply. ER represents the border-line between combustion and
gasification reactions in the gasification system. Jayathilake and Rudra [38] reported that lower ER
values resulted in higher CH4 and H2 concentration. The higher amount of air supplied at higher
ER promotes combustion of H2 and CH4 components in the syngas. In addition, CH4 formation by
methanation reaction is retarded at higher temperature that comes with higher ER. Consequently, the
reduction of H2 and CH4 concentration in syngas at higher ER will directly reduce the HHV of the
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producer gas. The findings are in good agreement with research done by Sheth and Babu [39]. Syngas
HHV under N2 free condition increased slightly from 8.72 MJ/m3 to 8.78 MJ/m3 as ER increased from
0.20 to 0.30, and decreased to 7.28 MJ/m3 with a further increase in the ER to 0.4. On the other hand,
as shown in Table 5, higher CCE is achieved at higher ER. The increased amount of air supplied during
gasification improves the combustion process and contact with solid carbon, thus enhances the carbon
conversion rate.

The effects of varying gasification temperature on producer gas HHV and biomass CCE are
presented in Table 6. The HHV appeared to be increasing with increasing temperature. A peak
was recorded at a gasification temperature of 800 ◦C where HHV subsequently decreased with a
further temperature rise. Gasification temperature had a significant effect on syngas composition,
which directly influenced the HHV of producer gas. As reported by Wu, et al. [40], elevated CO2

concentration from high temperature biomass combustion process dilutes the concentration of H2 and
CH4, results in a lower calorific value. As depicted in Table 6, CCE demonstrates a positive correlation
with gasification temperature. The highest CCE is recorded to be 82.12% at 850 ◦C. The findings are
in good agreement with work reported by Lv, Xiong, Chang, Wu, Chen and Zhu [37]. As shown in
Tables 5 and 6, the dilution of the syngas by nitrogen can degrade the HHV of the syngas by at least
twofold. The syngas produced from gasification thermochemical conversion of biomass can be used
to produce heat and electricity in the combined heat and power (CHP) system, internal combustion
engines or other applications.

Table 5. Effects of ER on higher heating value (HHV) and carbon conversion efficiency (CCE) at a
gasification temperature of 850 ◦C.

ER 0.20 0.30 0.40

HHV (MJ/kg) 3.37 2.68 1.99
HHV (N2 free) (MJ/kg) 8.72 8.78 7.28

CCE (%) 77.04 81.00 89.08

Table 6. Effects of temperature on HHV and CCE.

Temperature (◦C) 650 700 750 800 850

HHV (MJ/kg) 2.42 2.29 2.70 3.37 3.07
HHV (N2 free)

(MJ/kg) 7.19 7.43 7.81 8.95 8.51

CCE (%) 72.60 74.56 76.32 77.16 82.12

4. Conclusions

Napier grass energy crop demonstrates a good potential as a renewable solid biofuel. Its calorific
value of 16.73 MJ/kg is comparable to other biomasses reported in literature. The high content of
volatile matter in Napier grass is highly desirable as this feature promotes the gasification process.
Thermochemical gasification of Napier grass produces syngas and value-added by-products such as
bio-char and bio-liquid. The presence of a high amount of potassium in Napier grass ash might impose
a further problem for the long-term operation. The dynamics of the reactions involved were observed as
a significant variation in product yield and biogas components were recorded at varying ER and gasifier
operating temperatures. There was a positive correlation between ER and gasification temperature
with CCE. Enhancement of combustion process at elevated temperature and air supply produced
CO2 that degraded the syngas quality and resulted in low HHV. The highest HHV was recorded at a
gasification temperature of 800 ◦C with ER of 0.2 and thus these conditions were determined as the
optimum operational conditions for bench-scale gasification of Napier grass. The findings from this
study were encompassed within the limited explored range and further research (scale-up) will be
carried out as future development.
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