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Preface

Industrialization has caused a hunger in mankind and the effects have had no equal in past
history. The generation and the consumption of energy has become the basis of our global
markets and has led to the formation of the largest, most powerful corporations on the planet.

Energy storage and power generation are some of the largest influences that have driven
both the industrial and agricultural sectors in the developed world to what they are today.
In addition, a large majority of the world is powered by finite, unsustainable resources such
as fossil fuels. With growing economies and growing populations, renewable energy gener‐
ation, such as solar, wind, and hydro generation is quickly growing as a means of producing
electricity. These sources have great significance for consumers as they are environmentally
friendly. Also, they can replace the use of oil and coal in providing energy.

Renewable energy systems are increasing in popularity nowadays in power generation sys‐
tems because of the advances in the technology and the continuous increase in fuel prices.
Due to the high cost of implementing individual renewable energy solutions and their low
efficiency, a combination of several systems was introduced, forming a hybrid energy genera‐
tion solution. The system would typically combine two or more natural energy resources to
produce a steady energy flow with improved efficiencies. To ensure high quality power sup‐
ply for loads, the grid is monitored constantly in real time. This includes sensing outage, over-
voltage and under-voltage. Measurements are taken every cycle and compared to a threshold
value.

Overall, the structure of the electrical power generation system is in the process of changing.
For incremental growth, it is moving away from fossil fuel-based operations to renewable
energy resources that are more environmentally friendly and sustainable. At the same time,
it has to grow to meet the ever-increasing need for more energy. These changes bring very
unique opportunities and obstacles at the same time. Over the past few decades, many new
and innovative ideas have been explored in the broad area of energy conversion. This book
encompasses a collection of selected research works in the areas of electric energy genera‐
tion, renewable energy sources, hybrid system, electromechanical energy conversion, elec‐
tric machines, power electronic converters and inverters, energy storage, and the smart grid.
The book intends to provide academic and industry professionals working in the field of
energy conversion and related applications with a n update on energy conversion technolo‐
gy, particularly from the applied perspective.

The editor was privileged by the invitation of INTECH to act as editor of this book “Energy
Conversion: Current Technologies and Future Trends”, which contains high quality re‐
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Abstract

Photovoltaic and wind systems have been used for a few years to bring a new power
supply to many applications, while preserving the environment. This chapter is interested
in this work at low and medium power, a few 100 W, for applications to housing and
buildings. The works consider a system in which the various sources of renewable ener-
gies are connected to each other in a parallel structure which supposes the use of special-
ized converters accepting at the input voltages of the order of a few tens of volts, and
giving out several hundred of volts. The DC-DC converters with magnetic coupling will
be analyzed more particularly to show the technological limits. In particular, the influence
of the magnetic circuit and the leakage flows will be studied in more detail.

Keywords: renewable energy systems, DC-DC converter, voltage step-up, coupled
conductor

1. Introduction

Optimizing the use of renewable sources for the production of electrical energy is one of the
possible answers that can be useful for saving exhaustible fossil energy resources. Neverthe-
less, the use of renewable energies induces the development of new utilities and even architec-
tures and systems. The management and optimization of the conversion and distribution of
electrical energy produced from several different renewable energy sources is a challenge for
stable, sustainable energy production systems that are isolated, autonomous and stable. The
choice of a high-voltage direct current bus (HVDC bus) for the distribution of energy in the
energy production chain can be considered as part of an efficiency improvement strategy [1–3].
TheHVDC bus has the advantage of using smaller cross sections of cables than those traditionally

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.78768

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



search works from internationally renowned researchers in the field. The editor is glad to
have this opportunity to acknowledge all contributing authors and expresses his gratitude
for the help and support of INTECH staff, particularly the Author Service Managers Ms
Kristina Jurdana and Ms Lada Bozic.

Dr. Ibrahim Al-Bahadly
Associate Professor in Electrical and Electronic Engineering

Massey University
Palmerston North

New Zealand

PrefaceVIII
Chapter 1

The Solutions of DC-DC Converters for Renewable
Energy System

Nguyen The Vinh and Vo Thanh Vinh

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.78768

Provisional chapter

The Solutions of DC-DC Converters for Renewable
Energy System

Nguyen The Vinh and Vo Thanh Vinh

Additional information is available at the end of the chapter

Abstract

Photovoltaic and wind systems have been used for a few years to bring a new power
supply to many applications, while preserving the environment. This chapter is interested
in this work at low and medium power, a few 100 W, for applications to housing and
buildings. The works consider a system in which the various sources of renewable ener-
gies are connected to each other in a parallel structure which supposes the use of special-
ized converters accepting at the input voltages of the order of a few tens of volts, and
giving out several hundred of volts. The DC-DC converters with magnetic coupling will
be analyzed more particularly to show the technological limits. In particular, the influence
of the magnetic circuit and the leakage flows will be studied in more detail.

Keywords: renewable energy systems, DC-DC converter, voltage step-up, coupled
conductor

1. Introduction

Optimizing the use of renewable sources for the production of electrical energy is one of the
possible answers that can be useful for saving exhaustible fossil energy resources. Neverthe-
less, the use of renewable energies induces the development of new utilities and even architec-
tures and systems. The management and optimization of the conversion and distribution of
electrical energy produced from several different renewable energy sources is a challenge for
stable, sustainable energy production systems that are isolated, autonomous and stable. The
choice of a high-voltage direct current bus (HVDC bus) for the distribution of energy in the
energy production chain can be considered as part of an efficiency improvement strategy [1–3].
TheHVDC bus has the advantage of using smaller cross sections of cables than those traditionally

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.78768

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



used in AC networks, allowing a reduction in the costs of transport and distribution of electric-
ity. In addition, the HVDC bus is more secure against any fraud of diversion of the produced
electricity and provides a global distribution with more security. The distributed, autonomous
or interconnected production units corresponding to the energy production systems consid-
ered here are generally characterized by a large input current and a low input voltage associ-
ated with a high output voltage. This HVDC bus architecture imposes a two-wire topology for
the power conversion system connected to an AC distribution network. In this architecture, the
distributed power is connected to an alternating current network by means of an intermediate
HVDC bus. The DC-DC converters with a basic voltage ratio are integrated upstream, just
behind the supply of the energy source or sensors (for example as photovoltaic panels).

Downstream of the HVDC bus is near power generation, a DC-AC inverter is inserted at the
interface to convert the HVDC to standard AC, typically according to country specific stan-
dardization, 110, 220 or 380 V. In this solution, for optimum conversion efficiency, software
drives the system assuming that tracking of the source’s maximum power point is directly
implemented in the controller of each of the individual DC-DC converters. Thus, as seen in a
renewable energy production chain, the individual DC-DC converter integrated into the
power generator is one of the most important electronic elements. This converter must take
into account a set of characteristics and technological constraints related to the power deliv-
ered by the source, whether photovoltaic or other as:

The converter must be able to convert the energy to a range of input voltages between 12 and
60 V which is the upper limit of the no-load voltage for a panel of 60 cells, knowing that in the
load the MPP is around 30 V.

The output voltage provided by the converter must be able to reach 240VDC which represents
the limit set for this first converter version. An upcoming version should be proposed to have a
voltage output of 400 VDC and several kV.

The power to be converted must be greater than 150 W, corresponding to the panels available
in the laboratory.

The performance wished is 98%. This value is obviously an average limit, as inverter manu-
facturers advertise the performance of their devices for an optimal operating point.

The converter must be remotely controlled via a fieldbus.

It must be able to stop production in the event of a fault or a special order for the safety of the
installation or for maintenance.

Of all the constraints, it is possible to select three main that motivate our work and are causing
numerous research worldwide, that is to say, excellent performance, high voltage gain and a
small volume. Other constraints are added such as thermal, mechanical, but have not been
taken into account in this work which is mainly focused on the electronic properties of the
converter [4]. It should be noted that the aforementioned constraints related to the integration
of DC-DC converters in grid-connected electrical generators are specific to the power supply
system for power from sources energy renewable.

Energy Conversion - Current Technologies and Future Trends2

Nevertheless, most industrial applications require efficient DC-DC converters. As examples,
we can note the high intensity discharge ballasts for lamps used in automobile or the front
converter with two inputs (a main AC [AC] network and a battery to support DC power
supplies) to replace the common but complex emergency power supplies (UPS-uninterruptible
power supply) in the computer and telecommunications industries [5]. Nevertheless, for a
system of electricity generation from photovoltaic energy or another individual source, due to
the variable nature of the input power of the converter, and the almost constant high voltage
output hundred a set of additional features specific, necessary and are presented below.

Many works in the literature present these systems and we quote some important references
[6]. In order to overcome the drawbacks of basic converters which prove to be unsuitable for
photovoltaic energy production systems, as we have pointed out above, various authors,
taking into account the different specific constraints of this demand, present an investigation
on the many topologies of possible converters [7]. The solution considered simplest is com-
posed of several converters in cascade to obtain the desired gain [8]. Even if we do not take into
account synchronization problems inherent to active switches, this solution is not optimal from
an economic point of view and the losses by the multiplication of the components and the
overall efficiency of the converter low due to the number important components. In addition,
this solution does not meet the constraint of reduced size.

The solution considered, which will be described below, is to adjust the high voltage gain
(Step-Up), by choosing a suitable ratio of turns of a transformer or inductance coupled to an
independent converter [9]. Comparing with a base of transformer converters, a coupled induc-
tance converter in its basic configuration requires few components. Due to its less complicated
structure and the smaller, larger ripple of the primary winding current, it requires filtering of
input capacitance. This results in lower current stress and more conduction losses low. The
converters based on the coupled inductors technique allow the adjustment of the requested
voltage with respect to the input voltage by a judicious choice of the transformation ratio m
between the coils, which makes it possible to keep a cyclic ratio very near to 1/2, thus
guaranteeing an excellent internal energy transfer rate. Unfortunately, an increase in m results
in an increase in the trapped energy in the leakage inductances, and even for the low transfor-
mation ratios, the result is a degradation of the efficiency. In this converter topology, and in order
to achieve a high Step-Up gain, some authors propose efficient solutions resulting in modified
topologies obtained by increasing the complexity of the basic version in Figure 1 [10, 11].

In analyzing the performance of coupled-coupled transformers or converters, authors gener-
ally consider the coupling factor of windings to be a fixed value, theoretically equal to one. It
follows from the nonpractical validity of this hypothesis that in order to make DC-DC con-
verters effective, the current approach is often chosen, once again, to correct the defects by
adding modifications to the basic topology and adding electronic components of various pro-
tections [12]. In converters based on the transformer of Forward and the push-pull as described
[13–15], the transformer produces a lot of losses and the switches of these converters suffer
from high voltage spikes and high power dissipation caused by the leakage inductances, and
important currents.
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To avoid these disadvantages, some authors suggest the introduction of passive elements that
diode and capacitor which gives rise to many variants of Boost, Buck-Boost, with as a direct
consequence an increase in the cost due to a switch supplement of power, volume and complex-
ity [16]. For this reason and for all the aforementioned drawbacks of converter topologies, for PV
generator applications, coupled inductance converters are practical, even for transformer-based
converters, to reach the high voltage ratio and conserve a small volume. With this approach,
we complete the efficiency analysis proposed in this chapter and follow up on our previous
study of losse on the swith in the process on–off in the converter dedicated to converting energy
from photovoltaic sources. Analysis of the influence of leak inductances in the magnetic circuit
for direct magnetic coupling and limiting energy leakage by circuit recovery in the DC-DC
converter.

2. Analysis and calculation of leakage inductances

This type of calculation is difficult to carry out accurately, and only the finite element codes are
able to give an accurate result. In the vast majority of cases, however, such precision is not
useful and one can be content with an order of magnitude and sometimes even simply with a

Figure 1. Unbalanced and balanced switching converter. (a) Converter balanced of conventional, (b) converter of
equilibrium.
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sense of variation. For a transformer used with ETD ferrite core, where the best possible result
is sought, the finalization of a transformer can hardly be done until after experimentation,
rendering a “precise” calculation unattractive. It will place ourselves voluntarily in an elemen-
tary case, with the load to the reader to adapt it according to his needs. The configuration of
this work will be that of two concentric circular windings [17–19].

The principle of calculating the leakage inductances in a magnetic component comprising a
core can be explained from the section of Figure 2, corresponding to a transformer with two
concentric windings wound on the central core of a magnetic circuit with three branches and
separated by a layer of insulation.

In the hypothesis of a zero magnetizing current, the sum of the ampere-turns present in the
coils is zero. But if we choose any closed contour passing through the window, it immediately
appears that the application of Ampère’s theorem highlights the existence of a nonzero mag-
netic module excitation vector H. We can deduce that there is an electromagnetic energy stored
in the window through the relation:
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This energy corresponds by definition to field lines which do not enclose the entirety of the two
coils. It is actually a leak energy to which we can associate a leakage inductance. Volume “V”
of magnetic component we have shown that the product of the areas characterized the mag-
netic component.

Whatever the form of the component, it is necessary to retain the following first approximations:

The system is observed by freezing the currents (modules I1 and I2) in the coils.

Figure 2. Cutting of a magnetic component for the calculation of leakage inductances.
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The modulus H of the magnetic excitation is null (negligible) in the nucleus and, as a corollary,
the magnetizing current is zero.

The field lines in the window are perfectly rectilinear and orthogonal to the direction of
progression of the ampere-turns, noted overall N. I.

Ampere-turns are homogeneously distributed, continuous and unobtrusive in the section of
the windings.

Case of concentric windings: According to these hypotheses, in the diagram of Figure 3. The two
coils will have the same height h (the dimension of a height and the name of the average height
of the field lines: this quantity is available for a given kernel in the manufacturer’s documen-
tation), start and end rays respectively H depends only on r and is written:

H rð Þ ¼ N:I
h

(2)

This form results from the application of the Ampère theorem, by choosing a closed contour, of
any form in the nucleus since H is zero, and closing in the window in the direction of the field
lines. At the same time, we can represent, again in the case of Figure 3, the progression of N.I
and H as a function of r:

The progression of H in the window has the same form, taking into account the expression of
H(r) and the maximum value reached which is here N1.I1 = N2.I2.

The next problem is that of volume integration. It is clear that if the component does not show
a rough symmetry of revolution, H will become a two-dimensional or even three-dimensional
function, out of the context of a given section of the component. The calculation is imaginable,
but would lead to totally unworkable analytical expressions. We are therefore forced to limit
ourselves to magnetic structures presenting a quasi-symmetry of revolution. The so-called
potted nuclei correspond relatively well to this hypothesis.

It should be noted that the principles of calculation presented here are often used in cases
where there is a clear absence of any form of symmetry of revolution (structure in E for
example). If it seems that the application of the described method gives, in these latter cases,

Figure 3. Progression of ampere-turns and H(r) in the window.
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relatively correct results, the readers must be warned of the high level of approximation which
this assumes and which is justified only by experience. Caution is therefore required [18, 19].

If we return to the hypothesis of the symmetry of revolution evoked above and always within
the framework of our example, we can then express WEM in the form:

WEM ¼
ðr01

r0

μ0:H
2 rð Þ

2
:2π:h:r:dr (3)

As mentioned above, it can be identified with the energy stored in an overall leakage induc-
tance defined, as desired, with respect to the primary or secondary winding.

WEM ¼
ðr01

r0

μ0:H
2 rð Þ

2
:2π:h:r:dr ¼ 1

2
lf 12:I

2
1 ¼

1
2
lf 21:I

2
2 (4)

In the concentric windings structures, on each interval of the window, H is always propor-
tional to N1.I1 or N2.I2, depending on the chosen option. In the example of Figure 4, the H
expressions are:

To

r0 ≤ r ≤ r00

r00 ≤ r ≤ r1

r1 ≤ r ≤ r
0
1

H ¼ N1:I1: r00 � r
� �

h r00 � r0
� � ¼ N2:I2: r00 � r

� �

h r00 � r0
� �

H ¼ N1:I1
h

¼ N2:I2
h

H ¼ N1:I1: r01 � r
� �

h r01 � r1
� � ¼ N2:I2: r01 � r

� �

h r01 � r1
� �

8>>>>>>>>>><
>>>>>>>>>>:

(5)

We will then end up with general relations of the form:

Figure 4. Types with nested concentric windings.
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1
2
lf 12:I

2
1 ¼ π:μ0

N1:I1ð Þ2
h

ðr01

r0

X2 rð Þ:rdr (6)

1
2
lf 21:I

2
2 ¼ π:μ0

N2:I2ð Þ2
h

ðr01

r0

X2 rð Þ:rdr (7)

with X rð Þ ¼ h:H rð Þ
N1:I1

¼ h:H rð Þ
N2:I2

(8)

piecewise affine function from which we deduce:

lf 12 ¼ 2π:μ0
N2

1

h

ðr01

r0

X2 rð Þ:rdr (9)

lf 21 ¼ 2π:μ0
N2

2

h

ðr01

r0

X2 rð Þ:rdr (10)

At this level, one gets expressions that remain relatively heavy. A last approximation is
possible if the thickness of each winding is small in front of its mean radius. We can then
identify the surface element 2 μ.rdr at 2 μ.rBdr, where rB is the average radius of the consid-
ered winding (equivalent to an approximate integration by the method of the rectangles).

In the example studied, we obtain the following expression (case of lf 12):

lf 12 ¼ 2π:μ0
N2

1

h
r0 þ r00

2

ðr00

r0

X2 rð Þdrþ r00 þ r1
2

ðr1

r00

X2 rð Þdrþ r1 þ r01
2

ðr01

r1

X2 rð Þdr

2
64

3
75 (11)

with

X rð Þ ¼ r00 � r
r00 � r0

for the first fiddling

X rð Þ ¼ 1 for insulation

X rð Þ ¼ r01 � r
r01 � r1

for the second fiddling

8>>>>>><
>>>>>>:

(12)

The final result will be:

lf 12 ¼ π:μ0:N
2
1
r012þ 2r21 � 2r002� r20

3h
(13)

Case of lf 21:
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lf 21 ¼ π:μ0:N
2
2
r012þ 2r21 � 2r002� r20

3h
(14)

It would be really interesting to compare the theory with the case which concerns us concretely
to see above.

In this instance concentric coils nested Figure 5, the method is the same as for the analysis of
concentric windings. The final result will be:

lf 12 ¼ π:μ0:N
2
1
2 r21 þ r22 � r002� r012
� �þ r022� r20

12h
(15)

This simplification can be extended to any number of winding elements. In the case of the
parameters of the first and second coils, they are in fluence leakage inductance.

In the case of concentric windings nested with the four-part primary winding division,
Figure 5:

lf 12 ¼ 2π:μ0
N2

1

h
r0 þ r00

2

ðr00

r0

X2 rð Þdrþ r00 þ r1
2

ðr1

r00

X2 rð Þdrþ

8><
>:

þ r1 þ r01
2

ðr01

r1

X2 rð Þdrþ r2 þ r01
2

ðr2

r01

X2 rð Þdrþ

þ r02 þ r2
2

ðr02

r2

X2 rð Þdrþ r3 þ r02
2

ðr3

r02

X2 rð Þdrþ

þ r3 þ r03
2

ðr03

r3

X2 rð Þdrþ r03 þ r4
2

ðr4

r03

X2 rð Þdrþ r4 þ r04
2

ðr04

r4

X2 rð Þdr

9>=
>;

(16)

lf 12 ¼ π:μ0:N
2
1
2 r21 þ r22 þ r33 þ r24 � r002� r012� r022� r032
� �þ r042� r20

24h
(17)

Case of superimposed windings: The physical model of this structure is obtained in the same way
as previously. The flow model inside the core and the windings is derived using Ampere’s law
and the integration show path in Figure 6a. Field strength through the core and windings is
shown in Figure 6b. The sign of the intensity of the field determines the direction flows inside
the core and the windings. This at its turn determines the flow pattern within the structure
which is illustrated in Figure 6b.

In the case of superimposed components (Figure 6a), the method is identical, but the assump-
tions are different. The leakage inductances can be estimated and the calculation of the amount
of energy stored in each of the winding can be done by shorting the secondary “mathematically.”
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The field strength with the short-circuited secondary is similar to that of Figure 6b, with the
mutual flow reduced to about 0.

Compared to the previous case, the progression of Ampere-turns is done according to the
vertical axis. H now depends only on h. The expression of WEM becomes:

Figure 5. Types with nested concentric windings (winding primary four part).

Figure 6. Case of superimposed windings.
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WEM ¼
ðhT

0

μ0:H
2 hð Þ
2

:π r002� r20
� �

:dh (18)

We obtain:

WEM ¼
ðhT

0

μ0:H
2 hð Þ
2

:π r002� r20
� �

:dh ¼ 1
2
:lf 12:I

2
1 ¼

1
2
:lf 21:I

2
2 (19)

The calculation is then quite similar to the previous one, initially expressing H(h) on the
different zones.

In the concentric windings structures, on each interval of the window, H is always propor-
tional to N1I1 or N2I2, depending on the chosen option. In the example of Figure 6b, the
expressions of H are:

height h1 H ¼ N1:I1:h
h1 r00 � r0
� � ¼ N2:I2:h

h1 r00 � r0
� �

height h2 H ¼ N1:I1
r00 � r0
� � ¼ N2:I2

r00 � r0
� �

height h3 H ¼ N1:I1:h
h3 r00 � r0
� � ¼ N2:I2:h

h3 r00 � r0
� �

8>>>>>>>><
>>>>>>>>:

(20)

In the example studied, we obtain the following expression (case of lf 12):

lf 12 ¼ π:μ0:
N2

1

r00 � r0
� �2

ðh1

0

H2 hð Þ: r002� r20
� �

:dhþ
ðh2

0

H2 hð Þ: r002� r20
� �

:dhþ
ðh3

0

H2 hð Þ: r002� r20
� �

:dh

9=
;

8<
:

(21)

The final result will be:

lf 12 ¼ π:μ0:N
2
1:

r00 þ r0
� �

h1 þ 3h2 þ h3ð Þ
3 r00 � r0
� � (22)

This type of calculation, be it overlapping concentric overlapping or overlapping structures,
presents no particular difficulty but is not extremely light. We give the result for four typical
two-part superimposed overlapping windings with two-part primary winding division in
Figure 6, and superimposed overlapping windings with four-part primary winding splitting.
The method of analysis is the same as that of concentric windings. The final result will be:

lf 12 ¼ π:μ0:N
2
1:

r00 þ r0
� �

h1 þ 3h2 þ h3 þ 3h4 þ h5ð Þ
12 r00 � r0
� � (23)

The Solutions of DC-DC Converters for Renewable Energy System
http://dx.doi.org/10.5772/intechopen.78768

11



The field strength with the short-circuited secondary is similar to that of Figure 6b, with the
mutual flow reduced to about 0.

Compared to the previous case, the progression of Ampere-turns is done according to the
vertical axis. H now depends only on h. The expression of WEM becomes:

Figure 5. Types with nested concentric windings (winding primary four part).

Figure 6. Case of superimposed windings.

Energy Conversion - Current Technologies and Future Trends10

WEM ¼
ðhT

0

μ0:H
2 hð Þ
2

:π r002� r20
� �

:dh (18)

We obtain:

WEM ¼
ðhT

0

μ0:H
2 hð Þ
2

:π r002� r20
� �

:dh ¼ 1
2
:lf 12:I

2
1 ¼

1
2
:lf 21:I

2
2 (19)

The calculation is then quite similar to the previous one, initially expressing H(h) on the
different zones.

In the concentric windings structures, on each interval of the window, H is always propor-
tional to N1I1 or N2I2, depending on the chosen option. In the example of Figure 6b, the
expressions of H are:

height h1 H ¼ N1:I1:h
h1 r00 � r0
� � ¼ N2:I2:h

h1 r00 � r0
� �

height h2 H ¼ N1:I1
r00 � r0
� � ¼ N2:I2

r00 � r0
� �

height h3 H ¼ N1:I1:h
h3 r00 � r0
� � ¼ N2:I2:h

h3 r00 � r0
� �

8>>>>>>>><
>>>>>>>>:

(20)

In the example studied, we obtain the following expression (case of lf 12):

lf 12 ¼ π:μ0:
N2

1

r00 � r0
� �2

ðh1

0

H2 hð Þ: r002� r20
� �

:dhþ
ðh2

0

H2 hð Þ: r002� r20
� �

:dhþ
ðh3

0

H2 hð Þ: r002� r20
� �

:dh

9=
;

8<
:

(21)

The final result will be:

lf 12 ¼ π:μ0:N
2
1:

r00 þ r0
� �

h1 þ 3h2 þ h3ð Þ
3 r00 � r0
� � (22)
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two-part superimposed overlapping windings with two-part primary winding division in
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In the case of nested concentric windings with four-part primary winding division:

lf 12 ¼ π:μ0:N
2
1:

r00 þ r0
� �

h1 þ 3h2 þ h3 þ 3h4 þ h5 þ 3h6 þ h7 þ 3h8 þ h9ð Þ
24 r00 � r0
� � (24)

The final comparison with the theoretical calculations will follow to confirm the veracity of the
theoretical approach with the experience of measurement.

In order to accurately predict the behavior of the converter, a preliminary measurement of the
transformer coupling coefficient is necessary. The method used to determine the inductance of
the two inductance coils consists of two sequential measurements on the basis of taking into
account the additive and subtractive contribution of the magnetic flux of the inductor wind-
ings connected in series. So, we obtained two inductor values, named respectively L12M and
L12m defined by

L12M ¼ L1 þ L2 þ 2M (25)

L12m ¼ L1 þ L2 (26)

With:

L12M: the measurement of the series inductance with the opposite direction windings.

L12m: the series measurement with the same direction windings.

Thus, it is possible to deduce the value of M representing the coupling inductance

M ¼ L12M � L12m
4

(27)

In carrying out our experiments L12M ¼ 168mH and L12m ¼ 75mH. So, we deduce the value of
M = 23.25 mH representing a coupling factor k given by the classical formula:

k ¼ Mffiffiffiffiffiffiffiffiffiffiffi
L1:L2

p ¼ 0, 981 (28)

This high value of k corresponds to a transformer quality and allows a good performance of
the converter.

According to magnetic circuit EDT54 in the transformer (the inductance L1 ¼ 31:6mH
measured; N1 ¼ 32spires) and Eq. (24) we gave factor k calculated such that:

lf 12�calculate ¼ 0, 812mH

kcaculate ≃ 0:987

It is easy to see that the total leakage inductance brought back to the primary is reduced in the
concentric coils and superimposed coils. This technique is one that is commonly used in energy
conversion in DC-DC converters to reduce the leakage inductance and thus extend the
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bandwidth to high frequencies. In practice, we will meet from two to four interlacing, larger
numbers posing major problems of realization. It is of course also possible to reduce the
leakage inductance by decreasing the number of turns of the windings, which is possible if
the permeability of the core is increased. This generally requires the use of nickel alloys,
permalloys and derivatives or mumetal. The extra cost generated by these materials makes it
possible to justify this technique only for link transformers and for realizations the cost price of
which does not count for very little. Still for the link transformers, and in some output trans-
formers, it is possible to use multi-wire windings wound together, which further improve the
primary-secondary coupling but having the defect of a low electrical isolation. Very careful
achievements can achieve a high cut of (30–100) kHz.

3. Solution for DC-DC Flyback converter

3.1. Flyback converter with nonlinear magnetic coupling

When the switch is conducting, the energy is stored in the primary inductance as well as in the
corresponding leakage inductance. The leakage flux associated with the leakage inductance of
the primary winding is not transferred to the secondary winding, and it is therefore necessary
to manage the energy associated with this leakage flow either by dissipating it in an external
circuit (known as damping), or by recycling it. Unless this energy finds a path, it will occur at a
peak voltage across the windings that could destroy the switching circuit (see Figure 7). The
greater the leakage inductance of all transformer isolated DC-DC converters can lead to ring,
an increase in voltage constraints, and an increase in power loss, resulting in a significant
degradation of the performance of the circuit.

Figure 7 shows a practical Flyback converter modeled. The solution for the recovery circuit
consists of a fast recovering series diode in the output winding with a combination of a

Figure 7. Basic diagram of a Flyback converter with leakage inductance in the transformer.
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damping capacitor and a parallel resistor [13, 20] making load for the simulation. The current
of the primary winding of leakage inductance has a low impedance path during the conduc-
tion of M1. It can be seen that at the end of the conduction of the diode D1, the voltage across
the output filter capacitor will be at the higher potential. To check for excessive build-up
voltage across the damping capacitor a resistor is placed across. According to the equilibrium
state of this resistor is intended to dissipate the leakage flux energy.

The waveforms described above are only valid if all components are considered perfect. In fact,
one can observe an overvoltage when opening the transistor operating as a controlled switch.
This overvoltage comes from the energy stored in the leakage inductance Lf at the primary of
the transformer. The energy it contains at the time of opening of the transistor cannot be
transferred to the secondary. The evacuation of the energy stored in this parasitic inductance
will be transferred to the parasitic capacitances of the transistor and the primary of the
transformer by creating an overvoltage at the terminals of the transistor. As the primary has
an inductive impedance, the cancelation of the current passing through the switch cannot be
done under a zero voltage, so it will generate switching losses The effects damaging these
overvoltages are detrimental to the transistor and therefore require the addition of switching
assistance circuits. There is also secondary leakage inductance. This inductance will also cause
losses and decrease the energy supplied by the power supply to the load. In the case of power
supply having multiple outputs, secondary leakage inductances will create different losses on
each of the outputs.

In this case, however, the locking of the switch interrupts the current through the leakage
inductance of the transformer, and this will produce a voltage spike on the drain of MOSFET.
The inductance will then resonate with the parasitic capacitances of the circuit, producing a
high frequency high frequency wave as shown in Figures 8 and 9. On the Flyback primary, the
measured leakage inductance resonates with the primary capacitances.

Many application and design notes ignore the resonance and make the converter work without
addressing the issue. There are two problems related to resonance phenomena: first, the
voltage, when excessive on the MOSFET drain, can cause the entail breaking of the transistor,
and finally the failure of the device. Secondly, the resonance energy will be radiated and

Figure 8. Simulation of the voltages obtained on a fly-back with a non-ideal transformer. The output voltage remains
close to that on the transistor.
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conducted everywhere in the power supply, load, and electronic control system, which creates
noise problems and even random errors or failures in the logic part. Therefore, the frequency of
the resonance will appear as a peak in the IEM spectrum and will be propagated in both
“radiated” and “led” modes.

3.2. Flyback converter with recovery stage

Figure 10 shows the Flyback converter with the recovery stage (F-RS converter), the F-RS
converter scheme in Figure 10 shows the two main active inductors, L8, L9 and the two
additional leakage inductors, constituted by a diode D5 in series, and a capacitor in parallel,

Figure 9. The current passed primary and secondary transformer inductance obtained modeling modeled with leakage
inductance.

Figure 10. Model diagram for the simulation of the F-RS converter.
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inserted between the two coupled inductance coils. Finally, the principle of the F-RS converter
is based on an Flyback converter, voltage step-up base arrangement as described above, a
recovery stage, and a second output amplifier stage. This recovery step should recover all
normally lost energies in the standard basic MCB structure. This recovery step should recover
all normally lost energies in the standard basic Flyback structure. In fact, even if the energy lost
in the leakage inductances is only a small but significant percentage of the total transferred
energy, this energy must be recycled during the shutdown time when there is an increase in
efficiency overall conversion.

In this converter principle, the capacitor C is charged by the recovery energy initially stored in
the leakage inductance coil L8 via the diode D5. It remains to ensure that the recovered leakage
energy stored in the first pulse is not too large to cause a local increase of the voltage VC14,
which limits the voltage across the switch, Vds below an acceptable value.

We performed simulations of the MCB-RS converter under OrCad software. Magnetic cou-
pling was deliberately chosen at a low value (k = 0.8) for the purpose of highlighting the effect
of magnetic leakage. The transformation ratio was chosen as m = 20 in accordance with the
prototype F-RS converter developed in our laboratory and previously tested in photovoltaic
energy conversion [21]. The value of the capacitor must provide a quasi-constant value of VC14

throughout the cycle, while offering the possibility of accepting relatively fast variations of the
voltage across it. For this reason, in this simulation, the capacitor C is chosen with a low value
equal to 2 μF. Finally, to comply with a high power of the studied system, the voltage of the
bus HVDC was set at (200–400)V.

Figure 10 shows the electrical diagram, developed under OrCad, of a Flyback F-RS type
matching stage inserted between a PV and an HVDC bus. In the simulation diagram are given
the values of the parameters. To provide a means for displaying the progress when the effect of
the transformer leakage inductance to the transistor parameters M2. Furthermore, the recovery
of the stage voltage RS of this converter is also shown. It can be seen that the magnetic
coupling has deliberately been chosen at a low value (k = 0.8) that the transformation ratio is
m = 20 to comply with the PV panels for increasing the output voltage).

The results of the simulation of the different voltages in the converter, the output of VD6, on the
capacitor VC14, and on the switch Vds of the M2 in Figure 11. If these transient phenomena are
considered negligible, one can idealize these variations of the main current inside F-RS con-
verter as the linear ones. In spite of a converter considered with a low value of the coupling
coefficient, which in the general high voltage Flyback converter can also be seen in Figure 11
that the voltage is the VC14 trend across the capacitor C14 is stable throughout the cycle, a value
of approximately VC14 = 125 V. A positive consequence is that the switching voltage, Vds, does
not exceed the damage threshold value of the MOSFET IRF140 chosen for these simulations.

During the time has pulse to M2, we can observe parasitic pseudo oscillations on VD6 in
Figure 11. During the entire duration of this mode, the diode D6 is blocked and, consequently,
the secondary stage of the converter is in an open circuit state. With this time in state, at a
primary voltage corresponds a secondary voltage proportional to the transformation ratio m,
which comes into resonance due to the parasitic capacitance of D6. The influence of the
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capacitance and values of the coupling coefficient on the shape of the different converter
voltages is also highlighted in Figure 11. For the selected low value of the intermediate storage
capacity, C14 = 2 μF, associated with the small chosen value of the coupling factor k = 0.8, we
can observe during all the stopping state (time no pulse) a slight ripple of the voltage VC14

around its average value (equal to 125 V in this application). This ripple is due to the transfer of
the leakage energy during the turn-off time of the switch. On the other hand, at the beginning
of the off state mode of the switch, a transient voltage appears on Vds, followed during the
intermediate mode by a huge decrease to zero. Finally (time not pulse), the time main starts
with high frequency ripples due to resonance phenomena between the primary inductance
and the parasitic capacitances.

Now, we compare the transition from opening to closing at switching time, namely the
transition between the two modes, for the basic Flyback and the F-RS converters. We note that
during this transition in the Flyback basic system, a very high voltage pulse is applied to the
switch. Whereas, in an F-RS, this pulse is immediately transferred via the diode D5 to the
recovery capacitor once it reaches a determined threshold value as a function of the capacitor
itself, and therefore of VC14, and all other parameters system. As we can see in the above
presentation for the fixed experimental parameters selected for this simulation to explain the
different modes of the F-RS converter, all these parameters, such as component values, cyclic,
transformation ratio and coupling factor, have a huge interdependent influence on the overall
behavior of the converter.

Figure 11. Simulation of the main voltage VD6, VC14, and Vds in the F-RS.
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4. Conclusion

In this chapter, we presented a specific analysis and calculation leakage inductor in the trans-
former of individual DC-DC magnetically coupled converters for use in a renewable energy
conversion system, including anHVDC bus converter. The DC-DC converter with a high voltage
ratio and used upstream, just behind the power source: PV, wind turbine, compressed air storage
generator. This solution makes it possible to reduce the voltage Vds applied to the MOSFET
transistor. We have shown that in an F-RS converter, even with a low value of the coupling
factor, a lower voltage is applied to the transistor which can then be selected from a family of
components having a lowmaximum voltage Vdsmax with a Rdson accordingly low. This choice
will increase the performance of the converters. In addition, the energy transfer is improved by a
better balance of the service cycle, which is an additional factor of a better efficiency.
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Abstract

Owing to diverse photovoltaic technology and dynamic nature of meteorological data, a
number of factors affect the performance of photovoltaic systems. The highly efficient
concentrated photovoltaic (CPV) system can only respond to beam radiations of solar
energy, unlike stationary silicon-based conventional photovoltaic (PV) panels. The avail-
ability of solar energy, and share of beam/diffuse radiations, varies from region to region,
depending upon weather conditions. However, the rated performance as instantaneous
maximum efficiency at STC (standard testing conditions) or NOCT (nominal operating
cell temperature) in the laboratory, does not depict the true system performance under
changing field conditions. The energy planners are interested in actual field performance,
in terms of total delivered energy. Therefore, despite highest efficiency, CPV installations
seem to be limited to desert regions, with high beam radiations availability and favorable
working conditions. In this chapter, the performance potential and feasibility of CPV
system is reported for long term operation in tropical weather conditions, in terms of
proposed electrical rating parameter, giving total energy delivered as kWh/m2.year. From
1-year field operation of two in-house built CPV units, electrical rating of 240.2 kWh/m2.
year is recorded for CPV operation in Singapore, the first ever reported CPV performance
in this region, which is two folds higher than the stationary PV.

Keywords: electrical rating, CPV, concentrated photovoltaic, long term performance,
solar tracker, MJC

1. Introduction

For the sustainable future environment, the renewable energy sources have been hailed as
promising solution for primary energy supply. The rise in the global temperature can be
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expected to reach to an alarming level if the dependency on fossil fuels is unabated [1–5]. Solar
energy is believed to be the only renewable energy source with highest energy potential
among all energy sources, which is many time than the global energy demand [6, 7]. However,
to solar energy useful energy, photovoltaic systems provide the simplest configuration to
produce electricity by the direct utilization of solar radiations [8–10].

The photovoltaic market is having a huge diversity of photovoltaic technology which is rang-
ing from simple single junction, non-concentrating, stationary flat plate panels, to advanced,
multi-junction cell based concentrated photovoltaic systems. Such diversity depicts many
different system configurations with different working conditions and parameters. The third
generation multi-junction solar cell (MJC) concentrated photovoltaic (CPV) system provide
highly efficient photovoltaic technology, available hitherto [11]. As we know, solar energy
consists of two type of radiations i.e. beam and diffuse. Concentrated photovoltaic system
relies onto low cost solar concentrators which can only respond and concentrate solar beam
radiations [12] onto the smaller area of solar cell, unlike flat plate PV panels which can respond
to both beam and diffuse part of solar radiations. The share of beam radiations in coming
energy depends upon the sky conditions and the local climate. As solar concentrators can only
respond to beam radiations, therefore, the conventional CPV systems were designed as gigan-
tic unit which huge solar tracking unit, to be installed in the open desert regions. The main
reason for such desert region design and application, was due to the clear sky condition with
high beam share which is ideal for CPV.

The manufactures of PVand CPV system only furnish the catalogues of such systemwith rated
and maximum capacity. Such rated performances are measured under controlled laboratory
conditions and at certain optimum energy input. The standard testing procedure for such
rated performance measurements are carried out under STC (Standard Testing Conditions,
IEC 60904-3) parameters or NOCT (Nominal Operating Cell Temperature, IEC 61215 and IEC
61646) conditions [13]. Such laboratory testing conditions are totally different that the actual
field operating conditions [14, 15]. The field conditions fluctuate throughout the day with
different intensities. There are three factors responsible for such fluctuating field conditions.
Firstly, the share of beam and diffuse radiations in the received solar energy is changing
throughout the day, due to clod cover and changing sun position. Secondly, the cell operating
temperature changes drastically throughout the operation due to daily and seasonal change in
ambient temperature. Thirdly, the dust particles present in the air [16] and the dust storms
reduce the incoming solar radiations thereby, affecting the performance output of photovoltaic
modules. However, the customers and plat designers are interested in the actual output of the
system which can be obtained during their filed operation and life period. Therefore, the rated
performance of CPV and PV systems, available in the overwhelming catalogues of manufac-
turers, does not reflect the true performance of the system as the rated conditions are far
different than the actual conditions [17, 18].

In addition, every system requires different operating conditions. Therefore, despite being
highly efficient photovoltaic technology, concentrated photovoltaic (CPV) are only targeted to
be installed in open desert regions due to favorable conditions as due to clear sky, these regions
have high beam radiation share in solar energy and CPV can only respond to beam radiations.
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Therefore, it can be understood that the feasibility and potential of a system cannot be judged
by rated performance parameters and conditions. The real field output of the system must the
real performance indicator of the system and to be used by the plant designers and the
customers. Therefore, this chapter introduces the long term electrical rating as true perfor-
mance parameter of Photovoltaic system. In addition, the real field performance data of CPV
and conventional PV systems is also presented, for tropical weather condition, to compare and
analyze the performance under different scenarios of electrical rating method.

2. Development of CPV system

In order to investigate the performance of the CPV system, two CPV units, one with double
reflective cassegrain based concentrating assembly and other with Fresnel lens based concen-
trating assembly, were developed with two axis solar tracker.

Figure 1 shows the schematic and the concentrating assembly arrangement of the two developed
CPV systems for current study. The CPV unit shown in Figure 1(a), named as mini dish CPV
unit, is using cassegrain arrangement of parabolic and hyperbolic reflectors, for double stage
concentration. The other CPV unit, named as Fresnel lens CPV unit, as shown in Figure 1(b),
is designed for single stage concentration by using Fresnel lens as solar concentrator. In both
designs, the solar radiations are concentrated at the inlet of glass homogeniser, which further
guides and uniformly distributes the solar radiations onto multi-junction solar cell (MJC),
placed at the outlet aperture of the glass homogeniser. The back side of the MJC is attached
to heat spreader and heat sink, for heat rejection, in order to keep cell temperature within the
operational range. For Fresnel lens based CPV unit, the glass homogeniser is place at the focal
point of the Fresnel lens. While for mini dish CPV unit, primary parabolic reflector first try to
concentrate solar radiations at its focal point f1, however, due to secondary hyperbolic reflec-
tor, the solar radiations are again reflected to be focused at its focal point f2, where glass
homogenizer is placed.

The specifications andmaterials of the developed CPV prototypes are also shown in Figure 1 [12].
The concentrated light spot that can be seen at center of the glass homogenizer, verifies the perfect
design of the concentrating assemblies. Both CPV modules are mounted onto the aluminum
frame of two axis solar tracker, controlled by atmega128 microcontroller. The developed CPV
systems have acceptance angle of 0.3–0.4� for mini dish and 0.6–0.7� for Fresnel Lens CPVunit.
The control box of the two axis solar tracker, as shown in Figure 1, is based upon AVR
ATmega128 microcontroller which is connected to two stepper motor drivers, power supply
and GPS module. The developed two axis solar tracker works on a hybrid tracking algorithm,
astronomical and optical tracking. At first, astronomical tracking is executed according to
azimuth and zenith angles computed through solar geometry, as explained in [19]. For astro-
nomical tracking to compute azimuth and zenith angles, data regarding local latitude, longi-
tude, date and time, is received through GPS. The calculated azimuth and zenith angles are
then compared with the actual position of the tracker, with reference to north or south plane
and horizontal plane. If the difference is more than the required tracking accuracy i.e. 0.1� then
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reason for such desert region design and application, was due to the clear sky condition with
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61646) conditions [13]. Such laboratory testing conditions are totally different that the actual
field operating conditions [14, 15]. The field conditions fluctuate throughout the day with
different intensities. There are three factors responsible for such fluctuating field conditions.
Firstly, the share of beam and diffuse radiations in the received solar energy is changing
throughout the day, due to clod cover and changing sun position. Secondly, the cell operating
temperature changes drastically throughout the operation due to daily and seasonal change in
ambient temperature. Thirdly, the dust particles present in the air [16] and the dust storms
reduce the incoming solar radiations thereby, affecting the performance output of photovoltaic
modules. However, the customers and plat designers are interested in the actual output of the
system which can be obtained during their filed operation and life period. Therefore, the rated
performance of CPV and PV systems, available in the overwhelming catalogues of manufac-
turers, does not reflect the true performance of the system as the rated conditions are far
different than the actual conditions [17, 18].

In addition, every system requires different operating conditions. Therefore, despite being
highly efficient photovoltaic technology, concentrated photovoltaic (CPV) are only targeted to
be installed in open desert regions due to favorable conditions as due to clear sky, these regions
have high beam radiation share in solar energy and CPV can only respond to beam radiations.
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mance parameter of Photovoltaic system. In addition, the real field performance data of CPV
and conventional PV systems is also presented, for tropical weather condition, to compare and
analyze the performance under different scenarios of electrical rating method.

2. Development of CPV system

In order to investigate the performance of the CPV system, two CPV units, one with double
reflective cassegrain based concentrating assembly and other with Fresnel lens based concen-
trating assembly, were developed with two axis solar tracker.

Figure 1 shows the schematic and the concentrating assembly arrangement of the two developed
CPV systems for current study. The CPV unit shown in Figure 1(a), named as mini dish CPV
unit, is using cassegrain arrangement of parabolic and hyperbolic reflectors, for double stage
concentration. The other CPV unit, named as Fresnel lens CPV unit, as shown in Figure 1(b),
is designed for single stage concentration by using Fresnel lens as solar concentrator. In both
designs, the solar radiations are concentrated at the inlet of glass homogeniser, which further
guides and uniformly distributes the solar radiations onto multi-junction solar cell (MJC),
placed at the outlet aperture of the glass homogeniser. The back side of the MJC is attached
to heat spreader and heat sink, for heat rejection, in order to keep cell temperature within the
operational range. For Fresnel lens based CPV unit, the glass homogeniser is place at the focal
point of the Fresnel lens. While for mini dish CPV unit, primary parabolic reflector first try to
concentrate solar radiations at its focal point f1, however, due to secondary hyperbolic reflec-
tor, the solar radiations are again reflected to be focused at its focal point f2, where glass
homogenizer is placed.

The specifications andmaterials of the developed CPV prototypes are also shown in Figure 1 [12].
The concentrated light spot that can be seen at center of the glass homogenizer, verifies the perfect
design of the concentrating assemblies. Both CPV modules are mounted onto the aluminum
frame of two axis solar tracker, controlled by atmega128 microcontroller. The developed CPV
systems have acceptance angle of 0.3–0.4� for mini dish and 0.6–0.7� for Fresnel Lens CPVunit.
The control box of the two axis solar tracker, as shown in Figure 1, is based upon AVR
ATmega128 microcontroller which is connected to two stepper motor drivers, power supply
and GPS module. The developed two axis solar tracker works on a hybrid tracking algorithm,
astronomical and optical tracking. At first, astronomical tracking is executed according to
azimuth and zenith angles computed through solar geometry, as explained in [19]. For astro-
nomical tracking to compute azimuth and zenith angles, data regarding local latitude, longi-
tude, date and time, is received through GPS. The calculated azimuth and zenith angles are
then compared with the actual position of the tracker, with reference to north or south plane
and horizontal plane. If the difference is more than the required tracking accuracy i.e. 0.1� then
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the tracker is moved accordingly otherwise it remains stationary. The tracking algorithm and
tracking path are shown in Figure 2. According to the tracking path, the solar tracker is always
kept within the tracking accuracy of �0.1�. When astronomical tracking method completes,
feedback from the solar tracking sensor is obtained based upon the actual position of sun, with
sensitivity of 0.1�. The solar tracking sensor consists of an array of photo-sensors and if
feedback from any of the photo-sensor is high, then tracker is adjusted accordingly otherwise
it remains stationary, depicting tracker is accurately facing the sun. This tracking algorithm
loop then starts again from the astronomical tracking.

To verify reliability and accuracy of the astronomical tracking algorithm, the calculated azi-
muth and zenith angles were compared with the azimuth and zenith angles data, obtained
from Astronomical Applications Department of the U.S. Naval Observatory for January 1,

Figure 1. Developed prototypes of CPV system (a) mini dish CPV unit and (b) Fresnel lens CPV unit.
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2015 [20] with latitude of 1.299�N and longitude of 103.771�E (for NUS EA-building). The
comparison of the tracking angles is shown in Figure 3, for which calculated and obtained
azimuth and zenith angle lines are overlapping. The difference in tracking angles is not more
than 0.25 and 0.4 for azimuth and zenith angles respectively. This difference is within the
acceptance angles of both of the CPV units and can be handled through solar tracking sensor.

3. Testing methodology

In order to analyze the actual field performance of the CPV system and to compare it with the
conventional stationary PV, irrespective of their operating conditions, total energy output of
the system for long term period of operation is taken as the common reference to compare the

Figure 2. Hybrid tracking algorithm.

Figure 3. Comparison of calculated and actual (a) azimuth (b) zenith angles.
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performance and feasibility of the photovoltaic technologies. For this purpose, an electrical
rating parameter is proposed and used to demonstrate the long term performance of the
photovoltaic system in terms of total energy output, expressed in kWh/m2.year. The main
significance of comparison over total energy output, instead of instantaneous efficiency, is that
it accommodates all of the effects of system operating condition, configuration and efficiency,
and it is the main parameter of interest for the customers from any power plant. In addition,
the normalization of energy output over per m2 area will help plant designers to determine the
size of the plant as per required energy requirements. Furthermore, the consideration of long
term performance comparison is to mitigate the effect of solar intermittency and weather
condition as the average annual solar insolation and weather condition remain same.
In current study, the system testing is carried out in tropical weather of Singapore, for 1 year
from September, 2014 to August, 2015. Complete detail regarding the methodology of exper-
iment and the calculation of electrical rating and its associated parameters, is discussed further
in this section.

3.1. System description

The CPV system analysis is based upon the electrical power output, calculated from CPV
current and voltage output through maximum power point tracking (MPPT). The CPV units
were operated for whole day, from sun rise to sunset and the power output from the systems
was recorded through Agilent data logger at an interval of 1sec. The solar energy input data of
direct normal irradiance (DNI) was collected by using Pyrheliometer. The system description
of current experimental setup is shown in Figure 4. To analyze the recorded data, the power
output from the system and solar energy received were integrated over the whole day period
by using OriginPro software, to obtain the total energy input and output of the system.

Figure 4. Experimental setup description of CPV system [12].
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3.2. Electrical rating

To investigate short and long term performance of CPV system, monthly and overall electrical
rating can be determined by using Eqs. (1) and (2).

Monthly Electrical Rating, Re,m ¼
Xn
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where ‘n’ represent the maximum number of days, for that particular month, and ‘m’ repre-
sents the overall total number of days for which the experiment was performed and data was
recorded. The parameter ‘E’ represents the daily total electrical energy output of the CPV
system, given by Eq. (3). Similarly, daily total solar energy received by CPV system is given
by Eq. (4).

3.3. Daily electrical energy output and solar insolation
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where ‘VCPV’ and ‘ICPV’ are voltage and current of the CPV units at maximum power point,
obtained from multi-junction solar cells, AC is the area of concentrator and ‘Ir’ represents the
DNI received in W/m2. The parameter ‘t’ represents the time of operation in seconds for that
particular day and ‘S’ is scanning interval between two recordings, which is 1sec for current
study.

3.4. System average DNI efficiency

Based upon the total daily energy input and output of the CPV system, daily, monthly and
overall average efficiency of the system are given by Eqs. (5)–(7).

Daily Averge DNI Efficiency ¼ E
Dm

� 100 %ð Þ (5)

Monthly Averge DNI Efficiency ¼
Pn

j¼1 EiPn
j¼1 Dm

� 100 %ð Þ (6)
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obtained from multi-junction solar cells, AC is the area of concentrator and ‘Ir’ represents the
DNI received in W/m2. The parameter ‘t’ represents the time of operation in seconds for that
particular day and ‘S’ is scanning interval between two recordings, which is 1sec for current
study.

3.4. System average DNI efficiency

Based upon the total daily energy input and output of the CPV system, daily, monthly and
overall average efficiency of the system are given by Eqs. (5)–(7).

Daily Averge DNI Efficiency ¼ E
Dm

� 100 %ð Þ (5)
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Electrical Rating—Long-Term Performance Potential of Photovoltaic Systems
http://dx.doi.org/10.5772/intechopen.78952

27



Overall Averge DNI Efficiency ¼
Pm

j¼1 EiPm
j¼1 Dm

� 100 %ð Þ (7)

3.5. System average GHI efficiency

As CPV system can only accept beam radiations of solar energy, so the average efficiency
mentioned above is based upon the DNI input. In order to have comparison with the conven-
tional stationary PV system, average efficiency based upon the global horizontal irradiance
(GHI) is given by Eq. (8).

Overall Averge GHI Efficiency ¼
Pm

j¼1 EiPm
j¼1 GHI

� 100 %ð Þ (8)

3.6. Percentage share of beam radiations

The percentage share of beam radiations received against global irradiance is given by Eq. (9).

DNI Share ¼
Pn

j¼1 DmPn
j¼1 GHI

� 100 %ð Þ (9)

3.7. CO2 emissions saving

In addition, CO2 emissions saving for each kWh electric produced, can also be computed by
using the carbon emission factor provided by International Energy Agency (IEA) and is given
by (10):

CO2 Emissions Saving ¼ Re � 0:635
kg

m2: year

� �
(10)

where 0.635 CO2 tons/MWhe is the value for crude oil taken from International Energy Agency
(IEA) [21], for calculations in current chapter. The value of CO2 emissions saving depends
upon the carbon emission factor which is different for different fuels and depends upon their
calorific values.

4. Maximum performance characteristics of systems under comparison

In this section, the characteristics, maximum performance rating and installed location of the
systems under comparison is described. Table 1 shows the maximum performance rating of
the used multi-junction solar cell, by Arima Photovoltaic and Optical Co., and the developed
CPV Units. The maximum efficiency of both CPV systems is based upon the real field testing at
EA-Building NUS Singapore and the performance graphs with back plate or heat sink temper-
ature, during testing, are shown in Figures 5 and 6.

Energy Conversion - Current Technologies and Future Trends28

It can be seen that the Maximum efficiency of Fresnel lens CPV unit is same as commercial
CPV systems i.e. 28%. For both CPV prototypes, same type of multi-junction solar cell is used.
However, lower conversion efficiency of mini dish CPV unit is due to aluminum reflecting
coating on both reflectors, which had lower reflectance due to surface imperfections, causing

Sr. no. Photovoltaic technology Performance

1 Multi-junction solar cell
(InGaP/InGaAs/Ge)

Concentration ratio = 500 Efficiency = 39.5% @ 25�C cell temperature

Efficiency = 35.2% @ 90�C cell temperature

Concentration ratio = 100 Efficiency = 38.5% @ 25�C cell temperature

Efficiency = 33.6% @ 90�C cell temperature

2 Fresnel lens CPV unit Geometric concentration ratio = 476 Maximum module efficiency = 28%
Tested at NUS EA-building rooftop

3 Mini dish CPV unit Geometric concentration ratio = 492 Maximum module efficiency = 18%
Tested at NUS EA-building rooftop

Table 1. Maximum performance rating of multi-junction solar cell and developed CPVs [12].

Figure 5. Mini dish CPV system performance. (a) Test 1 and (b) Test 2 [12].

Figure 6. Fresnel lens CPV system performance. (a) Test 1 and (b) Test 2 [12].
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lower optical efficiency of the mini dish concentrating assembly. The reason for testing the CPV
efficiency at different time zones, is to show the effect of temperature on the system perfor-
mance. It is evident from the Figures 5 and 6 that the CPV efficiency is decreasing with
increase in the heat sink temperature in the noon time, due to higher DNI received.

In order to show the feasibility and the potential of CPV system operation in tropical region,
the performance of the CPV units is compared with the other conventional stationary PV
system installed in Singapore, shown in Figure 7. The details of these PV units regarding their
maximum rating, the cell type and the installed location, are given in Table 2.

5. Results and discussion

The field operating conditions in form of daily average ambient temperature and the solar
energy input as direct normal irradiance (DNI) and global horizontal irradiance (GHI), are
shown in Figure 8 for the period of 1 year. The presented DNI data is the actual recorded
measurements taken at the rooftop of NUS EA-building, Singapore with an interval of 1 s. The
data was recorded for 1-year period from September 2014 to August 2015. The GHI and the
daily average ambient temperature data were obtained from National Environment Agency
(NEA) Singapore [26], for 3-year period from 2012 to 2014. However, the presented data is the
3-year average value for GHI and ambient temperature. From Figure 8, it can be seen that the

Figure 7. Conventional monocrystalline, polycrystalline and thin film (CIS) PV systems at CITI (BCA), Singapore [22].

Sr. no. Photovoltaic technology Performance Location

1 Mono-crystalline (16.86 m2) 17.2% @ STC [23] CITI (BCA), Singapore.

2 Poly-crystalline (19.4 m2) 16.2% @ STC [24]

3 Thin film (CIS) (21.27 m2) 17% @ STC [25]

Table 2. Performance characteristics of conventional PV systems at CITI (BCA), Singapore.
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longer sunshine period is observed for the month with larger amount of received solar energy.
For March, the received GHI in kWh/m2/day is highest with longest sunshine period. On the
other hand, for the rainy season period of November and December, the lowest amount of
solar energy was received, for tropical weather of Singapore.

The field performance potential of developed CPV systems in form of monthly average DNI
efficiency and monthly electrical rating, against percentage of DNI share in total received solar
energy, is shown in Figure 9. At first glance, it can be seen that the monthly average electrical
rating is proportional to the direct normal irradiance share. For May and June, it can be ordered
that the highest electrical rating value was recorded as 297.6 and 296.2 kWh/m2.year for Fresnel
Lens CPV system and 235 and 227.2 kWh/m2.year for mini dish CPV system, respectively. It’s
due to larger share DNI in received solar radiations. On the other hand, for November and
December, very poor output was recorded from both CPV systems due to low DNI availability.
It is important to mention here that the main reason for higher electrical rating of Fresnel lens
than the mini dish CPV, is due to its higher system efficiency as explained in Figure 5. The
monthly average efficiencies of 22 and 16% were recorded for Fresnel lens and mini dish CPV
systems, respectively. The highest efficiency was recorded for February, which is due to the
longest sunshine duration and lowest ambient; the favorable conditions for CPV system.

In order to compare the field performance of CPV system with conventional flat plate PV
panels, in tropical urban region, the electrical rating is presented for both developed CPV
systems and three PV system, based upon single junction solar cells, installed at the rooftop
of CITI (BCA), Singapore [27]. The yearly performance data is shown in Figure 10. The Fresnel
lens CPV system showed the highest electrical rating of 240.21 kWh/m2.year which is about 2
folds higher than the conventional PV systems. The annual average efficiency of 22% was also
recorded during 1-year operation. Such long term efficiency includes all of the performance
affecting parameters and that is why, it provide most meaningful and reliable performance

Figure 8. Monthly average values of solar irradiance (Global and DNI) and sunshine duration data per day [12].
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indicating parameter for photovoltaic systems, as compared to the instantaneous rated effi-
ciency. It is important to mention here that the CPV system showed twice the power output
than the conventional PV system, indicating the superiority and feasibility of CPV technology
even in tropical region, other than the open desert fields.

So far, the presented efficiency of CPV system is based upon direct normal irradiance (DNI) as
solar energy input. Because concentrated photovoltaic (CPV) system can only respond to beam
radiations of solar energy. This means that another big portion of solar energy in form of diffuse
radiations, which is very high in tropical climates, is not considered in the efficiency calculations
of CPV as solar energy input. However, conventional PV systems can respond to both, beam
and diffuse radiations. Therefore, in order to compare the performance of CPV with conven-
tional PV, diffuse radians must also be considered as solar energy input. For such scenario,
based upon global horizontal irradiance, the GHI efficiency of photovoltaic systems is shown in
Figure 10. An average solar insolation of 1700 kWh/m2.year is considered as global solar energy
input to the photovoltaic system. The CPV system showed 14% GHI efficiency which is still 2
folds higher than conventional PV, even in tropical weather conditions. The summary of annual
field performance of CPV systems is shown in Table 3. It can be seen that only 66.1% of total
solar energy was received in form of beam radiations which were converted into electricity by
CPV system, but still two times the power output of conventional PV. For comparison purpose,
the long term energy output of conventional PV units, across the globe, is also given in Table 4.

Figure 11 shows the plot of monthly electrical rating against monthly received solar energy,
to analyze the synergy of proposed method of electrical rating. For CPV system, monthly
electrical rating is plotted against received DNI. On the other hand, the overall electrical rating

Figure 9. Monthly electrical rating and monthly average efficiency of CPV systems with the DNI received [12].
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Figure 10. CPV systems and conventional PVs and their CO2 savings comparison [12].

Month Solar input Fresnel Lens CPV Mini Dish CPV

GHI* DNI DNI
share

Total power
delivered

Average DNI
efficiency

Total power
delivered

Average DNI
efficiency

GHI Dm E E

kWh/m2/month kWh/m2/month % kWh/m2/month %/month kWh/m2/month %/month

September 142.04 103.75 73.0 22.70 21.89 15.78 15.2

October 147.20 88.19 59.9 19.00 21.6 14.17 16.1

November 122.97 65.44 53.2 14.55 22.2 10.62 16.2

December 117.21 33.45 28.5 7.00 20.9 4.82 14.4

January 146.37 106.10 72.5 23.39 22.0 17.20 16.2

February 145.17 88.83 61.3 20.63 23.2 15.30 17.2

March 163.73 98.52 60.2 21.97 22.3 16.10 16.3

April 135.77 94.55 69.6 21.10 22.3 15.47 16.4

May 132.31 117.19 88.6 25.28 21.6 19.96 17.0

June 132.08 111.11 84.1 24.35 21.9 18.67 16.8

July 133.68 104.75 78.4 22.83 21.8 16.82 16.1

August 134.59 81.58 60.6 17.40 21.3 13.08 16.0

Annual
Average

1653.12 kWh/m2/
year

1093.46 kWh/m2/
year

66.1% 240.2 kWh/m2/
year

22.0% 178.0 kWh/m2/
year

16.3%

*from NEA [26].

Table 3. Summary of long-term (12 months) performance data of CPV systems [12].
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Figure 10. CPV systems and conventional PVs and their CO2 savings comparison [12].
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of conventional PV i.e. mono crystalline, poly-crystalline and thin film, is plotted against
annual average GHI of 1700 kWh/m2.year [27]. From linear regression, it can be seen that the
electrical rating of photovoltaic systems is directly proportional to corresponding received

Sr. no. Plant location Solar cell type Average efficiency

1 JNU, JEJU, Korea Poly-crystalline 6.5% [27]

2 Malaga, Spain - 6.1–8.0% [28]

3 Jaen, Spain - 7.8% [29]

4 Calabria, Italy Poly-crystalline (Si) 7.6% [30]

5 Warsaw, Poland Thin film (amorphous-Si) 4.0-5.0% [31]

6 Umbertide, Italy Poly-crystalline (Si) 6.2-6.7% [32]

7 Khatkar Kalan, India Poly-crystalline (Si) 8.3% [33]

8 United Kingdom Thin film (amorphous-Si) 3.2% [34]

9 United Kingdom Poly-crystalline (Si) 7.5% [34]

10 United Kingdom - 8.4% [34]

11 Brazil Thin film (amorphous-Si) 5% [34]

Table 4. Overall average efficiencies of conventional PV plants installed worldwide.

Figure 11. Total power delivered by assorted PV Systems against DNI and global irradiance [12].
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solar energy i.e. DNI for the case of CPV and GHI for the case of conventional PV. In addition,
it can also be seen that the slope of linear regression line gives the long term average efficiency
of respected photovoltaic technology. For Fresnel lens CPV, the slope of regressed line is
0.22 which is equal to the long term average efficiency of 22%, given in Table 3. The
significance of Figure 11 in the design of photovoltaic system, is that if the total DNI or
GHI availability of particular region is known then the actual output of the system can be
roughly estimated to have quick production potential of system in form of its electrical
rating. Higher the value of solar energy input, higher the electrical rating of the system.
However, for such field production estimation, only average efficiency of the system must
be considered, instead of rated maximum efficiency. For desert region of Saudi Arabia, with
GHI availability of 2300 kWh/m2.year [35] and assuming 90% share of beam radiations,
overall output of 476 kWh/m2.year and 184 kWh/m2.year can be expected to be received
from the operation of CPV and PV system, respectively, with average system efficiencies of
23 and 8%.

6. Summary of the chapter

The long-term electrical rating of two in-house built CPV units i.e. the mini dish and the
Fresnel lens CPVs, has been successfully analyzed under the outdoor tropical weather of
Singapore, which is the first ever CPV performance reporting in this region. Based on the local
tropical climate conditions, the mini-dish and the Fresnel lens CPVs achieved electric ratings of
178.0 and 240.2 kWh/m2.year, which is about two folds higher than the conventional PVs
(mono-crystalline, poly-crystalline and thin CIS films) of 118 � 10 kWh/m2.year, operating
under the same tropical weather conditions, with only 66.1% DNI share. In addition, the
average system efficiency based on the total energy input and output, for long term operation,
is recommended over instantaneous maximum efficiency, as the true field performance indica-
tor, accommodating all performance affecting parameters. The CPV system showed long term
average efficiency of 22 � 0.5% in the tropical climate, with maximum efficiency of 28%. The
plot of electric rating (in kWh/m2.year) versus the annual insolation is also suggested as its
slope gives the long term average efficiency, which can be used to estimate the CPV field
performance against the available solar energy (DNI). To conclude, this study demonstrates a
strong potential and feasibility of CPV system operation in the tropical weather conditions. It
is also emphasized that the electrical rating parameter is more accurate and reliable when
conducting a performance evaluation of photovoltaic systems.
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overall output of 476 kWh/m2.year and 184 kWh/m2.year can be expected to be received
from the operation of CPV and PV system, respectively, with average system efficiencies of
23 and 8%.

6. Summary of the chapter

The long-term electrical rating of two in-house built CPV units i.e. the mini dish and the
Fresnel lens CPVs, has been successfully analyzed under the outdoor tropical weather of
Singapore, which is the first ever CPV performance reporting in this region. Based on the local
tropical climate conditions, the mini-dish and the Fresnel lens CPVs achieved electric ratings of
178.0 and 240.2 kWh/m2.year, which is about two folds higher than the conventional PVs
(mono-crystalline, poly-crystalline and thin CIS films) of 118 � 10 kWh/m2.year, operating
under the same tropical weather conditions, with only 66.1% DNI share. In addition, the
average system efficiency based on the total energy input and output, for long term operation,
is recommended over instantaneous maximum efficiency, as the true field performance indica-
tor, accommodating all performance affecting parameters. The CPV system showed long term
average efficiency of 22 � 0.5% in the tropical climate, with maximum efficiency of 28%. The
plot of electric rating (in kWh/m2.year) versus the annual insolation is also suggested as its
slope gives the long term average efficiency, which can be used to estimate the CPV field
performance against the available solar energy (DNI). To conclude, this study demonstrates a
strong potential and feasibility of CPV system operation in the tropical weather conditions. It
is also emphasized that the electrical rating parameter is more accurate and reliable when
conducting a performance evaluation of photovoltaic systems.
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Abstract

This chapter describes different available technologies to provide the cooling effect by 
utilizing solar energy for both thermal and photovoltaic ways. Moreover, this chapter 
highlights the following points: (i) the main attributes for different solar cooling technol-
ogies to recognize the main advantages, challenges, disadvantages, and feasibility analy-
sis; (ii) the need for further research to reduce solar cooling chiller manufacture costs 
and improve its performance; (iii) it provides useful information for decision-makers to 
select the proper solar cooling technology for specific application. Furthermore, some 
references, which include investigation results, will be included. A conclusion about the 
main gained investigation results will summarize the investigation results and the per-
spectives of such technologies.

Keywords: cooling, air conditioning system, solar cooling, performance, absorption 
machines, adsorption machines

1. Introduction

Today, the increase of requirements for indoor cooling demands improves thermal human 
comfort inside residential buildings, reduces the divergence between the energy supply and 
energy demand by the use of low-grade heat sources such as solar energy and industrial 
waste heat, lowers the CO2 emissions in the building sector due to the use of air condition 
systems, and finally reduces the peak of energy consumption of air conditioning processes 
generated by the use of conventional vapor compression system especially during summer 
period for the buildings and spaces that have high latent loads. All above reasons make the 
solar cooling that has been received much more attention as innovative, promising, efficient, 
and environmentally friendly air conditioning systems as alternative options for conven-
tional air conditioning systems [1, 2]. The building sector is considered as a major contributor 
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to energy consumption in the world. Numerically, 41.1% of the total energy in the United 
States in 2011 was consumed in the building sector, and this state is expected to increase 
to 42.1% in 2035 [3]. In Europe, buildings consumed for 39% of total energy consumption, 
which 26% is for residential buildings and 13% for commercial architectures [4]. In China, 
25–30% of the total energy is consumed by civil and industrial buildings [5]. A same scenario 
in Australia which the building industry consumes 40% of the total energy produced [6]. 
According to the report issued by EU strategy on heating and cooling 2016, the energy con-
sumption for cooling and heating in buildings demonstrated about 80%. Although less than 
20% is presently exploited for cooling purposes, the domestic cooling building still has a high 
potential for growth. Moreover, the use of the innovative low-energy cooling technologies 
for heating and cooling will bring fuel savings of 5 Mtoe per year in 2030, corresponding to 9 
million ton of CO2 [7]. Therefore, the annual energy for air-conditioning purposes for a room 
was increased considerably, which was 1.7 GWh in 1990 and it reached 44 GWh in 2010 [8]. 
The Mediterranean countries have saved 40–50% of their energy consumed for refrigeration 
and air-conditioning by using solar-driven air-conditioning system techniques [9, 10]. It is 
stated that the solar system was able to contribute up to 70% of total energy consumption for 
heating and air-conditioning for domestic buildings. Many solar cooling technologies such 
as solar absorption, solar adsorption, desiccant, and ejector systems have been studied by 
researchers. Among these technologies, solar absorption is the most widely used technology 
with 59% of the installed systems in Europe against 11% for solar adsorption and 23% for 
desiccant cooling [11]. Many investigations have been done on solar thermal-driven absorp-
tion refrigeration machines in the small range of refrigeration capacity (5–30 kW). Some of the 
investigation results have been published in [12–14]. A design guide for solar cooling systems 
is presented in [15].

2. Classification of solar cooling technologies

Solar cooling systems can be classified into two main categories according to the energy used 
to drive them: solar thermal cooling systems and solar electric cooling systems. In solar ther-
mal cooling systems, the cooling process is driven by solar collectors collecting solar energy 
and converting it into thermal energy, and uses this energy to drive thermal cooling systems 
such as absorption, adsorption, and desiccant cycles; whereas in solar electric cooling sys-
tems, electrical energy that is provided by solar photovoltaic (PV) panels is used to drive a 
conventional electric vapor compressor air-conditioning system. Both types of solar cooling 
can be used in industrial and domestic refrigeration and air-conditioning processes, with up 
to 95% saving in electricity [16].

2.1. Electricity-driven solar refrigeration systems

In general, the solar electrical cooling system consists of two parts: photovoltaic panel and 
electrical refrigeration device. Photovoltaic cells transform light into electricity through pho-
toelectric effect. The power generated by solar photovoltaic panel is supplied either to the 
vapor compression systems, thermoelectrical system, or Stirling cycle.
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2.1.1. Solar-powered vapor compression systems

Photovoltaic powered refrigerators are an alternative option to produce cooling in remote 
areas of developing countries. Photovoltaic cell converts the incident solar radiation to DC 
power which can drive the compressor of vapor compression system. This system as depicted 
in Figure 1 consists of a DC compression refrigerator connected to controller, a battery to 
supply and store energy, and a photovoltaic (PV) generator which supplies the refrigerator 
and charges the battery with excess energy. The main advantage of this system compared to 
the other air-conditioning systems is that it does not require an outside fuel supply. In order 
to run the system at highest efficiency, the voltage should be close to the voltage produced at 
the maximum possible power.

2.1.2. Thermoelectric cooling systems (the Peltier cooling system)

Thermoelectric device utilizes the Peltier effect to make a temperature gradient by creating heat 
flux between two different types of semiconductors materials. Riffat and Qiu [17] defined the 
Peltier effect as presence of cooling or heating effect at junction of two different conductors due 
to electricity flow. The main principle of working thermoelectric cooling systems is shown in 
Figure 2 and follows these steps: an electric current flows across the joint of n- and p-type semi-
conductor materials by applying a voltage. When the current passes through the junctions of the 

Figure 1. A configuration of a PV solar-powered vapor compression systems.
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two conductors, heat is removed at one junction and absorbs the heat from its surrounding space 
to create a cooling effect. Heat is deposited at the other junction. When a direction of the current 
is reversed, the air-conditioning system operates in the heating manner due to reverse of the heat 
flow direction. The main advantages of using thermoelectric cooling compared to vapor compres-
sion cycle are as follows: (a) compact and lightweight due to no bulky compressor units needed; 
(b) no moving parts; (c) environment friendly due to no hazardous gases; (d) silent operation; (e) 
high reliability in which a mean time between failures (MTBF) is more than 100,000 h; (f) precise 
temperature stability in which a tolerance of better than +/−0.1°C; and (g) finally cooling/heating 
mode option, which is fully reversible with switch in polarity and supports rapid temperature 
cycling. But on the other side, high cost and low efficiency are the main disadvantages.

2.1.3. Stirling systems

The cooling cycle is split into four steps as depicted in Figure 3. The cycle starts when the two 
pistons are in their most left positions:

• Process (a → b): Isothermal compression process and heat rejection to the surrounding. 
Initially, the left warm piston moves to the right while the cold piston is fixed. The isother-
mal compression process was occurred and the pressure rises, so the heat transfer Qa is 
taken to the surroundings at ambient temperature Ta.

• Process (b → c): Constant volume. The two pistons move to the right at the same rate to keep 
the volume constant, so the volume between the two pistons is kept constant. The hot gas 
enters the regenerator with temperature Ta and leaves it with temperature TL. The heat is 
transferred to the regenerator material.

• Process (c → d): Isothermal expansion process and heat addition from the external source. 
The cold piston moves to the right while the warm piston is fixed. The isothermal expan-
sion was occurred and the pressure decreases, so the heat transfer QL is taken up. This is 
the useful cooling power.

Figure 2. Thermoelectric cooling configuration.
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• Process (d → a): Constant volume. The two pistons move to the left to keep the total volume 
constant.

• The gas temperature rises from TL to Ta so heat is taken up from the regenerator material. 
This completes the cycle.

2.2. Solar thermal cooling systems

2.2.1. Absorption systems

The absorption refrigeration cycle is one of the oldest refrigeration technologies. Absorption 
refrigeration cycle operates under the same principle as the conventional vapor compression 
refrigeration cycle in the refrigerant side. The mechanical compressor in the conventional 
vapor compression refrigeration cycle is replaced by the thermal compressor in the absorp-
tion refrigeration cycle. The thermal compressor consists of absorber and generator. Figure 4 
shows the general schematic of a single effect absorption cycle [18]. The absorption chiller 
cycle consists of the following steps:

1. The rich solution (rich on coolant) will be pumped from the absorber to the generator pass-
ing the solution heat exchanger (economizer).

Figure 3. (a) Schematic diagram of a Stirling cooler; (b) four states in the Stirling cycle; and (c) PV-diagram of the ideal 
Stirling cycle.
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2. Through the heat supply in the generator from a driving heat source (solar collectors), a 
part of the coolant will be driven out from the rich solution and flows to the condenser. 
After that, the remaining poor solution (poor on coolant) flows back to the absorber.

3. In the condenser, the refrigerant vapor from the generator condenses in the condenser. The 
heat of condensation must be rejected at an intermediate temperature level by the use of 
the cooling water supplied from a cooling tower.

4. The refrigerant condensate flows back to the evaporator at low pressure through an expan-
sion device. The cycle of the coolant then repeats.

5. In the evaporator, the refrigerant is vaporized at very low pressure to produce the cooling 
power by extracting heat from the low-temperature medium. The coolant vapor flows to 
the absorber.

6. In the absorber, refrigerant vapor is absorbed by the poor solution, which flows back from 
the generator passing the economizer and the throttle. Then, the heat of absorption and 
mixing is rejected by the cooling water stream supplied from a cooling tower. After that, 
the cycle of the solution will repeat again.

The two main pairs of refrigerant/absorbent that are widely used are water/lithium bromide 
(H2O/LiBr) and ammonia/water pair (NH3/H2O), where water is the refrigerant (coolant) and 
LiBr is the absorbent; while for the second pair, ammonia and water are the refrigerant and 
absorbent, respectively.

Figure 4. Schematic of the absorption chilling cycle [18].
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List of advantages of using water/LiBr pair, which is the most common for solar air-condition-
ing application, is as follows:

• uses nontoxic substances;

• low working pressures; and

• nonvolatile absorbent, i.e., there is no need of rectification of the refrigerant.

However, there are disadvantages associated with the water/LiBr pair and are as follows:

• Water cooling is required, which is commonly accomplished by a cooling tower. Cooling 
towers have the risk of legionella;

• Systems have bigger sizes which are due to the large volume of the water vapor;

• Risk of corrosion of the components; and

• Risk of the crystallization of the solution at very low cooling temperatures.

2.2.2. Adsorption systems

Adsorption refrigeration cycle is similar to absorption refrigeration cycle. The main differ-
ence in the former is that the refrigerant is adsorbed on the internal surface of highly porous 
solid material instead of the refrigerant being absorbed by a liquid solution. In the adsorption 
refrigeration cycle, the solid sorbent and the refrigerant form the adsorption pairs such as 
activated carbon-ammonia, activated carbon-methanol, activated carbon-ethanol, silica gel-
water, and zeolite-water.

Adsorption is a physical or chemical process that is different from absorption, which is a 
chemical process. Just as there is an attraction between a liquid and a solid at a surface, there 
is also an attraction between a gas and a solid at a surface. Adsorption is a surface phenom-
enon which can be divided into physical adsorption (physisorption) and chemical adsorption 
(chemisorption). Physical adsorption generally resulted by the Van der Waals forces through 
physical process, and chemical adsorption usually achieved by valency forces through chemi-
cal process. The heat of adsorption is usually large in chemical adsorption and small in physi-
cal adsorption. Adsorbent substances can be retained to original properties by a desorption 
process under the application of heat.

The adsorption refrigeration cycle consists of two sorption chambers, a condenser, and an 
evaporator, as illustrated in Figure 5. The adsorption cycle achieves a COP of 0.3–0.7, depend-
ing upon the driving heat temperature of 55–90°C.

The working cycle of 5–7 min consists of the following four steps [19]:

1. In the first step, the adsorbed water is desorbed after the application of thermal energy (as 
example from solar energy). The collector becomes the generator (1).
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example from solar energy). The collector becomes the generator (1).
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2. In the second step, the desorbed refrigerant (water) is cooled and condensed to liquid in 
the condenser by rejecting the heat through the cooling water supplied from a cooling 
tower.

3. In the third step, the condensed water flows through the expansion valve to the evapora-
tor, where it vaporizes under low partial pressure and low temperature in the evaporator 
while the useful cooling is produced, then heat is taken away from the chilled water.

4. In the fourth and final step, the vaporized water is adsorbed in the collector (2) until the 
silica gel is saturated, then it is switched to the second adsorber chamber.

5. The circuit is completed as the condensed water is fed back into the evaporator through a 
valve.

6. The functions of two sorption chambers are reversed by alternating the opening of the 
butterfly valves and the direction of the heating and cooling refrigerants. In this way, the 
chilling refrigerant is obtained continuously. The cycle then repeats.

Advantages of adsorption chiller systems compared to absorption chiller systems [20, 21] are 
as follows:

1. The operating temperatures can be lower, e.g., 55–90°C as compared to 70–120°C for 
absorption chillers.

Figure 5. Schematic of adsorption cycle solar cooling system.

Energy Conversion - Current Technologies and Future Trends46

2. There is no low limit to the temperature reservoir.

3. There is no limitation for the low cooling water temperature, because there is no risk of 
crystallization problem as in the case of absorption chillers.

4. No risk of corrosion problem as in the case of absorption chillers, because there are heat 
sources with temperature close to 500°C that can be used directly.

5. The adsorption systems have flexibility in regeneration temperature and do not require 
frequent replacement of adsorbent.

6. The adsorption systems do not need a rectifier for the refrigerant or solution pump in 
comparison with absorption systems.

The disadvantages of adsorption chiller systems include [22]:

1. Adsorption technology is more expensive than absorption technology.

2. The average COP of adsorption chillers is lower than the absorption chillers.

3. The adsorption chillers are both heavy weight and larger than the absorption chillers.

4. Heat recovery is very complex, because the adsorption system is intermittent system.

Advantages of absorption and adsorption chiller systems compared to vapor compression 
systems:

1. Absorption and adsorption systems are environmentally friendly. The equipment uses 
completely harmless working fluids.

2. The maximum cooling load can be achieved with the maximum available solar radiation 
and hence potential of the refrigeration system.

3. Maintenance costs are lower due to fewer moving parts like solenoid valves and vacuum 
pumps. It is almost noiseless system, where there are not many moving parts, other than 
the solution pump in the absorption refrigeration systems.

4. Taking advantage of solar thermal plants in the sorption refrigeration technology even 
when there is no heat demand.

5. Operation costs are lower due to low electricity consumption in comparison with vapor 
compression systems.

2.2.3. Desiccant systems

The desiccant air-conditioning system utilizes the capability of desiccant materials in 
removing the air moisture content by sorption process. All materials that attract moisture 
at different capacities are called desiccant [4]. The desiccant cooling system can be a suit-
able selection for thermal comfort especially in climates with high humidity. Moreover, this 
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technique allows us to utilize renewable energy or low-temperature gains from solar energy, 
waste heat, and cogeneration to drive the cooling cycle. The comparison between desiccant 
system and conventional systems is listed in Table 1. There are many required properties 
for any desiccant materials selected in open-cycle cooling based on [23]: (i) mechanical 
and chemical stability; (ii) large moisture capacity per unit weight; (iii) low heat of adsorp-
tion/absorption to regenerate; (iv) sorption rate; (v) large adsorption/absorption capacity 
at low water vapor pressures; (vi) cheap cost; (vii) sorption at low relative humidity; and  
(viii) finally ideal isotherm shape.

Two configurations were described in detail below: ventilation and recirculation modes. The 
schematic of the ventilation mode representation is demonstrated in Figure 6a. On the condi-
tioning side of the system (air processing side), warm and humid air enters the slowly rotating 
desiccant wheel and is dehumidified by adsorption of water (1–2). Since the air is heated up 
by the adsorption heat, a heat recovery wheel is passed (2–3), resulting in a significant pre-
cooling of the supply air stream. Subsequently, the air is humidified and thus further cooled 
by a controlled humidifier (3–4) according to the set-values of supply air temperature and 
humidity. In order to control the sensible heat factor, the remix air is introduced by the mix 
evaporatively cooled room air with the cooled and dried room make-up air (5–6). On the 
regeneration side of the system, the exhaust air stream of the rooms is humidified (6–7) close 
to the saturation point to exploit the full cooling potential in order to allow an effective heat 
recovery (7–8). After that, the sorption wheel has to be regenerated (8–9) by applying heat in a 
comparatively low temperature range from 50 to 75°C and to allow a continuous operation of 
the dehumidification process. Finally, the cold and humid air is exhausted to the atmosphere 
(9–10) and the cooling cycle is completed.

Parameter Conventional system Desiccant system

Operation cost High Low

Performance High Low

Energy source Mainly electricity Low-grade energy

Environmental safety Less High

System care Less High

Control over humidity Average Accurate

Indoor air quality Less More

System installation Simple More complicate

Energy storage capacity Mainly not applicable Applicable

Installation cost High Low

System control Average Complicate

Table 1. The comparison between desiccant system and conventional systems.
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The recirculation mode representation is depicted in Figure 6b. It uses the same components 
as the ventilation mode except the process air side in the recirculation mode is a closed 
loop, whereas the regeneration air side is an open cycle where the outdoor air is used for 
regeneration.

2.2.4. Ejector systems

A solar-driven ejector cooling system consists of an ejector cooling cycle and a collector cir-
cuit. The main components of the system are collector array, generator, ejector, condenser, 
expansion valve, evaporator, and cycle pump. A schematic diagram of the solar ejector cool-
ing system and its component is presented in Figure 7. The working principle of the ejector 
systems follows the below states [24, 25]:

Figure 6. Schematic of desiccant cooling system in (a) ventilation mode and (b) recirculation mode.
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In the generator, the refrigerant is vaporized as a primary steam by utilizing the solar energy 
coming from the solar collector. This primary steam leaves the generator at a relatively high 
pressure and enters the supersonic nozzle of the ejector to accelerate it at supersonic velocity 
and creating low pressure at the nozzle exit section. This low pressure draws the second-
ary flow coming from the evaporator into the chamber. The primary and secondary streams 
are mixed in the mixing chamber. These mixing steams enter into diffuses where increases 
its pressure to the condensing pressure. The mixing stream discharges from the ejector to 
the condenser, where the stream is converted into liquid refrigerant by rejection heat to the 
surrounding. Some part of the liquid refrigerant pumps to the generator and the remaining 
liquid part leaves the condenser and enters the evaporator through expansion value.

In expansion value, the refrigerant pressure is dropped and this refrigerant enters the evapo-
rator to absorb heat from space that required to cool and the refrigerant is converted into 
vapor and enters to the ejector.

2.2.5. Rankine systems

One of the promising methods that utilize solar heat to produce mechanical work and then use it 
to drive a conventional vapor compression cycle is solar Rankine cooling systems. Two different 
configurations of solar Rankine cooling systems were suggested by different scholars [26]. One 

Figure 7. Schematic presentation of the solar ejector cooling configuration.
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arrangement is using separate power and cooling system where the compressor of the vapor 
compression cycle is mechanically coupled with the expander of organic Rankine cycle. Another 
arrangement is an integrated system by the use of one joint condenser for both cycle coupled 
with the expander-compressor.

The main advantages of a second configuration are the use of a same working fluid in both 
loops to remove a leakage and mixing problems. Moreover, the integrated design is simpler 
but on the other side reduces the system flexibility.

Figure 8 depicts a schematic for two widely solar Rankine cooling system arrangements. 
In the first loop of organic Rankine cycle, high-pressure liquid coming from the pump is 
vaporized inside the boiler (state 1) that absorbs the heat from solar collector. The vapor 
(state 2) enters the expander and produces a useful work which is used to drive a compres-
sor of a conventional refrigeration cycle. The working fluid pressure from the expander 
outlet is same to the condenser pressure (state 3). After that, a rejection heat to the sur-
rounding inside the condenser converts the working fluid to saturated fluid. Subsequently, 
a pressure of the working fluid is increased by using pump to enter a boiler as subcooled 
liquid (state 1).

3. Conclusion

The executed investigations on the field of solar thermal-driven cooling systems and the 
gained results can be concluded as follows:

Figure 8. Representation of a Rankine solar cooling system as (a) separate configuration for power and refrigeration 
cycles and (b) integrated configuration for power and refrigeration cycle.
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ary flow coming from the evaporator into the chamber. The primary and secondary streams 
are mixed in the mixing chamber. These mixing steams enter into diffuses where increases 
its pressure to the condensing pressure. The mixing stream discharges from the ejector to 
the condenser, where the stream is converted into liquid refrigerant by rejection heat to the 
surrounding. Some part of the liquid refrigerant pumps to the generator and the remaining 
liquid part leaves the condenser and enters the evaporator through expansion value.

In expansion value, the refrigerant pressure is dropped and this refrigerant enters the evapo-
rator to absorb heat from space that required to cool and the refrigerant is converted into 
vapor and enters to the ejector.

2.2.5. Rankine systems

One of the promising methods that utilize solar heat to produce mechanical work and then use it 
to drive a conventional vapor compression cycle is solar Rankine cooling systems. Two different 
configurations of solar Rankine cooling systems were suggested by different scholars [26]. One 

Figure 7. Schematic presentation of the solar ejector cooling configuration.

Energy Conversion - Current Technologies and Future Trends50

arrangement is using separate power and cooling system where the compressor of the vapor 
compression cycle is mechanically coupled with the expander of organic Rankine cycle. Another 
arrangement is an integrated system by the use of one joint condenser for both cycle coupled 
with the expander-compressor.

The main advantages of a second configuration are the use of a same working fluid in both 
loops to remove a leakage and mixing problems. Moreover, the integrated design is simpler 
but on the other side reduces the system flexibility.

Figure 8 depicts a schematic for two widely solar Rankine cooling system arrangements. 
In the first loop of organic Rankine cycle, high-pressure liquid coming from the pump is 
vaporized inside the boiler (state 1) that absorbs the heat from solar collector. The vapor 
(state 2) enters the expander and produces a useful work which is used to drive a compres-
sor of a conventional refrigeration cycle. The working fluid pressure from the expander 
outlet is same to the condenser pressure (state 3). After that, a rejection heat to the sur-
rounding inside the condenser converts the working fluid to saturated fluid. Subsequently, 
a pressure of the working fluid is increased by using pump to enter a boiler as subcooled 
liquid (state 1).

3. Conclusion

The executed investigations on the field of solar thermal-driven cooling systems and the 
gained results can be concluded as follows:

Figure 8. Representation of a Rankine solar cooling system as (a) separate configuration for power and refrigeration 
cycles and (b) integrated configuration for power and refrigeration cycle.
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• The investigations on solar thermal-driven systems show that solar thermal refrigeration sys-
tems are promised technologies, especially in the small and middle cooling capacity ranges.

• The work temperatures have a big impact on the refrigeration capacity of the chiller.

• The higher is the required chilled water temperature, the higher are the refrigeration capac-
ity and the coefficient of performance (COP) of the absorption refrigeration machine.

• The lower is the cooling water temperature; the higher are the refrigeration capacity and 
the COP of the absorption refrigeration machine.

• There are a big potential for further research at this field to optimize the system operation 
and to reduce the specific costs (€/kW cooling capacity).
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Abstract

To improve energy efficiency in industry, low-grade heat recovery technologies have 
been advanced continuously. This chapter aims to provide a basic understanding of 
state-of-the-art technologies for low-grade heat recovery and utilization in industry, 
which are developed based on the concept of thermodynamic cycles. The technologies 
include adsorption, absorption, liquid desiccant, organic Rankine cycles (ORC), and 
Kalina cycles. The definition of low-grade heat sources, the working principle, recent 
advances in research and development (R&D), and commercial applications of the tech-
nologies (if any) will be discussed, followed by concluding remarks on advantages and 
disadvantages, future outlook, barriers, and opportunities.

Keywords: industrial low-grade heat, adsorption, absorption, liquid desiccant, organic 
Rankine cycle, Kalina cycle

1. Introduction

Energy-related issues including energy resources, prices, demand, supply, and use always 
attract global attention. In particular, international governments from developed nations 
such as the US and UK have constantly allocated substantial budgets to carry out contem-
porary evaluations on relevant issues either on national or international levels. Two recent 
examples include the International Energy Outlook 2018 [1] by the US Energy Information 
Administration and the independent assessment delivered by the UK Committee on Climate 
Change [2] as requested by the UK Government. To indicate the seriousness of energy issues, 
[1] projected that world energy consumption in 2040 would reach up to 736 quadrillion British 
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thermal units (Btu) where industry sector (which would show an 18% increase from 2015 to 
2040) would attribute to more than 50% of the total world energy consumption. In the UK 
context, the Government has set a national target to achieve more than 20% of improvement in 
industrial energy efficiency by 2030 [2]. To support long-term energy efficiency improvement, 
action plans are also established, for instance, enabling innovation and dialog for finance 
access improvement opportunities.

Exploiting the utilization of industrial waste heat and adopting more thermally efficient 
practices are examples of possible ways to improve industrial energy efficiency [3]. During 
industrial processes e.g. drying, heating and combustion, waste heat presents in the forms of 
vapor, fume, exhaust, waste water and heat; and is discharged from furnaces, motors, refrig-
eration systems, boilers etc. on without further utilization. The temperature of waste heat 
varies with industrial processes and the range is very broad, from as low as 30°C to more than 
1000°C. Accordingly, waste heat is generally distinguished as high-, medium- and low-grade 
heat. Compared to medium- and high-grade heat, utilizing and recovering low-grade heat is 
far more challenging, less feasible and not commonly applied in practice. It is worth noting 
that low-grade heat has the potential to be utilized in producing (i) electrical power; (ii) heat-
ing; (iii) cooling; (iv) heating, cooling, and electricity simultaneously; (v) fresh water; and (vi) 
hydrogen [4], with the deployment of advanced technologies.

This chapter aims to provide a basic understanding of the state-of-the-art technologies 
including adsorption, absorption, liquid desiccant, organic Rankine cycles (ORC), and Kalina 
cycles, which are developed based on the concept of thermodynamic cycles for low-grade 
heat recovery and utilization in industry. Following the definition of low-grade heat sources 
in Section 2, the working principle, recent advances in research and development (R&D) and 
commercial applications of each technology are presented in Section 3. This chapter is closed 
with concluding remarks on advantages and disadvantages, future outlook, barriers, and 
opportunities. By providing insights and strengthening knowledge in the subject, this chapter 
will be beneficial to engineering students, researchers and industrial practitioners.

2. Definition and potential sources of industrial low-grade waste 
heat

During industrial processes, heat is transferred between heat sources and heat sinks. Low-
grade waste heat and low-grade heat sources have been defined in literature where the defini-
tion applied in this chapter is adopted from [4]. In brief, low-grade waste heat is the (process) 
heat that is discharged to the environment as its recovery and utilization within the processes 
is not viable. Meanwhile, low-grade heat sources are the waste heat sources, which have a 
temperature (Tlow-grade heat source) higher than the sum of the temperature of the heat sink (Tsink) and 
the minimum allowable temperature difference in the system (ΔTmin) but not high enough to 
break through the minimum temperature required for viable heat recovery (Tviable min, which is 
250°C). In other words, low-grade heat sources are the waste heat sources with a temperature 
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ranging between Tviable min + ΔTmin and Tviable min, that is, Tviable min + ΔTmin < Tlow-grade heat source < Tviable min.  
Table 1 presents the temperature ranges of numerous industrial low-grade waste heat sources. 
Among all, flue gas from boilers, waste heat from compressor cooling systems and conden-
sate from both steam heating and spent cooling water are common waste heat sources across 
all industrial sectors. Other waste heat sources are industrial sector specific. Most indus-
trial waste heat sources have temperatures below 175°C rather than approaching Tviable min,  
i.e. 250°C.

Low-grade waste heat source Temperature (°C)

Generic unit/process

1. Boilers [5, 6] • Flue gases 110–260

2. Air compressors [7] • Waste heat from compressor cooling system 30–60

3. Heating/cooling network [7] • Condensate from steam heating and spent cooling water 
from cooling systems

60–90

Industrial sector

1. Petrochemical [5] • Stack gas from crude distillation 156

• Stack gas from vacuum distillation 216

• Exhaust from ethylene furnace 149

2. Iron/steel making [5] • Waste gas from coke oven 200

• Blast furnace gas 93

• Blast stove exhaust 250

3. Aluminum [5] • Exhaust from aluminum casting with a stack melter 121

4. Food and drink [7] • Extracted air from cooking with fryers or ovens 150–200

• Exhaust from drying with spray/rotary dryers 110–160

• Water vapor from evaporation and distillation 100

5. Textile [6] • Dyed waste water from drying 90–94

• Stenter exhaust for fabric drying and finishing 180

• Waste water rejected from heat exchangers 58–66

6. Paper [8] • Waste steam from slag flushing in furnace 95–100

• Waste water from slag flushing in furnace 65–85

• Cooling water from furnace wall cooling 35–45

7. Cement [9] • Exhaust from cement kilns using 5- or 6-stage preheaters 204–300

• Hot air discharged from clinker coolers 100

Table 1. Low-grade waste heat sources and temperatures.

State-of-the-Art Technologies on Low-Grade Heat Recovery and Utilization in Industry
http://dx.doi.org/10.5772/intechopen.78701

57



thermal units (Btu) where industry sector (which would show an 18% increase from 2015 to 
2040) would attribute to more than 50% of the total world energy consumption. In the UK 
context, the Government has set a national target to achieve more than 20% of improvement in 
industrial energy efficiency by 2030 [2]. To support long-term energy efficiency improvement, 
action plans are also established, for instance, enabling innovation and dialog for finance 
access improvement opportunities.

Exploiting the utilization of industrial waste heat and adopting more thermally efficient 
practices are examples of possible ways to improve industrial energy efficiency [3]. During 
industrial processes e.g. drying, heating and combustion, waste heat presents in the forms of 
vapor, fume, exhaust, waste water and heat; and is discharged from furnaces, motors, refrig-
eration systems, boilers etc. on without further utilization. The temperature of waste heat 
varies with industrial processes and the range is very broad, from as low as 30°C to more than 
1000°C. Accordingly, waste heat is generally distinguished as high-, medium- and low-grade 
heat. Compared to medium- and high-grade heat, utilizing and recovering low-grade heat is 
far more challenging, less feasible and not commonly applied in practice. It is worth noting 
that low-grade heat has the potential to be utilized in producing (i) electrical power; (ii) heat-
ing; (iii) cooling; (iv) heating, cooling, and electricity simultaneously; (v) fresh water; and (vi) 
hydrogen [4], with the deployment of advanced technologies.

This chapter aims to provide a basic understanding of the state-of-the-art technologies 
including adsorption, absorption, liquid desiccant, organic Rankine cycles (ORC), and Kalina 
cycles, which are developed based on the concept of thermodynamic cycles for low-grade 
heat recovery and utilization in industry. Following the definition of low-grade heat sources 
in Section 2, the working principle, recent advances in research and development (R&D) and 
commercial applications of each technology are presented in Section 3. This chapter is closed 
with concluding remarks on advantages and disadvantages, future outlook, barriers, and 
opportunities. By providing insights and strengthening knowledge in the subject, this chapter 
will be beneficial to engineering students, researchers and industrial practitioners.

2. Definition and potential sources of industrial low-grade waste 
heat

During industrial processes, heat is transferred between heat sources and heat sinks. Low-
grade waste heat and low-grade heat sources have been defined in literature where the defini-
tion applied in this chapter is adopted from [4]. In brief, low-grade waste heat is the (process) 
heat that is discharged to the environment as its recovery and utilization within the processes 
is not viable. Meanwhile, low-grade heat sources are the waste heat sources, which have a 
temperature (Tlow-grade heat source) higher than the sum of the temperature of the heat sink (Tsink) and 
the minimum allowable temperature difference in the system (ΔTmin) but not high enough to 
break through the minimum temperature required for viable heat recovery (Tviable min, which is 
250°C). In other words, low-grade heat sources are the waste heat sources with a temperature 

Energy Conversion - Current Technologies and Future Trends56

ranging between Tviable min + ΔTmin and Tviable min, that is, Tviable min + ΔTmin < Tlow-grade heat source < Tviable min.  
Table 1 presents the temperature ranges of numerous industrial low-grade waste heat sources. 
Among all, flue gas from boilers, waste heat from compressor cooling systems and conden-
sate from both steam heating and spent cooling water are common waste heat sources across 
all industrial sectors. Other waste heat sources are industrial sector specific. Most indus-
trial waste heat sources have temperatures below 175°C rather than approaching Tviable min,  
i.e. 250°C.

Low-grade waste heat source Temperature (°C)

Generic unit/process

1. Boilers [5, 6] • Flue gases 110–260

2. Air compressors [7] • Waste heat from compressor cooling system 30–60

3. Heating/cooling network [7] • Condensate from steam heating and spent cooling water 
from cooling systems

60–90

Industrial sector

1. Petrochemical [5] • Stack gas from crude distillation 156

• Stack gas from vacuum distillation 216

• Exhaust from ethylene furnace 149

2. Iron/steel making [5] • Waste gas from coke oven 200

• Blast furnace gas 93

• Blast stove exhaust 250

3. Aluminum [5] • Exhaust from aluminum casting with a stack melter 121

4. Food and drink [7] • Extracted air from cooking with fryers or ovens 150–200

• Exhaust from drying with spray/rotary dryers 110–160

• Water vapor from evaporation and distillation 100

5. Textile [6] • Dyed waste water from drying 90–94

• Stenter exhaust for fabric drying and finishing 180

• Waste water rejected from heat exchangers 58–66

6. Paper [8] • Waste steam from slag flushing in furnace 95–100

• Waste water from slag flushing in furnace 65–85

• Cooling water from furnace wall cooling 35–45

7. Cement [9] • Exhaust from cement kilns using 5- or 6-stage preheaters 204–300

• Hot air discharged from clinker coolers 100

Table 1. Low-grade waste heat sources and temperatures.
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3. State-of-the-art technologies for low-grade heat utilization

3.1. Vapor compression

Generally, vapor compression systems [10], which are also referred to as mechanical or 
refrigerative compressors have been established as the most mature machines for cooling, 
heat pumping and/or dehumidification purposes. As illustrated in Figure 1, a typical vapor 
compression system consists of a refrigeration circuit (which is made up of an evaporator, a 
condenser, a compressor, and an expansion valve) and an air circulation fan. Water, R407c 
and R134a are the refrigerants, which are commonly used as the working fluids of commercial 
vapor compression systems. When air is drawn to the evaporator by the fan, the low-pressure, 
low-temperature liquid-vapor refrigerant mixture coming from the expansion valve extracts 
heat from the air; the liquid refrigerant evaporates and the air is cooled. Leaving the evapora-
tor, the saturated refrigerant vapor is compressed to high-pressure superheated state, which 
dumps condensation heat in the condenser. If in a dehumidifier, the high-temperature, high-
pressure superheated refrigerant vapor is condensed by the cool but dry air from the evapora-
tor, heat is rejected and the air becomes dryer and warmer. To run the fan and the compressor, 
electricity is consumed intensively. As vapor compression systems are conventional technol-
ogy, they are not further discussed in this chapter. More details are available in [11].

3.2. Adsorption

Adsorption is the enrichment or depletion of one or more components in an interfacial layer 
between adsorbent and adsorbate, as defined by International Union of Pure and Applied 

Figure 1. A schematic diagram of a traditional vapor compression system.
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Chemistry [12]. There are four types of adsorption depending on the interface: solid-gas, 
solid-liquid, liquid-liquid, and liquid-gas. The solid-gas adsorption has been extensively 
used and studied in recent decades and is often referred to adsorption or solid sorption [13]. 
If the solid-gas binding force involves intermolecular forces, i.e. Van der Waals forces, it is 
categorized as physical adsorption (physisorption) and the typical physisorption working 
pairs are silica gel-water [14], activated carbon-ammonia or methanol or ethanol [15], zeolite-
water [16], etc. If the coordination reaction takes place on the exposed surface forms a strong 
ionic or covalent bond between the adsorbate and the adsorbent, it is recognized as chemical 
adsorption (chemisorption) that consists of mainly two types of working pairs for low-grade 
heat utilization: metal halides-ammonia [17] and salt hydrates-water [18]. In other words, 
multi-layers (in physisorption) or monolayer (chemisorption) of absorbate accumulates on 
the surface of an adsorbent during an adsorption.

The fundamental principle of an adsorption refrigeration cycle is schematically by a basic 
adsorption unit shown in Figure 2, where reversible sorption process operates or chemical 
reaction performs in an intermittent manner. Low-grade heat is supplied to the adsorbent 
bed to break the binding force between the adsorbent and the adsorbate (refrigerant) as the 
adsorbate (refrigerant) gas is desorbed from the adsorbent bed and heading for the refrigerant 
container that acts as a condenser. Such a process is referred to endothermic decomposition as 
shown in Figure 2(a). When the decomposition is finished, two vessels are isolated from each 
other for an internal prior to the exothermic synthesis. Once sufficient pressure difference has 
been built up between these two vessels and there is a need of refrigeration, as soon as two 
vessels are connected in Figure 2(b), driven by the pressure difference the adsorbate inside 
the refrigerant container (becomes evaporator in this process) evaporates and is adsorbed 
inside the adsorbent bed. The evaporation of the refrigerant provides the refrigeration power, 
and the adsorption heat of the adsorbent bed is to be released to the proper heat sink. For 
heating purpose in two types of heat pump applications, (1) adsorption unit can perform as 
a heat multiplier to produce a large quantity of medium temperature heat through both the 
condensation and synthesis process at the cost of a small quantity of high-temperature heat 
input for the decomposition [19]; or (2) in a heat transformer it can deliver concentrated high-
temperature heat through synthesis process if both decomposition and evaporation processes 
are provided with medium temperature heat [20].

Figure 2. (a) Endothermic decomposition (left) and (b) exothermic synthesis (right).
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3. State-of-the-art technologies for low-grade heat utilization
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heat from the air; the liquid refrigerant evaporates and the air is cooled. Leaving the evapora-
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Chemistry [12]. There are four types of adsorption depending on the interface: solid-gas, 
solid-liquid, liquid-liquid, and liquid-gas. The solid-gas adsorption has been extensively 
used and studied in recent decades and is often referred to adsorption or solid sorption [13]. 
If the solid-gas binding force involves intermolecular forces, i.e. Van der Waals forces, it is 
categorized as physical adsorption (physisorption) and the typical physisorption working 
pairs are silica gel-water [14], activated carbon-ammonia or methanol or ethanol [15], zeolite-
water [16], etc. If the coordination reaction takes place on the exposed surface forms a strong 
ionic or covalent bond between the adsorbate and the adsorbent, it is recognized as chemical 
adsorption (chemisorption) that consists of mainly two types of working pairs for low-grade 
heat utilization: metal halides-ammonia [17] and salt hydrates-water [18]. In other words, 
multi-layers (in physisorption) or monolayer (chemisorption) of absorbate accumulates on 
the surface of an adsorbent during an adsorption.

The fundamental principle of an adsorption refrigeration cycle is schematically by a basic 
adsorption unit shown in Figure 2, where reversible sorption process operates or chemical 
reaction performs in an intermittent manner. Low-grade heat is supplied to the adsorbent 
bed to break the binding force between the adsorbent and the adsorbate (refrigerant) as the 
adsorbate (refrigerant) gas is desorbed from the adsorbent bed and heading for the refrigerant 
container that acts as a condenser. Such a process is referred to endothermic decomposition as 
shown in Figure 2(a). When the decomposition is finished, two vessels are isolated from each 
other for an internal prior to the exothermic synthesis. Once sufficient pressure difference has 
been built up between these two vessels and there is a need of refrigeration, as soon as two 
vessels are connected in Figure 2(b), driven by the pressure difference the adsorbate inside 
the refrigerant container (becomes evaporator in this process) evaporates and is adsorbed 
inside the adsorbent bed. The evaporation of the refrigerant provides the refrigeration power, 
and the adsorption heat of the adsorbent bed is to be released to the proper heat sink. For 
heating purpose in two types of heat pump applications, (1) adsorption unit can perform as 
a heat multiplier to produce a large quantity of medium temperature heat through both the 
condensation and synthesis process at the cost of a small quantity of high-temperature heat 
input for the decomposition [19]; or (2) in a heat transformer it can deliver concentrated high-
temperature heat through synthesis process if both decomposition and evaporation processes 
are provided with medium temperature heat [20].

Figure 2. (a) Endothermic decomposition (left) and (b) exothermic synthesis (right).
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Adsorption heating and cooling application have been widely developed in the past decade. 
Various advanced cycles have been developed for improvement in energy efficiency of ther-
mal energy recovery and utilization in a wider temperature range e.g. cycles with heat and 
mass recovery, multi-stage, multi-sorbent, and cascaded cycles, etc. [21]. Considerable effort 
has been also focused on the development of composite adsorbent materials to enhance heat 
and mass transfer properties, improve adsorption capacity and enlarge specific power [13]. 
Especially, physisorption type air conditioning and heat pumping machines developed by 
some European and Japanese companies are on or near-market currently (SorTech, GBU mbH, 
Invensor, Mayekawa chillers; Vaillant and Viessmann heat pumps, etc.). Meanwhile, substan-
tial R&D effort has been put on water-based adsorption systems for such as dehumidification/
drying and desalination application. The first worldwide adsorption water desalination and 
cooling plant has been implemented in Riyadh, Saudi Arabia since 2016, and the process has a 
cooling capacity of up to 1 MW and desalinated water production up to 100 m3/day. With the 
inherent nature of intermittency, adsorption cycle also presents itself as a promising solution 
for energy storage as the decomposition is charging energy and the synthesis is the energy 
discharging process. Such an adsorption energy storage system is superior to the methods 
of sensible and latent heat storage not just because of its high energy density but also its low 
energy loss during long-term storage [22] as the binding energy is stored independently of 
the time span between decomposition (charging process) and synthesis (discharging process). 
With ever increasing energy prices and greater environmental concerns it can be expected 
that adsorption refrigeration and heat pumping will soon join the mainstream technologies.

Adsorption power generation concept, especially ammonia-based adsorption cycle which has 
greater potential of productive power generation than water-based types due to the higher 
working pressure, has recently started to attract interest for more versatile application, as the 
adsorption unit integrated with turbine or expander can convert thermal energy to mechani-
cal work, or produce electricity when a generator is attached [23]. Modeling, simulation, 
and experimental investigation have been conducted and demonstrated the feasibility of the 
adsorption cogeneration of cooling and electric power [24, 25]. Most recently, a new dual 
energy storage system through the integrated ammonia-based resorption cycle is being devel-
oped for simultaneous electric and thermal energy storage [26, 27] as illustrated in Figure 3. 
In the energy charging process, mechanical or electrical power is stored together with the 
ultra-low-grade thermal energy (~100°C) as the ammonia (refrigerant) is desorbed in the 
endothermal decomposition and further pressurized through vapor compression driven by 
mechanical energy or electricity. In the energy discharging process, the stored energy can be 
delivered as either heating or cooling power as the conventional adsorption cycle promises, 
or even mechanical energy if the transferred high-pressure ammonia passes through a turbine 
or expander. In fact, when the integrated system restores mechanical energy, it would also 
generate a considerable quantity of upgraded thermal energy, plus a small quantity of cold 
energy depending on heat source temperature and the refrigeration requirement, as so-called 
the Tri-generation Recovery and Efficient Energy Storage (TREES) concept [26]. In contrast 
with conventional chemisorption systems, the TREES cycle embraces broader application 
with higher penetration of renewable energy; not just utilizing thermal energy (waste heat, 
solar energy, or geothermal energy) but also potentially storing intermittent electric power 
from solar PV and wind power or off-peak cheap electricity.
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3.3. Absorption

Absorption is a process where a device (i.e. an absorber) is used to enable any substance (i.e. 
an absorbent, also referred to as an “absorption medium”) to soak up or take in another sub-
stance e.g. liquid or gas (i.e. an absorbate). In other words, an absorber enables an absorbent 
to absorb an absorbate during absorption. To differentiate from adsorption, in absorption 
process the molecules of the adsorbate penetrate the surface layer and enter the structure of 
the bulk solid or liquid, causing the change of the composition of one or both bulk phases 
[28]. The absorption process using liquid absorbent and gas absorbate has been applied in 
refrigeration industry and also successfully adopted in commercial chillers and heat pumps 
for a long period. A liquid-gas absorption heat pump system (heat multiplier) is illustrated 
in Figure 4, consisting of a solution and refrigerant loops as the absorbate is also referred to 
as a refrigerant.

The key components of an absorption system include a generator, an absorber, a condenser and 
an evaporator whilst a heat exchanger, a solution pump, and expansion valves are commonly 
incorporated. The working fluid is made of an absorbent-refrigerant solution, which presents 
in the generator and the absorber. Lithium bromide-water (LiBr-H2O) and water-ammonia 
(H2O-NH3) are two absorbent-refrigerant solutions commonly chosen for absorption systems. 
For an absorption cooling system, in the absorption loop, the solution weak in refrigerant 
leaves the generator as its temperature and pressure are lowered by the heat exchanger and 
the expansion valve respectively before entering the absorber where absorption takes place 
and the refrigerant is absorbed, which releases absorption heat to the surroundings. The solu-
tion strong in refrigerant from the absorber is then pumped and preheated before entering 
the generator. In the refrigerant loop, high-pressure refrigerant vapor from the generator con-
denses in the condenser and releases heat to the surroundings. The pressure of the refrigerant 
liquid is lowered by the expansion valve before it reaches the evaporator and evaporates. The 
low-pressure refrigerant vapor then enters the absorber where the vapor is absorbed. As the 
working fluid is regenerated in the generator and the absorption in the system repeats con-
tinuously, the quantity of the solution remains the same. In addition to utilizing waste heat for 

Figure 3. (a) Ultra low-grade heat input (top) and (b) power generation (bottom).
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With ever increasing energy prices and greater environmental concerns it can be expected 
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greater potential of productive power generation than water-based types due to the higher 
working pressure, has recently started to attract interest for more versatile application, as the 
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ultra-low-grade thermal energy (~100°C) as the ammonia (refrigerant) is desorbed in the 
endothermal decomposition and further pressurized through vapor compression driven by 
mechanical energy or electricity. In the energy discharging process, the stored energy can be 
delivered as either heating or cooling power as the conventional adsorption cycle promises, 
or even mechanical energy if the transferred high-pressure ammonia passes through a turbine 
or expander. In fact, when the integrated system restores mechanical energy, it would also 
generate a considerable quantity of upgraded thermal energy, plus a small quantity of cold 
energy depending on heat source temperature and the refrigeration requirement, as so-called 
the Tri-generation Recovery and Efficient Energy Storage (TREES) concept [26]. In contrast 
with conventional chemisorption systems, the TREES cycle embraces broader application 
with higher penetration of renewable energy; not just utilizing thermal energy (waste heat, 
solar energy, or geothermal energy) but also potentially storing intermittent electric power 
from solar PV and wind power or off-peak cheap electricity.
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in Figure 4, consisting of a solution and refrigerant loops as the absorbate is also referred to 
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liquid is lowered by the expansion valve before it reaches the evaporator and evaporates. The 
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working fluid is regenerated in the generator and the absorption in the system repeats con-
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solution regeneration in the generator, industrial low-grade waste heat can be supplied to the 
evaporator to assist the evaporation processes of the refrigerant in a heat transformer so that 
the upgraded heat can be gained from the absorber; or in a heat multiplier, condensation and 
absorption processes in the condenser and absorber respectively can be collected for further 
utilization.

Various modifications have been proposed to advance absorption systems for enhanced 
capacity, improved coefficient of performance, and increased temperature lift for heating or 
temperature drop for cooling. For instance, the system can be simplified to form an open-
cycle absorption heat pump by removing the evaporator and bringing the solution in the 
absorber in direct contact with the absorbate source (e.g. moist air, waste vapor, or exhaust 
flue, etc.) to release the absorption heat [29]. When solution and refrigerant tanks are addi-
tionally incorporated to absorption systems, the systems work as absorption heat storage 
systems [30]. Two or three absorption systems can be coupled with each other in series to 
form a two- or three-stage absorption heat transformer by recovering the absorption heat 
of one system for the generation and vaporization heat of the next system (and so on) [30]. 
Also, an absorption system can deploy high- and low-pressure absorbers, to form a double 
absorption heat transformer. The low-pressure absorber also acts as an additional evaporator 
where the adsorption heat is used to vaporize the refrigerant vapor that is to be absorbed 
by the high-pressure absorber [30, 31]. A double-effect absorption heat transformer employs 
two generators as the high-temperature refrigerant vapor generated from the high-pressure 
generator is recovered to provide the low-pressure generator with generation heat, thus two 
streams of refrigerant vapor from two generators converge in the condenser [31]. There are 
also researches on 1.X (or variable) effect cycles that can flexibly perform in larger working 
range with higher energy efficiency [32]. The combination of an absorption system and a 
traditional heat exchanger, as so-called absorption heat exchanger, can realize larger tem-
perature drop through heat exchange, i.e. the outlet temperature of the cold fluid becomes 
higher than the outlet temperature of the hot fluid [29]. In relation to the working fluid of the 
systems, the use of alternative mixtures e.g. water-ternary hydroxides, water-lithium iodide, 
ammonia-sodium thyocianate, ammonia-ionic liquid etc. have been explored. More details 
are available in [29, 30].

Figure 4. The schematic diagram of an absorption heat multiplier.
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3.4. Liquid desiccant systems (LDSs)

Solid or liquid desiccant materials can be used in industry for dehumidification and cool-
ing purposes. Desirable characteristics required for desiccants include low vapor pressure, 
regeneration temperature, crystallization point, viscosity and cost with high density [33]. 
Whilst silica gel, zeolites, aluminas and polymers are solid desiccants, organic desiccant e.g. 
tri-ethylene glycol (TEG) and inorganic salt solutions such as LiBr, lithium chloride (LiCl), 
and calcium chloride (CaCl2) are examples of liquid desiccants [33, 34]. LDSs involve liquid-
gas absorption. They have the edge over solid desiccant systems as they can operate at regen-
eration temperatures, which are very low and they show higher thermodynamic coefficient 
of performance with lower pressure drops [35]. Compared to traditional vapor compression 
systems, apart from the advantages of being environmental friendly and heat driven LDSs are 
more flexible in temperature and humidity controls [34].

An LDS employs (i) a desiccant as a working fluid; (ii) two towers (also referred to as col-
umns) which serve as a dehumidifier (i.e. an absorber, also referred to as a conditioner) and 
a regenerator respectively for air dehumidification and desiccant regeneration processes; (iii) 
devices e.g. pumps and fans for desiccant solution circulation; and (iv) a heat source and a 
heat sink (e.g. low-grade heat and a coolant) to heat up and cool down desiccant solution. 
Figure 5 shows a typical LDS design. The strong desiccant solution is sprayed on top of the 
absorber whilst the wet, cool air used by industrial processes (referred to as “process air”) is 
drawn into the absorber by a fan. The water vapor pressure of the strong solution is lower 
than that of process air. When the strong solution contacts with process air directly, the dif-
ference in the water vapor pressures results in mass transfer i.e. the strong solution absorbs 
moisture from the process air and becomes weak whilst it is chilled (by a coolant). The weak 
desiccant solution is heated (by a low-grade heat, hot water or renewable energy sources) 
and sprayed into the regenerator and heated (by a low-grade heat) whilst regeneration air 
is circulated by a fan. The water vapor pressure of the weak solution is higher than that of 
regeneration air. When the weak solution makes contact with regeneration air directly, the 

Figure 5. A schematic diagram of a LDS.
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solution regeneration in the generator, industrial low-grade waste heat can be supplied to the 
evaporator to assist the evaporation processes of the refrigerant in a heat transformer so that 
the upgraded heat can be gained from the absorber; or in a heat multiplier, condensation and 
absorption processes in the condenser and absorber respectively can be collected for further 
utilization.

Various modifications have been proposed to advance absorption systems for enhanced 
capacity, improved coefficient of performance, and increased temperature lift for heating or 
temperature drop for cooling. For instance, the system can be simplified to form an open-
cycle absorption heat pump by removing the evaporator and bringing the solution in the 
absorber in direct contact with the absorbate source (e.g. moist air, waste vapor, or exhaust 
flue, etc.) to release the absorption heat [29]. When solution and refrigerant tanks are addi-
tionally incorporated to absorption systems, the systems work as absorption heat storage 
systems [30]. Two or three absorption systems can be coupled with each other in series to 
form a two- or three-stage absorption heat transformer by recovering the absorption heat 
of one system for the generation and vaporization heat of the next system (and so on) [30]. 
Also, an absorption system can deploy high- and low-pressure absorbers, to form a double 
absorption heat transformer. The low-pressure absorber also acts as an additional evaporator 
where the adsorption heat is used to vaporize the refrigerant vapor that is to be absorbed 
by the high-pressure absorber [30, 31]. A double-effect absorption heat transformer employs 
two generators as the high-temperature refrigerant vapor generated from the high-pressure 
generator is recovered to provide the low-pressure generator with generation heat, thus two 
streams of refrigerant vapor from two generators converge in the condenser [31]. There are 
also researches on 1.X (or variable) effect cycles that can flexibly perform in larger working 
range with higher energy efficiency [32]. The combination of an absorption system and a 
traditional heat exchanger, as so-called absorption heat exchanger, can realize larger tem-
perature drop through heat exchange, i.e. the outlet temperature of the cold fluid becomes 
higher than the outlet temperature of the hot fluid [29]. In relation to the working fluid of the 
systems, the use of alternative mixtures e.g. water-ternary hydroxides, water-lithium iodide, 
ammonia-sodium thyocianate, ammonia-ionic liquid etc. have been explored. More details 
are available in [29, 30].

Figure 4. The schematic diagram of an absorption heat multiplier.
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An LDS employs (i) a desiccant as a working fluid; (ii) two towers (also referred to as col-
umns) which serve as a dehumidifier (i.e. an absorber, also referred to as a conditioner) and 
a regenerator respectively for air dehumidification and desiccant regeneration processes; (iii) 
devices e.g. pumps and fans for desiccant solution circulation; and (iv) a heat source and a 
heat sink (e.g. low-grade heat and a coolant) to heat up and cool down desiccant solution. 
Figure 5 shows a typical LDS design. The strong desiccant solution is sprayed on top of the 
absorber whilst the wet, cool air used by industrial processes (referred to as “process air”) is 
drawn into the absorber by a fan. The water vapor pressure of the strong solution is lower 
than that of process air. When the strong solution contacts with process air directly, the dif-
ference in the water vapor pressures results in mass transfer i.e. the strong solution absorbs 
moisture from the process air and becomes weak whilst it is chilled (by a coolant). The weak 
desiccant solution is heated (by a low-grade heat, hot water or renewable energy sources) 
and sprayed into the regenerator and heated (by a low-grade heat) whilst regeneration air 
is circulated by a fan. The water vapor pressure of the weak solution is higher than that of 
regeneration air. When the weak solution makes contact with regeneration air directly, the 

Figure 5. A schematic diagram of a LDS.
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difference in the water vapor pressures results in mass transfer i.e. the weak solution releases 
moisture to regeneration air and becomes strong. An inter-stage heat exchanger may be used 
to chill or preheat the desiccant solution before entering the absorber and the regenerator.

R&D has been advanced in connection to the design of the towers, flow directions, liquid desic-
cant materials and system design. Following the introduction of membrane-based LDSs, towers 
applied for LDSs can be classified as randomly or structured packed, spray, wetted wall (also 
referred to as failing-film), and hollow fiber or parallel-plate membrane based (also referred to 
as membrane modules or membrane contactors), as illustrated in Figure 6. The directions in 
which the solution and the air enter and leave the towers distinguish the flow i.e. counter flow 
if both are in opposite directions and cross/parallel flow if both are in the same direction. To 
improve performance and cost-effectiveness, composite desiccant materials such as silica gel or 
SiO2 impregnated with an inorganic salt (including CaCl2, LiCl, LiBr, SrCl2, and NaSO4) have 
also been explored [36]. To enhance heat and mass transfer between desiccant solution and air, 
multi-stage LDSs have been proposed by [37], which operates in a cascade way to cool the solu-
tion in multiple stages when it flows through more than one absorber. Moreover, a pilot study 
has been carried out in power plants to investigate an LDS application, which integrates with 
a CO2 capture system for moisture recovery [38]. Recently, vertical and horizontal discharge 
dehumidifiers, fiberglass packed regenerators and small packaged dehumidifier-regenerator 
commercial LDSs have been made available by Alfa Laval Kathabar [39].

3.5. Organic Rankine cycles (ORC)

An ORC is an emerging prime mover technology, which recovers low-grade heat for power 
generation. As a derivative of the conventional steam Rankine cycle, a basic ORC consists 
of four main components, as shown in Figure 7, including an evaporator, an expander, a 
condenser, and a feed pump. In the system, the working fluid at its lowest temperature and 

Figure 6. Various tower designs for absorbers and regenerators to enable heat and mass transfer between desiccant 
solution and process or regeneration air.
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pressure is pumped by a feed pump to achieve the required pressure (maximum pressure in 
the cycle) before it goes into an evaporator where the working fluid is isobarically heated to 
form dry vapor. The dry vapor enters an expander where expansion takes place to generate 
mechanical work. The expander is connected to a generator where the resulting work is con-
verted into electric power. Leaving the expander, the working fluid, which is now a mixture 
of vapor and liquid at minimum pressure, cools down in a condenser. The saturated liquid 
from the condenser flows into the feed pump and the cycle repeats.

The working fluids of ORCs are organic compounds, which have lower boiling points, 
critical points, specific volumes, and viscosity values than water. They can be classified as 
organic refrigerants, hydrocarbons, and siloxanes. Each works well for different heat source 
temperatures i.e. organic refrigerants are suitable for temperatures between 100 and 175°C; 
hydrocarbons for 175–250°C; and silozanes for 250–400°C. As industrial waste heat sources 
are generally below 175°C, organic refrigerants are more ideal for applications. Some working 
fluids with low supercritical temperatures, such as CO2 (the critical pressure and temperature 
at 73.8 bar and 31.1°C) and hydrocarbons, have been studied for ORC systems, as the cycles 
operate at supercritical condition, and therefore is known as the supercritical Rankine cycle 
(SRC). Because SRCs bypass a two-phase region during the heating process, they have a better 
thermal match with a heat source which results in less irreversibility. After expansion, the 
working fluid exiting the turbine can be purely superheated in vapor form or as a mixture of 
vapor and liquid [40].

Using pure fluids as the working fluid of ORCs involves isothermal condition in the boiler 
and the condenser, which creates a bad thermal match between the working fluid and the heat 
source or heat sink, leading to large irreversibilities. The issue can be diminished by adopting 
a mixture of working fluids (also referred to as “multi-component fluids,” “fluid blends,” or 
“binary mixtures”), such as zeotropic mixtures. This is because working fluid mixtures can 
offer a boiling temperature range rather than a boiling point at constant pressure. Likewise, 
SRCs using zeotropic mixtures potentially have further reduced exergy destruction during 
both boiling and condensation, leading to higher efficiency.

To safeguard the overall performance of ORCs in particular when the application scale is 
small and the temperature of heat sources is low, expanders play a key role, and therefore, 
have been researched for highly efficient design. To date, expanders proposed for ORCs can be 
classified as velocity- or volume-type [41], which show different characteristics. Velocity-type 
expanders e.g. axial turbine expanders possess higher flow rates but contain lower pressure 
ratios, rotational speeds, and tolerance of a two-phase condition at the outlet. Volume-type 
expanders e.g. screw expanders, scroll expanders, and reciprocal piston expanders are sim-
pler with less moving parts, a wider power output range, and require less maintenance. The 
selection should be made by taking account of cost, efficiency, operating conditions, noise 
level, safety and leaking issues.

Various configurations with the potential of higher energy efficiency have been explored 
in R&D. When a regenerator (also known as feed-water heater, preheater, recuperator, and 
internal heat exchanger) is deployed to achieve a better thermal match between the working 
fluids and the heat sources, the working fluid will be preheated before entering the evaporator 
using either the vapor exiting the turbine or via the turbine bleeding during expansion. Such 
ORC configuration is referred to as a regenerative ORC. Also, one or more flash evaporator 
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difference in the water vapor pressures results in mass transfer i.e. the weak solution releases 
moisture to regeneration air and becomes strong. An inter-stage heat exchanger may be used 
to chill or preheat the desiccant solution before entering the absorber and the regenerator.

R&D has been advanced in connection to the design of the towers, flow directions, liquid desic-
cant materials and system design. Following the introduction of membrane-based LDSs, towers 
applied for LDSs can be classified as randomly or structured packed, spray, wetted wall (also 
referred to as failing-film), and hollow fiber or parallel-plate membrane based (also referred to 
as membrane modules or membrane contactors), as illustrated in Figure 6. The directions in 
which the solution and the air enter and leave the towers distinguish the flow i.e. counter flow 
if both are in opposite directions and cross/parallel flow if both are in the same direction. To 
improve performance and cost-effectiveness, composite desiccant materials such as silica gel or 
SiO2 impregnated with an inorganic salt (including CaCl2, LiCl, LiBr, SrCl2, and NaSO4) have 
also been explored [36]. To enhance heat and mass transfer between desiccant solution and air, 
multi-stage LDSs have been proposed by [37], which operates in a cascade way to cool the solu-
tion in multiple stages when it flows through more than one absorber. Moreover, a pilot study 
has been carried out in power plants to investigate an LDS application, which integrates with 
a CO2 capture system for moisture recovery [38]. Recently, vertical and horizontal discharge 
dehumidifiers, fiberglass packed regenerators and small packaged dehumidifier-regenerator 
commercial LDSs have been made available by Alfa Laval Kathabar [39].

3.5. Organic Rankine cycles (ORC)

An ORC is an emerging prime mover technology, which recovers low-grade heat for power 
generation. As a derivative of the conventional steam Rankine cycle, a basic ORC consists 
of four main components, as shown in Figure 7, including an evaporator, an expander, a 
condenser, and a feed pump. In the system, the working fluid at its lowest temperature and 

Figure 6. Various tower designs for absorbers and regenerators to enable heat and mass transfer between desiccant 
solution and process or regeneration air.
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pressure is pumped by a feed pump to achieve the required pressure (maximum pressure in 
the cycle) before it goes into an evaporator where the working fluid is isobarically heated to 
form dry vapor. The dry vapor enters an expander where expansion takes place to generate 
mechanical work. The expander is connected to a generator where the resulting work is con-
verted into electric power. Leaving the expander, the working fluid, which is now a mixture 
of vapor and liquid at minimum pressure, cools down in a condenser. The saturated liquid 
from the condenser flows into the feed pump and the cycle repeats.

The working fluids of ORCs are organic compounds, which have lower boiling points, 
critical points, specific volumes, and viscosity values than water. They can be classified as 
organic refrigerants, hydrocarbons, and siloxanes. Each works well for different heat source 
temperatures i.e. organic refrigerants are suitable for temperatures between 100 and 175°C; 
hydrocarbons for 175–250°C; and silozanes for 250–400°C. As industrial waste heat sources 
are generally below 175°C, organic refrigerants are more ideal for applications. Some working 
fluids with low supercritical temperatures, such as CO2 (the critical pressure and temperature 
at 73.8 bar and 31.1°C) and hydrocarbons, have been studied for ORC systems, as the cycles 
operate at supercritical condition, and therefore is known as the supercritical Rankine cycle 
(SRC). Because SRCs bypass a two-phase region during the heating process, they have a better 
thermal match with a heat source which results in less irreversibility. After expansion, the 
working fluid exiting the turbine can be purely superheated in vapor form or as a mixture of 
vapor and liquid [40].

Using pure fluids as the working fluid of ORCs involves isothermal condition in the boiler 
and the condenser, which creates a bad thermal match between the working fluid and the heat 
source or heat sink, leading to large irreversibilities. The issue can be diminished by adopting 
a mixture of working fluids (also referred to as “multi-component fluids,” “fluid blends,” or 
“binary mixtures”), such as zeotropic mixtures. This is because working fluid mixtures can 
offer a boiling temperature range rather than a boiling point at constant pressure. Likewise, 
SRCs using zeotropic mixtures potentially have further reduced exergy destruction during 
both boiling and condensation, leading to higher efficiency.

To safeguard the overall performance of ORCs in particular when the application scale is 
small and the temperature of heat sources is low, expanders play a key role, and therefore, 
have been researched for highly efficient design. To date, expanders proposed for ORCs can be 
classified as velocity- or volume-type [41], which show different characteristics. Velocity-type 
expanders e.g. axial turbine expanders possess higher flow rates but contain lower pressure 
ratios, rotational speeds, and tolerance of a two-phase condition at the outlet. Volume-type 
expanders e.g. screw expanders, scroll expanders, and reciprocal piston expanders are sim-
pler with less moving parts, a wider power output range, and require less maintenance. The 
selection should be made by taking account of cost, efficiency, operating conditions, noise 
level, safety and leaking issues.

Various configurations with the potential of higher energy efficiency have been explored 
in R&D. When a regenerator (also known as feed-water heater, preheater, recuperator, and 
internal heat exchanger) is deployed to achieve a better thermal match between the working 
fluids and the heat sources, the working fluid will be preheated before entering the evaporator 
using either the vapor exiting the turbine or via the turbine bleeding during expansion. Such 
ORC configuration is referred to as a regenerative ORC. Also, one or more flash evaporator 
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can be incorporated in an ORC to form single-, double-, or multiple-stage organic flash cycles, 
in which the working fluid of an ORC is flash evaporated before the gas vapor entering the 
expander. When more than two separate stages are incorporated in an ORC to enable the con-
denser of Stage 1 acting as the evaporator of Stage 2 (and so on), the configuration is known 
as a cascade ORC. More details can be found in [42].

To date, a number of ORC manufacturers (e.g., Turboden, Opcon Powerbox, and EXERGY) 
and commercial applications in industry sectors have been reported. To recover waste heat 
from furnace exhaust, the ORC units manufactured by Turboden have been operated by iron 
and steel foundries, including (i) Fonderia di Torbole in Italy since 1996; (ii) Toscelik Hot 
Strip Mill in Turkey with a 1000 kW net electric power output since 2011; (iii) NatSteel in 
Singapore with a 555 kW gross electric power output since 2013; (iv) Elbe-Stahlwerke Feralpi 
in Germany with a 2700 kW gross electric power output since 2013; and (v) ORI Martin in 
Italy with a 1900 kW gross electric power output since 2016 [43]. In Sweden, a NH3 based, fully 
automated, remotely controlled ORC system supplied by Opcon Powerbox has been recover-
ing low-grade heat from wastewater stream originated from the manufacturing processes in 
the Munksjö pulp mill since 2010, which produces electricity with a net output capacity of 
750 kWel [44]. ORC systems manufactured by EXERGY have been operated in three glass 
manufacturing plants of Sisecamin in Italy, each with a capacity of 5 MWe electricity [45]. 
According to [46], recovering industrial waste heat using ORCs commercially is limited to 
10 applications around the world with a total installed power of 29 MWel, and therefore, the 
market is still in its infancy.

3.6. Kalina cycles

Kalina cycles can recover industrial waste heat ranging between 80 and 400°C for power gen-
eration. In principle, Kalina cycles are absorption-based power generation cycle. Kalina cycles 
show superior performance over ORCs and supercritical cycles. Irresibility is scaled down as 
Kalina cycles reduce the heat transfer temperature difference between its working fluid i.e. 
ammonia-water (NH3-H2O) and heat source. Moreover, the Kalina cycle has one more degree 
of freedom than the Rankine cycles to be flexibly adopted to match with a certain heat source 
and heat sink, as the NH3-H2O composition can be adjusted as well as the system high- and 
low-pressure levels. Other benefits of using NH3-H2O as the working fluid include (i) enabling 

Figure 7. The schematic diagram of an ORC.
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efficient use of low-grade heat for vapor generation at higher pressure; (ii) less oxidation due 
to extremely low oxygen levels within the mixture, therefore, standard materials like carbon 
steel and standard high-temperature alloys can be used to handle ammonia [47].

To suit heat source characteristics and accommodate specific applications, more than 30 
configurations, that is, Kalina Cycle Systems (KCSs) 1–34 have been introduced to date [45]. 
Figure 8 depicts the system configuration developed for waste heat recovery in cement 
industry, which is based on KCSs 1–2 for power generation [48]. Low-grade heat is fed to the 
vapor generators respectively to boil and superheat the working fluid. The superheated vapor 
expands in the turbine to generate electrical power. The turbine exhaust is cooled down when 
passing through one of the recuperative heat exchangers, diluted by the working fluid from 
the vapor separator and condensed in the low-pressure condenser. Some saturated work-
ing fluid from the condenser passes through the other recuperative heat exchanger before 
reaching vapor separator while the remaining mixes with the vapor steam from the separator 
to form ammonia-rich working fluid. It is condensed in the high-pressure condenser by the 
cooling medium before being pumped back to the heat recovery vapor generators. As ammo-
nia and water have close molecular weights, Kalina cycles do not require specific equipment 
design and piping system. Due to the lower boiling points of the mixture, a higher turbine 
inlet pressure and lower mass flow rate are permissible for Kalina cycles, which helps to 
minimize the running costs of the system. KCS-11 is the most suitable cycle for low-grade heat 
between about 121 and 204°C and KSC-34 or KSC-34 g are popular for application with heat 
source temperature below 121°C. More details can be found in [42].

System development, modeling, and experimental studies, which analyze the working fluid 
(including zeotropic mixtures), thermodynamic performance (i.e. entransy, entropy, and/or 
exergy), and parametric optimization of the cycles have been extensively researched over 
the years. Substituting an ejector for the absorber and the throttle valve has been proposed 
to reduce the pressure of the expander exhaust, which results in a larger difference in the 
working pressure of expansion [49]. As such, thermal efficiency and the power output of 
Kalina cycles are improved. Also aiming for greater power output, Kalina-Flash cycles have 
been introduced [50] where a flash vessel is incorporated into the cycles to produce second-
ary NH3-rich vapor by depressurizing the NH3-poor solution. Recently, Kalina cogeneration 
cycles [51] integrating an ejector have been developed to improve system performance and 
produce power and refrigeration simultaneously.

Focusing on industrial waste heat recovery, recent R&D direction has steered toward 
comparing ORCs and Kalina cycles. For instance, recovery of multiple heat streams in the 
process industry has been compared based on three waste heat patterns [52], which shows 
that the Kalina cycles are more superior when the temperatures of the heat streams form a 
linear relationship or increase slowly with enthalpy but become inferior if the temperatures 
increase rapidly. R&D has also advanced to integrate an ORC and a Kalina cycle to recover 
waste heat from the exhaust of a natural gas power generation system using the combi-
nation of solid oxide fuel cells and a gas turbine while the cryogenic energy of liquefied 
natural gas (LNG) is used as the heat sink, which shows an acceptable thermal efficiency 
with reduced exergy loss through temperature matches between heat sources and heat 
sinks [53].
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can be incorporated in an ORC to form single-, double-, or multiple-stage organic flash cycles, 
in which the working fluid of an ORC is flash evaporated before the gas vapor entering the 
expander. When more than two separate stages are incorporated in an ORC to enable the con-
denser of Stage 1 acting as the evaporator of Stage 2 (and so on), the configuration is known 
as a cascade ORC. More details can be found in [42].

To date, a number of ORC manufacturers (e.g., Turboden, Opcon Powerbox, and EXERGY) 
and commercial applications in industry sectors have been reported. To recover waste heat 
from furnace exhaust, the ORC units manufactured by Turboden have been operated by iron 
and steel foundries, including (i) Fonderia di Torbole in Italy since 1996; (ii) Toscelik Hot 
Strip Mill in Turkey with a 1000 kW net electric power output since 2011; (iii) NatSteel in 
Singapore with a 555 kW gross electric power output since 2013; (iv) Elbe-Stahlwerke Feralpi 
in Germany with a 2700 kW gross electric power output since 2013; and (v) ORI Martin in 
Italy with a 1900 kW gross electric power output since 2016 [43]. In Sweden, a NH3 based, fully 
automated, remotely controlled ORC system supplied by Opcon Powerbox has been recover-
ing low-grade heat from wastewater stream originated from the manufacturing processes in 
the Munksjö pulp mill since 2010, which produces electricity with a net output capacity of 
750 kWel [44]. ORC systems manufactured by EXERGY have been operated in three glass 
manufacturing plants of Sisecamin in Italy, each with a capacity of 5 MWe electricity [45]. 
According to [46], recovering industrial waste heat using ORCs commercially is limited to 
10 applications around the world with a total installed power of 29 MWel, and therefore, the 
market is still in its infancy.

3.6. Kalina cycles

Kalina cycles can recover industrial waste heat ranging between 80 and 400°C for power gen-
eration. In principle, Kalina cycles are absorption-based power generation cycle. Kalina cycles 
show superior performance over ORCs and supercritical cycles. Irresibility is scaled down as 
Kalina cycles reduce the heat transfer temperature difference between its working fluid i.e. 
ammonia-water (NH3-H2O) and heat source. Moreover, the Kalina cycle has one more degree 
of freedom than the Rankine cycles to be flexibly adopted to match with a certain heat source 
and heat sink, as the NH3-H2O composition can be adjusted as well as the system high- and 
low-pressure levels. Other benefits of using NH3-H2O as the working fluid include (i) enabling 
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efficient use of low-grade heat for vapor generation at higher pressure; (ii) less oxidation due 
to extremely low oxygen levels within the mixture, therefore, standard materials like carbon 
steel and standard high-temperature alloys can be used to handle ammonia [47].

To suit heat source characteristics and accommodate specific applications, more than 30 
configurations, that is, Kalina Cycle Systems (KCSs) 1–34 have been introduced to date [45]. 
Figure 8 depicts the system configuration developed for waste heat recovery in cement 
industry, which is based on KCSs 1–2 for power generation [48]. Low-grade heat is fed to the 
vapor generators respectively to boil and superheat the working fluid. The superheated vapor 
expands in the turbine to generate electrical power. The turbine exhaust is cooled down when 
passing through one of the recuperative heat exchangers, diluted by the working fluid from 
the vapor separator and condensed in the low-pressure condenser. Some saturated work-
ing fluid from the condenser passes through the other recuperative heat exchanger before 
reaching vapor separator while the remaining mixes with the vapor steam from the separator 
to form ammonia-rich working fluid. It is condensed in the high-pressure condenser by the 
cooling medium before being pumped back to the heat recovery vapor generators. As ammo-
nia and water have close molecular weights, Kalina cycles do not require specific equipment 
design and piping system. Due to the lower boiling points of the mixture, a higher turbine 
inlet pressure and lower mass flow rate are permissible for Kalina cycles, which helps to 
minimize the running costs of the system. KCS-11 is the most suitable cycle for low-grade heat 
between about 121 and 204°C and KSC-34 or KSC-34 g are popular for application with heat 
source temperature below 121°C. More details can be found in [42].

System development, modeling, and experimental studies, which analyze the working fluid 
(including zeotropic mixtures), thermodynamic performance (i.e. entransy, entropy, and/or 
exergy), and parametric optimization of the cycles have been extensively researched over 
the years. Substituting an ejector for the absorber and the throttle valve has been proposed 
to reduce the pressure of the expander exhaust, which results in a larger difference in the 
working pressure of expansion [49]. As such, thermal efficiency and the power output of 
Kalina cycles are improved. Also aiming for greater power output, Kalina-Flash cycles have 
been introduced [50] where a flash vessel is incorporated into the cycles to produce second-
ary NH3-rich vapor by depressurizing the NH3-poor solution. Recently, Kalina cogeneration 
cycles [51] integrating an ejector have been developed to improve system performance and 
produce power and refrigeration simultaneously.

Focusing on industrial waste heat recovery, recent R&D direction has steered toward 
comparing ORCs and Kalina cycles. For instance, recovery of multiple heat streams in the 
process industry has been compared based on three waste heat patterns [52], which shows 
that the Kalina cycles are more superior when the temperatures of the heat streams form a 
linear relationship or increase slowly with enthalpy but become inferior if the temperatures 
increase rapidly. R&D has also advanced to integrate an ORC and a Kalina cycle to recover 
waste heat from the exhaust of a natural gas power generation system using the combi-
nation of solid oxide fuel cells and a gas turbine while the cryogenic energy of liquefied 
natural gas (LNG) is used as the heat sink, which shows an acceptable thermal efficiency 
with reduced exergy loss through temperature matches between heat sources and heat 
sinks [53].
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Existing industrial waste heat recovery applications include [54] (i) 3.5 MW Sumitomo plant 
in Japan from 98°C hot water since 1999; (ii) 2.0 MW Kalina plant in Husavik, Iceland using 
geothermal brine at 124°C since 2000; (iii) 4.0 MW Fuji Oil plant in Japan from 116°C condens-
ing vapors since 2005; (iv) 8.6 MW DG KHAN plant in Pakistan from the gas and air rejected 
from the kiln since 2013; and (v) 4.75 MW Star Cement plant in Dubai from hot air from kiln 
since 2013. Still, commercial application of Kalina cycles are limited due to a few practical 
issues (on top of expensive capital investment), including (i) the requirement of an accurate 
evaporation ratio in the boiler; (ii) the tendency of NH3-H2O mixture to prematurely condense 
during expansion; (iii) requirement of low condensation temperature for productive genera-
tion; and (iv) the patents of Kalina cycles.

4. Concluding remarks

The technologies discussed in this chapter bring both advantages and disadvantages, as sum-
marized in Table 2.

R&D has been ongoing to resolve technical constraints and enhance coefficient of perfor-
mance of the state-of-the-art technologies. To achieve a low-carbon future, it is envisaged that 
R&D for these low-grade heat utilization and recovery technologies will continue to carry 
out more experimental studies, investigate working fluids and materials, examine thermo-
dynamic properties (including energetic, exergy and entransy analyzes), cover performance 
analysis and optimization, develop and verify modeling with experimental results, propose 
new system design, integrate technologies with renewable sources and compare alternative 
systems or technologies. As evidenced by the examples of worldwide commercial applica-
tions, utilizing, or recovering industrial low-grade heat (which is otherwise discharged to the 
environment) for useful work is possible by taking advantage of the state-of-the-art technolo-
gies discussed in this chapter. Inevitably, the number of commercial applications is still very 
limited, even though industrial waste heat is abundantly available and the concept of utiliza-
tion or recovery is not new. This is because of resource constraints and lack of motivation due 
to the technical, regulatory, business, and organizational barriers as illustrated in Figure 9.

Figure 8. The schematic diagram of KCSs 1–2 developed for cement industry application.
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From a technical perspective, the varied nature of the low-grade heat sources including 
temperature, availability, flow rate, composition, contaminating content and working fluids 
affect the application significantly. From a business and organizational perspective, capital 
cost and payback period are the key factors considered by the management boards of indus-
trial organizations. Currently, commercial applications are also hindered by the regulatory 
barriers such as the absence of financial incentives, tax breaks, strong policies and legislation. 

Technology Advantage Disadvantage

Adsorption [13] • Simple configuration without moving 
parts; eco-friendly refrigerants; and suit-
able for ultra-lowgrade heat recovery 
and utilization; high energy density of 
chemisorption

• Bulky; solid material related issues, e.g. poor 
heat and mass transfer within solid sorbent in the 
fixed bed; modest COP; temperature swing in 
the fixed bed and the sensible heat load of solid 
sorbent and metallic reactor; potential perfor-
mance degradation; intermittency of the basic 
configuration; and lack of industrialization

Absorption [29] • Eco-friendly working fluid; reduce peak 
power demand; and mitigate green-
house gas emission issues

• Large initial cost; and operational constraints; 
crystallization and corrosion issue of the working 
fluid

LDS [34, 36] • Effective air quality control; high density 
energy storage; can be driven by ultra-
low grade heat

• Desiccant solution carryover leads to corrosion 
and high maintenance cost; and high thermal 
energy requirements for desiccant regeneration; 
low system efficiency; bulk system; system 
performance depends on atmospheric condition

ORC [41, 55] • Higher efficiency at low temperature 
and pressure; no blade erosion; and 
reduced maintenance

• Low efficiency and high cost for small scale 
application; and not environmental–friendly 
working fluid

Kalina cycle [47] • Improved heat transfer process and 
recuperation; common, bio-degradable 
and environmentally benign working 
fluid; and mature safety standards

• Complex circuit; unsuitable to be used with 
copper and copper alloys; and corrosive to mild 
steel and aluminum; and bulk system

Table 2. Advantages and disadvantages of the state-of-the-art technologies.

Figure 9. Technical, regulatory, business and organizational barriers to commercially deploying low-grade heat utilization  
and recovery technologies.
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Existing industrial waste heat recovery applications include [54] (i) 3.5 MW Sumitomo plant 
in Japan from 98°C hot water since 1999; (ii) 2.0 MW Kalina plant in Husavik, Iceland using 
geothermal brine at 124°C since 2000; (iii) 4.0 MW Fuji Oil plant in Japan from 116°C condens-
ing vapors since 2005; (iv) 8.6 MW DG KHAN plant in Pakistan from the gas and air rejected 
from the kiln since 2013; and (v) 4.75 MW Star Cement plant in Dubai from hot air from kiln 
since 2013. Still, commercial application of Kalina cycles are limited due to a few practical 
issues (on top of expensive capital investment), including (i) the requirement of an accurate 
evaporation ratio in the boiler; (ii) the tendency of NH3-H2O mixture to prematurely condense 
during expansion; (iii) requirement of low condensation temperature for productive genera-
tion; and (iv) the patents of Kalina cycles.

4. Concluding remarks

The technologies discussed in this chapter bring both advantages and disadvantages, as sum-
marized in Table 2.

R&D has been ongoing to resolve technical constraints and enhance coefficient of perfor-
mance of the state-of-the-art technologies. To achieve a low-carbon future, it is envisaged that 
R&D for these low-grade heat utilization and recovery technologies will continue to carry 
out more experimental studies, investigate working fluids and materials, examine thermo-
dynamic properties (including energetic, exergy and entransy analyzes), cover performance 
analysis and optimization, develop and verify modeling with experimental results, propose 
new system design, integrate technologies with renewable sources and compare alternative 
systems or technologies. As evidenced by the examples of worldwide commercial applica-
tions, utilizing, or recovering industrial low-grade heat (which is otherwise discharged to the 
environment) for useful work is possible by taking advantage of the state-of-the-art technolo-
gies discussed in this chapter. Inevitably, the number of commercial applications is still very 
limited, even though industrial waste heat is abundantly available and the concept of utiliza-
tion or recovery is not new. This is because of resource constraints and lack of motivation due 
to the technical, regulatory, business, and organizational barriers as illustrated in Figure 9.

Figure 8. The schematic diagram of KCSs 1–2 developed for cement industry application.
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From a technical perspective, the varied nature of the low-grade heat sources including 
temperature, availability, flow rate, composition, contaminating content and working fluids 
affect the application significantly. From a business and organizational perspective, capital 
cost and payback period are the key factors considered by the management boards of indus-
trial organizations. Currently, commercial applications are also hindered by the regulatory 
barriers such as the absence of financial incentives, tax breaks, strong policies and legislation. 

Technology Advantage Disadvantage

Adsorption [13] • Simple configuration without moving 
parts; eco-friendly refrigerants; and suit-
able for ultra-lowgrade heat recovery 
and utilization; high energy density of 
chemisorption

• Bulky; solid material related issues, e.g. poor 
heat and mass transfer within solid sorbent in the 
fixed bed; modest COP; temperature swing in 
the fixed bed and the sensible heat load of solid 
sorbent and metallic reactor; potential perfor-
mance degradation; intermittency of the basic 
configuration; and lack of industrialization

Absorption [29] • Eco-friendly working fluid; reduce peak 
power demand; and mitigate green-
house gas emission issues

• Large initial cost; and operational constraints; 
crystallization and corrosion issue of the working 
fluid

LDS [34, 36] • Effective air quality control; high density 
energy storage; can be driven by ultra-
low grade heat

• Desiccant solution carryover leads to corrosion 
and high maintenance cost; and high thermal 
energy requirements for desiccant regeneration; 
low system efficiency; bulk system; system 
performance depends on atmospheric condition

ORC [41, 55] • Higher efficiency at low temperature 
and pressure; no blade erosion; and 
reduced maintenance

• Low efficiency and high cost for small scale 
application; and not environmental–friendly 
working fluid

Kalina cycle [47] • Improved heat transfer process and 
recuperation; common, bio-degradable 
and environmentally benign working 
fluid; and mature safety standards

• Complex circuit; unsuitable to be used with 
copper and copper alloys; and corrosive to mild 
steel and aluminum; and bulk system

Table 2. Advantages and disadvantages of the state-of-the-art technologies.

Figure 9. Technical, regulatory, business and organizational barriers to commercially deploying low-grade heat utilization  
and recovery technologies.
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Nevertheless, the successful stories of the existing commercial applications indicate more pos-
sibilities and opportunities in future. Indeed, they have set important precedents for feasible 
uptake of the technologies in various industry sectors. Opportunities present for wider com-
mercial applications in future as a result of the following drives:

a. Technical—R&D has been ongoing to (i) identify more working fluids from a wider range 
of fluid types and mixtures for different heat source temperatures; (ii) enhance heat trans-
fer and exchange; and (iii) achieve optimal system performance.

b. Economic—Significant energy cost savings are realized from the commercial applications 
in particular when energy prices soar.

c. Business—The deployment of the state-of-the-art technologies is (i) justifiable on the 
grounds of improved corporate images when organizations endeavor in energy efficiency 
and sustainability; and (ii) possible for upcoming facility expansion and renovation while 
existing infrastructure can be used as a backup.

d. Policy—Industrial willingness to go beyond business as usual can be stimulated by tax 
breaks or exemption and new feed-in tariffs for low-grade heat utilization and recovery.

e. Information, training and knowledge transfer—More commercial applications can be real-
ized provided manufacturers, dealers and technicians are informed about R&D advance 
on a regular basis.

f. Social—The deployment brings along some advantages to the society, for instance, local/
national economic development, new job opportunities, energy security, and indirect 
health benefits from reduced green house gas (GHG) emission.

Prior to commercial applications, the system must be designed with precautions and assessed 
thoroughly using a whole-system approach by taking account of technical, economic, legisla-
tive, social and environmental consideration. Life cycle assessment, which is a methodology 
widely applied for environmental assessment, is not further discussed but can be found in [56].
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Abstract

This chapter book aims to present some key aspects, which play a crucial role to optimize 
the energy conversion process occurring in microbial fuel cells (MFCs): fluid dynamics 
and the materials selected as anodic electrodes. MFCs are (bio)-electrochemical devices 
that directly convert chemical energy into electrical energy, thanks to the metabolic activ-
ity of some bacteria. In the anodic compartment, these bacteria, named exoelectrogens, 
are able to oxidize the organic matter, directly releasing the electrons to the anode sur-
face. The conversion process can be deeply influenced by how the electrolyte solution, 
containing the carbon-energy source, moves inside the device. For this reason, fluid 
dynamic modeling is an important tool to explain the correlation between the fluid flow 
and power output production, optimizing also the overall MFC performance. Moreover, 
the morphology of anode electrodes results to be essential to guarantee and enhance the 
bacteria proliferation on them, improving the energy conversion.

Keywords: microbial fuel cells, bioelectrochemical devices, exoelectrogenic bacteria, 
fluid dynamic, modeling

1. Introduction

Since in the next years, the high level of greenhouse gas emissions (GHG) must be reduced as 
confirmed by Kyoto protocol [1, 2], the development and investigation of renewable energy 
sources are of ever increasing importance, since they are expected to play a leading role to 
further improve the life quality all over the world [3].

As represented in Figure 1, the conventional energy sources, based on oil, coal and natural gas, 
are widely used comparing with the renewable energy ones that is only 10% of U.S energy 
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Abstract

This chapter book aims to present some key aspects, which play a crucial role to optimize 
the energy conversion process occurring in microbial fuel cells (MFCs): fluid dynamics 
and the materials selected as anodic electrodes. MFCs are (bio)-electrochemical devices 
that directly convert chemical energy into electrical energy, thanks to the metabolic activ-
ity of some bacteria. In the anodic compartment, these bacteria, named exoelectrogens, 
are able to oxidize the organic matter, directly releasing the electrons to the anode sur-
face. The conversion process can be deeply influenced by how the electrolyte solution, 
containing the carbon-energy source, moves inside the device. For this reason, fluid 
dynamic modeling is an important tool to explain the correlation between the fluid flow 
and power output production, optimizing also the overall MFC performance. Moreover, 
the morphology of anode electrodes results to be essential to guarantee and enhance the 
bacteria proliferation on them, improving the energy conversion.

Keywords: microbial fuel cells, bioelectrochemical devices, exoelectrogenic bacteria, 
fluid dynamic, modeling

1. Introduction

Since in the next years, the high level of greenhouse gas emissions (GHG) must be reduced as 
confirmed by Kyoto protocol [1, 2], the development and investigation of renewable energy 
sources are of ever increasing importance, since they are expected to play a leading role to 
further improve the life quality all over the world [3].

As represented in Figure 1, the conventional energy sources, based on oil, coal and natural gas, 
are widely used comparing with the renewable energy ones that is only 10% of U.S energy 
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consumption in 2015 [4]. The main targets of EU’s Renewable Energy Directive are focused on 
two important aspects: (1) the renewable energy sources must represent the 20% of final/total 
energy consumption by 2020; (2) all EU countries must adopt national energy action plans, lead-
ing to carry out their renewable targets. Among all renewable energy sources, such as hydroelec-
tricity, wood, geothermal, wind and solar, biofuel is produced/obtained/carried out/achieved 
through the biological processes, such as agriculture and anaerobic digestion, rather than a 
fuel obtained by geological processes, which are achieved in fossil fuels formation like coal and 
petroleum. Biofuels can be obtained directly from plants or derived indirectly by agricultural, 
commercial, domestic and/or industrial wastes. Furthermore, a biofuel cell is a device that real-
izes the conversion of chemical energy into electrical energy toward biochemical reactions. The 
electrons are produced by the oxidation reaction of a specific fuel. Among all different biofuel 
cells, microbial fuel cell (MFC) represents a promising technology as renewable energy sources.

In this chapter, MFC devices are proposed as bio-electrochemical devices that convert the 
chemical energy, embedded in organic compounds (fuel), into electrical energy by the action 
of exoelectrogenic microorganisms [5]. These electrochemical cells are based on a bio-anode, 
whose surfaces are colonized by microorganisms, which proliferate and drive/catalyse the 
oxidation reaction, occurring in the anodic compartment. In the past few decades, in order to 
validate the application of MFCs as energy production devices, different works in the literature 
focused their attention on different carbon energy sources as fuel [6–8]. Moreover, as high-
lighted by different works in the literature, both device architecture, which influence on the 
fluid dynamic distribution inside MFCs, and morphological properties of electrode materials 
play a crucial role to optimize/enhance overall performance/power output production. In this 

Figure 1. US energy consumption by energy sources in 2015.
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chapter, we also explained/described a growing interest in miniaturized these devices at the 
milliliter to microliter size [9–12]. In particular, the design of milliliter-size MFCs induced an 
optimization of carbon sources transport and the reduction of internal resistance of device, 
improving thus the power output production. The authors of several works in the literature 
demonstrate how the reduction/diminution of MFCs volume guarantees a small distance 
between electrodes, fast response time, a low Reynolds number and the possibility to investi-
gate the electron transfer process due to the interaction between bacteria and anodic electrode.

2. MFCs technical aspects principle

The MFC is a bio-electrochemical device, where the microorganisms are used to convert 
chemical energy, trapped in an organic matter, into the electrical energy. The process is based 
on the concept that particular kind of microorganisms, named exoelectrogens, are able to 
oxidize the organic matter (also known as carbon energy sources) [13] and to directly transfer 
the produced electrons outside their cells exogenously [5]. Indeed, these microorganisms are 
capable to directly release the electrons to a chemical or materials that are not immediately the 
electron acceptor. Successively, the produced electrons flow from anodic electrode to terminal 
electron acceptor (TEA) through an external applied load. TEA acquires the electrons and 
becomes reduced in the cathode compartment (see Figure 2). Therefore, MFCs are character-
ized by three main compartments, as shown in Figure 2:

1. Anode chamber, where the organic matter oxidation reaction occurred, catalyzed by exo-
electrogenic bacteria;

2. Cathode chamber, where the reduction reaction is carried out. The released electrons flow 
into cathode chamber through an external load applied, leading thus to reduce the ter-
minal electron acceptor. Regarding the electrolyte in MFCs cathode compartment, many 
different chemical species accept the electron and then are reduced. One of them is the 

Figure 2. Scheme of working principle of microbial fuel cells (MFCs).
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Figure 3. Scheme of the direct electron transfer pathway through (a) the membrane bound cytochromes, (b) nanowires 
self- produced by bacteria and (c) self-produced redox mediators.

oxygen, dissolved into the electrolyte (normally electrolyte is based on water). The oxygen 
is reduced through a catalysed reaction of the electron with the protons, named oxygen 
reduction reaction (ORR). Many TEAs, such as oxygen, nitrate, sulphate and others, accept 
the electrons making some products that can diffuse outside the devices.

3. Proton exchange membrane (PEM), which is an anionic or cationic membrane that sepa-
rates the anode and cathode chambers and ensure the protonic flow into the electrolyte.

3. Anode compartment

In the anode chamber bacteria grow on the electrode surface, generating a biofilm. According 
to IUPAC definition, the biofilm is an “Aggregate of microorganisms in which cells that are fre-
quently embedded within a self-produced matrix of extracellular polymeric substance (EPS) 
adhere to each other and/or to a surface” [14]. The main difference between biofilm and plank-
tonic microorganisms (bacteria that float in the liquid electrolyte) is represented by ability of 
bacteria to self-produce all the connections between among them and with anodic electrode 
surface. The adhesion of bacteria to the electrode surface is ensured by weak and reversible 
van der Waals forces. If the microorganisms are not immediately separated from the electrode 
surface, their anchorage became more effective and stronger by direct cell-adhesion by pili, 
and by a self-produced matrix of extracellular polymeric substances. The resulting biofilm in 
MFC’s anode is formed by electrochemically active bacteria that oxidize the organic matter dis-
solved in the electrolyte, and acting as the carbon energy source in MFCs. In the last years, dif-
ferent works in the literature investigated the different electron transfer processes, carried out 
by bacteria in MFCs [15–20]. These processes can be divided into two mainly different ways:

1. electron shuttling via self-produced mediators [17, 18].

2. nanowires produced by some bacteria which are used as endogenous mediators [19, 20].

Direct electron transfer can be obtained by physical contact of redox active bacterial membrane 
organelle, such as cytochromes, with the anode electrode [21], as represented in Figure 3a. 
Otherwise, Gorbi et al. [19] investigated the conductive bacterial nanowires (or pili), produced 
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by bacteria (Geobacter and Shewanella) as the pathway to direct transfer the electrons to anodic 
electrode, as shown in Figure 3b. Rabaey et al. [17, 18] defined the ability of certain bacteria to 
self-produce redox mediators, which then ensure the direct electron transfer to the anodic sur-
face (see Figure 3c). He demonstrated that bacteria exist, which are able to generate exogenous 
redox mediators, which not have to be added to a culture. These self-produced mediators per-
mit to shuttle the electrons to an electrode, inducing the power generation in a MFC.

4. Microbial fuel cells power output production

The theoretical concept, based on the power output production from MFCs, defined a direct 
correlation between power production and the measured voltage across the external applied 
load [22], as represented in Eq. (1):

  (1)

where I is the current produced from MFCs,  is voltage drop across the external applied 
resistor. One of the main parameters, that can affect produced current and consequently 
power production, is the surface area of anode electrode available for the microorganisms 
growth. For this reason, it is common to introduce the concept of power density, defined 
normalizing power production with anodic surface area (Aanode) [22]. Furthermore, since the 
measured current is defined as a function of the potential across the external resistance and it 
is needed to take into account the accessible surface area for bacteria proliferation, the power 
density output can be determined by Eq. (2):

  (2)

As widely investigated by several works in the literature [22–24], the generated voltage by 
MFCs depends on both the microorganisms proliferation on anode electrode surface and 
anode and cathode voltages, as explained by Eq. (3):

  (3)

where  and  are respectively the cathode and anode voltages [22].

In particular, the anodic voltage is strictly correlated with the organic matter used as carbon 
energy source inside MFCs, the metabolic activity of the microorganisms and their adhesion 
on electrode surface, on which charge transfer depends. Different organic compounds are 
used as carbon energy sources inside MFCs [25, 26] to produce electricity. The most com-
monly used is sodium acetate, which can release a maximum of eight electrons when bacteria 
oxidized it [27, 28].

Chae et al. [28] investigated the single chamber microbial fuel cells (SCMFCs) performances 
with different substrates, such as acetate, butyrate, propionate and glucose. They demon-
strated that the highest power output is associated with acetate feeding, followed by butyrate, 
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propionate and glucose. Despite of all kinds of organic matters, anodic open circuit voltage 
(a-OCV), defined as the highest potential reached by MFC when no external load is applied, 
is close to −0.3 V. At the cathode, the standard reduction potentials of all electrolytes, which 
must be reduced, influence the cathode voltage. Among all oxidants used in the cathode, 
such as metallic oxidants [29–35] (like U, Cd, Cr, Cu), the most commonly applied is oxygen, 
whose standard reduction potential is equal to 0.805 V. Nevertheless, direct oxygen reduction 
reaction (ORR) results to be thermodynamically disadvantageous due to its high reduction 
potential, low kinetics and high activation losses induced [22]. In order to evaluate the MFC 
voltage, it is mandatory to take into account the voltage losses caused by electrode overpoten-
tials and ohmic losses, as represented by Eq. (4):

  (4)

where  and  represent electrodes overpotentials and  is the ohmic 
losses that are directly proportional to the generated current and internal resistance of MFCs. 
Theoretically, overpotentials consider all voltage drops required to favor, respectively, the 
electrons and protons transport inside the device. The electrode overpotentials are induced by 
three losses, as represented in Figure 4 [5].

i. Activation polarization losses are due to the energy lost needed/necessary to start the 
oxidation or reduction reactions and to ensure electron transfer from the bacterial cells 
to the anode surface. The presence of catalyst at the cathode, the different bacteria in the 
anode compartment and the optimized electron transfer between bacteria and anode sur-
face can minimize these losses. Furthermore, since the current density tends to be reduced 
when the anode surface increase, one of the strategies to overcome activation losses is 
related to use anode electrodes characterized by an high porosity and/or high roughness 
[36]. Another way can be represented by an improvement of interaction between bacteria 
and anodic electrodes, enhancing thus the electron transfer outside the microbe cells to 
anode surface. As shown in Figure 4, it is possible to appreciate that the activation losses 
result to be more evident at low current values.

ii. Ohmic losses are strictly correlated with internal resistance (RΩ) of MFCs. Ohmic losses 
are due to all parameters that can increase the internal device resistance. The internal 
resistance is defined as the resistance to the electrons flow in electrodes and connections, 
and the resistance to ionic transport in the electrolyte and through PEM, if is present. 
They can be defined by Ohm’s Law, as explained in Eq. (5):

  (5)

The distance between anode and cathode electrodes, the biofilm formation on anode surface, 
the fluid dynamic distribution of electrolyte inside the device and consequently the designed 
architecture of MFCs can influence the ohmic losses. In order to improve overall device per-
formance, ohmic losses must be overcome. In particular, increasing of electrical conductivity 
of anode materials, minimizing the distance between anode and cathode leading to favor 
electrons flow and optimizing the contact between electrodes and electron collectors can 
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avoid ohmic losses, as much as possible. Xie et al. [37] demonstrated how three-dimensional 
structure of anode electrode increases the surface area to volume ratio, improving thus the 
interaction between microorganisms and electrodes and consequently ensuring a higher elec-
tron transport. Another important parameter is the distance between anode and cathode elec-
trodes, lower is this distance, lower is the internal resistance since the electron and protonic 
pathway is reduced. Liu et al. [38] compared the power outputs obtained by MFCs when two 
different spacing, equal to 4 cm ad 2 cm, between two electrodes are used, highlighting that 
power density, when the distance is of 2 cm, is double than the one reached when distance is 
4 cm. Different works in the literature also underlined how the proton exchange membrane 
(PEM) increases the internal resistance of MFCs [39]. Indeed, the removal of PEM not only 
simplifies the design of device, but it can also reduce ohmic losses and consequently increases 
the power output production.

iii. Mass transports losses carry out when the amount of reactants to the electrodes or prod-
ucts from electrodes is insufficient, leading thus to minimize the reaction rate. These 
losses, moreover, can be modified the metabolic activities of microorganisms. These 
losses not only limit the power generation of MFCs, but they increase the pH, hinder-
ing/minimizing the proton diffusion and consequently reducing significantly the current 
density production. Mass transport losses achieved at high current densities.

Moreover, among all voltage losses, it is needed to consider the bacterial metabolism, which 
induces a voltage drop due to the energy suitable for bacteria sustainability.

5. Anodic materials and their influence on power output production

Among all parameters that influence the overall device performance, the materials used at the 
anode, the electrochemical active biofilm at the electrode, and the device configuration play 
an important active role to establish the MFCs power output production. In particular, anodic 
electrodes must satisfy several properties [22] in order to enhance bacteria proliferation on them 

Figure 4. The polarization curve for typical MFCs. Reprinted with the permission from (chemical society reviews, 2012, 
41, 7228–7246) copyright (2012) Royal Society of Chemistry.
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anode, the electrochemical active biofilm at the electrode, and the device configuration play 
an important active role to establish the MFCs power output production. In particular, anodic 
electrodes must satisfy several properties [22] in order to enhance bacteria proliferation on them 

Figure 4. The polarization curve for typical MFCs. Reprinted with the permission from (chemical society reviews, 2012, 
41, 7228–7246) copyright (2012) Royal Society of Chemistry.
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and consequently to improve the overall device performance: (1) biocompatibility for micro-
organisms proliferation; (2) high electrical conductivity and high chemical resistance; (3) high 
specific area to volume ratio, with pores size of order of some micrometers to enhance bacteria 
proliferation on electrode surface and to facilitate the diffusion of carbon energy source inside 
the electrode; (4) cheap production cost. Among all these properties, the electrical conductivity, 
the morphology and the porosity of anodic material can mainly influence the device perfor-
mance, especially in terms of the power output production. In recent years, some works in the 
literatures investigate some metals and their alloys as anodic materials, thanks to their high elec-
trical conductivity, combined with good mechanical properties [40, 41]. One of the main limit 
of metals and their alloys, designed as anodes in MFCs, is related to their chemical resistance. 
Since these materials do not satisfy the no corrosive requirements, different surface treatment 
are provided to overcome the corrosive limit and at the same time to induce a certain roughness 
on the surface, ensuring thus the bacteria adhesion on it. As proposed in the literature, only 
stainless steel and titanium are suitable to be applied as anodes in MFCs. Dumas et al. [42] 
tested stainless steel plates as both anodic and cathode electrodes inside device, demonstrating 
that the power density (close to 23 mW/m2) result to be limited by anode. As reported in other 
work of literature, Dumas et al. [43] confirm worst performance of MFCs, when a stainless 
steel plate is used as anode, than the one reached when graphite anode. Titanium wires are 
commonly used as current collector in MFCs. Heijne et al. demonstrate the lowest performance 
reached when untreated titanium is employed as anodes in the cells [44]. Few works in the 
literature [6, 45] focused their attention on gold anodes, which enhance the growth of Geobacter 
on its surface, generating a current density close to the one obtained by MFCs with graphite 
anodes. Since carbon-based materials show a high biocompatibility for bacterial proliferation, 
good chemical resistance, good electrical conductivity and low cost production, they result to be 
the most promising anodes in MFCs [46]. Generally, carbon-based materials conjugate the best 
chemical surface and morphological properties, able to enhance the biofilm formation [47]. It is 
possible to divide these kinds of materials in three different groups, according to their structure 
[46]: (1) plane organization, (2) packed organization and (3) brush organization.

5.1. Planar structure of anode electrodes

Among all carbon materials with a planar structure, carbon paper, carbon cloth, graph-
ite plates or sheets are widely applied as anodes in MFCs [48, 49]. Both carbon paper and 
carbon cloth are cheaper than graphite based electrodes. Nevertheless, these samples are 
characterized by a low thickness and an enough dense structure, able to reduce the poros-
ity of electrodes, minimizing the surface area and the bacteria growth [46]. Graphite sheets 
show a higher mechanical resistance than the one offered by carbon cloth or carbon paper. 
In particular, Heijne et al. [44] highlighted that the anodes, based on graphite sheets with 
a certain roughness degree, show a higher power output than smooth graphite sheets. In 
order to overcome the high production cost of all these carbon materials, Wang et al. [50] 
investigated a carbon mesh electrodes, treated with ammonia gas and compared to a carbon 
cloth, on which the same treatment was employed. They demonstrated that treated carbon 
mesh reached a power output greater than the one obtained by carbon cloth. In particular, 
many works in the literature demonstrated how the ammonia gas treatment enhances the 
positive charge of carbon surfaces, maximizing the bacterial proliferation and increasing the 
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overall device performance [51]. Furthermore, surface treatments of carbon-based materials, 
especially nitrogen-based functionalization, demonstrated to significantly improve microbial 
proliferation on anode and thus the overall device performances [50, 51].

Since high porosity is an important property that anode electrode must satisfy, two classes of 
materials can be considered: graphite or carbon felt and graphite foam. Generally, the struc-
ture of felt samples are made of fibres, with a total thickness greater than the one of previ-
ously described carbon materials [30]. These materials showed pores size distribution of some 
micrometers, able to increase the bacterial growth, which, however, is restricted by diffusion 
of carbon energy sources inside the electrodes [30]. Another porous carbon material that is 
not commonly used as anodes in MFCs is graphite foam [52]. Chaudhuri et al. [52] confirmed 
that the current density obtained with graphite foam results to be 2.4 times higher than the 
one reached with graphite rod.

5.2. Packed structure of anode electrodes

Different arrangement of above described carbon-based materials has been investigated in 
order to obtain the packed structure of anode electrodes, able to increase the surface area of 
electrodes, available for microorganisms proliferation [53–56]. One of these kinds of struc-
tures is granular graphite. Rabey et al. designed granular graphite as anode in MFCs. Li et al. 
[55] reported a power density of 557 mW/m2 achieved with granular activated carbon anode, 
which is double than the one reached with carbon cloth. This good result confirmed how 
the enhanced surface area of anode guarantees a better bacterial proliferation and then an 
improved electron transfer from bacteria to anode surface. Aelterman et al. [53] analyzed 
overall device performance when different anodes, as carbon felt, graphite felt and granular 
graphite, are applied. They defined a large/great power density, close to 386 W/m3, carried out 
by graphite felt as anode electrode.

5.3. Brushed structure of anode electrodes

The graphite brush materials are classified as an ideal electrode, able to conjugate high sur-
face area, high porosity and great electrical conductivity. Logan et al. [22] designed brushes 
anodes made of carbon fibres that covered two titanium wires. In particular, they developed 
two brush anodes characterized by different dimensions: the smaller one (2.5 cm in diam-
eter and 2.5 in long) and a greater one (5 cm in diameter and 7 cm in long). The MFCs with 
the smaller anodes achieve a power density of 2.4 W/m2, higher than the one reached with 
greater brush anode (1.43 W/m2). Both achieved power densities result to be higher than the 
one obtained with plain carbon paper, used as anode. The worst performance of large brush 
anodes can be explained by the fact that an excessive amount of fibres can hinder bacterial 
proliferation and consequently the diffusion of organic matter inside the anode.

5.4. Composite carbon-based anodes

The anodic surface plays a crucial role to influence the microorganisms adhesion on it, the 
electrical connections, self-produced by bacteria, with the electrode and consequently the 
overall MFCs performance [40, 57, 58]. One of the several strategies, which can be carried 
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and consequently to improve the overall device performance: (1) biocompatibility for micro-
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specific area to volume ratio, with pores size of order of some micrometers to enhance bacteria 
proliferation on electrode surface and to facilitate the diffusion of carbon energy source inside 
the electrode; (4) cheap production cost. Among all these properties, the electrical conductivity, 
the morphology and the porosity of anodic material can mainly influence the device perfor-
mance, especially in terms of the power output production. In recent years, some works in the 
literatures investigate some metals and their alloys as anodic materials, thanks to their high elec-
trical conductivity, combined with good mechanical properties [40, 41]. One of the main limit 
of metals and their alloys, designed as anodes in MFCs, is related to their chemical resistance. 
Since these materials do not satisfy the no corrosive requirements, different surface treatment 
are provided to overcome the corrosive limit and at the same time to induce a certain roughness 
on the surface, ensuring thus the bacteria adhesion on it. As proposed in the literature, only 
stainless steel and titanium are suitable to be applied as anodes in MFCs. Dumas et al. [42] 
tested stainless steel plates as both anodic and cathode electrodes inside device, demonstrating 
that the power density (close to 23 mW/m2) result to be limited by anode. As reported in other 
work of literature, Dumas et al. [43] confirm worst performance of MFCs, when a stainless 
steel plate is used as anode, than the one reached when graphite anode. Titanium wires are 
commonly used as current collector in MFCs. Heijne et al. demonstrate the lowest performance 
reached when untreated titanium is employed as anodes in the cells [44]. Few works in the 
literature [6, 45] focused their attention on gold anodes, which enhance the growth of Geobacter 
on its surface, generating a current density close to the one obtained by MFCs with graphite 
anodes. Since carbon-based materials show a high biocompatibility for bacterial proliferation, 
good chemical resistance, good electrical conductivity and low cost production, they result to be 
the most promising anodes in MFCs [46]. Generally, carbon-based materials conjugate the best 
chemical surface and morphological properties, able to enhance the biofilm formation [47]. It is 
possible to divide these kinds of materials in three different groups, according to their structure 
[46]: (1) plane organization, (2) packed organization and (3) brush organization.

5.1. Planar structure of anode electrodes

Among all carbon materials with a planar structure, carbon paper, carbon cloth, graph-
ite plates or sheets are widely applied as anodes in MFCs [48, 49]. Both carbon paper and 
carbon cloth are cheaper than graphite based electrodes. Nevertheless, these samples are 
characterized by a low thickness and an enough dense structure, able to reduce the poros-
ity of electrodes, minimizing the surface area and the bacteria growth [46]. Graphite sheets 
show a higher mechanical resistance than the one offered by carbon cloth or carbon paper. 
In particular, Heijne et al. [44] highlighted that the anodes, based on graphite sheets with 
a certain roughness degree, show a higher power output than smooth graphite sheets. In 
order to overcome the high production cost of all these carbon materials, Wang et al. [50] 
investigated a carbon mesh electrodes, treated with ammonia gas and compared to a carbon 
cloth, on which the same treatment was employed. They demonstrated that treated carbon 
mesh reached a power output greater than the one obtained by carbon cloth. In particular, 
many works in the literature demonstrated how the ammonia gas treatment enhances the 
positive charge of carbon surfaces, maximizing the bacterial proliferation and increasing the 
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overall device performance [51]. Furthermore, surface treatments of carbon-based materials, 
especially nitrogen-based functionalization, demonstrated to significantly improve microbial 
proliferation on anode and thus the overall device performances [50, 51].

Since high porosity is an important property that anode electrode must satisfy, two classes of 
materials can be considered: graphite or carbon felt and graphite foam. Generally, the struc-
ture of felt samples are made of fibres, with a total thickness greater than the one of previ-
ously described carbon materials [30]. These materials showed pores size distribution of some 
micrometers, able to increase the bacterial growth, which, however, is restricted by diffusion 
of carbon energy sources inside the electrodes [30]. Another porous carbon material that is 
not commonly used as anodes in MFCs is graphite foam [52]. Chaudhuri et al. [52] confirmed 
that the current density obtained with graphite foam results to be 2.4 times higher than the 
one reached with graphite rod.

5.2. Packed structure of anode electrodes

Different arrangement of above described carbon-based materials has been investigated in 
order to obtain the packed structure of anode electrodes, able to increase the surface area of 
electrodes, available for microorganisms proliferation [53–56]. One of these kinds of struc-
tures is granular graphite. Rabey et al. designed granular graphite as anode in MFCs. Li et al. 
[55] reported a power density of 557 mW/m2 achieved with granular activated carbon anode, 
which is double than the one reached with carbon cloth. This good result confirmed how 
the enhanced surface area of anode guarantees a better bacterial proliferation and then an 
improved electron transfer from bacteria to anode surface. Aelterman et al. [53] analyzed 
overall device performance when different anodes, as carbon felt, graphite felt and granular 
graphite, are applied. They defined a large/great power density, close to 386 W/m3, carried out 
by graphite felt as anode electrode.

5.3. Brushed structure of anode electrodes

The graphite brush materials are classified as an ideal electrode, able to conjugate high sur-
face area, high porosity and great electrical conductivity. Logan et al. [22] designed brushes 
anodes made of carbon fibres that covered two titanium wires. In particular, they developed 
two brush anodes characterized by different dimensions: the smaller one (2.5 cm in diam-
eter and 2.5 in long) and a greater one (5 cm in diameter and 7 cm in long). The MFCs with 
the smaller anodes achieve a power density of 2.4 W/m2, higher than the one reached with 
greater brush anode (1.43 W/m2). Both achieved power densities result to be higher than the 
one obtained with plain carbon paper, used as anode. The worst performance of large brush 
anodes can be explained by the fact that an excessive amount of fibres can hinder bacterial 
proliferation and consequently the diffusion of organic matter inside the anode.

5.4. Composite carbon-based anodes

The anodic surface plays a crucial role to influence the microorganisms adhesion on it, the 
electrical connections, self-produced by bacteria, with the electrode and consequently the 
overall MFCs performance [40, 57, 58]. One of the several strategies, which can be carried 
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out to properly modify the electrode surfaces, is based on the coating materials deposition 
on the electrode. This coating layer must be able to improve the biofilm formation, while 
the electrical conductive backbone part ensures the charge transfer [40, 57]. Many works in 
the literature developed composite anodes, made of metals as backbone electrode part and 
carbon-based materials as interface layer between all electrode and bacteria. These anodic 
configurations improve not only the bacterial growth on the electrode surface but simultane-
ously the power output production [50, 59, 60].

6. Device configurations

Two main configurations of MFCs are widely used in the literature [22]: (1) dual chamber 
microbial fuel cells (DC-MFCs), characterized by two different chambers, respectively anode 
and cathode, normally divided by proton exchange membrane (PEM) and (2) single chamber 
microbial fuel cells (SC-MFCs), where anode and cathode compartments constitute only one 
chamber. Typically, SCMFCs are membrane-less device and the electrolyte result to be in com-
mon between anode and cathode. Figure 5a shows DC-MFCs, where the electrolyte inside the 
cathode is based on chemical solutions, like hexacyanoferrate of potassium. This architecture 
requires the presence of a cationic membrane, which allows the protons transfer between 
the anode and cathode and create two different and separate compartments: the anode and 
the cathode chamber. In this way, the produced electrons, which flow into the cathode, can 
be recombined with protons. Figure 5b represents SC-MFCs configuration, characterized by 
only one chamber. The electrolyte is unique and common with anode and cathode. Different 
works in the literature developed this configuration in order to use oxygen, dissolved into the 
electrolyte, as the final electron acceptor.

As confirmed by some works in the literature [14], the main advantage of DC-MFCs is strictly 
due to the presence of water-soluble electrolyte as a terminal electron acceptor. Indeed, if the 
electrolyte contains potassium hexacyanoferrate, its standard reduction potential is very low, 
close to 0.361 V, leading thus to favor the reduction reaction. On the contrary, the presence 
of a chemical compound as TEA in the cathode chamber minimizes/limits the application of 
these devices in the environment. In order to overcome this limitation, SC-MFCs are designed.

In the latter configuration, oxygen is usually used as unique terminal electron acceptor, 
without the presence of other chemical compounds, ensuring then the environmental-
friendly application of MFCs. Nevertheless, the direct oxygen reduction reaction (ORR) 
shows low kinetics and requires a high reduction potential (close to 0.805 V) to carry out, 
causing several overpotentials in the devices. Indeed, the development of catalyst layer, to 
accelerate and favor direct ORR, is required [61]. Logan et al. [61] designed/investigated/
proposed the development of a catalyst layer (CL) and a diffusion layer (DL) in order 
to overcome/avoid all disadvantage of SC-MFCs. The diffusion layer is made of several 
polytetrafluorethylene (PTFE) layers, able to enhance the diffusion of oxygen from outside 
to inside the devices, while the catalyst layer is typically based on platinum, which is con-
sidered the ideal catalyst for ORR.
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7. Role of fluid dynamics inside the device

The necessity to improve the power output produced by MFCs demanded different strate-
gies, focused on scaling-up MFCs [62], using different kinds of microbial communities and 
exploring several substrates (i.e., derived from wastes) [25]. However, during the last decades, 
different works in the literature considered these devices in terms of small dimensions and 
optimized fluid dynamic distribution, in order to minimize the internal ohmic resistance, 
leading thus to improve the overall MFCs performance [63]. Fluid dynamic modeling can be 
implemented to define the correlation between the fluid distribution inside the device and 
its overall performance [64, 65]. Furthermore, this kind of simulation can have a predictive 
role of fundamental importance in driving the design of the reactors toward the optimal MFC 
configuration.

Figure 5. Two different electrochemical schemes describing two different architectures of MFCs: (a) shows the dual 
chamber MFCs where the reduced species in the cathode is hexacyanoferrate of potassium; (b) represents the single 
chamber MFCs where on the contrary, the oxygen in the cathode is reduced into the water.
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out to properly modify the electrode surfaces, is based on the coating materials deposition 
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the literature developed composite anodes, made of metals as backbone electrode part and 
carbon-based materials as interface layer between all electrode and bacteria. These anodic 
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chamber. Typically, SCMFCs are membrane-less device and the electrolyte result to be in com-
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requires the presence of a cationic membrane, which allows the protons transfer between 
the anode and cathode and create two different and separate compartments: the anode and 
the cathode chamber. In this way, the produced electrons, which flow into the cathode, can 
be recombined with protons. Figure 5b represents SC-MFCs configuration, characterized by 
only one chamber. The electrolyte is unique and common with anode and cathode. Different 
works in the literature developed this configuration in order to use oxygen, dissolved into the 
electrolyte, as the final electron acceptor.

As confirmed by some works in the literature [14], the main advantage of DC-MFCs is strictly 
due to the presence of water-soluble electrolyte as a terminal electron acceptor. Indeed, if the 
electrolyte contains potassium hexacyanoferrate, its standard reduction potential is very low, 
close to 0.361 V, leading thus to favor the reduction reaction. On the contrary, the presence 
of a chemical compound as TEA in the cathode chamber minimizes/limits the application of 
these devices in the environment. In order to overcome this limitation, SC-MFCs are designed.

In the latter configuration, oxygen is usually used as unique terminal electron acceptor, 
without the presence of other chemical compounds, ensuring then the environmental-
friendly application of MFCs. Nevertheless, the direct oxygen reduction reaction (ORR) 
shows low kinetics and requires a high reduction potential (close to 0.805 V) to carry out, 
causing several overpotentials in the devices. Indeed, the development of catalyst layer, to 
accelerate and favor direct ORR, is required [61]. Logan et al. [61] designed/investigated/
proposed the development of a catalyst layer (CL) and a diffusion layer (DL) in order 
to overcome/avoid all disadvantage of SC-MFCs. The diffusion layer is made of several 
polytetrafluorethylene (PTFE) layers, able to enhance the diffusion of oxygen from outside 
to inside the devices, while the catalyst layer is typically based on platinum, which is con-
sidered the ideal catalyst for ORR.
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The necessity to improve the power output produced by MFCs demanded different strate-
gies, focused on scaling-up MFCs [62], using different kinds of microbial communities and 
exploring several substrates (i.e., derived from wastes) [25]. However, during the last decades, 
different works in the literature considered these devices in terms of small dimensions and 
optimized fluid dynamic distribution, in order to minimize the internal ohmic resistance, 
leading thus to improve the overall MFCs performance [63]. Fluid dynamic modeling can be 
implemented to define the correlation between the fluid distribution inside the device and 
its overall performance [64, 65]. Furthermore, this kind of simulation can have a predictive 
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Massaglia et al. [65] analyzed two different architectures of open air cathode MFCs, (drop-
MFCs and square-MFCs), with an inner volume of few milliliters. They demonstrated a direct 
correlation between the fluid distribution inside MFCs and the power output production. In 
this work, Drop-MFCs, indeed, represented the best architecture design, maximizing the fluid 
dynamic distribution and consequently the power density output. Figure 6 shows the fluid 
dynamic distribution inside both drop-MFCs and square-MFCs, obtained implementing two 
different flow rate values. The presented results confirm the better fluid distribution inside 
drop-MFCs for both flow rates.

Qian et al. reported the advantages of design MFCs with smaller volumes of the order of mil-
liliter. They demonstrated how this configuration results to be effective for reducing internal 
electrical resistance device and enhancing mass transport. Ringeisen et al. [66] achieved great 
power densities of 500 W/m3 with a MFCs with an internal volume of 1.2 mL.

Fan et al. [67] investigated the power density production, close to 1 W/m3, obtained with 
an open air cathode configuration MFCs, characterized by a volume of 2.5 mL. Both the 
interaction between biofilm and anode electrode and consequently the metabolic activity of 
microorganisms that drive the oxidation reaction in anodic chamber show a pivotal role to 
define the power output production. Nevertheless macro-size MFCs and milliliter-size MFCs 
show higher output performance, the miniaturization of MFCs to microliter-size (μL-MFCs) 

Figure 6. Results of simulations of fluid distribution inside drop-MFCs and square-MFCs, implemented two different 
values of flow rate, 25 mL h−1 and 100 mL h−1. Reprinted with the permission from (Fuel Cell, 2017, 17, 627–634) Copyright 
(2017) Wiley online library.
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resulted to be needed to deeply understand/investigate the relationship and the interconnec-
tion between all the biological, chemical and electrical parameters. Since some parameters, 
such as mass transport, reaction kinetics and ohmic resistance deeply influence overall MFC 
performance, the design of microliter-size MFCs (μL-MFCs) is required to better investigate 
electrochemically active bacteria and electrode performance. μL-MFCs, in particular, employ 
important and pivotal features:

1. Lower electrode distance for reducing the ohmic internal resistance and optimizing the 
mass transport;

2. Laminar fluid dynamic inside the device for ensuring a better distribution of organic mat-
ter to be oxidized;

3. Device fast response time.

Several works underline/confirm advantageous characteristics of these devices, as high sur-
face area to volume ratio, lower electrode distance and fast response time [11]. The designed 
micro-channels ensures a laminar flow of electrolyte, containing the organic matter to be oxi-
dized, minimizing the mixing with the oxidant species and consequently avoiding the use of 
PEM, decreasing then the ohmic resistance [39]. Some works in the literature focused their 
attention on the critical role of the relationship between the size and electrode distance, dem-
onstrating that μL-MFCs equipped with small electrodes could maximize the performances 
and minimize the amount of residual fuel [9, 68]. Furthermore, the selection of the most 
promising anode materials, together with the reduction of device impedance, plays a crucial 
role to improve the performance of these microscale devices. Qian and Morse [68] studied a 
carbon cloth anode applied in μL-MFCs with a volume of 4 μL, achieving a power density 
of 62.5 W/m3. Lee et al. [9] demonstrates from a fluid dynamic point of view that nano-sized 
anodes electrodes ensure the best performance of microfluidic devices.

8. Conclusion

The proper selection of anode electrodes and deep study of fluidic distribution inside MFCs 
play a pivotal role to define the overall devices performance. In particular, several works 
in the literature demonstrated how the morphology of anode electrodes must be optimized 
in order to improve the bacteria proliferation on their surface, maximizing then the energy 
conversion. For this reason, all anode electrodes must satisfy key properties: (1) biocompat-
ibility for microorganisms proliferation; (2) high electrical conductivity and high chemical 
resistance; (3) high specific area to volume ratio, with pores size of order of some micrometers 
to enhance bacteria proliferation on electrode surface and to facilitate the diffusion of carbon 
energy source inside the electrode and (4) cheap production cost. Among all possible materi-
als, carbon-based results to be the most promising ones to be applied as anode in this bio-
electrochemical devices. It has also been evidenced that fluid management inside the reactor 
is of critical importance, since an optimal chemical energy to electrical energy conversion is 
possible only if proper interactions of fluids (i.e. the electrolyte) and the bioanode are possible. 
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resulted to be needed to deeply understand/investigate the relationship and the interconnec-
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such as mass transport, reaction kinetics and ohmic resistance deeply influence overall MFC 
performance, the design of microliter-size MFCs (μL-MFCs) is required to better investigate 
electrochemically active bacteria and electrode performance. μL-MFCs, in particular, employ 
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1. Lower electrode distance for reducing the ohmic internal resistance and optimizing the 
mass transport;

2. Laminar fluid dynamic inside the device for ensuring a better distribution of organic mat-
ter to be oxidized;

3. Device fast response time.

Several works underline/confirm advantageous characteristics of these devices, as high sur-
face area to volume ratio, lower electrode distance and fast response time [11]. The designed 
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dized, minimizing the mixing with the oxidant species and consequently avoiding the use of 
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attention on the critical role of the relationship between the size and electrode distance, dem-
onstrating that μL-MFCs equipped with small electrodes could maximize the performances 
and minimize the amount of residual fuel [9, 68]. Furthermore, the selection of the most 
promising anode materials, together with the reduction of device impedance, plays a crucial 
role to improve the performance of these microscale devices. Qian and Morse [68] studied a 
carbon cloth anode applied in μL-MFCs with a volume of 4 μL, achieving a power density 
of 62.5 W/m3. Lee et al. [9] demonstrates from a fluid dynamic point of view that nano-sized 
anodes electrodes ensure the best performance of microfluidic devices.
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The proper selection of anode electrodes and deep study of fluidic distribution inside MFCs 
play a pivotal role to define the overall devices performance. In particular, several works 
in the literature demonstrated how the morphology of anode electrodes must be optimized 
in order to improve the bacteria proliferation on their surface, maximizing then the energy 
conversion. For this reason, all anode electrodes must satisfy key properties: (1) biocompat-
ibility for microorganisms proliferation; (2) high electrical conductivity and high chemical 
resistance; (3) high specific area to volume ratio, with pores size of order of some micrometers 
to enhance bacteria proliferation on electrode surface and to facilitate the diffusion of carbon 
energy source inside the electrode and (4) cheap production cost. Among all possible materi-
als, carbon-based results to be the most promising ones to be applied as anode in this bio-
electrochemical devices. It has also been evidenced that fluid management inside the reactor 
is of critical importance, since an optimal chemical energy to electrical energy conversion is 
possible only if proper interactions of fluids (i.e. the electrolyte) and the bioanode are possible. 
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In this perspective, fluid dynamic modeling is a key tool to design systems with optimized 
electrolyte/bioanode interfaces. During the last few years, different strategies were imple-
mented to enhance the power output production. Among all them, the optimization of fluid 
distribution and the reduction of MFC dimensions were employed. Nevertheless, macro-sized 
MFCs and milliliter-size MFCs show higher output performance, the miniaturization of MFCs 
to microliter-size (μL-MFCs) resulted to be needed to deeply understand/investigate the rela-
tionship and the interconnection among all the biological, chemical and electrical parameters.
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to microliter-size (μL-MFCs) resulted to be needed to deeply understand/investigate the rela-
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Abstract

Lignocellulosic biomass is abundant resources accrued from agricultural, municipal and 
other sources. Their high fermentable carbohydrate contents make them suitable candi-
dates for bioenergy generation. The global increase in the generation of these resources is 
phenomenal, thus culminating in huge environmental disasters with its attendant global 
warming and climate change menace. Their improper management has equally been 
reported to cause several environmental challenges such as water, land and air pollution 
and the spread of pathogenic organisms which causes diverse diseases within the human 
and animal population. However, the proper and adequate management/utilization of 
these materials can improve human’s living standards as well as ensuring environmental 
protecting via the production of environmental-friendly biofuels. In this regard, research 
on the use of lignocellulosic biomass as alternative energy feedstock to fossil fuels has 
gained considerable attention over the last few decades majorly because of their abun-
dance and significant roles in greenhouse gas emissions reduction.

Keywords: agriculture, bioenergy, biomass, environment, pollution, resources

1. Introduction

Man has continued to exploit different sources of energy such as energy stored in plant 
either by burning as fuel or consuming plants for nutritional purposes. There is no doubt 
that energy can be converted from one form to the other and it is essential to life. However, 
the transformation of biomass to fossil fuel takes a long period of time and is non-renewable 
within the period man can utilize it. Several sources have been exploited for renewable and 
sustainable energy production for a short period of time [1, 2]. The hazard of fossil fuel on 
the environment especially in terms of greenhouse gas emission has led to the increase in 
demand for clean and sustainable energy. The utilization of renewable sources of energy for 
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Abstract

Lignocellulosic biomass is abundant resources accrued from agricultural, municipal and 
other sources. Their high fermentable carbohydrate contents make them suitable candi-
dates for bioenergy generation. The global increase in the generation of these resources is 
phenomenal, thus culminating in huge environmental disasters with its attendant global 
warming and climate change menace. Their improper management has equally been 
reported to cause several environmental challenges such as water, land and air pollution 
and the spread of pathogenic organisms which causes diverse diseases within the human 
and animal population. However, the proper and adequate management/utilization of 
these materials can improve human’s living standards as well as ensuring environmental 
protecting via the production of environmental-friendly biofuels. In this regard, research 
on the use of lignocellulosic biomass as alternative energy feedstock to fossil fuels has 
gained considerable attention over the last few decades majorly because of their abun-
dance and significant roles in greenhouse gas emissions reduction.
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that energy can be converted from one form to the other and it is essential to life. However, 
the transformation of biomass to fossil fuel takes a long period of time and is non-renewable 
within the period man can utilize it. Several sources have been exploited for renewable and 
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bioenergy production is a possible option in order to meet this demand. A vital point to take 
cognizance of is the possibility of using multiple streams of raw materials. Plant biomass is 
one renewable source of energy as they contain the most abundant organic material which is 
lignocellulose and can be considered as a credible source for bioenergy production [3]. Sadly, 
energy from most biomass residue is harnessed directly through combustion which is not an 
efficient and sustainable means. The conversion of lignocellulosic raw material to bioenergy 
should involve advance technologies rather than combustion in order to avoid environmental 
degradation [4]. The most valuable biomass sources for energy production are agricultural 
crops and their residues, woody plants, waste from food processing and aquatic plants [5].

Lignocellulosic biomass is structurally composed of hemicellulose, cellulose and lignin, how-
ever the complex and recalcitrant nature of lignin limits degradability by hindering enzymatic 
actions for energy production [6–11]. Although, lignocellulosic structure can be altered using 
various methods of pretreatment to break the bonds between polysaccharides and lignin 
which in turn aid the degradable cellulose and hemicellulose accessible for enzymatic action. 
Lignin which is the third most abundant polymer in nature can be removed from lignocellu-
losic materials using chemical pretreatment leading to an increased internal surface area, bio-
mass enlargement and increased actions of cellulases. Although not all pretreatment brings 
about an ample amount of delignification, sometimes modification may occur in the structure 
of lignin without pretreatment which may be due to alteration in the chemical properties [12].

The yearly worldwide primary production of biomass is around 220 billion tones on the basis 
of dry mass which is equal to 4500EJ of energy derived from the sun annually [13]. An esti-
mated amount of energy which is about 30EJ per year is obtained from forest and agricultural 
wastes in contrast to a yearly global energy requirement of more than 400EJ. Hence, the cul-
tivation of energy crops for energy production has to be considered and encouraged in large 
scale. Several factors are considered when selecting good energy yielding plants and these 
include atmospheric and soil condition, drought resistance, minimal nutrient requirements, 
high production rate of biomass per hectare, minimal energy input etc. [14]. Bioenergy pro-
duction can improve income rate of farmers by utilizing the byproducts from processing or 
storage and also contribute to rural development as energy independence, climate change and 
rural development are the principal drivers for promotion and application of bioenergy [15].

This focus of this paper is to address the terrestrial sources of lignocellulosic materials that 
can be utilized for bioenergy production, evaluate the various biofuels that can be produced 
from lignocellulosic feedstock and to further examine the vice and virtue of biofuel commer-
cialization, utilization and production.

2. Terrestrial sources of lignocellulosic materials for bioenergy 
production

The major sources of lignocellulosic raw materials that can be exclusively utilized as feedstock 
for bioenergy are as follow:

1. Agricultural residue
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2. Municipal solid waste

3. Woodland trees

4. Dry energy grasses

2.1. Agricultural residue

Agricultural residues are the most economic and abundant organic waste which can biologi-
cally converted to biofuels and they provides about 5% of the average amount of biomass 
energy [16]. They include by-products of agricultural processes such as straw, stover, bagasse, 
cobs, stalks, husks, etc. all of which are basically lignocellulosic in nature [17]. Although a 
large amount of these materials are annually produced globally but not adequately utilized 
[18]. Usage of these materials has been on the increase in the last few decades majorly due to 
the “food versus energy” debate in which most research endeavors now seek ways of produc-
ing fuels from energy crops and wastes as against the earlier practice of producing energy 
from food crops. Agricultural waste also includes field and processing wastes which can be 
utilized for bioenergy production [19, 20]. A major problem involved with utilization of agri-
cultural waste however is the efficiency and strategy of collection. Most methods of collection 
involve multiple transfer of equipment over fields during which about half of the biomass 
is lost [21]. Yusoff [22] reported that the biomass energy potentials from the processing of 
wood and palm oil were about 280 TJ and 250 TJ, respectively. In another study, Peterson [23] 
reported the potential bioethanol and biogas production from winter rye, oilseed rape and faba 
bean to be 66, 70 and 52%, respectively while methane production is 0.36, 0.42 and 0.44 l g−1 
volatile solids, respectively. Among most agricultural materials, wheat straw has the highest 
potential as energy feedstock and is therefore being exploited in the industrial production of 
bioethanol. Similarly, rice straw has been largely used in global bioethanol production. It has 
been estimated that up to49.1 gallons year−1 of global ethanol can be generated from73.9 Tg 
dry rice straw which is usually wasted during harvest. In total, lignocellulosic raw materials 
could generate up to 442 gallons year−1 of bioethanol. Hence, the total potential generation of 
bioethanol from crop residues and wasted crops is higher than the world’s current ethanol 
generation. Bagasse which is a by-product from sugarcane processing can potentially gener-
ate about 3.6% of world electricity and 2.6EJ of steam. In summary, the potential bioethanol 
generation agricultural resources could reduce about 32% of the global gasoline consumption 
when given priority [24].

2.2. Municipal solid waste

Municipal solid wastes also known as trash or garbage generally contains the usual items 
which includes food scraps, newspapers, furniture, grass clippings, clothing etc. These wastes 
can be in solid or semi-solid form and can be biodegradable, for example, food waste, green 
waste and paper [25]. Every person on the planet contributes about 250 kg of municipal solid 
waste annually [26]. In several nations, the waste is sorted into different components, which 
in turn enables the biodegradable portion of the waste stream also containing lignocellu-
losic products like papers, kitchen waste and garden trash be transformed into biofuels. The 
assorted variety in the municipal solid waste does not make it a perfect feedstock. In any case, 
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it might be valuable in districts where more ideal raw materials are absent or rare. For instance, 
with the advances in cellulosic ethanol technologies, the Mediterranean could utilize the cel-
lulosic constituent of municipal solid waste as a transportation fuel feedstock and at the same 
time decrease externalities related with land filling [27]. Some conversion technologies like 
pyrolysis may involve combustion of municipal solid waste before conversion to energy [28].

2.3. Woodland trees

The capacity of forest as a source of energy is expanding globally. The utilization of woody 
biomass for power, heat and transportation can stimulate the area of forestry and make the 
bond closer to energy sector territorially and globally. However, the over-usage of forest eco-
systems can put at risk the sustainable improvement of forest and communities dependent on 
forest. Thus, forest energy strategies must be founded on the guideline of sustainable devel-
opment which guarantees economic stability, environmental cleanliness and durability in the 
utilization of the raw material [27]. The potential flow of woody raw materials for bioenergy 
from forests is not definitely known and should be checked before policy intervention can be 
effectively executed with regards to global concession on climate change [29].

A large amount of cellulose rich biomass for bioenergy and biopolymer generation can be 
obtained from fast growing, short-rotation forest trees like Eucalyptus and Populus [30]. Wood 
and wood wastes provides about three fifths of the average amount of biomass energy. 
Sawdust, board ends and barks which are wastes from wood processing and forest products 
industry are now widely employed for energy production. This sector is partially involved in 
electrical power generation by the combustion of waste [6]. Energy schemes are complicated 
and include various factors that must be stated, including socio-economic advantages, climate 
change mitigation, technological effectiveness the interaction among industries and policies 
[12]. Researchers have made different investigations for the purpose of assessing the chances 
of forest energy to mitigate climate change and concluded that the technical potential of pri-
mary biomass energy obtained from the forest sector would be 12–74 EJ while the economic 
potential would only be 1.2–14.8EJ. Woody biomass utilized for production of energy must 
have the capacity to contend with different utilizations like pulp and paper. In the meantime, 
the energy generated from biomass must be less expensive than that created from contend-
ing energy sources [27]. The theoretical potential of the global excess wood supply in 2050 
has been estimated to be 6.1 Gm3 (71 EJ) and the technical potential to be 5.5 Gm3 (64 EJ) on 
the basis of a medium demand and plantation scheme. Based on medium scale scheme, the 
bioenergy potential from logging, processing residues and waste was assessed to be equal to 
2.4 Gm3 year−1 (28 EJ year−1) wood [31]. Hypothetically, this shows that forests can be a con-
siderable source of bioenergy and can be utilized without further deforestation and without 
jeopardizing the supply of wood.

2.4. Dry energy grasses

Perennial grasses have been broadly utilized as fodder crops for a considerable length of 
time, regularly contributing fundamentally to energy supply. The four most studied peren-
nial rhizomatous grasses are Panicum virgatum, Miscanthus species, Phalaris arundinacea and 
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Arundodonax [32]. The use of Miscanthus as an energy grass has attracted attention among 
the perennial C4 grasses since it has been identified as a perfect energy grass and produces 
maximally when harvested dry. Yields of 3–10 years old plantations grown in two countries 
in Europe are 113–30 t/ha. This means that if a yield of 20 t/ha could be achieved; it would 
produce a total energy yield that is equal to 7 t/ha of oil over the life of each harvest. Switch 
grass has an energy value that is similar to wood yet with minimal water content [3]. After 
proper investigation of some crops which were perennial grasses, switch grass was observed 
to produce the highest potential [11]. Other than staying away from the competition between 
food and fuel crop usage, they are considered to have energy, financial, and ecological advan-
tages over food crops for certain bioenergy products [10]. These grasses possess qualities and 
prospects as for their utilization and enhancement as lignocellulosic feedstock. In order to 
meet up to the large demand of biomass supply, an extensive environmental capacity is to be 
considered which marginal soils are included [33]. Another nutrient rich grass is Napier grass 
(Pennisetum purpureum), a grass that grows in the tropics and can withstand dry conditions. 
It has 30.9% total carbohydrates, 27% protein, 14.8% lipid 14.8%, and 9.1% fiber (dry weight). 
Thus, it is cultivated for livestock as energy crops and it is easy to cultivate with a high pro-
ductivity rate of 87 ton/ha/year [32]. Sawasdee and Pisutpaisal [34] reported the feasibility of 
biogas production from Napier grass and observed that the methane content, yield and pro-
duction rate were 53%, 122.4 mL CH 4/g TVS remove, 4.8 mL/hr. at the optimum condition.

3. Biofuels from lignocellulosic raw materials

3.1. Biobutanol

Due to the compelling need for alternatives to fossil fuel and increasing concern for environ-
mental and health safety, biobutanol which is a second generation biofuel is now produced 
as a credible substitute for fossil fuel used as a blend with gasoline. Although butanol is still 
generated through petrochemical methods, the high demand, depletion rate and price of oil 
has driven the search for a sustainable source for butanol production. Biobutanol possess 
some better attributes which includes higher energy content, lower Reid vapor pressure, easy 
blending with gasoline at any ratio and ease in transportation when compared to bioethanol. 
Various challenges involved in lignocellulosic butanol production includes method of pre-
treatment, generation of unwanted solvents and the production cost, low butanol tolerance of 
microbes resulting in low yield, cost of raw materials. In order to enhance biobutanol produc-
tion from lignocellulosic raw materials, methods in terms of inhibitors detoxification, strains 
improvement and process integration and optimization are be dealt with [35].

3.2. Bioethanol

Bioethanol is a first generation biofuel and is mainly produced by enzymatic fermentation 
using yeast to digest biodegradable raw materials with high energy content. Hydrolysis is 
employed when raw materials such as high energy yielding crops are utilized; this is done to 
breakdown the complex nature of the polymer into monomers such as simple sugar followed 
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by conversion of the sugar to alcohol after which distillation and dehydration are used to 
reach the desired amount that can be utilized directly as fuel [36]. Bioethanol contributed 
more than 30% of the total ethanol production globally in 2006 with a significant production 
rate from Asia [35]. Ethanol can be mixed with petrol if appropriately purified and when 
utilized in modified spark ignition engines, production of toxic environmental gases will be 
reduced. A liter of ethanol can yield about three fifths of the energy provided by a liter of 
gasoline [37]. The large scale production of sugar cane in Brazil is dedicated for alcohol and 
sugar production. Utilization of alcohol as fuel for vehicular engines has been in existence in 
Brazil since 1973. The increasing demand for alcohol in Brazil led to an increase in sugar cane 
production in the last 5 years in Brazil [38].

3.3. Biodiesel

In 1900 during the world exhibition in Paris, a diesel engine created by the first inventor of 
its kind ran on 100% peanut oil and years later the inventor stated that “the diesel engine can 
be fed with vegetable oils and would help considerably in the development of agriculture of 
the countries which use it”. In 1912 Dr. Rudolf Diesel who is the actual inventor of the diesel 
engine stated that “The use of vegetable oils for engine fuels may seem insignificant today, but 
such oils may become in course of time as important as petroleum and the coal tar products 
of the present time”. This hypothesis is gradually becoming significant in recent days because 
there is a global need for sustainability and energy security. The possibility of biodiesel replac-
ing fossil fuels as main source for power is one reason for the global research of biodiesel 
[39]. Biodiesel is another example of a first generation biofuel and can be produced directly 
from vegetable oils and other oleo chemicals via trans-esterification methods or cracking. The 
Trans-esterification procedure may utilize acid, enzymes and alcohol to yield the biodiesel 
and glycerin as by-product [40]. Oleo chemicals are chemical substances produced from fats 
and natural oils, they are basically fatty acids and glycerol. Hypothetically, oleo chemicals 
are better substitute for petrochemicals in terms of sustainability and economic viability [41]. 
The high price rate of biodiesel is a major constraint to its commercialization in contrast with 
petroleum, thus the utilization of waste oil should be considered since it is relatively available 
and cheap [42]. Utilization of biodiesel as a fuel is considered to have a minimal or no release 
of carbon dioxide since any carbon dioxide released from its combustion was beforehand 
caught from the atmosphere during the development of the crop used as feedstock for the 
generation of biodiesel. Biodiesel is considered to have a minimal flash point than gasoline 
derived diesel, thus its transport is more secure and efficient [43, 44]. Operationally biodiesel 
blends performs similarly to the conventional diesel without causing any noticeable change 
in the engine due to the similarity in properties of biodiesel and conventional diesel [45]. This 
makes biodiesel an efficient replacement for conventional diesel.

3.4. Biogas

Biogas is produced from the anaerobic digestion of biodegradable organic materials which 
includes lignocellulosic biomass, animal dung, carcass etc. Biogas contains methane, carbon 
dioxide which occupy a significant amount in terms of volume and other gases which include 
hydrogen sulfide and nitrogen gas [46]. Sweden is one of the pioneers of biogas production 
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considering waste-based biogas technology [47]. The total potential for biogas production 
in Sweden is around 15 TWh per year and more than half comes from agricultural residues. 
About 5.8 TWh of the potential from agriculture is derived from straw as a feedstock [48]. 
Recently, this technology has gained so much attention and several researches are conducted 
regarding this technology. The multi-functional nature of this technology is one reason for 
its rapid expansion [48–50]. Methane which is the main energy product is generated in the 
final process of anaerobic digestion called methanogenesis. Naturally, methane is produced 
in environs such as peats, marshland, sediments and rumen [51]. Methane which is the 
most useful component of biogas can be utilized for the production of heat and electricity or 
through purification and enhancement to be utilized as vehicle fuel. Lignocellulosic materi-
als are the most promising substrate for biogas production due to their relative abundance. 
Several assays have been made to ensure increase in the efficiency of biogas production using 
lignocellulosic feedstocks including different pretreatment techniques and codigestion with 
nutrient rich feedstock. However, little is known about the microbes responsible for the 
digestion of cellulose during biogas production. In 2014, 158 TWh biogas per year was gener-
ated from more than 14,500 biogas plants actively utilized within the European Union (EU). 
Germany, United Kingdom and Italy are known to have the highest primary production of 
biogas, which are 79.5, 21.6 and 21.5 TWh per year, respectively. In Germany, biogas produc-
tion from maize, other energy crops, slurry and miscellaneous organic waste are 60, 16, 12 
and 8%, respectively [48]. Even with the advancement in this technology thus far, generation 
and utilization of biogas is still not adequate. The industry is still young and going through 
challenges of low profit margins and slow return on investment [47].

3.5. The virtue and vice of biofuel commercialization, utilization and production

Recently, biofuels and gasoline have become equals in terms of cost but the total cost of ben-
efit using biofuel is higher. Energy independence and economic stability is a major concern 
for any developing country and crude oil is scarcely deposited globally and developing 
countries without this “liquid gold” may experience a huge dent in economy if the crude oil 
is imported. If the use of biofuel is encouraged, countries will reduce their dependence on 
fossil fuel hereby creating control on monopoly of fossil rich states and also new jobs will be 
created with a growing biofuel industry, thus creating economic security and a less toxic envi-
ronment. However some challenges associated with biofuel commercialization, utilization 
and production includes “food vs. fuel “crisis, future increase in price due to high demand, 
policies such as tax credit on production of biofuels and land use change and high cost of 
production which includes technology cost [8, 37, 46].

4. Conclusion

Lignocellulosic materials are viable sources of bioenergy and their usage as energy sources 
can play a vital role in helping the industrialized regions of the world reduce the environmen-
tal hazards of burning fossil fuel. Therefore, utilization of lignocellulosic materials as sources 
of energy should be promoted as one of the major routes for bioenergy production.
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and 8%, respectively [48]. Even with the advancement in this technology thus far, generation 
and utilization of biogas is still not adequate. The industry is still young and going through 
challenges of low profit margins and slow return on investment [47].

3.5. The virtue and vice of biofuel commercialization, utilization and production

Recently, biofuels and gasoline have become equals in terms of cost but the total cost of ben-
efit using biofuel is higher. Energy independence and economic stability is a major concern 
for any developing country and crude oil is scarcely deposited globally and developing 
countries without this “liquid gold” may experience a huge dent in economy if the crude oil 
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fossil fuel hereby creating control on monopoly of fossil rich states and also new jobs will be 
created with a growing biofuel industry, thus creating economic security and a less toxic envi-
ronment. However some challenges associated with biofuel commercialization, utilization 
and production includes “food vs. fuel “crisis, future increase in price due to high demand, 
policies such as tax credit on production of biofuels and land use change and high cost of 
production which includes technology cost [8, 37, 46].
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Abstract

Free-Piston Stirling Engines (FPSEs) have recently attracted attention as a promising 
energy conversion technology because of their desirable characteristics such as high effi-
ciency, high reliability, and easy and quiet operation. FPSE are truly a closed cycle system 
that works using variations in the internal pressure to drive the power piston that is con-
nected to the reciprocating magnets in a linear alternator for energy conversion. The lack 
of manual linages and the use of clearance seals in a FPSE increase both the system’s reli-
ability and lifespan, as there is no contact or wear on the seals. These desirable attributes 
coupled with the fuel independence of FPSE makes them ideal candidates for use in 
remote power generation applications, particularly where maintenance is a high concern 
such as in NASA deep space missions, solar power generator, and combined heat and 
power systems. This chapter presents an introduction to FPSE along with a brief review 
of the underlying thermodynamics and Stirling cycle analysis. The general engineering 
analysis and numerical modeling approaches of Stirling engines will be discussed, fol-
lowed by a section of engine design and efficiency calculations.

Keywords: free-piston Stirling engine, additive manufacturing, energy conversion, 
regenerator, heater head, CFD, thermal conduction losses, design optimization

1. Introduction

The continuing depletion of fossil fuel resources has led to the increase of global research into 
sustainable energy. This has resulted in the resurrection of the forgotten Stirling engine which 
is an external combustion engine unlike the more widely known Otto and Diesel engines 
which are internal combustion engines. One application where FPSE are gaining interest is in 
combined heat and power (CHP) because of its operation on a closed cycle, FPSE can be run 
on a variety of fuels such as solar [1], biogas [2], natural gas [3], waste gas [4] etc. Although 
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patented in 1816 by Robert Stirling, it would take the better part of a century for scientist to 
fully understand its complex physics [1]. The key to the high efficiency of the Stirling engine 
is what Stirling called an economizer but it more commonly referred to today as a regenerator 
[2]. The regenerator acts as a solid storage medium between the hot and cold heat exchangers. 
This allows for a reduction in the total amount of thermal energy input to the engine leading 
to an increase in the cycle efficiency. However, despite its numerous attractive qualities, his-
torically the Stirling engine was replaced by theoretically inferior engines due to performance 
limitations resulting from the available materials of the time. The limitation on operating 
temperature is highly detrimental to the performance of a Stirling engine because the cycle 
efficiency is dependent on the temperature ratio and not the pressure ratio like in the Otto or 
Diesel cycles. However, the development of modern high-temperature superalloys has drasti-
cally increased the operational temperature of Stirling engines to nearly 1200 K. Research is 
ongoing to use cutting-edge manufacturing techniques such as additive manufacturing of 
metals to further increase the efficiency, improve the reliability, and reduce the manufactur-
ing cost of the next generation of Stirling engines.

2. Thermodynamic cycle

An ideal Stirling cycle consists of four stages: (1) the working fluid, typically air, helium, 
or hydrogen, undergoes an isothermal expansion; (2) a constant-volume heat; (3) isothermal 
compression; and (4) constant volume heat addition. Regenerators play an important role in 
the cycle, as the heat stored in the regenerator during the early stage is recovered by the gas 
in the fourth stage. The efficiency of an ideal Stirling cycle approaches that of a Carnot cycle 
which depends only on the hot and cold temperatures. However, it is impossible to achieve 
an ideal cycle in a real system, and the actual efficiency of a Stirling engine is lower than the 
theoretical Carnot efficiency. State of the art Stirling engines have efficiencies near 40%.

3. Types of Stirling engines

The mechanical configurations of Stirling engines are generally divided into three groups: 
alpha, beta, and gamma [2]. In the alpha configuration the engine consists of two pistons that 
are housed in separate cylinders which are connected by the hot heat exchanger, regenerator, 
and cold heat exchanger. For alpha engines the pistons also act as the displacers. Both the 
beta and gamma engines have separate power pistons and fluid displacers. For the beta con-
figuration the displacer and power piston are housed in the same cylinder. In gamma engines 
however, the power piston and displacer are in separate cylinders which leads to gamma type 
engines being physically larger than beta engines. Because of their compact multi-cylinder 
configuration, alpha type engines were explored by the automotive industry as high specific 
power outputs are possible [2].

In addition to different physical configurations, Stirling engines can further be divided into 
two groups based on their drive methods. In kinematic Stirling engines, manual linkages 
like cranks, connecting rods, or flywheels are used to move the working fluid through the 
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engine’s cycle like that of a reciprocating engine. These engines use temperature-resistant 
seals around the piston which is exposed to high temperatures. This imposes strict require-
ments on the materials that can be used to make the seals to ensure high reliability. Unlike 
kinematic Stirling engines, free-piston engines use pressure variations in the working fluid 
to generate motion in the reciprocating components. In FPSE work is generally removed via 
the use of a linear alternator. Because FPSE have no manual linkages and they use clearance 
seals both the reliability and life expectancy of the engine are increased as there is no wear in 
the system. In a FPSE the mechanical dynamics and the thermodynamics are highly coupled 
while in kinematic engines, only the behavior of the working fluid is required to determine 
the performance of the engine as the dynamic phases are fixed by the mechanical linkages. 
This makes designing a FPSE more complicated as the performance of each individual com-
ponent is tied to the other parts of the engine.

4. Free-piston Stirling engine design concepts

A schematic of a Stirling converter is shown in Figure 1. The key components are the hot heat 
exchanger, regenerator, cold heat exchanger, displacer, flexures, piston, and linear alternator. 
The first step in the design process is to use a one-dimensional thermodynamic modeling tool 
such as the Sage modeling software produced by Geodon Associates [5]. This model can be 
used to predict dimension of the Stirling engine components as well as the estimated perfor-
mance of the engine. An example of the predicted performance variable from Sage is listed 
in Table 1. The estimated Stirling cycle efficiency (heat to work) is about 45%. The system 
efficiency (fuel to electricity) is around 38.3%.

After the initial sizes of the components are determined based on the power output of the 
engine being designed, a detailed examination of each component is conducted to ensure 
that the manufactured parts will meets the required operational life and to minimize conver-
sion losses. There are various ways in which conversion losses occur in a Stirling engine [6] 
including flow separation, insufficient fluid travel distance, dead volumes, poor regenera-
tor performance, thermal conduction losses, and shuttle and pumping losses. Many of these 

Figure 1. Stirling converter schematic.
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losses are related to limitations in traditional manufacturing and can be alleviated by using 
additive manufacturing to produce a continuous heater head assembly. For example, thermal 
losses can be reduced by controlling the size of the gaps between components. As the size of 
the gaps is reduced the thermal losses decrease however if they become to small it leads to 
unwanted wear on both the moving and non-moving components resulting in a reduction in 
the expected lifespan of the convertor. The tolerance needed to achieve the optimal gap size 
requires high precision machining and often additional finish machining is required to obtain 
the desired fit. With traditional manufacturing, the components of the heater head assembly 
are joined using brazing or welding leading to added design change as their tolerance is 
hard to control. If an integrated design is produced via additive manufacturing, not only can 
the gap size between components be controlled but a smooth flow path between the heat 
exchangers and regenerator can be ensured while further reducing dead volumes.

4.1. Heater head assembly

A crucial component of a FPSE is the heater head assembly which consist of the hot heat 
exchanger, regenerator, pressure vessel, and cold heat exchanger. Historically the perfor-
mance of Stirling engines was limited by the materials available. To achieve a long operational 
life of a FPSE, the hot end of the heater head assembly must withstand high temperatures and 
pressure over extended periods of time. Under these operating conditions, the reliability of 
the heater head assembly is influenced by the ultimate creep behavior of the material used. 
For operation at 810°C with an internal pressure of 3.3 MPa, the expected lifespan of the heater 
head would be limited if common metals are used because of their low tensile strength and 
creep resistance at high temperatures. Decreasing the operating temperature while increasing 
the life expectancy of the engine would vastly reduce the efficiency. Similarly, increasing the 
thickness of the heater head wall would also increase the life of the unit but it would lead to 

Item Value

Electrical power (W) 1215

Total thermal input (W) 3017

Parasitic loss/wall loss (W) 184

Heat rejection (W) 1493

Net cycle power (W) 1350

Stirling cycle efficiency (%) 44.74

Carnot efficiency (%) 71.01

Fraction of carnot (%) 63.00

Assumed alternator efficiency (%) 95.00

Burner efficiency (%) 90.00

System efficiency (%) 38.25

Table 1. Results of Stirling engine design analysis model.
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an increase in axial conduction losses which also decreases the system’s performance. Thus, 
the choice of an appropriate material with excellent creep resistance at high temperatures 
is critical to achieving both the desired performance and life expectancy of the designed 
FPSE. An evaluation of the use of various superalloys for the manufacturing of heater heads is 
presented in Ref. [7]. Finding a material that has all of the desired qualities is difficult. Alloys 
such as Udimet 720, IN 738LC, MA754, MarM-247, Inconel 718, and Inconel 625 are excellent 
candidates for use in high-temperature FPSE heater heads as they have high creep resistance 
and tensile strengths at high temperatures. However, they also have potential drawbacks 
such as post-weld cracking, welding difficulties, coarse grain recrystallization structures, and 
maximum temperature limitations.

In addition to the type of material used the type of heater head configuration used also is 
important. There are three types of heater heads commonly used in Stirling engines, mono-
lithic, flat tubular, and vertical tubular heater heads, Figure 2. While monolithic heater heads 
are cheap and easy to manufacture, they have a limited heat flux and often used for small con-
vertors. Both the flat tubular and vertical tubular configurations can have significantly higher 
heat fluxes. The flat tubular heater head design was used in solar Stirling engine applications. 
The high surface area and efficiency of the vertical U-shaped tubular heater head makes it 
ideal for use in larger Stirling convertors. The vertical tubes allow for easy integration with 
gas burners, however, using traditional manufacturing means, the reliability of the welded 
tube joints is low, and the associated manufacturing cost is high. The continued development 
of additive manufacturing would not only decrease the cost of a tubular heater head it would 
also increase the reliability as there would be no weld joints that are likely to fail.

4.1.1. Flow separation

A design drawback of a tubular heat exchanger design is the likelihood of jetting occurring 
at the outlet of the tubes. Flow separation between components is one of the major sources 
of conversion losses in a FPSE. Jetting at the exit of the hot heat exchanger not only increases 

Figure 2. Different types of Stirling engine heater head configurations. (a) Monolithic, (b) flat tubular, (c) vertical tubular.
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an increase in axial conduction losses which also decreases the system’s performance. Thus, 
the choice of an appropriate material with excellent creep resistance at high temperatures 
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and tensile strengths at high temperatures. However, they also have potential drawbacks 
such as post-weld cracking, welding difficulties, coarse grain recrystallization structures, and 
maximum temperature limitations.

In addition to the type of material used the type of heater head configuration used also is 
important. There are three types of heater heads commonly used in Stirling engines, mono-
lithic, flat tubular, and vertical tubular heater heads, Figure 2. While monolithic heater heads 
are cheap and easy to manufacture, they have a limited heat flux and often used for small con-
vertors. Both the flat tubular and vertical tubular configurations can have significantly higher 
heat fluxes. The flat tubular heater head design was used in solar Stirling engine applications. 
The high surface area and efficiency of the vertical U-shaped tubular heater head makes it 
ideal for use in larger Stirling convertors. The vertical tubes allow for easy integration with 
gas burners, however, using traditional manufacturing means, the reliability of the welded 
tube joints is low, and the associated manufacturing cost is high. The continued development 
of additive manufacturing would not only decrease the cost of a tubular heater head it would 
also increase the reliability as there would be no weld joints that are likely to fail.
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flow losses, it results in a reduction of the regenerator’s performance. While the effects of 
jetting into the regenerator may be small for a random fiber regenerator where the flow can 
radially distribute within the regenerator, it is highly detrimental to the performance of a foil 
type regenerator where the flow in between foils cannot spread radially. Using computa-
tional fluid dynamics (CFD), the flow distribution between components can be analyzed and 
modification to the geometry can be suggested to ensure a smooth flow transition between 
components. For example, an internal diffuser was designed to eliminate the effects of jetting 
for a 1 kW tubular heater head along with a comparison of the flow distribution, Figure 3. 
The addition of the diffuser in the plenum space between the hot heat exchanger and the 
regenerator increases the Stirling convertors efficiency although there are added flow losses 
across the diffuser. This simulation verifies the idea that the integrated design will minimize 
the flow losses and maximize the thermal efficiency.

4.1.2. Dead volume analysis

Using additive manufacturing to reduce the thermal losses are possible by reducing the dead 
volumes between the heat exchangers and regenerator through controlling the size and shape 
of these plenum spaces. Dead volumes are areas that are un-swept by either the power piston 
or displacer and occur in the generator, cooler, heater and all clearance spaces. Passive dead 
volumes are areas that do not take part in the volumetric expansion-compression cycle, which 
decrease the overall cycle efficiency. A detailed analysis of the impact of dead volumes in an 
entire Stirling engine is presented by Ref. [8]. In the heater head assembly, dead volumes 
occur in the hot space and expansion space. In the hot space area, the dead volume occurs in 
the knuckle section, Figure 4a. In traditional Stirling engine design when using a tubular type 
heat exchanger, the heater tubes penetrate through the pressure vessel wall and extend to 
the top of the regenerator. The portion of the heat exchanger tubes inside the pressure vessel 
do not act as part of the heat exchanger and only function to reduce the dead volume of the 
working gas. However, the volume inside the extended heater tube section still acts as dead 
volume. The size of this dead space is related to the length of the extended heater tubes inside 
of the pressure vessel which depends on the knuckle (Rk) and dome (RD) radii, Figure 4a. As 

Figure 3. a) Designed diffuser plate and velocity distribution in a foil regenerator b) without and c) with the diffuser.
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the dome radius is increased and the knuckle radius decreased the dome or cap of the heater 
head flattens. This reduces the length of the extended heater tubes, thus decreasing the dead 
volume. Ideally, the dome radius would be increased and the knuckle radius decreased until 
the dead volume was eliminated, however this leads to a stress concentration in the knuckle 
region from the high temperatures and pressures. A potential solution to reduce the stress is 
to increase the thickness of the wall in the knuckle region, but this results in an increase in 
axial conduction losses. Thus, the geometry of the knuckle and dome region must be opti-
mized to balance axial conduction loses, localized stress, and dead volume. An alternative 
means of reducing the dead volume in the knuckle region is to add a curved section to the top 
of the regenerator to fill the knuckle region, Figure 4b. This method of dead volume reduction 
has never been employed before as manufacturing of the complex geometry was difficult 
and costly with traditional manufacturing methods. However, additive manufacturing can be 
employed to effectively create a complex regenerator geometry.

4.1.3. Stress analysis

Another major design challenge is the thickness of the pressure vessel wall. The heater head 
assembly not only experiences high pressures, but also a large thermal gradient. Therefore, the 
design is always a balance between minimizing thermal losses while maintaining structural 
integrity. Finite element analysis (FEA) is a useful tool to evaluate the stress within the heater 
head pressure vessel to ensure the parts will not fail. The pressure vessel of a FPSE heater 
head is generally designed using Section VIII Division 2 of the ASME Boiler and pressure ves-
sel design code [9]. A coupled thermal and structural analysis out to be conducted to evaluate 
both the primary and secondary stresses in the heater head. An example of the resulting pres-
sure distribution of a tubular heater head for a 1 kW FPSE is shown in Figures 5 and 6 along 
with the employed boundary conditions. A zero-displacement boundary condition is applied 

Figure 4. Dead volume in the hot space of heater head. (a) Knuckle and dome sections, (b) curved section of regenerator.
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flow losses, it results in a reduction of the regenerator’s performance. While the effects of 
jetting into the regenerator may be small for a random fiber regenerator where the flow can 
radially distribute within the regenerator, it is highly detrimental to the performance of a foil 
type regenerator where the flow in between foils cannot spread radially. Using computa-
tional fluid dynamics (CFD), the flow distribution between components can be analyzed and 
modification to the geometry can be suggested to ensure a smooth flow transition between 
components. For example, an internal diffuser was designed to eliminate the effects of jetting 
for a 1 kW tubular heater head along with a comparison of the flow distribution, Figure 3. 
The addition of the diffuser in the plenum space between the hot heat exchanger and the 
regenerator increases the Stirling convertors efficiency although there are added flow losses 
across the diffuser. This simulation verifies the idea that the integrated design will minimize 
the flow losses and maximize the thermal efficiency.

4.1.2. Dead volume analysis

Using additive manufacturing to reduce the thermal losses are possible by reducing the dead 
volumes between the heat exchangers and regenerator through controlling the size and shape 
of these plenum spaces. Dead volumes are areas that are un-swept by either the power piston 
or displacer and occur in the generator, cooler, heater and all clearance spaces. Passive dead 
volumes are areas that do not take part in the volumetric expansion-compression cycle, which 
decrease the overall cycle efficiency. A detailed analysis of the impact of dead volumes in an 
entire Stirling engine is presented by Ref. [8]. In the heater head assembly, dead volumes 
occur in the hot space and expansion space. In the hot space area, the dead volume occurs in 
the knuckle section, Figure 4a. In traditional Stirling engine design when using a tubular type 
heat exchanger, the heater tubes penetrate through the pressure vessel wall and extend to 
the top of the regenerator. The portion of the heat exchanger tubes inside the pressure vessel 
do not act as part of the heat exchanger and only function to reduce the dead volume of the 
working gas. However, the volume inside the extended heater tube section still acts as dead 
volume. The size of this dead space is related to the length of the extended heater tubes inside 
of the pressure vessel which depends on the knuckle (Rk) and dome (RD) radii, Figure 4a. As 
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the dome radius is increased and the knuckle radius decreased the dome or cap of the heater 
head flattens. This reduces the length of the extended heater tubes, thus decreasing the dead 
volume. Ideally, the dome radius would be increased and the knuckle radius decreased until 
the dead volume was eliminated, however this leads to a stress concentration in the knuckle 
region from the high temperatures and pressures. A potential solution to reduce the stress is 
to increase the thickness of the wall in the knuckle region, but this results in an increase in 
axial conduction losses. Thus, the geometry of the knuckle and dome region must be opti-
mized to balance axial conduction loses, localized stress, and dead volume. An alternative 
means of reducing the dead volume in the knuckle region is to add a curved section to the top 
of the regenerator to fill the knuckle region, Figure 4b. This method of dead volume reduction 
has never been employed before as manufacturing of the complex geometry was difficult 
and costly with traditional manufacturing methods. However, additive manufacturing can be 
employed to effectively create a complex regenerator geometry.

4.1.3. Stress analysis

Another major design challenge is the thickness of the pressure vessel wall. The heater head 
assembly not only experiences high pressures, but also a large thermal gradient. Therefore, the 
design is always a balance between minimizing thermal losses while maintaining structural 
integrity. Finite element analysis (FEA) is a useful tool to evaluate the stress within the heater 
head pressure vessel to ensure the parts will not fail. The pressure vessel of a FPSE heater 
head is generally designed using Section VIII Division 2 of the ASME Boiler and pressure ves-
sel design code [9]. A coupled thermal and structural analysis out to be conducted to evaluate 
both the primary and secondary stresses in the heater head. An example of the resulting pres-
sure distribution of a tubular heater head for a 1 kW FPSE is shown in Figures 5 and 6 along 
with the employed boundary conditions. A zero-displacement boundary condition is applied 
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Figure 6. Temperature distribution and stress contours of heater head.

to the bottom surface of the heater head to prevent translation. Frictionless supports are used 
to mimic the symmetry in the system. A pressure of 3.66 MPa is applied to the internal sur-
faces of both the pressure vessel and tubular hot heat exchanger. For the thermal model, the 
bottom portion of the heater head assembly is set to 80°C and the outer surface of the hot heat 
exchanger tubes has an applied temperature of 810°C. The largest stress occurs at the bottom 

Figure 5. Heater head thermal and structural boundary conditions.
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flange and is 106.9 MPa at a temperature of 115°C. This is below the 238 MPa allowable stress 
of the material. Additionally, the membrane stresses at Location B & C are 36.6 and 32.8 MPa. 
The temperatures at these locations are 716 and 810°C respectively with allowable stresses 
of 198 and 84 MPa. Therefore, the stresses in the heater head assembly under peak operat-
ing pressure and temperature are acceptable based on ASME boiler codes as positive safety 
margins are obtained. Based on the creep and rupture life properties of Inconel 625, for the 
designed presented at locations C it would take over 6000 hours to reach an estimated 2% 
creep. The estimated rupture-life at location C is over 200,000 hours. For location B both the 
estimated creep and rupture-life are significantly higher in comparison to location C because 
of the lower temperature at location B.

4.1.4. Conduction losses

Axial conduction losses also contribute to conversion losses in a FPSE. As previously men-
tioned the axial conduction losses must be balanced with the allowable stress distribution 
and dead volumes. The conduction losses in the heater head assembly wall can be significant 
as it experiences a large thermal gradient. Minimizing the thickness of the displacer cylinder 
wall is only limited by the capabilities of additive manufacturing as there is equal pressure 
on both sides of the wall. Minimizing the thickness reduces axial conduction losses, therefore 
a thickness of 0.5 mm can be used based on the limitations of the state of the art in additive 
manufacturing. The outer wall of the heater head however does experience a large difference 
in pressure between the inner and outer surfaces. This wall is significantly thicker. As the axial 
conduction losses are a significant source of parasitic losses in a FPSE, every effort should be 
made to minimize the wall thickness. Figure 7 shows four types of wall profiles often used. 
Steady state thermal models of the heater head can be used to estimate the conduction losses. 
The same boundary conditions used in the coupled thermal-structural model were used, 
Figure 7. In all the cases the thickness of the heater head dome and cap are kept the same 
as it is decided based on the allowable creep stress at the operating temperature. The thick-
ness at the cold end can also be decided based on the local allowable stresses at the rejection 
temperature. Since this temperature is significantly lower the allowable stress is higher and 
this wall thickness is much smaller. In the single taper case, the thickness of the wall varies 

Figure 7. Heater Head Wall configurations.
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flange and is 106.9 MPa at a temperature of 115°C. This is below the 238 MPa allowable stress 
of the material. Additionally, the membrane stresses at Location B & C are 36.6 and 32.8 MPa. 
The temperatures at these locations are 716 and 810°C respectively with allowable stresses 
of 198 and 84 MPa. Therefore, the stresses in the heater head assembly under peak operat-
ing pressure and temperature are acceptable based on ASME boiler codes as positive safety 
margins are obtained. Based on the creep and rupture life properties of Inconel 625, for the 
designed presented at locations C it would take over 6000 hours to reach an estimated 2% 
creep. The estimated rupture-life at location C is over 200,000 hours. For location B both the 
estimated creep and rupture-life are significantly higher in comparison to location C because 
of the lower temperature at location B.

4.1.4. Conduction losses

Axial conduction losses also contribute to conversion losses in a FPSE. As previously men-
tioned the axial conduction losses must be balanced with the allowable stress distribution 
and dead volumes. The conduction losses in the heater head assembly wall can be significant 
as it experiences a large thermal gradient. Minimizing the thickness of the displacer cylinder 
wall is only limited by the capabilities of additive manufacturing as there is equal pressure 
on both sides of the wall. Minimizing the thickness reduces axial conduction losses, therefore 
a thickness of 0.5 mm can be used based on the limitations of the state of the art in additive 
manufacturing. The outer wall of the heater head however does experience a large difference 
in pressure between the inner and outer surfaces. This wall is significantly thicker. As the axial 
conduction losses are a significant source of parasitic losses in a FPSE, every effort should be 
made to minimize the wall thickness. Figure 7 shows four types of wall profiles often used. 
Steady state thermal models of the heater head can be used to estimate the conduction losses. 
The same boundary conditions used in the coupled thermal-structural model were used, 
Figure 7. In all the cases the thickness of the heater head dome and cap are kept the same 
as it is decided based on the allowable creep stress at the operating temperature. The thick-
ness at the cold end can also be decided based on the local allowable stresses at the rejection 
temperature. Since this temperature is significantly lower the allowable stress is higher and 
this wall thickness is much smaller. In the single taper case, the thickness of the wall varies 
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linearly from the hot end (top) to the cold end (bottom). For the double taper, the thickness 
still linearly decreases however it reaches the minimum thickness at the midpoint of the wall 
and then remains constant. The six-part taper has five concave curves that decrease the thick-
ness from the top to the middle.

The temperature distribution along the heater head wall varies based on the geometry exam-
ined (Figure 8). A nearly linear profile occurs for the constant wall thickness case. For the 
other cases considered a non-linear profiles forms. The non-linearity of the curve increases 
from the single to double to 6-part taper. The estimated axial conductions losses for the cases 
shown are listed in Table 2. The constant wall thickness case has the highest conduction 
losses, 83 W. Using a single taper results in a 23% reduction in the axial conduction losses 
compared to the constant wall thickness. If the cross-sectional area of the heater head wall is 
further reduced by using a double taper the conduction losses decrease an additional 4%. The 
6-part tapper has the lowest conduction losses of the four cases shown.

4.2. Regenerator

The regenerator is crucial to the efficiency of a FPSE [10]. The regenerator acts as a means of 
temporary energy storage and is located between the hot and cold heat exchangers. When 
the working fluid travels from the hot heat exchanger to the cold heat exchanger, it transfers 
a portion of its energy to the solid regenerator medium. When the flow travels back from 
the cold to hot heat exchanger, it retrieves the energy from the regenerator. Various types 
of regenerators have been investigated to improve the heat transfer and achieve a high stor-
age capacity. The types of regenerators investigated include woven screens, random fibers, 

Figure 8. Temperature profile in the heater head wall.
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wrapped-foils, and segmented-involute foils [11]. Theoretically, a foil regenerator would 
have the best performance as it has the highest possible figure of merit which is the ratio of 
the heat transfer coefficient to the friction coefficient. However, because it is nearly impossible 
to manufacture a robust foil regenerator they are seldom used in FPSE. Using traditional 
manufacturing techniques, foil regenerators are made by wrapping the foils layer by layer 
using pre-formed dimples on the foils for spacing, Figure 9a. Because the performance of a 
foil regenerator is directly dependent on the spatial structure of the foils. If the foil spacing 
changes, the performance dramatically reduces. Unfortunately, due to thermal expansion 
during thermal cycles, the foil spacing changes within a short period because foils are not 
well connected and supported. This change leads to flow redistribution and a severe decrease 
in regenerator effectiveness. Therefore, FPSE manufactures use a less efficient albeit more reli-
able regenerator to ensure consistent operation. Although woven screen regenerators can be 
manufactured with high reliability there is a limit on their porosity which limits the maximum 
engine performance possible [12]. Random fiber regenerators are not limited by porosity, but 
their effectiveness is lower as they have a smaller area to volume ratio and significantly higher 
flow losses compared to foil regenerators. Figure 9b shows a random fiber regenerator.

Using additive manufacturing methods, a robust foil regenerator can be fabricated that has 
the same high reliability as a mesh screen regenerator while having superior heat transfer 
characteristics and minimal flow losses. The thin foils of the regenerator are ingeniously inter-
connected to increase the rigidity of the regenerator and maintain uniform foil spacing at 
high temperatures. The current state of the art in additive manufacturing has a limit on the 
minimum thickness based on the nominal diameter of the powder metals used. Currently the 
minimum foil thickness is 0.3 mm. Webs are designed to strengthen the regenerator and to 
keep the foil spacing unchanged. The designed regenerator is shown in Figure 10. There is a 
curved section at the top of the regenerator that is designed to fit into the space between the 
knuckle wall and displacer cylinder wall of the heater head to reduce the detrimental dead 
volumes. A ring is also added to the bottom of the regenerator to both add extra support and 
to fix the regenerator’s axial location in the heater head assembly.

Using FEA, the robustness of the regenerator is investigated. A temperature of 810°C is 
applied to the top of the regenerator foils and a temperature of 80°C is applied to the bottom 
surface, Figure 11. For the structural model, the bottom edge of the outer ring is fixed to 
prevent the regenerator from translating, additionally, frictionless supports are applied to the 
symmetry planes. Because of the novel design of the regenerator, the only stress that occurs 
are thermally induced. The maximum stress, axial deformation, and radial deformation of 

Taper profile Conduction loss (W)

Constant thickness 82.9

Single taper 63.7

Double taper 60.3

Six taper 54.7

Table 2. Conduction loss results for heater head taper configurations.
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6-part tapper has the lowest conduction losses of the four cases shown.

4.2. Regenerator
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wrapped-foils, and segmented-involute foils [11]. Theoretically, a foil regenerator would 
have the best performance as it has the highest possible figure of merit which is the ratio of 
the heat transfer coefficient to the friction coefficient. However, because it is nearly impossible 
to manufacture a robust foil regenerator they are seldom used in FPSE. Using traditional 
manufacturing techniques, foil regenerators are made by wrapping the foils layer by layer 
using pre-formed dimples on the foils for spacing, Figure 9a. Because the performance of a 
foil regenerator is directly dependent on the spatial structure of the foils. If the foil spacing 
changes, the performance dramatically reduces. Unfortunately, due to thermal expansion 
during thermal cycles, the foil spacing changes within a short period because foils are not 
well connected and supported. This change leads to flow redistribution and a severe decrease 
in regenerator effectiveness. Therefore, FPSE manufactures use a less efficient albeit more reli-
able regenerator to ensure consistent operation. Although woven screen regenerators can be 
manufactured with high reliability there is a limit on their porosity which limits the maximum 
engine performance possible [12]. Random fiber regenerators are not limited by porosity, but 
their effectiveness is lower as they have a smaller area to volume ratio and significantly higher 
flow losses compared to foil regenerators. Figure 9b shows a random fiber regenerator.

Using additive manufacturing methods, a robust foil regenerator can be fabricated that has 
the same high reliability as a mesh screen regenerator while having superior heat transfer 
characteristics and minimal flow losses. The thin foils of the regenerator are ingeniously inter-
connected to increase the rigidity of the regenerator and maintain uniform foil spacing at 
high temperatures. The current state of the art in additive manufacturing has a limit on the 
minimum thickness based on the nominal diameter of the powder metals used. Currently the 
minimum foil thickness is 0.3 mm. Webs are designed to strengthen the regenerator and to 
keep the foil spacing unchanged. The designed regenerator is shown in Figure 10. There is a 
curved section at the top of the regenerator that is designed to fit into the space between the 
knuckle wall and displacer cylinder wall of the heater head to reduce the detrimental dead 
volumes. A ring is also added to the bottom of the regenerator to both add extra support and 
to fix the regenerator’s axial location in the heater head assembly.

Using FEA, the robustness of the regenerator is investigated. A temperature of 810°C is 
applied to the top of the regenerator foils and a temperature of 80°C is applied to the bottom 
surface, Figure 11. For the structural model, the bottom edge of the outer ring is fixed to 
prevent the regenerator from translating, additionally, frictionless supports are applied to the 
symmetry planes. Because of the novel design of the regenerator, the only stress that occurs 
are thermally induced. The maximum stress, axial deformation, and radial deformation of 
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Figure 11. Stress distribution, axial and radial deformation of the involute regenerator.

the regenerator are shown in Figure 11. The maximum stress occurs in the outer foils near 
the regenerator ribs. This stress is well below the yield stress of Inconel 718 even at high tem-
peratures leading to large margins of safety. The foils radially deform a maximum of 0.6 mm 
although this level of deformation may seem detrimental, there is only a 0.01 mm maximum 
deformation between foils. Therefore, the spacing between the foils remains constant even 

Figure 9. Wrapped foil and random fiber regenerators.

Figure 10. Involute foil regenerator.

Energy Conversion - Current Technologies and Future Trends116

at high temperatures. Thus, additive manufacturing can be used to produce a robust foil 
regenerator that can achieve the theoretically high figure of merit and vastly improve the 
performance of modern FPSE.

4.3. Heat exchangers

The hot heat exchanger in this study is a tubular type heat exchanger which has high heat 
transfer effectiveness while also exhibiting good fuel source integration capabilities. Using 
traditional manufacturing techniques, the heat exchanger tubes are bent and then welded 
to the pressure vessel. This can lead to numerous potential areas where leaks can form, thus 
the reliably of tubular heat exchangers are low. However, using additive manufacturing, the 
tubular heat exchanger and pressure vessel can be printed as one continuous part eliminating 
potential leaks and greatly increase the reliability. Additionally, the geometry of the tubes 
can be manipulated to further improve heat transfer with the chosen fuel sources burner. 
Figure 12b shows a tubular heater head where one end of the tube is extended through the 
knuckle region of the heater head and the other is connected to the dome of the pressure ves-
sel. The diameter and length of the tubes are dependent upon the desired FPSE power output 
and the fuel combustor used. The heat exchanger shown in Figure 12 has 15 U-shaped tubes 
with an internal diameter of 2.5 mm. However, the shape of the tube can be manipulated 
based on the feedback from additive manufactures and to increase the heat transfer, Figure 5. 
Furthermore, novel flow guides were used to increase the convective heat transfer around the 
tubes to further improve the system efficiency. The design of the burner interface with the hot 
exchanger is critical to the performance of the engine. A detailed description and numerical 
simulation of the flow guides and burner interface for the enhancement of heat transfer is 
available in Ref. [13]. An example of the combustion gas distribution is also seen in Figure 12c.

A fin-type heat exchanger is commonly used for the cold heat exchanger because of its low-
cost and manufacturability (Figure 13). Extrusion or casting can be employed for the manu-
facturing of the fin heat exchangers. The dead volume can be reduced as well as minimizing 
flow separation by adding a curved section to the bottom of the heat exchanger. Usually a 

Figure 12. a) Tube bundle of tubular heat exchanger and (b) layout of tubular heat exchanger tubes and (c) combustion 
gas flow distribution.
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Figure 11. Stress distribution, axial and radial deformation of the involute regenerator.

the regenerator are shown in Figure 11. The maximum stress occurs in the outer foils near 
the regenerator ribs. This stress is well below the yield stress of Inconel 718 even at high tem-
peratures leading to large margins of safety. The foils radially deform a maximum of 0.6 mm 
although this level of deformation may seem detrimental, there is only a 0.01 mm maximum 
deformation between foils. Therefore, the spacing between the foils remains constant even 
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at high temperatures. Thus, additive manufacturing can be used to produce a robust foil 
regenerator that can achieve the theoretically high figure of merit and vastly improve the 
performance of modern FPSE.

4.3. Heat exchangers

The hot heat exchanger in this study is a tubular type heat exchanger which has high heat 
transfer effectiveness while also exhibiting good fuel source integration capabilities. Using 
traditional manufacturing techniques, the heat exchanger tubes are bent and then welded 
to the pressure vessel. This can lead to numerous potential areas where leaks can form, thus 
the reliably of tubular heat exchangers are low. However, using additive manufacturing, the 
tubular heat exchanger and pressure vessel can be printed as one continuous part eliminating 
potential leaks and greatly increase the reliability. Additionally, the geometry of the tubes 
can be manipulated to further improve heat transfer with the chosen fuel sources burner. 
Figure 12b shows a tubular heater head where one end of the tube is extended through the 
knuckle region of the heater head and the other is connected to the dome of the pressure ves-
sel. The diameter and length of the tubes are dependent upon the desired FPSE power output 
and the fuel combustor used. The heat exchanger shown in Figure 12 has 15 U-shaped tubes 
with an internal diameter of 2.5 mm. However, the shape of the tube can be manipulated 
based on the feedback from additive manufactures and to increase the heat transfer, Figure 5. 
Furthermore, novel flow guides were used to increase the convective heat transfer around the 
tubes to further improve the system efficiency. The design of the burner interface with the hot 
exchanger is critical to the performance of the engine. A detailed description and numerical 
simulation of the flow guides and burner interface for the enhancement of heat transfer is 
available in Ref. [13]. An example of the combustion gas distribution is also seen in Figure 12c.

A fin-type heat exchanger is commonly used for the cold heat exchanger because of its low-
cost and manufacturability (Figure 13). Extrusion or casting can be employed for the manu-
facturing of the fin heat exchangers. The dead volume can be reduced as well as minimizing 
flow separation by adding a curved section to the bottom of the heat exchanger. Usually a 

Figure 12. a) Tube bundle of tubular heat exchanger and (b) layout of tubular heat exchanger tubes and (c) combustion 
gas flow distribution.
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highly conductive material such as copper is used for the cold heat exchanger to improve the 
heat transfer. The temperature difference between the coolant and the working gas in the cold 
heat exchanger is significantly smaller than that seen in the hot heat exchanger therefore the 
cold heat exchanger is typically larger compared to the hot heat exchanger.

4.4. Displacer assembly

The displacer assembly can also be evaluated using FEA to examine the resulting stress dis-
tribution. An example displacer assembly is shown in Figure 14a. Inconel 625 is used for the 
displacer cap while stainless steel 304 is used for the remaining parts. The thermal and structural 
boundary conditions are shown in Figure 14b–d. The top and bottom surface are set to 810 
and 80°C, respectively. A 332.6 kPa pressure was applied to the outer surfaces of the displacer 
assembly. This is roughly 10% of the charge pressure. Additionally, a hydrostatic pressure load 
was applied to the displacer rod cylinder to mimic the pressure gradient from 332.6 kPa to 0 Pa. 
Again, frictionless supports are used to simulate the symmetry present in the system. Lastly, 

Figure 14. a) Displacer assembly, b) thermal, c) structural boundary and d) structural load at displacer body.

Figure 13. Cold heat exchanger.
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fixed supports are applied to the faces where the flexures are connected to the displacer assem-
bly. The predicted temperature and stress distributions are shown in Figure 15. The maximum 
stress of 64.5 MPa occurs at the interface between the displacer cap and the displacer body con-
nector. The allowable stress for Inconel 625 at 90°C is 184 MPa. In addition to the maximum 
stress in the entire assembly, the maximum and membrane stresses for the individual displacer 
assembly parts has to be evaluated. In all cases both the maximum and membrane stresses shall 
stay below the allowable stresses at the corresponding part temperature with high margins of 
safety and to ensure that displacer design is acceptable and will have the desired operational life.

5. Dynamic analysis

5.1. Dynamic analysis of displacer assembly

In FPSE the cyclic motion of the working fluid is driven by the displacer. Both the displacer 
configuration and dynamics are critical to the performance of the engine, thus during the 
design of a FPSE, a dynamic analysis of the displacer assembly must be conducted. This 
analysis is used to figure out the required number of flexures to obtain the desired motion. A 
mass-spring diagram of the displacer is given in Figure 16 along with a vector force polygon. 
An equation for the motion of the displacer is given in Eq. 1.
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where xd is the displacer motion, Xd is the amplitude of the displacer, Xp is the piston ampli-
tude, Φm and Φp are the phase angle of the displacer and piston, Ar and Ad are the displacer 

Figure 15. Temperature distribution and stress contours of displacer assembly.
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highly conductive material such as copper is used for the cold heat exchanger to improve the 
heat transfer. The temperature difference between the coolant and the working gas in the cold 
heat exchanger is significantly smaller than that seen in the hot heat exchanger therefore the 
cold heat exchanger is typically larger compared to the hot heat exchanger.

4.4. Displacer assembly
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tribution. An example displacer assembly is shown in Figure 14a. Inconel 625 is used for the 
displacer cap while stainless steel 304 is used for the remaining parts. The thermal and structural 
boundary conditions are shown in Figure 14b–d. The top and bottom surface are set to 810 
and 80°C, respectively. A 332.6 kPa pressure was applied to the outer surfaces of the displacer 
assembly. This is roughly 10% of the charge pressure. Additionally, a hydrostatic pressure load 
was applied to the displacer rod cylinder to mimic the pressure gradient from 332.6 kPa to 0 Pa. 
Again, frictionless supports are used to simulate the symmetry present in the system. Lastly, 

Figure 14. a) Displacer assembly, b) thermal, c) structural boundary and d) structural load at displacer body.

Figure 13. Cold heat exchanger.

Energy Conversion - Current Technologies and Future Trends118
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nector. The allowable stress for Inconel 625 at 90°C is 184 MPa. In addition to the maximum 
stress in the entire assembly, the maximum and membrane stresses for the individual displacer 
assembly parts has to be evaluated. In all cases both the maximum and membrane stresses shall 
stay below the allowable stresses at the corresponding part temperature with high margins of 
safety and to ensure that displacer design is acceptable and will have the desired operational life.
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5.1. Dynamic analysis of displacer assembly

In FPSE the cyclic motion of the working fluid is driven by the displacer. Both the displacer 
configuration and dynamics are critical to the performance of the engine, thus during the 
design of a FPSE, a dynamic analysis of the displacer assembly must be conducted. This 
analysis is used to figure out the required number of flexures to obtain the desired motion. A 
mass-spring diagram of the displacer is given in Figure 16 along with a vector force polygon. 
An equation for the motion of the displacer is given in Eq. 1.
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road and frontal area, Pc and Pe are the pressure amplitude in the compression and expansion 
spaces, Dd is the displacer damping coefficient, Md is the total moving mass, Kd is the total 
axial spring rate of the displacer flexures,     

→
  x   ̇    
d
    is the displacer velocity, and     

→
  x ¨     
d
    is the displacer 

acceleration. The velocity of the displacer assembly is calculated using Eq. 2.

    x   ̇   d   =  X  d   ωcos (𝜔𝜔t)  =  X  d   ωsin (𝜔𝜔t +   π __ 2  )   (2)

This is a harmonic function with the same frequency as the displacement and an amplitude  ω  
times as large. The velocity is 90° out of phase with the displacement. The acceleration of the 
displacer assembly is given by Eq. 3:

    x ¨    d   = −  X  d    ω   2  sin (𝜔𝜔t)  =  X  d    ω   2  sin (𝜔𝜔t + π)   (3)

The acceleration is 180° ahead of the displacement with a ω2 times larger amplitude. 
The remaining parameters listed in Eq. 1 are determined based on the one-dimensional 
thermodynamic model Sage. The main reason the dynamic analysis is conducted is to 
determine the number of flexures required. Based on the parameters for a 1 kW engine 
used as a case study here, a total of 8 flexures is needed. However, the natural frequency 
of the number of the system is considered as well. Thus, based on variations in fabrication 
and uncertainties a total of 10 flexures shall be chosen. A rocking mode analysis is used to 
determine the natural frequency of the system rocking mode to ensure that it is far from 
the operating frequency. In this system for 10 flexures, the frequency is 159 Hz this is far 
from the operating frequency of 60 Hz and its multiples. Therefore, the use of 10 flexures 
is acceptable.

5.2. Rocking mode analysis

The rocking mode of the displacer out to be analyzed to ensure that it is not close to the operat-
ing frequency or its harmonics. If it is, it can result in rubbing of the displacer on the pressure 
vessel inner wall leading to unwanted wear and a decrease in lifespan (Table 3). The rock-
ing mode analysis is also used to determine the height between flexure stacks and verify the 

Figure 16. Dynamics of Stirling engine and displacer vector diagram.
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quantity from the dynamic analysis. As seen in Figure 14a, the flexures are separated into 
two stacks. Each stack consisted of five flexures. A schematic of the rocking mode analysis is 
depicted in Figure 17. The rocking or natural frequency is determined using Eq. 4.

   f  n   =   1 ___ 2π     
 √ 
_____________

   a   2   k  r   − mg (a + b)   
  ___________ m   (a + b)    2     (4)

where a is the distance between the flexure stacks centers and wheelbase, b is the distance 
between the center of gravity of displacer assembly and flexure stacks centers, Kr is the total 
radical spring rate of the flexures, m is the total moving mass of displacer assembly, and g 
is the gravity of earth. The predicted natural frequency of the displacer assembly using two 
stacks of 5 flexures is 159 Hz. This is not only far from the operating frequency of 60 Hz it 
is also far from its harmonics (120 and 180 Hz). Therefore, excess rocking of the displacer is 
unlikely to occur under the given operating conditions.

6. Performance specifications

The final step in the design of a FPSE is to map the performance of the engine over an 
operating frequency range. For example, if the design operation is at 60 Hz the performance 
should be mapped in the 50–70 Hz range. Examining the performance of the engine over 

Figure 17. Displacer assembly rocking mode.

Numbers of Flexure Total Moving mass m (Kg) a (m) b (m) Kr (N/m) fn(Hz)

10 0.931 0.01693 0.0093 2,225,346 158.6

a: the distance from spring to wheel base, b: the distance from spring to displacer center of gravity, Kr: flexure radial 
spring rate, fn: rocking frequency

Table 3. Calculated model frequencies.
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between the center of gravity of displacer assembly and flexure stacks centers, Kr is the total 
radical spring rate of the flexures, m is the total moving mass of displacer assembly, and g 
is the gravity of earth. The predicted natural frequency of the displacer assembly using two 
stacks of 5 flexures is 159 Hz. This is not only far from the operating frequency of 60 Hz it 
is also far from its harmonics (120 and 180 Hz). Therefore, excess rocking of the displacer is 
unlikely to occur under the given operating conditions.
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a frequency range indicates that the efficiency of the system can be increased by increas-
ing the operating frequency (Figure 18a). Generally speaking as the operating frequency 
increases both the efficiency and power density also increase [14]. For low power engines 
the frequency is limited to 80 Hz while for high power engines the operating frequency 
does not exceed 60 Hz. The limitations on operating frequency are due to the high velocities 
that can occur in the heat exchanges and regenerators with high frequencies, limited flexure 
spring forces for a given geometry, and the proximity to grid power of 60 Hz. In addi-
tion to performance mapping over the frequency, mapping over a range of temperatures 
should also be performed. The performance of a FPSE at various temperatures is shown 
in Figure 18b. As the operating temperature increases the efficiency of the system also 
increases. By increasing the temperature from 660–910°C an increase in system efficiency of 
5.32% is possible. Note that these does not consider any potential conversion losses that can 
occur due to the potentially thicker walls required to counteract the allowable creep stress 
at high temperatures.

7. Conclusion(s)

The design analysis of a FPSE was presented. The key components including the heater head 
pressure vessel, regenerator, hot and cold heat exchangers, and displacer are discussed. FPSE 
are ideal for use in various power conversion applications. In addition to the design constraints 
and approaches of various components, dynamic and rocking mode analyses of the engine are 
also presented. Manufacturing of an integrated pressure vessel and heat exchanger assembly 
enables a new degree of control over conversion efficiency. Additionally, CFD and FEA can 
be used to further reduce axial conduction losses and flow separation to increase efficiency. 
Additive manufacturing is not just limited to the manufacturing of the heater head, it can be 
used to generator a robust foil regenerator that will have the highest figure of merit possible 
to further increase the systems efficiency. Therefore, the use of emerging manufacturing tech-
niques can help to achieve higher system efficiency, better reliability, and enhanced robustness 
while reducing the cost.

Figure 18. Frequency and temperature mapping of a FPSE.
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Abstract

The contribution of this chapter is to deepen and widen existing knowledge on munici-
pal solid waste (MSW) management by analyzing different energy recovery routes for 
MSW. The main aspects related to the composition of waste are addressed, as well as 
the technological routes for thermochemical and biochemical energy usage. Within 
the thermochemical route, incineration is currently the most utilized technology for 
energy recovery of waste, with generation of electricity and heat and also a decrease 
in the volume of the produced waste. Gasification and pyrolysis are alternatives for 
the production of chemical products from wastes. The biological route is an interesting 
alternative for the utilization of the organic fraction of MSW, as aerobic or anaerobic 
processes enable the production of biogas and of a compound that can be utilized as a 
fertilizer. Depending on the size of the population, composition of waste, and products 
to be obtained (energy or chemical), more than one technology can be combined for a 
better energy usage of waste.
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1. Introduction

With the growth of world population and progressive increase in living standards, the con-
sumption of goods and energy has also increased, along with land use change and defor-
estation, intensified agricultural practices, industrialization and energy use from fossil fuel 
sources. All of these have contributed to ever-increasing concentrations of greenhouse gases 
in the atmosphere, since the industrial era.

Municipal solid waste (MSW) is a manifestation of the unsustainable consumption of natural 
resources by humankind, which has led to—and continues to—the depletion of natural capi-
tal and environmental degradation.

Current global MSW generation levels are approximately 1.3 billion tons/year, and by 2025, 
these are expected to increase to approximately 2.2 billion tons/year. This represents a signifi-
cant increase in per capita waste generation rates, from 1.20 to 1.42 kg per person per day, 
in the next 15 years (2018–2033). However, global averages are broad estimates only, as rates 
vary considerably by region, country, and even within cities [1].

On a global scale, 70% of MSW is landfilled, 19% is recycled, and only 11% is utilized in 
Waste-to-Energy (WtE) schemes—this occurs due to logistical and economic issues—such as 
primary fossil energy scarcity and landfill volume restrictions [2].

The concept of circular economy (CE)—while not entirely new—has recently gained impor-
tance in the agendas of policymakers, to address the aforementioned and other sustainability 
issues [3]. The aim of CE is to maintain the value of products, materials and resources as long 
as possible, to minimize the use of resources; in other words, CE is based on a “win-win” 
philosophy that states that prosper economy and healthy environment can co-exist [4].

WtE plants have a dual objective: reduce the amount of waste sent to landfills and produce 
useful energy (heat and/or power). The WtE supply chain provides a method for simulta-
neously addressing issues related to energy demand, waste management and emission of 
greenhouse gases (GHG), achieving a circular economy system (CES) [5].

Traditionally, WtE has been associated with incineration. Yet, the term is much broader, 
embracing several waste treatment processes that generate energy (electricity and/or heat), 
such as pyrolysis, conventional or plasma arc gasification, as well as nonthermal processes 
such as anaerobic digestion and landfill-gas recovery.

2. Municipal solid waste: general aspects

2.1. Definition

Municipal solid waste (MSW), also referred to as trash or garbage, consists of several items 
that are discarded after use, such as grass clippings, furniture, clothing, food scraps, product 
packaging, bottles, newspapers, appliances, paint, and batteries [6]. Construction, industrial, 
and hazardous waste are not considered MSW.
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2.2. Waste hierarchy and MSW composition

In recent decades, there has been increasing pressure on developed countries to reduce 
their waste associated with single-use discarded materials. The objective is to conserve 
natural resources, including energy (which is utilized for the production of such materials), 
and reduce the amount of materials disposed in sanitary landfills. The philosophy of waste 
management aims at decreasing the amount of waste generated by society and incentivizing 
reutilization and recovery of its energy content, when reutilization or recycling is not possible 
through biochemical or thermochemical technological routes.

Figure 1 presents a scheme based on the pyramid proposed by the European Commission. 
Different management strategies are ranked from most to least environmentally preferred.

Most WtE transformation processes require pre-treatment of MSW. The characteristics of the 
raw materials within solid waste are affected by several factors, which range from the storage 
method (influence of humidity), maturity (wide variety of waste within an excavated land-
fill), classification policies (which vary depending on the country), to name a few. Successful 
implementation of WtE conversion technologies depends considerably on the efficiency of the 
process, which, in turn, depends on the quality of the waste considered. Table 1 presents the 
global average composition of MSW.

The recovery of energy and materials from MSW through the production of a refuse derived 
fuel (RDF) is one of the alternatives advocated by waste management planners and govern-
ment regulations [9]. RDF is the product of processing MSW to separate the noncombustible 
from the combustible portion, enabling better reuse of materials and recycling of MSW, with 
the possibility of achieving higher efficiencies in energy recovery treatments. RDF is an effi-
cient fuel with several advantages in comparison with MSW, due to its high calorific value, 
more homogeneous chemical composition, more convenient storage and handling character-
istics, and less carbon emissions.

Figure 1. Waste hierarchy, adapted from [7].
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Some studies have characterized the streams of materials involved in the RDF production 
process [9, 10], with descriptions on the characteristics of RDF in terms of composition and 
proximate and ultimate analysis [11, 12]. Also, the energy potential of RDF obtained from 
combustible solid waste has been evaluated by [13, 14].

Table 2 shows data compiled by [15] for the elemental composition of MSW and RDF.

The direct utilization of MSW in processes for the recovery of energy can lead to variable 
operation conditions, even unstable, with quality fluctuations in the final product. This is 
a consequence of the heterogeneity of the material regarding size, shape and composition. 
This is why firstly fuel is derived from waste, which is then utilized in the energy genera-
tion system [16]. For gasification and pyrolysis technologies, pretreatment is a fundamental 
requirement, which does not occur when considering plasma gasification and incineration.

With the objective of improving the handling characteristics and homogeneity of the 
material, the conversion process of MSW into fuels is constituted by different steps: 
trituration, sifting, selection, drying and/or pelletization. The least expensive and most 

MSW RDF RDF processed from landfill 
waste

Water content wt% wet 34.2 [31.0–38.5] 10.8 [2.9–38.7] 14.4 [12–35.4]

Volatiles wt% dafa 87.1 [87.1] 88.5 [74.6–99.4] 80.4

Ash wt% dry 33.4 [16.6–44.2] 15.8 [7.8–34.5] 27.1

Net calorific value MJ/kg daf 18.7 [12.1–22.5] 22.6 [1.1–29.3] 22

C wt% daf 49.5 [33.9–56.8] 54.6 [42.5–68.7] 54.9

H wt% daf 5.60 [1.72–8.46] 8.37 [5.84–15.16] 7.38

O wt% daf 32.4 [22.4–38.5] 34.4 [15.8–43.7] NAb

N wt% daf 1.33 [0.70–1.95] 0.91 [0.22–2.37] 2.03

S wt% daf 0.51 [0.22–1.40] 0.41 [0.01–1.27] 0.36

aDry ash free.
bNot available.

Table 2. Composition of MSW and RDF: mean values and [min.–max.] [15].

Component Fraction (%)

Organic 46

Metal 4

Plastic 10

Paper 17

Other 18

Table 1. Composition of global MSW [8].
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well-established current practice to produce RDF from MSW is mechanical pretreatment 
(MT); however, different schemes can be used, as presented by [17].

3. Energy conversion technologies

The characteristics of waste are important when selecting a specific WtE technology. The 
energy recovery efficiency depends on variables such as technology and quality of waste. An 
optimized plant that treats preselected waste can recover two or three times more electricity 
and heat than a more traditional plant that treats raw waste [18].

There is a wide range of WtE technologies, biochemical and thermochemical, for the con-
version of solid waste into energy (steam or electricity). Fuels such hydrogen, natural gas, 
synthetic diesel and ethanol can be utilized [19, 20].

The biochemical route, in the case of MSW, refers to anaerobic digestion, which consists of con-
trolled decomposition by microbes to reduce the organic material. Biochemical processes are 
used in the treatment of waste with high percentages of biodegradable organic matter and high 
moisture content. Methane, fuel for electricity generation, steam and heat can be produced.

One of the disadvantages of the biological treatment is the preprocessing required to separate 
MSW. Biochemical conversion of waste can be grouped into four categories: anaerobic digestion/
fermentation, aerobic digestion, composting, and landfill gas power (LFG). These technologies 
are the most economic and environmentally safe means of obtaining energy from MSW [21].

In thermochemical conversion, both biodegradable and nonbiodegradable matters contribute 
to the energy output. Incineration, gasification and pyrolysis are types of thermochemical 
conversion processes, which are fundamental and necessary components of a comprehensive 
and integral urban solid waste management system [22].

The main advantages of thermochemical processes include lower masses and volumes of 
waste, decrease in the space occupied by landfills, destruction of organic pollutants such as 
halogenated hydrocarbons, and decrease in the emission of GHGs due to anaerobic decom-
position. When considering the life cycle, the use of waste as a source of energy generates less 
environmental impacts than other conventional energy sources.

With incineration, the energy value of waste can be recovered; however, pyrolysis and gasifi-
cation can be utilized to recover the chemical value of waste. The derived chemical products, 
in some cases, can be utilized as inputs in other processes or as secondary fuels.

With the conversion of MSW into fuels, higher calorific values are obtained along with more 
homogeneous physical and chemical compositions, lower levels of pollutants and ashes, less 
excess air required for combustion, and better conditions for storage, handling, and transpor-
tation. Therefore, it is recommended to establish a balance between increasing production 
costs and the potential reduction of costs associated with designing and operating the system. 
Figure 2 shows thermochemical conversion processes, the products involved, and energy and 
material recovery systems.

In the next topic, the main aspects of each of the mentioned routes will be analyzed.
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well-established current practice to produce RDF from MSW is mechanical pretreatment 
(MT); however, different schemes can be used, as presented by [17].
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The characteristics of waste are important when selecting a specific WtE technology. The 
energy recovery efficiency depends on variables such as technology and quality of waste. An 
optimized plant that treats preselected waste can recover two or three times more electricity 
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3.1. Thermochemical route

3.1.1. Incineration

Waste incineration is a specific treatment that reduces the volume of waste and its level 
of dangerousness, selecting and concentrating, or destroying the potentially harmful sub-
stances. Incineration processes can also offer the possibility of recovering the energy, mineral 
or chemical content of waste.

During recent decades, most industrialized countries with high population densities have 
employed incineration as an alternative procedure to controlled landfilling, for the treatment 
of MSW.

According to Ref. [24], the two main processes applied for the thermal treatment of waste 
are fluidized bed combustion and grate combustion. Another technological alternative is 
the rotary furnace or rotary kiln frequently employed in the field of waste treatment, for 
the combustion of hazardous waste in combination with other devices for gasification and 
pyrolysis [25].

Grate combustion, also known as mass burn combustion, is by far the most utilized, as it can 
handle larger items and only oversized materials have to be crushed. Fluidized bed combustion 
(as well as most pyrolysis and gasification processes) requires the waste to be shredded into 
small particles before being introduced in the combustion (pyrolysis/gasification) chamber [24].

The calorific value of the material to be incinerated and the polluting potential of the emis-
sions generated are the main reasons for the evolution of incineration systems (higher com-
bustion efficiencies and effective removal of contaminants).

Due to the heterogeneous nature of waste, some differences with respect to conventional fos-
sil fuel power plants have to be considered in the energy conversion process. The efficiency 

Figure 2. Thermochemical conversion processes and products, adapted from [23].
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of a coal burning cycle is generally around 40%, while the efficiency of a garbage incineration 
cycle varies between 20 and 25%, if operating in a cogeneration mode, and up to 25–35% in the 
case of power production only [8, 26–28]. In general, fuel quality (i.e., waste) and other techni-
cal conditions (e.g., plant size, low temperature sources, etc.) limit the electrical efficiency of 
incinerators. This means that more than 70–80% of the heat generated by waste combustion is 
rejected to the environment.

The conversion efficiency of steam energy into electricity increases with higher steam tem-
peratures and pressures. However, when increasing steam temperature, the heat transfer 
surfaces are submitted to severe high-temperature corrosion, caused by metal chlorides in 
the ash particles deposited on the gas tubes and by high concentrations of chlorine and sul-
fur in MSW. Most chlorines are present in plastics (e.g., PVC), while fluorines are present 
in polytetrafluoroethylene (PTEF), along with other inorganic compounds. Corrosion limits 
steam properties to maximums of 450–500°C and 4.0–6.0 MPa, while the steam temperature 
can reach 600°C in a coal cycle [27, 29].

HCl is highly corrosive at high (>450°C) and low (<110°C) temperatures. The heating surfaces 
of radiant parts are protected by a resistant refractory material and/or welded high-alloy to 
prevent corrosive attacks in the furnace of the boiler system. The feed water should be pre-
heated to a minimum of 125°C, before being sent to the boiler, to prevent low-temperature 
corrosion [29].

Beyond corrosion problems, another negative aspect related to WtE plants is represented by 
erosion, especially the abrasion of surface material responsible for the vertical wear and tear. 
This is primarily caused by the ash particles present in flue-gas, and erosion appears mostly 
in the area of gas redirection. Tube wear is caused by a combination of corrosion and abrasion.

The pollutants released with exhaust gases after the burning of the waste affect the efficiency 
of the boiler. In an MSW incineration plant, efficiency is influenced by the heat lost with 
exhaust gases and by corrosion, which means that the temperature of exhaust gases cannot 
be significantly changed. For this reason, until 2013, the maximum efficiency of a boiler was 
approximately 87% [30].

The incineration of MSW emits GHG such as carbon dioxide (CO2), methane (CH4), nitric 
oxide (N2O), hydrofluorocarbons (HFCs), polyfluorocarbons (PFCs), and sulfur hexafluoride 
(SF). When the furnace is maintained under high oxidizable conditions, there is no CH4 being 
emitted in the gases exiting the chimney. When primary air is supplied from the storage tank, 
CH4 is oxidized to CO2 and H2O.

The pollutants emitted during incineration hinder the improvement of the steam cycle, but 
new technologies developed for the recovery of energy have managed to improve the overall 
efficiency of the plant. Some of the factors that have contributed the most to the improvement 
of new plants include two-second increase in residence time for dioxin destruction, high per-
formance with mobile grills, utilization of new metal alloys and high-performance exhaust 
gas cleaning systems [31].

Most recent data from the Eurostat database highlight that municipal waste was treated dif-
ferently in the EU 28 in 2014: 16.1% is composted (Eurostat shows it as biological treatment), 
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cal conditions (e.g., plant size, low temperature sources, etc.) limit the electrical efficiency of 
incinerators. This means that more than 70–80% of the heat generated by waste combustion is 
rejected to the environment.

The conversion efficiency of steam energy into electricity increases with higher steam tem-
peratures and pressures. However, when increasing steam temperature, the heat transfer 
surfaces are submitted to severe high-temperature corrosion, caused by metal chlorides in 
the ash particles deposited on the gas tubes and by high concentrations of chlorine and sul-
fur in MSW. Most chlorines are present in plastics (e.g., PVC), while fluorines are present 
in polytetrafluoroethylene (PTEF), along with other inorganic compounds. Corrosion limits 
steam properties to maximums of 450–500°C and 4.0–6.0 MPa, while the steam temperature 
can reach 600°C in a coal cycle [27, 29].

HCl is highly corrosive at high (>450°C) and low (<110°C) temperatures. The heating surfaces 
of radiant parts are protected by a resistant refractory material and/or welded high-alloy to 
prevent corrosive attacks in the furnace of the boiler system. The feed water should be pre-
heated to a minimum of 125°C, before being sent to the boiler, to prevent low-temperature 
corrosion [29].

Beyond corrosion problems, another negative aspect related to WtE plants is represented by 
erosion, especially the abrasion of surface material responsible for the vertical wear and tear. 
This is primarily caused by the ash particles present in flue-gas, and erosion appears mostly 
in the area of gas redirection. Tube wear is caused by a combination of corrosion and abrasion.

The pollutants released with exhaust gases after the burning of the waste affect the efficiency 
of the boiler. In an MSW incineration plant, efficiency is influenced by the heat lost with 
exhaust gases and by corrosion, which means that the temperature of exhaust gases cannot 
be significantly changed. For this reason, until 2013, the maximum efficiency of a boiler was 
approximately 87% [30].

The incineration of MSW emits GHG such as carbon dioxide (CO2), methane (CH4), nitric 
oxide (N2O), hydrofluorocarbons (HFCs), polyfluorocarbons (PFCs), and sulfur hexafluoride 
(SF). When the furnace is maintained under high oxidizable conditions, there is no CH4 being 
emitted in the gases exiting the chimney. When primary air is supplied from the storage tank, 
CH4 is oxidized to CO2 and H2O.

The pollutants emitted during incineration hinder the improvement of the steam cycle, but 
new technologies developed for the recovery of energy have managed to improve the overall 
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gas cleaning systems [31].

Most recent data from the Eurostat database highlight that municipal waste was treated dif-
ferently in the EU 28 in 2014: 16.1% is composted (Eurostat shows it as biological treatment), 
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27.3% is incinerated (total incineration including energy recovery), 28.2% is recycled and 
28.4% is landfilled [32].

Japan has 1172 incinerators for the treatment of 80% of MSW; approximately 71% of MSW 
is incinerated with energy recovery generating 1770 MW [33]. In the United States, there are 
77 WtE power plants, of which 78% employ mass burn technology (60 facilities), 17% refuse 
derived fuel (13 facilities), and 4% utilize modular combustion (4 facilities). Of these facili-
ties, 77% produce electricity (59 units), 4% export steam (3 units), and 19% cogeneration—or 
combined heat and power (15 units) [32].

LFG power represents one of the most readily available, cheap and relatively simple forms 
of WtE options. However, the carbon dioxide emissions from landfills per ton of MSW pro-
cessed are at least 1.2 t CO2, much higher than WtE plants. Considering all environmental 
performance criteria (energy, material, and land consumption, air and water emissions, risks), 
WtE is the most favorable solution [24].

3.1.2. Gasification

Gasification is the thermal conversion of carbon-based material into a mixture of combustible 
gases, called syngas. Gasification is used to convert solid materials such as coal, coke, biomass 
and solid waste into a gas, with average composition 15–30% CO, 12–40% H, and 4.5–9% 
CH4. The lower heating value (LHV) of syngas is between 4 and 13 MJ/Nm3, depending on 
the oxidizing agent used in gasification, operating conditions, among other factors [34]. From 
the syngas gas produced, different chemical intermediate products can be obtained, with dif-
ferent industrial uses. Energy can also be obtained, in the form of power, heat or biofuel. 
Gasification temperature is one of the most important operation parameters that affects the 
performance of the process, due to the balance between endothermic and exothermic reac-
tions involved.

Ref. [35] compared different thermochemical conversion processes, and verified that gas-
ification technology is the best choice considering energy and environmental perspectives. 
Gasification has attracted attention and gained importance in recent years, presenting higher 
energy efficiency and being friendlier to the environment.

One of the challenges of MSW gasification is the characteristics of MSW, with variable size 
and moisture content, and highly variable on calorific value [36].

The gasification of MSW is an effective technique to reduce the amount of waste, and is rela-
tively faster than the conventional processes (more residues can be treated in less time). The 
process of integrated gasification and combustion emits dioxin and furan within acceptable 
limits established by national and international agencies [37].

Although gasification has been employed for over 200 years, gasification of MSW is still in 
its early development stages. Some companies are developing smaller, compact gasifiers 
designed to be used by cities, towns, and military bases. Companies engaged in waste gas-
ification and the characteristics of gasification plants can be consulted in the Global Syngas 
Technologies Council Database (GSTC) [38].
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Plasma gasification is a technology suitable for MSW that uses a specific type of allothermal 
gasifiers. The heat that maintains the endothermic gasification reactions is provided by elec-
trically generated thermal plasma (a plasma torch where an electric arc is created between 
two electrodes inside a vase and an inert gas is injected through this arc) [39].

The plasma torch temperature varies between 2700 and 4500°C, which is sufficient to crack the 
complex hydrocarbons in syngas, and all inorganic compounds (glass, metals, heavy metals) 
are melted in a volcanic-type lava that becomes a basaltic slag after cooling. The advantage of 
this system is that the syngas is produced in high temperatures, which ensures the destruc-
tion of all dioxins and furans. More information about this technology can be found in Refs. 
[40, 41].

Table 3 shows why gasification is attractive among other waste-to-energy technologies, due 
to its high efficiency for electricity generation at a lower unit cost.

3.1.3. Pyrolysis

Pyrolysis is the thermal degradation of organic material in an oxygen-deficient atmosphere at 
approximately 400–900°C, producing gas, liquid and solid products. The yield and composi-
tion of the products are influenced by a range of pyrolysis process parameters, including the 
type of waste, reactor system, gas residence time, contact time, heating rate, temperature, 
pressure ranges, and presence of catalysts [43].

Due to the different operation conditions, pyrolysis can be classified into three main catego-
ries: slow, fast and flash pyrolysis.

Pyrolysis is a promising technology and is currently utilized in many regions of the world for 
MSW disposal and energy generation. The objective of MSW pyrolysis is to treat waste, reduce 
its volume and associated hazards, destroying potentially harmful substances. Pyrolysis can 
also involve energy recovery from waste, in the form of heat, steam, electricity, or fuel (e.g., 
oil, char, and gas).

There are several types of pyrolysis reactors for MSW treatment operating in different coun-
tries, of which the most common are fixed-bed, fluidized bed, and rotary kiln reactors. Fixed-
bed equipment is easy to operate and control, but presents disadvantages such as uneven 

Performance parameter Incineration Pyrolysis Plasma 
gasification

Conventional gasification

Capacity (t/day) 250 250 250 250

Conversion efficiency (MWh/t) 0.5 0.3 0.4 0.9

Power generation capacity (MWh/day) 160 180 108 224

Unit cost/kWh installed 435 222 1000 125

Unit cost (US$/nominal ton/day) 500 160 960 112

Table 3. Comparison between different MSW thermal treatment technologies [42].
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heating and discontinuous running. The fluidized bed reactor can operate continuously and 
presents some advantages, such as high heat transfer efficiency and manageable temperature, 
but the resulting pyrolysis gas presents low calorific value. The rotary kiln reactor presents 
high internal heating and good adaptability to MSW; however, this technology presents a 
difficulty associated with the sealing of connectors [44].

More details on typical pyrolysis reactors, problems and MSW plants and products can be 
found in Refs. [42, 45, 46].

3.2. Biochemical route

3.2.1. Anaerobic digestion

Anaerobic digestion consists of a set of processes in which microorganisms consume the 
organic matter present in waste, in the absence of oxygen. This process occurs naturally in 
some types of soil and in the sediments settled on the bottom of a body of water (e.g., rivers, 
lakes, oceans, and swamps), where oxygen cannot penetrate. Decomposition of the submerse 
biomass occurs at the bottom of hydroelectricity reservoirs, producing methane.

There are several chemical reactions associated with conversion processes, which are in 
chemical balance. Generally, although some authors classify the anaerobic digestion process 
in two or even three steps, it is more common to utilize four steps to describe the process, as 
depicted in Table 4.

The main aspects that influence anaerobic digestion are [48, 49]:

pH/alkalinity: methanogenic bacteria are sensitive to acid environments, and an increase in 
the pH will inhibit their growth. pH varies throughout the different steps of the process due 
to the generation of fatty acids, CO2, and bicarbonates. pH correction is accomplished through 
the addition of a basic compound (CaCO3, NaOH). The optimal range of pH is between 6.6 
and 7.4.

Temperature: temperature is related to the growth of microbes, and therefore, its control 
is very important for optimal growth/development of microorganisms and performance 

Step Description

Hydrolysis Organic polymolecules are cracked into standard molecules such as sugars, amino, and fatty 
acids with the addition of hydroxyl groups. This is accomplished by hydrolytic bacteria.

Acidogenesis Sugars, fatty, and amino acids are converted into smaller molecules, with the formation of 
volatile fatty acids (acetic, propionic, butyric, and valeric acids) and production of ammonia, 
carbon dioxide, and H2S as subproducts.

Acetogenesis The molecules produced during acidogenesis are digested, producing carbon dioxide, 
hydrogen, and acetic acid.

Methanogenesis Formation of methane, carbon dioxide, and water.

Table 4. Description of the anaerobic digestion phases [47].
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of anaerobic digestion. The process can occur in two ranges, mesophilic (25–40°C) and 
thermophilic (55–65°C). The mesophilic range is an interval of temperature conditions 
that enables bacteria to be more tolerant to changes in the environment, constituting more 
resistant microorganisms, but with higher retention times and lower production of biogas. 
This condition enables the use of simpler reactors, without complex control systems, with 
simpler operation strategies that entail lower capital costs. However, within thermophilic 
conditions, there is a higher production of biogas, with lower retention times. In these con-
ditions, microorganisms are less tolerant to changes in the environment, which if occur, 
can compromise the production. A more complex, precise control system is required, with 
higher capital costs associated.

Substrate concentrations: an increase in the organic load can lead to an excessive production 
of acids, which can act as inhibitors for other reactions and cause lower biogas yield.

Partial H2 pressure: an increase in pressure can lead to system collapse due to accumulation 
of acids.

C/N ratio: in the anaerobic digestion process, carbon corresponds to the source of energy, and 
nitrogen enables microbial growth. The optimal ratio between carbon (C) and nitrogen (N) 
varies between 20 and 30. High values of the C/N relationship are associated with a fast con-
sumption of nitrogen, which can limit microbial growth and reduce gas production. Lower 
C/N values lead to accumulation of ammonia, which affects the pH of the reactor.

Anaerobic digestion adds value to MSW, generating an overall positive impact on the envi-
ronment as it avoids a series of issues (negative impacts) associated with the natural decom-
position process that occurs in landfills, besides enabling the substitution of other fossil raw 
materials.

The process of anaerobic digestion can occur in controlled environments, such as in biodigest-
ers, which recover energy from waste, and in sanitary landfills. Sanitary landfills are locations 
for the controlled disposal of waste, reducing its negative environmental impact, and for the 
control of lixiviate material. Some landfills generate electricity from the biogas produced.

Biogas production from organics within the MSW stream is in the range of 100–150 m3 of 
biogas per ton of source separated organics (SSO) [50].

3.2.1.1. Types of biodigesters

There are currently several commercially consolidated technologies for biodigestion, such as 
the Dranco, Valorga, Kompoga, BTA, and Linde-BRV systems. These technologies are widely 
employed in Europe, with 118 plants in operation, which totalize a combined treatment 
capacity 5.12 million tons of MSW per year. The Valorga system alone presents an installed 
capacity of 2.19 million tons of MSW [51, 52]. Table 5 presents a summary of size, capacity and 
applications of anaerobic digestion systems.

More details about WtE such as biogas technologies, process, efficiencies, economic, and envi-
ronment aspects can be found in Refs. [50, 54].
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of anaerobic digestion. The process can occur in two ranges, mesophilic (25–40°C) and 
thermophilic (55–65°C). The mesophilic range is an interval of temperature conditions 
that enables bacteria to be more tolerant to changes in the environment, constituting more 
resistant microorganisms, but with higher retention times and lower production of biogas. 
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ditions, microorganisms are less tolerant to changes in the environment, which if occur, 
can compromise the production. A more complex, precise control system is required, with 
higher capital costs associated.
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ers, which recover energy from waste, and in sanitary landfills. Sanitary landfills are locations 
for the controlled disposal of waste, reducing its negative environmental impact, and for the 
control of lixiviate material. Some landfills generate electricity from the biogas produced.

Biogas production from organics within the MSW stream is in the range of 100–150 m3 of 
biogas per ton of source separated organics (SSO) [50].
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There are currently several commercially consolidated technologies for biodigestion, such as 
the Dranco, Valorga, Kompoga, BTA, and Linde-BRV systems. These technologies are widely 
employed in Europe, with 118 plants in operation, which totalize a combined treatment 
capacity 5.12 million tons of MSW per year. The Valorga system alone presents an installed 
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3.2.2. Landfill gas

Landfill gas (LFG) is formed when organic wastes decompose anaerobically in a landfill. 
Although LFG gas is generated under aerobic and anaerobic conditions, the initial aerobic 
phase is short-lived and produces a gas with a much lower energy content than does the 
long-term anaerobic phase which follows.

There are several models developed to estimate the amount of biogas that can be produced 
from a sanitary landfill. According to Ref. [55], these models can be divided into:

Zero-order models: generation of biogas is considered constant throughout time, with no 
influence of age and type of waste.

First-order models: consider waste characteristics, such as humidity, carbon content, MSW 
availability.

Second-order models: utilize the reactions that occur during organic matter degradation, 
constituting a second-order kinetic model.

Numerical and mathematical models: consider the different variables involved in the pro-
cess, and require a higher number of inputs.

The most utilized models for the estimation of biogas production from waste are the first-
order models, of which the IPCC and LandGEM [55] are the most employed.

3.2.2.1. Intergovernmental panel on climate change (IPCC) model

Developed by the Intergovernmental Panel on Climate Change (IPCC), it is a first-order decay 
model (revised equations of IPCC-2006). It considers the degradation rates of waste and gen-
eration of methane throughout time. In the case of MSW, information on the different types 
of residues (food scraps, paper, wood, textiles, etc.) is required [56]. According to the IPCC 
model, the amount of methane produced is given by:
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    is the amount of methane generated per year (t CH4/t waste), S refers to the beginning of 

landfill operation, E refers to the end of landfill operations, n is the considered year, and k is 

Size Capacity  
(t/year)

Electricity 
production

Typical applications

Small Up to 7500 25–250 kWe Residential and agricultural (farms) applications

Intermediate 7500–30,000 250–1 MWe Agricultural applications or digestible waste production 
facilities

Large Above 30,000 Over 1 MWe Centralized, with several mixed raw materials (municipal, 
industrial)

Table 5. Size, capacity, and applications of anaerobic digestion systems [53].
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the methane generation constant rate (y−1). RSUTn is the amount of MSW generated in year n 
(t waste/year), RSUFn is the fraction of MSW destined to landfilling in year n (dimensionless).

L0(t) is the methane generation potential, expressed as:

   L  0 (t)    =  MCF   (t)    ∙  DOC   (t)    ∙  DOC  f   ∙ F ∙  ( 16 ⁄ 12 )   (2)

MCF(t) is the methane correction factor and reflects the management of the disposal loca-
tions (dimensionless), DOC(t) is the degradable organic carbon (t carbon/t waste), DOCf is 
the fraction of degradable carbon (dimensionless), F is the methane fraction within biogas 
(dimensionless), 16/12 is the conversion ratio between carbon (C) and methane (CH4) (dimen-
sionless), R(n) is the recovered methane (t CH4/t waste), n are the years considered, and OX is 
an oxidation factor (reflects the amount of methane in the residual mass that is oxidized in the 
soil and cover layer (dimensionless).

3.2.2.2. LandGEM model

The Landfill Gas Emissions Model (LandGEM) was developed in 2005 by the Control 
Technology Center of the Environmental Protection Agency of the U.S.A. This mathematical 
model is utilized to estimate the amount of landfill gas generated in a specific location, allow-
ing for variations to be introduced. Besides methane, 49 other compounds can be calculated. 
It is based on electronic worksheets that use a first-order decay equation. It is considered that 
methane generation peaks soon after initial disposal of waste and the methane generation rate 
decays exponentially as organic matter is consumed by bacteria [55]:
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    is the amount of methane produced per year (m3/year), i is the time, in years, to be incre-

mented, n is the inventory year, j is the time, in years/10, to be incremented, k is the methane 
generation rate (year−1), L0 is the potential methane generation (m3 CH4/t waste), Mi is the 
mass of solid waste received during year “I” (t/year), and t is the age of section “j” of waste Mi 
received during year “I” (years with decimal point, e.g., 3.2 years).

There is a great potential for electricity generation from landfill gas (biogas), as 1 ton of meth-
ane can be equivalent to 3.67 MWh—considering a conversion efficiency of 30%, this can be 
equivalent to 1.1 MWhe [57]. This way, considering the ever-growing restrictions regarding 
MSW disposal along with the high volumes of MSW generated (with high energy potential), 
the use of anaerobic digestion has been the focus of several studies. The International Energy 
Agency (IEA) has a study group dedicated to biogas energy, Task 37: energy from biogas, 
with the objective of approaching the challenges related to economic and environmental sus-
tainability of the production and utilization of biogas [58].

With the increasing necessity of promoting renewable energies, along with the emergence of 
new technologies that have lowered production costs, anaerobic digestion has been attracting 
the attention of developed European countries and also of populous countries such as India 
and China [1].
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(dimensionless), 16/12 is the conversion ratio between carbon (C) and methane (CH4) (dimen-
sionless), R(n) is the recovered methane (t CH4/t waste), n are the years considered, and OX is 
an oxidation factor (reflects the amount of methane in the residual mass that is oxidized in the 
soil and cover layer (dimensionless).
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Technology Center of the Environmental Protection Agency of the U.S.A. This mathematical 
model is utilized to estimate the amount of landfill gas generated in a specific location, allow-
ing for variations to be introduced. Besides methane, 49 other compounds can be calculated. 
It is based on electronic worksheets that use a first-order decay equation. It is considered that 
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    is the amount of methane produced per year (m3/year), i is the time, in years, to be incre-

mented, n is the inventory year, j is the time, in years/10, to be incremented, k is the methane 
generation rate (year−1), L0 is the potential methane generation (m3 CH4/t waste), Mi is the 
mass of solid waste received during year “I” (t/year), and t is the age of section “j” of waste Mi 
received during year “I” (years with decimal point, e.g., 3.2 years).

There is a great potential for electricity generation from landfill gas (biogas), as 1 ton of meth-
ane can be equivalent to 3.67 MWh—considering a conversion efficiency of 30%, this can be 
equivalent to 1.1 MWhe [57]. This way, considering the ever-growing restrictions regarding 
MSW disposal along with the high volumes of MSW generated (with high energy potential), 
the use of anaerobic digestion has been the focus of several studies. The International Energy 
Agency (IEA) has a study group dedicated to biogas energy, Task 37: energy from biogas, 
with the objective of approaching the challenges related to economic and environmental sus-
tainability of the production and utilization of biogas [58].

With the increasing necessity of promoting renewable energies, along with the emergence of 
new technologies that have lowered production costs, anaerobic digestion has been attracting 
the attention of developed European countries and also of populous countries such as India 
and China [1].

Municipal Solid Waste Management and Energy Recovery
http://dx.doi.org/10.5772/intechopen.79235

139



Another factor that contributes to the economic viability of anaerobic biodigestion is the 
progressive trend of countries adopting laws that prohibit the disposal of organic waste in 
sanitary landfills, demanding technologies that can effectively manage waste and recover the 
energy still contained within the covalent bonds of organic waste [58].

The study by Ref. [59] presented step-by-step, thorough calculations for landfill gas genera-
tion capacity, including the total amount of solid waste disposed, total organic matter, frac-
tions of degradable organics, methane generated, methane captured, and finally, the amount 
of approximately 65,000 tons of captured LFG in 30 years. The leachate flow in the landfill was 
8000 m3/year. The landfill could produce approximately 135 GWh of electricity throughout its 
lifetime, with a global efficiency of almost 84%.

3.3. Economic aspects

Investment costs depend on the degree of complexity of the technology, as well as whether 
the system requires auxiliary processes such as pretreatment, gas cleaning, among others. 
Table 6 presents cost estimated for different waste treatment technologies.

Regarding the costs associated with MSW disposal, biological routes present considerably 
lower costs than thermochemical routes. The facilities that utilize biological routes present 
simpler construction, when compared with thermochemical facilities. Besides, operational 
costs correspond to approximately 1% of the capital cost required.

4. Conclusions

Nowadays, it becomes more evident that mankind is facing serious difficulties regarding 
waste disposal and therefore can be its own victim. Waste disposal is unavoidable, but special, 
systematic efforts must be directed to establish a turnaround strategy.

One of the biggest challenges for modern society is establishing an effective strategy for the 
management and treatment of municipal solid waste. This strategy should consider, when-
ever possible, economic and environmental viewpoints. Global warming mitigation alterna-
tives include the harvesting of landfill gas as an important waste management strategy.

WTE technologies Capital cost (US$/ton of MSW/year) Operational cost (US$/ton of MSW/year)

Incineration 400–700 40–70

Pyrolysis 400–700 50–80

Gasification 250–850 45–85

Anaerobic digestion 50–350 5–35

Landfilling with gas recovery 10–30 1–3

Table 6. Cost estimates for different waste treatment technologies [60].
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There are currently different technological routes for municipal solid waste, which could 
transform these from a challenge or a problem into a source of clean energy and useful 
recyclable raw materials. At the same time, the impact of waste on the environment would 
decrease, benefitting human health and natural resources.
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