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Preface to ”Emerging Converter Topologies

and Control for Grid Connected

Photovoltaic Systems”

Continuous cost reduction of photovoltaic (PV) systems and the rise of power auctions resulted

in the establishment of PV power not only as a green energy source but also as a cost-effective

solution to the electricity generation market. Various commercial solutions for grid-connected PV

systems are available at any power level, ranging from multi-megawatt utility-scale solar farms

to sub-kilowatt residential PV installations. Compared to utility-scale systems, the feasibility of

small-scale residential PV installations is still limited by the existing technologies that have not yet

properly addressed issues like operation in weak grids, opaque and partial shading, etc. New market

drivers such as warranty improvement to match the PV module lifespan, operation voltage range

extension for application flexibility, and embedded energy storage for load shifting have again put

small-scale PV systems in the spotlight. This Special Issue collects the latest developments in the field

of power electronic converter topologies, control, design, and optimization for better energy yield,

power conversion efficiency, reliability, and longer lifetime of the small-scale PV systems. This Special

Issue will serve as a reference and update for academics, researchers, and practicing engineers

to inspire new research and developments that pave the way for next-generation PV systems for

residential and small commercial applications. Enjoy reading.

Dmitri Vinnikov, Samir Kouro, Yongheng Yang

Editors
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Abstract: This paper proposes a grid-connected single-stage micro-inverter with low cost, small size,
and high efficiency to drive a 320 W class photovoltaic panel. This micro-inverter has a new and
advanced topology that consists of an interleaved boost converter, a full-bridge converter, and a
voltage doubler. Variable switching frequency and advanced burst control schemes were devised
and implemented. A 320 W prototype micro-inverter was very compact and slim with 60-mm
width, 310-mm length, and 30-mm height. In evaluations, the proposed micro-inverter achieved
CEC weighted efficiency of 95.55%, MPPT efficiency >95% over the entire load range, and THD
2.65% at the rated power. The proposed micro-inverter is well suited for photovoltaic micro-inverter
applications that require low cost, small size, high efficiency, and low noise.

Keywords: single stage micro-inverter; burst control; variable frequency control; maximum
power-point tracking

1. Introduction

The photovoltaic (PV) generation is emerging as a future energy system because of its installation
convenience, no-noise, infinite, and eco-friendly characteristics [1–4]. It is classified into the centralized
power system and the distributed power system depending on the scale of solar power generation [5].
The centralized power system has a simple circuit structure with PV strings as the input energy source,
but it has a disadvantage that the power generation is considerably lowered when some panels of
the PV string are shaded. On the other hand, in the distributed power system, the optimal power
extraction is possible because the maximum power point tracking (MPPT) control can be applied to
each PV panel with a micro-inverter connected. So, it can minimize the loss of power generation caused
by the shading effect. However, one micro-inverter is required for each PV panel, so implementation
of this strategy is expensive. Therefore, many attempts have recently been made to lower the cost
of micro-inverters.

In general, considering the cost, micro-inverters have been designed to use circuit architectures
with a flyback converter [6–10], which provides galvanic isolation with fewer switches than other
designs. Although the flyback converter has the advantage of circuit simplicity and low cost, the
design must use a transformer with a high turns ratio to achieve a high voltage-conversion ratio
from low dc voltage on a single PV panel. In the transformer, the high turns ratio causes a large
leakage inductance which increases the stress on semiconductor switches. Moreover, due to low
utilization of the transformer, this topology is most suitable for low-power applications <200 W.
Recently, multi-phase interleaved technology has been applied to solar power generation from PV
panels that output ≥320 W, but this technology requires large and expensive components.

Energies 2019, 12, 1234; doi:10.3390/en12071234 www.mdpi.com/journal/energies1
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This paper proposes a low-cost, slim, single-stage micro-inverter to drive a 320-W-class PV
panel. The proposed micro-inverter has an interleaved structure based on the boost half-bridge (BHB)
converter [11] with a cascaded voltage doubler. The interleaved BHB has an inversely-coupled inductor
for the voltage step-up operation. The coupled inductor can reduce input ripple current and can be
reduced in size. The voltage doubler increases the ac output voltage from the interleaved converter.
Therefore, the transformer can have a lower turns ratio in the interleaved BHB than in a flyback
converter and can be reduced in size. In the proposed micro-inverter, semiconductor switches achieve
turn-on zero-voltage-switching (ZVS) and turn-off zero-current-switching (ZCS) by exploiting the
resonance between the leakage inductance of the transformer and output capacitors of the voltage
doubler, without additional components.

This paper also presents two advanced control algorithms. First, a variable switching frequency
control scheme was implemented to reduce total harmonic distortion (THD) by reducing output ripple
current. Then an advanced burst control scheme was implemented to improve power-conversion
efficiency at light loads. By distributing output current temporally at light loads, input ripple voltage
can be reduced. Therefore, the size of decoupling capacitors is reduced and MPPT efficiency is
improved compared with the conventional burst control [12,13]. Section 2 describes the circuit structure
and operating principles of the proposed micro-inverter, Section 3 gives the proposed control schemes,
Section 4 shows experimental results using a 320-W prototype micro-inverter, and Section 5 concludes
the paper.

2. Circuit Structure and Operating Principles of the Proposed Micro-inverter

The proposed micro-inverter (Figure 1) consists of an interleaved boost converter, a full-bridge
converter, and a voltage doubler. The portion that is composed of the interleaved boost and full-bridge
converters is based on a boost half-bridge topology. The interleaved boost converter consists of
an inversely-coupled inductor LB, four switches S1–S4, and a storage capacitor CS. The full-bridge
converter consists of a transformer T1 and the same four switches S1–S4 as the interleaved boost
converter. The voltage doubler has four switches S5–S8 and two capacitors C1 and C2.

 
Figure 1. The circuit structure of the proposed micro-inverter.

In the proposed interleaved boost converter, two inductors L1 and L2 form LB (Figure 2) by using
a single magnetic core instead of two separate magnetic cores used in the conventional interleaved
boost converter [14]. LB has a turns ratio of 1:1; L1 and L2 each have self-inductance L. The mutual
inductance M between L1 and L2 is represented as:

M = kL, (k < 0), (1)

2
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where k is the coupling coefficient. The voltage drops of L1 and L2 are given, respectively, by

v1 = L
di1
dt

− M
di2
dt

, (2)

and
v2 = L

di2
dt

− M
di1
dt

. (3)

Using Equations (2) and (3) and vm = −Md(i1 + i2)/dt yields

v1 − vm = (L + M)
di1
dt

(4)

and
v2 − vm = (L + M)

di2
dt

. (5)

S1, the body diode of S2, and L1 form one boost power stage. S3, the body diode of S4 and L2

form the other boost power stage. The two boost power stages form an interleaved boost converter
and two outputs operate out of phase. When S1 or S3 is turned on, voltage vIN is applied to L1 or L2,
respectively. When S1 or S3 is turned off, voltage vIN − vCs is applied to L1 or L2, respectively. The
energy accumulated during the on-state for each boost power stage is transferred into CS. There are
four cases of the voltage v1 of L1 and the voltage v2 of L2 depending on the states of S1 and S3. Using
Equations (4) and (5), the equivalent inductance for each case is obtained (Table 1). M < 0 in Equation
(1), so Table 1 demonstrates that appropriate design of the inversely coupled inductor can reduce the
input ripple current of the micro-inverter [15].

 
Figure 2. The equivalent circuit of the inversely coupled inductor LB.

Table 1. Equivalent inductances in the interleaved boost converter.

Symbol Value Condition

Leq1
L2−M2

L+DM/1−D v1 = vIN , v2 = vIN − vCs
Leq2 L + M v1 = v2 = vIN
Leq3 L + M v1 = v2 = vIN − vCs

Leq4
L2−M2

L+(1−D)M/D v1 = vIN − vCs, v2 = vIN

The full-bridge converter shares four switches S1–S4 with the interleaved boost converter, and
its input power comes from CS. The leakage inductance Llk of T1 and capacitors C1 and C2 in the
voltage doubler form an LC resonant circuit. The LC resonant current flows through the primary and
secondary sides of T1 with turns ratio n1:n2. This current causes the body diode of each switch to
conduct before the turn-on gate signal is applied, thus achieving zero-voltage-switching (ZVS) for
S1–S4.

In the voltage doubler, S5–S8 rectify current on the secondary side of T1. When grid voltage is
positive, both S5 and S8 are turned on, and both S6 and S7 act as diodes. When grid voltage is negative,
both S6 and S7 are turned on, and both S5 and S8 act as diodes. The energy transferred to the voltage

3
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doubler through T1 is stored in C1 and C2. C1 and C2 are connected in series, and the output voltage of
the micro-inverter is the sum of the voltage vC1 of C1 and the voltage vC2 of C2.

In the proposed micro-inverter, variable-switching-frequency control is used, and the output
voltage is a sinusoidal grid voltage. However, for simplicity, the analysis is based on the assumption
that the micro-inverter generates a constant output voltage with a fixed switching frequency at a certain
point in the analysis. In addition, the electrical losses of all components are ignored, and the following
conditions are assumed: 2π

√
Llk(C1 + C2) > DTs and n2Lm >> Llk, where Lm is the magnetizing

inductance and Ts is the switching period. The operation cycle S1–S4 is the same regardless of the
polarity of the grid voltage, so the analysis considers only positive grid voltage.

The operating waveforms (Figure 3) of the proposed micro-inverter depend on the duty ratio D.
First, operational states are analyzed for D ≤ 0.5 (Figures 3a and 4).

 
Figure 3. Operating waveforms of the proposed micro-inverter for (a) D ≤ 0.5 and (b) D > 0.5.

4
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Figure 4. Operating modes when D ≤ 0.5.

State 1 (t0–t1): At t = t0, S1 is turned on, vDS1 = 0, and iSW1 < 0. S4 remains in the turn-on state,
and both S2 and S3 remain in the turn-off state. For T1, the voltage vLm across Lm is equal to vCs, and
the secondary voltage vs proportional to the turns ratio n1:n2 is generated on the secondary side of T1.
The magnetizing current iLm is increased and is given by:

iLm(t) = iLm(t0) +
vCs
Lm

(t − t0). (6)

Resonance is generated by Llk on the secondary side of T1 and capacitors C1 and C2, and the state
equation is given by

Llk
dis

dt
= nvLm − vC1, (7)

is = C1
dvC1

dt
− C2

dvC2

dt
= (C1 + C2)

dvC1

dt
. (8)

Using Equations (7) and (8), the secondary current is of T1 is obtained as

is(t) =
nvLm − vC1

Zr
sin[ωr(t − t0)], (9)

where

Zr =

√
Llk

C1 + C2
(10)

is the resonant impedance and

ωr =
1√

Llk(C1 + C2)
(11)

5
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is the resonant angular frequency.
From Equations (6) and (9), the primary current ip of T1 is obtained as

ip(t) = iLm(t0) +
vCs
Lm

(t − t0) +
n2vLm − nvC1

Zr
sin[ωr(t − t0)]. (12)

From Table 1, the currents iL1 and iL2 of the coupled inductor are obtained as

iL1(t) = iL1(t0) +
vIN
Leq1

(t − t0), iL2(t) = iL2(t0) +
vIN − vCs

Leq1
(t − t0). (13)

State 2 (t1–t2): At t = t1, S1 is turned off and S4 remains in the turn-on state. Both S2 and S3 remain
in the turn-off state. This interval is a dead time to prevent shoot-through before S2 is turned on.
During this state, the drain-source voltage of S1 increases from 0 V to vCs and that of S2 decreases from
vCs to 0 V by charging and discharging parallel capacitance across each switch, respectively.

State 3 (t2–t3): At t = t2, S2 is turned on, vDS2 = 0, and iSW2 < 0. S4 remains in the turn-on state,
and both S1 and S3 remain in the turn-off state. For T1, the voltage vLm across Lm is 0 V and the voltage
vlk across Llk is –vC1. The amplitude of iLm remains unchanged during state 3 as:

iLm(t) = iLm(t2) = iLm(t0) +
vCs
Lm

(t2 − t0). (14)

is begins to decrease because the energy stored in Llk is transferred to C1, and is given by

is(t) ∼= is(t2)− vC1

Llk
(t − t2) =

nvLm − vC1

Zr
sin[ωr(t2 − t0)]− vC1

Llk
(t − t2). (15)

From Equations (14) and (15), ip is obtained as

ip(t) = iLm(t0) +
vCs
Lm

(t2 − t0) +
n2vLm − nvC1

Zr
sin[ωr(t2 − t0)]− nvC1

Llk
(t − t2). (16)

From Table 1, iL1 and iL2 are obtained as

iL1(t) = iL1(t2) +
vIN
Leq3

(t − t2), iL2(t) = iL2(t2) +
vIN − vCs

Leq3
(t − t2). (17)

State 4 (t3–t4): At t = t3, S4 is turned off and S2 remains in the turn-on state. Both S1 and S3 remain
in the turn-off state. This time interval is a dead time to prevent shoot-through before S3 is turned on.
During this state, the drain-source voltage of S4 increases from 0 V to vCs and that of S3 decreases from
vCs to 0 V.

The proposed micro-inverter has an interleaved structure, so both the operating principle of the
next half cycle for D ≤ 0.5 and the operating principle for D > 0.5 are the same as the above analysis
except for the switches used. Thus, further analysis for the others is not given.

The voltage gain Gv of the proposed micro-inverter is twice the product of the boost converter
voltage gain and the full bridge converter voltage gain:

Gv =
Vgrid

VIN
= 2 · 1

1 − D
· 2nD =

4nD
1 − D

. (18)

3. The Proposed Control Schemes

The main controller (Figure 5) for the proposed micro-inverter takes as analog-to-digital inputs
the grid voltage vgrid, the grid current ig, the input voltage VIN and the input current IIN. The MPPT
controller is based on the perturb and observe (P&O) MPPT algorithm [16]. This controller determines
the amplitude of the reference grid current Ig_ref by using IIN and VIN to maximize solar power
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generation. In the P&O MPPT algorithm used (Figure 6), Ig_ref is increased if ΔPIN > 0 and ΔVIN > 0 or
if ΔPIN < 0 and ΔVIN < 0. Ig_ref is decreased if ΔPIN > 0 and ΔVIN < 0 or if ΔPIN < 0 and ΔVIN > 0. This
process is repeated until the maximum power point (MPP) is reached, i.e., ΔPIN = 0.

 
Figure 5. Block diagram of the main controller for the proposed micro-inverter.

 
Figure 6. The perturb and observe MPPT algorithm.

The phase-locked loop (PLL) generates the phase information |sin θ*| by using vgrid. In the PLL,
virtual voltage vq1 is derived from vgrid for phase detection.

vq1(s) = GPLL(s)vgrid(s) = Vgrid(− 1
s + ω

+
s

s2 + ω2 +
ω

s2 + ω2 ), (19)

where GPLL(s) is PLL gain and Vgrid is the amplitude of vgrid.
From the inverse Laplace transform of vq1(s),

vq1(t) = Vgrid(−eωt + cos ωt + sin ωt) ≈ Vgrid(cos ωt + sin ωt), (20)

7
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where ωt is the actual phase of the grid.
Using equation (20), the other virtual voltage vq2 is obtained as

vq2(t) = vq1(t)− vgrid(t) = Vgrid sin ωt. (21)

vgrid and vq2 are transformed into the synchronous reference frame as follows:

[
ve

grid
ve

q2

]
=

[
cos θ∗ sin θ∗

− sin θ∗ cos θ∗

][
vgrid
vq2

]
, (22)

where θ* is a phase output from the PLL. From Equation (22),

ve
grid = Vgrid cos(ωt − θ∗) ≈ Vgrid, (23)

ve
q2 = Vgrid sin(ωt − θ∗) ≈ Vgrid(ωt − θ∗). (24)

The PLL generates θ* to follow ωt through PI control inside the PLL. The reference current signal ig_ref
is the product of Ig_ref and |sin θ*|:

ig_re f = Ig_re f

∣∣∣sin θ∗
∣∣∣. (25)

The proportional-integral (PI) controller determines the duty ratio variation ΔD by using the
difference between ig_ref and |ig| as follows:

ΔD = KP(ig_re f−
∣∣∣ig

∣∣∣) + KI∑ (ig_re f−
∣∣∣ig

∣∣∣) (26)

ΔD compensates for the voltage drop of Llk, so that ig follows ig_ref. The nominal duty ratio

Dn =

∣∣∣vgrid

∣∣∣
Gv

=

∣∣∣vgrid

∣∣∣
4nVCs

(27)

provides stable system dynamics for nonlinear sinusoidal waves which are difficult to control using
only ΔD. The total duty ratio

D = Dn + ΔD =
|vgrid|
4nVCs

+ KP(ig_re f − |ig|) + KI∑ (ig_re f − |ig|) (28)

where Dn is duty ratio generated by the grid voltage and ΔD is a duty ratio variation generated by
the grid current. D is given to the pulse-width-modulation (PWM) controller. The PWM controller
generates gate signals for switches to track the reference power.

Operating modes (Figure 7) depend on the grid current level when grid voltage is positive. When
ig is low, the proposed micro-inverter operates in discontinuous conduction mode (DCM) because ig
becomes zero before the end of the switching cycle with the period Ts. When ig is high, continuous
conduction mode (CCM) is applied.

If a fixed switching frequency is used for the operating modes, especially the DCM mode, two
problems occur: (1) High grid current ripples at low grid currents increase total harmonic distortion
(THD); (2) as the output power decreases, the total DCM operating time can increase over the total
CCM operating time, and the power conversion efficiency of the micro-inverter can be reduced by
high current stress. To solve these problems, this paper proposes two advanced control schemes:
Variable-switching-frequency (VSF) control and the advanced burst (AB) control.

8
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Figure 7. Operating modes depending on the grid current level during the positive grid voltage.

3.1. Variable Switching Frequency Control

During Ts, is of T1 in DCM and CCM modes vary with D (Figure 8). As D decreases, the energy
stored in Llk decreases, so time required to demagnetize Llk decreases. Therefore, the micro-inverter is
operated in DCM mode. From Equations (9) and (15), the operating condition for DCM is given by

0 >
nvLm − vC1

Zr
sin ωrDTs − vC1Ts

2Llk
(1 − 2D) (29)

 
Figure 8. Secondary current is of the transformer T1 depending on the operating mode.

Existing methods to optimize the DCM mode duration have drawbacks. One method is to increase
the value of Llk; a large Llk increases the inductive energy and increases the demagnetizing time, but
this solution requires a large transformer with a large number of windings. Another solution is to
increase the switching frequency fs; this approach can also increase the power density, but high fs
causes high switching loss. Thus, this paper presents VSF control, which minimizes switching loss
without increasing the transformer size. VSF control varies fs depending on the magnitude |ig| of the
grid current.

Fixed-switching-frequency (FSF) control and VSF controls have distinct attributes (Figure 9). FSF
control changes only D depending on vgrid (Figure 9a). In contrast, VSF control changes both D and fs
depending on vgrid (Figure 9b). When vgrid is near zero, the switching loss is very small because ig is
close to zero. Therefore, when VSF control is used, fs is increased to the maximum switching frequency
fmax and the time interval between demagnetizings of Llk is reduced (Figure 9b). As vgrid increases, fs is
decreased to the minimum switching frequency fmin to reduce switching losses. fs is given by

fs = fmax − ( fmax − fmax)
vgrid

Vgrid
(30)

where Vgrid is the peak value of vgrid.

9
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Figure 9. (a) Fixed and (b) variable switching frequency controls.

3.2. Advanced Burst Control

When solar power generation and load are very small, micro-inverters operate only intermittently
to supply the desired power to the grid on an average power basis. This intermittent operation is
called “burst control”. For the burst control, the micro-inverter supplies ig to the grid only during
the ON state, and stops running during the OFF state. The burst control improves power-conversion
efficiency by reducing the ripple of ig and switching loss when the load is small.

In the conventional burst control scheme, positive and negative grid currents are consecutively
supplied to the grid during one ON-state period (Figure 10). Then OFF-state periods follow the
ON-state period. During the OFF state, no power is output, so output occurs only during the ON state,
and the energy flowing out of CIN is also concentrated. Therefore, the input ripple voltage ΔVIN is
increased, the MPPT efficiency is reduced, and additional time is required to charge the input capacitor
CIN for the next operation.

 
Figure 10. Conventional and advanced burst control schemes.

To further improve the performance of burst control, this paper proposes AB control, which
supplies positive grid current during the first ON-state (Figure 10). The negative grid current is
supplied during the ON-state that immediately follows the first ON-state period. Then, OFF-state
periods follow the ON-state periods. This scheme has the effect of distributing the output current
temporally compared with the conventional burst control scheme. Therefore, in the proposed
micro-inverter with the advanced burst control scheme, the MPPT efficiency can be improved, and the
input capacitance CIN can be reduced due to the reduced ΔVIN.

10
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4. Experimental Results

The proposed grid-connected micro-inverter (Figure 11) was designed to operate at the rated
power 320 W, VIN = 25~52 VDC, IIN.max = 12 ADC, and fs = 60~90 kHz. The grid voltage was 220 Vrms,
the grid frequency was 60 Hz, and grid current supplied by the proposed micro-inverter is 0~1.45 Arms.
The proposed micro-inverter was implemented using the circuit parameters given in Table 2. The
microcontroller used was a MN103DF35 (PANASONIC). For the PI controller in the main controller,
KP and KI were experimentally optimized and set to 9.5 and 200, respectively. The sampling frequency
for analog signals is 20 kHz, and the resolution of the analog-to-digital converter is 12 bits. The turns
ratio of LB is 10:10 and that of T1 is 6:19. The resonant frequency fr = 35.5 kHz from Llk = 100 μH and C1

= C2 = 100 nF. The MOSFET package of S1–S4 is PG-TDSON-8 and that of S5–S8 is D2PAK. Capacitors
Cs, C1 and C2 are MPP-film type. The fabricated micro-inverter was compact and slim with 60-mm
width, 310-mm length, and 30-mm height.

Figure 11. Photograph of the proposed micro-inverter.

Table 2. Hardware specifications and circuit parameters.

Unit Type Symbol Value Note

Micro
Inverter

Po 320 W Output power
CIN 9900 μF Input capacitor

L1, L2 190 μH Self inductance (k = −0.947)
S1–S4 BCS035N10NS5 MOSFET (VDS = 100 V, ID = 100 A)

Cs 60 μF Storage capacitor
Lm 600 μH Magnetizing inductance
Llk 100 μH Leakage inductance

S5–S8 IPB65R150 MOSFET (VDS = 650 V, ID = 22.4 A)
C1, C2 100 nF Doubler capacitors

fs 60~90 kHz Switching frequency
vgrid 220 Vrms/60 Hz Grid voltage

ig ~1.45 Arms/60 Hz Grid current
VIN 25~52 VDC Operating voltage range

IIN.max 12 ADC Max input current

PV
module

VPV 40.9 V Open circuit voltage
VMP 34 V MPP voltage
IPV 10.05 A Short circuit current
IMP 9.38 A MPP current

Instead of an actual PV module, the photovoltaic simulator ETS600X14CPVF TerraSAS from
AMETEK was used as an input source. The solar cell I-V characteristic curve for the experiment was
based on that of the NeON®2 PV module from LG electronics.

Gate-source and drain-source voltages were obtained for S1 and S2 at D ≤ 0.5 (Figure 12a) and at
D > 0.5 (Figure 12b) at VIN = 34 V and vgrid = 220 Vrms /60 Hz. The drain-source voltage vDS1 of S1

drops to 0 V before the gate signal vS1 is applied, so S1 turns on with ZVS. S2 is complementary to S1

11
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and achieves a ZVS turn-on. The operation of S3 and S4 is out of phase with that of S1 and S2, so S3

and S4 can also achieve the ZVS turn-on.

 
Figure 12. Gate-source and drain-source voltages of S1 and S3 for (a) D ≤ 0.5 and (b) D > 0.5.

Waveforms (Figure 13) were obtained for vgrid and ig at VIN = 34 V and vgrid = 220Vrms / 60 Hz for
output power Po = 320 W and 64 W. To maximize efficiency, the proposed micro-inverter operates in
normal mode at Po ≥ 110 W and in AB control mode at Po < 110 W. The boundary of the output power
at which the proposed micro-inverter switches from the normal mode to AB control mode and vice
versa is selected to be in a range where the peak value of ig does not exceed the rated grid current.

 
Figure 13. Grid voltage and current waveforms.

Waveforms were obtained for the fixed-frequency (Figure 14a) and the variable-switching-
frequency (Figure 14b) controls. Gate signals of S1 and S3, ig and vgrid were measured at VIN =
34 V, vgrid = 220 Vrms / 60 Hz, and output power Po = 320 W. When fixed-switching frequency control
was used, ig was distorted near zero-crossing, and THD was increased to 5.79%. In contrast, when
variable switching frequency control was used, the distortion of ig was improved near zero-crossing,
and THD was reduced to 2.65%, which is below the requirement for distributed power. The switching
frequency fs decreased as ig increased, so switching loss was also reduced.

ΔVIN is higher when conventional burst control is used (Figure 15a) than when AB control is used
(Figure 15b), because AB control reduces the energy supplied by CIN during one ON-state period. At
VIN = 34 V, vgrid = 220 Vrms / 60 Hz, and Po = 32 W, ΔVIN was 4.2 V when conventional burst control
was used, but 2.4 V when AB control was used.
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Figure 14. Gate signals of S1 and S3, grid voltage and grid current in (a) the fixed and (b) the variable
switching frequency controls.

 
Figure 15. Input ripple voltage in (a) the conventional and (b) the advanced burst controls.

The MPPT efficiency of the proposed micro-inverter was measured (Figure 16) in the range of
irradiance from 50 W/m2 (Po = 16 W)–1000 W/m2 (Po = 320 W). In the proposed control scheme, for
Po < 110 W (burst mode), the MPPT efficiency was kept >95% because ΔVIN and ΔIg_ref are reduced.
However, in the conventional control scheme, the MPPT efficiency was reduced to ~88% because
fluctuation of Ig_ref increased. During burst mode, the maximum MPPT efficiency was >99% for the
proposed control scheme but <97.5% for the conventional control scheme.

 
Figure 16. MPPT efficiency depending on control methods.
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In a micro-inverter, one of the most important factors is the power conversion efficiency ïe for
50~75% load under actual solar irradiation. Therefore, the California Energy Commission (CEC)
weighted efficiency to represent this fact has been widely used to measure the performance of
micro-inverters. The power conversion efficiency ïe (Figure 17) was measured for the proposed
micro-inverter; the result indicate that the CEC weighted efficiency [17,18] is 95.55%, in which ïe(10%)
= 91.71%, ïe(20%) = 94.42%, ïe(30%) = 95.28%, ïe(50%) = 96.06%, ïe(75%) = 95.8%, and ïe(100%) =
95.72%. The maximum ïe is 96.06% for Po = 160 W.

 
Figure 17. Power conversion efficiency ïe measured at VIN = 34 V and vgrid = 220 Vrms/60 Hz.

5. Conclusions

A compact single-stage micro-inverter with advanced control schemes for PV systems is described.
The proposed micro-inverter achieved a high voltage-conversion ratio and high efficiency by using a
new topology that consists of an interleaved boost converter, a full-bridge converter, and a voltage
doubler. The leakage inductance of the transformer and the capacitors of the voltage doubler ensure
ZVS condition without any additional components. A variable-switching-frequency control scheme
is applied to the micro-inverter to decrease THD by reducing the grid ripple current. An advanced
burst-control scheme increases MPPT efficiency with smaller input ripple voltage than the conventional
burst control causes. A fabricated 320-W prototype micro-inverter was very compact and slim with
60-mm width, 310-mm length, and 30-mm height. It achieved CEC weighted efficiency of 95.55%,
MPPT efficiency > 95% over the entire load rage, and THD 2.65% at VIN = 34 V, vgrid = 220 Vrms/60 Hz,
and Po = 320 W. These results show that the proposed micro-inverter is well suited for PV micro-inverter
applications that require low cost, small and slim size, high efficiency, and low noise.
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Abstract: Multilevel converters are widely considered to be the most suitable configurations for
renewable energy sources. Their high-power quality, efficiency and performance make them
interesting for PV applications. In low-power applications such as rooftop grid-connected PV
systems, power converters with high efficiency and reliability are required. For this reason, multilevel
converters based on parallel and cascaded configurations have been proposed and commercialized in
the industry. Motivated by the features of multilevel converters based on cascaded configurations,
this work presents the modulation and control of a rooftop single-phase grid-connected photovoltaic
multilevel system. The configuration has a symmetrical cascade connection of two three-level
T-type neutral point clamped power legs, which creates a five-level converter with two independent
string connections. The proposed topology merges the benefits of multi-string PV and symmetrical
cascade multilevel inverters. The switching operation principle, modulation technique and control
scheme under an unbalanced power operation among the cell are addressed. Simulation and
experimental validation results in a reduced-scale power single-phase converter prototype under
variable conditions at different set points for both PV strings are presented. Finally, a comparative
numerical analysis between other T-type configurations to highlight the advantages of the studied
configuration is included.

Keywords: grid-connected photovoltaic systems; cascade multilevel converters; multistring
converters; T-type converters

1. Introduction

Rooftop photovoltaic (PV) energy conversion systems (less than 20 kW), have become a
well-established technology in the industry. The most common configurations for single-phase
grid-connected PV systems commercially found are the string, multistring and ac-module integrated
topologies. Central and string inverters have been widely applied to manage and control PV energy
systems [1]. Among the string topologies, the transformerless H5, H6, HERIC, neutral point clamped
(NPC) and T-type NPC converters have been successfully commercialized [2]. In fact, multilevel
inverters (MLI) are designed to produce a stepped voltage waveform by reducing the Total Harmonic
Distortion (THD) and the voltage stress across semiconductor devices. Secondly, reduction of the

Energies 2019, 12, 1743; doi:10.3390/en12091743 www.mdpi.com/journal/energies17



Energies 2019, 12, 1743

output filter size and power footprint also permit an important improvement in terms of costs, weight
and efficiency [3]. These technical features have led to the massive adoption of MLI over the last thirty
years for high-power medium voltage (MV) motor drive applications. In the last years, three-level
neutral point clamped (3L-NPC) converters have been used for interfacing PV systems into the grid,
where a higher PV incorporation has brought substantial concerns on power efficiency, power quality
and grid code compliance [1] as well as power grid services [4].

T-type neutral point clamped inverters (3L-TNPC), also known as neutral point piloted converters
(3L-NPP), [5] have gained a wide presence in the industry sector due to several advantages as
symmetrical loss distribution, higher overall efficiency, small footprints [6] and low harmonic injection
in relation to the conventional 3L-NPC [7]. In fact, many manufactures such as Fuji, On Semiconductor,
Mitsubishi and Semikron have commercial T-type legs used in central PV inverters and motor drive
applications [8–10]. For the three-level inverter, based on the T-type leg, was presented thirty-five
years ago for motor drives, with the bidirectional medium switch being realized with thyristors
and improved with GTO-thyristors [11]. After some years, many configurations based on the
well-known three-level T-type NPC leg can be found in the literature [12]. In [13] a five-level TNPC
(5L-TNPC) was introduced, which corresponds to the parallel connection of two 3L-TNPC legs [14,15].
Furthermore, a variation of this configuration with reduced switches, also known as five-level hybrid
T-type NPC (5L-HTNPC), was presented in the recent literature [16]. This topological variation is
built with a 3L-TNPC leg and a two-level leg inverter, forming a five-stepped voltage waveform in the
AC terminals.

In the literature there are two main possibilities for increasing the number of levels in the power
converter field, which is by increasing the internal DC capacitors connected to a single DC source or by
connecting several converters in the series at the AC side, in which each converter has an independent
DC source. Focusing on the second alternative, cascade MLI can be developed by using symmetrical or
asymmetrical voltage levels and by using different type of topologies such as: Full H-Bridge, 3L-TNPC
converters or by performing a hybrid configuration [17]. Note that symmetrical cascade configurations
have had a more industrial presence as the case of Cascade H-Bridge (CHB) converters [3] due to
modulation and control simplicity compared with asymmetrical configurations [18]. In fact, in [19] a
symmetrical nine-level T-type converter (9L-TNPC) is presented for motor drive applications, which
is based on the cascade connection of two 5L-TNPC converters. The same number of levels can be
generated with advanced hybrid topologies as presented in [6,12].

Considering the advantages and features previously presented regarding the 3L-TNPC and
symmetrical cascaded configurations, this paper described and validated the 5L-CTNPC topology
for rooftop PV applications by using a cascaded connection of two 3L-TNPC legs which was firstly
introduced in [20] as a cascade 3L-TNPC converter. Thus, the advantages of symmetrical cascade
configurations with multistring inputs are merged. Each 3L-TNPC converter can interface a dedicated
DC bus, and consequently two separate maximum power point tracking (MPPT) algorithms are
allowed to obtain the maximum power of each PV string. Note that the PV string of each module
can be sized to handle half the entire PV string in the conventional 3L-TNPC converter, providing
better MPPT efficiency since less modules are combined in a series per string. The main contribution
of this paper is the experimental validation of a simplified control scheme to alleviate the power
unbalancing mismatch between 3L-TNPC modules and to compensate capacitor voltage variations
per each converter, which was presented earlier in [20]. Furthermore, a brief comparison between
five-level voltage waveform converters based on the conventional 3L-TNPC is performed as a second
contribution in terms of the main electrical features.

The rest of the document is organized as follows. In Section 2, a hardware description of
the proposed converter, switching states and implemented modulation is presented. In Section 3,
a simple stationary reference-frame voltage-oriented control and a voltage control loop to compensate
a possible power unbalance operation are included. Then, in Section 4, simulation results and
experimental verification of the proposed multilevel converter and its control system behavior are
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added. Furthermore, a brief comparison with the 5L-TNPC and 5L-HTNPC is performed to highlight
the main advantages of the proposed configuration. Finally, in Section 5, the conclusions of the paper
summarize the work done.

2. The 5L-CTNPC Converter Topology

The power topology of the analyzed cascade 5L-CTNPC for a rooftop grid-connected PV system is
depicted in Figure 1. The configuration is composed of a series connection of two 3L-TNPC legs, where
each of them is built with two conventional IGBTs and one bidirectional switch. This bidirectional
switch could be formed either by two conventional IGBTs in common-emitter or by a common-collector
and reverse blocking IGBT connection. Actually, a classical IGBT semiconductor structure could
be replaced by a reverse blocking MOSFETs for a high-voltage [21] and high-switching frequency
operation [22]. Although more than two cells in a series connection are conceptually feasible, for the
sake of simplicity, two-cell 3L-TNPC converters have been introduced as a proof-of-concept applied to
conventional string rooftop PV applications.
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Figure 1. Proposed 5L-CTNPC power topology.

Each 3L-TNPC leg operates as a string inverter connected to a single potential-induced
degradation converter which is fed by one PV string. This potential-induced degradation stage can be
designed to boost the DC voltage and perform the MPPT. Furthermore, it could be isolated [23]
to avoid leakage currents due to the PV aluminium metallic frame grounded [1]. To reduce
leakage currents paths and avoid high-frequency transformers there are three successful options
well-documented in the literature: Changing the modulation stage to avoid switched common
mode [16], by reducing surface conductivity of PV modules to avoid potential-induced degradation
(PID) and by including extra switches between the PV array and the inverter, also well-known as
transformerless inverters [24]. Although, a potential-induced degradation stage is desired to provide
an independent DC voltage control, in this work, the validation of the proposed configuration does not
integrate a potential-induced degradation stage, giving place to the worst case scenario under study
where the MPPT control is fulfilled directly from each 3L-TNPC power cell, instead of using a high
frequency galvanic isolated converter with its appropriate MPPT control. Thus, the overall control
loops are more challenging since the voltage fluctuations in the PV panel is directly presented in the
DC-side of each 3L-TNPC module, i.e., vdck = vpvk, where k = {1, 2} is given by the number of cell.
Furthermore, in order to extract the maximum power from the PV panels, an integration of an external
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MPPT algorithm is required so as to define the appropriate DC voltage reference in each cell. Note that
the proposed topology is modeled without affecting the basic control objectives.

2.1. Fundamental Principle of the 5L-CTNPC

The 3L-TNPC provides three-output voltage levels: vdck/2, 0 and −vdck/2, where k is the cell or
module number. These voltage steps are generated by connecting the AC terminals to the positive,
neutral and negative pole of the DC-link terminals. Although, the 3L-TNPC configuration gives rise
to four switching states, in order to avoid a short-circuit to the DC side there are only three of them
possible. The cascade connection of two 3L-TNPC cells permits the generation of five voltage steps,
where the zero level is combined into just one at the AC converter output voltage vc. According to the
switching states presented in Table 1, the output voltage in the 5L-CTNPC can be modeled as:

vc = (S11 + S12 − 1)
vdc1

2︸ ︷︷ ︸
vc1

+ (S21 + S22 − 1)
vdc2

2︸ ︷︷ ︸
vc2

, (1)

where vc is the addition of the converter voltages of both modules, S1k and S2k are the switching states
of the k-th 3L-TNPC unit and vdck/2 is the total DC-link voltage of each cell. Furthermore, the dynamic
model of the AC current in terms of the output voltage is governed by the next expression:

vc = isRs + Ls
dis
dt

+ vs, (2)

with vs as the grid voltage measured at the point of common coupling (PCC), is as the grid current,
Ls the grid filter inductance and Rs is the filter resistance included for modeling purposes. According to
Table 1, the switching states are able to generate nine voltage levels in the output voltage vc where
each state has an associated voltage level in function to the DC-link vdc1 and vdc2. Note that in this
rooftop PV application both strings will be considered to work with similar DC-link voltages, i.e.,
vdc1 ≈ vdc2 = vdc. By doing this, the output voltage vc can be reduced just to ±vdc, ±vdc/2 and
0. This assumption leads to five switching states with similar output voltage steps between two
consecutive levels [20]. The redundant switching states will be used to balance the voltage in the
DC-link capacitors by adjusting the power mismatch between the converter cells. The computed peak
amplitude of the converter output voltage v̂c is equal to vpv1/2 + vpv2/2, i.e., each power cell has a
DC-link equal to the maximum level of the converter voltage. Therefore, for a proper grid current
regulation, each PV string must be designed to satisfy vpv1 ≈ vpv2 > vs. In fact, this aspect is a practical
advantage of cascaded configurations, since the overall DC-link voltage of the central configuration is
split among power cells, thus reducing the string size.

Table 1. Switching states and output voltage in the AC terminals.

State S11 S12 S21 S22 vc

1 1 1 1 1 vdc1/2 + vdc2/2

2 1 1 0 1 vdc1/2
3 0 1 1 1 vdc2/2

4 1 1 0 0
5 0 0 1 1 0
6 0 1 0 1

7 0 1 0 0 −vdc1/2
8 0 0 0 1 −vdc2/2

9 0 0 0 0 −vdc1/2 − vdc2/2
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2.2. Proposed Hybrid LS-PWM and PS-PWM Modulation Scheme for 5L-CTNPC Converter

The proposed modulation scheme for the 5L-CTNPC is based on two well-known carriers
based on the sinusoidal PWM methods. The first is the Sinusoidal Level-Shifted Pulse Width
Modulator (LS-PWM), used in 3L-NPC three-phase converters [25] and the single 3L-TNPC legs [20].
This modulation strategy requires two carrier signals in phase, to generate the three voltage levels
in the output terminals of each cell. One carrier signal has a positive polarity (0 to 1) and the
other has a negative polarity (–1 to 0). Furthermore, the LS-PWM is merged with the Sinusoidal
Phase-Shifted PWM (PS-PWM) conventionally used in cascaded H-bridge power converters [26]. In the
PS-PWM modulation, a phase shift between the carrier signals of each series connected to a power
cell is introduced to increase the number of voltage levels, giving rise to a five-level stepped voltage
waveform. The operation principle of this hybrid modulation technique is illustrated in Figure 2, where
m∗

ck and vck are the modulation signal and the output voltage in the k-th cell, respectively. Note that
each cell uses two carrier signals defined as vcr1 and vcr2. Thus, the stacked connection of both cells
creates the converter voltage vc, which is commanded by its reference v∗c . The combination of both
methods is simpler in respect to the space vector modulation (SVM) [27]. Finally, the implementation
of this modulation technique is depicted in the block diagram of Figure 3, where simple comparators
and two carrier signals are required to implement the proposed technique.
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Figure 2. Proposed modulation scheme for 5L-CTNPC based on the hybrid LS-PWM and PS-PWM.
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Figure 3. Straightforward implementation of hybrid LS-PWM and PS-PWM modulation for a
5L-CTNPC converter.

3. Overall Control Strategy

In this work three decoupled control stages are programmed to regulate the current injected into
the grid, the power generated by each PV string and the power mismatch between cells. The first
one is the MPPT, which set the DC-link voltage reference for both cells and is optionally included
to extract the maximum power from the PV panels in case of direct connection to the 3L-TNPC
modules. This control stage is complemented with the total DC-link control loop based on the energy
interchange between the power cells. The second control stage is the single-phase voltage-oriented
control loop, which has an embedded stationary current control loop implemented with Proportional
Multi-Resonant (PMR) controllers. The last control loop is in charge of attenuating the DC-link voltage
differences to compensate power mismatch issues among each cell of the converter. The overall control
scheme is presented in Figure 4, where vpvk, ipvk, vdck and sok are the PV voltage, PV current, DC-link
voltage measurement and gating pulses of each k-th module.
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Figure 4. Single-phase voltage-oriented control strategy for the proposed 5L-CTNPC converter.

3.1. MPPT and Outer DC-Link Controller

The well-known Perturb and Observe (P&O) MPPT routine has been implemented for simplicity
in this application. As the analyzed power configuration features two separate DC-links or PV
string connections, two independent MPPT algorithms are required to obtain its full power operation.
The MPPT routines compute the voltage reference for each DC-link v∗dc1 and v∗dc2, as illustrated
in Figure 4. Then, the DC-link control loop is designed to manage the total energy of the system
through the difference between the voltage reference and the voltage measured, i.e., eT = e1 + e2.
This total energy is governed by using a proportional-integral (PI) controller, which generates the
amplitude of the injected grid current îs. Note that the DC-link voltage measurements are acquired and
processed with a notch filter Gf to eliminate the second harmonic ripple 2ωs presented in the DC-link
capacitors by the rectification of a single-phase grid voltage. In fact, not filtering this harmonic voltage
component will generate an undesired third harmonic 3ωs component in the grid current reference.
The MPPT parameters such as voltage step Δvpv and time period Tk are designed according with
conventional commercial values. In experimental results, the voltage step Δvpv = 6 V and the time
period Tk = 2 s, whereas in simulation results, Δvpv = 6 V and the time period is ten times smaller
than the experimental results. Furthermore, the DC-link compensator has been designed by using a
DC-link control bandwidth of 14Hz. Major details about the outer control design can be found in [20].

3.2. PMR Current Control Scheme

The grid current reference is generated by multiplying the amplitude of the injected grid current
îs with a unitary sinusoidal signal synchronized to the grid voltage. To avoid voltage measurement
noise and low frequency harmonic components, a second order generalized integrator (SOGI) with a
synchronous reference frame phase lock loop (SRF-PLL) is implemented to set the synchronous angle.
Then, the grid current reference i∗s is compared with the current measured value is, giving rise to a
current error which is regulated by using a PMR control scheme. The structure of the implemented
controller is included in Figure 5 and expressed as following:

Ci(s) = kp + ∑
h=1,3,5

2kihs
s2 + h2ω2

s
(3)

where kp is the proportional gain and kih is the resonant gain at each selected h-th harmonic. Note that
the above resonant controllers have been considered to achieve selective harmonic impedance
enhancement at 3st and 5th components. The resonant frequency at ωs is equal to the grid frequency,
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hence the compensator Ci(s) has infinite gain at ωs, providing perfect sinusoidal tracking with zero
steady-state error. The PMR compensator in Figure 5 has been designed by a simple pole placement
with a crossover frequency of 270 Hz, which corresponds to a rate twenty times faster than the outer
control loop. This control scheme is currently adopted for grid-connected PV systems where the grid
voltage has important low-frequency harmonics [28].

�� 2 2 2�
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2 2

Figure 5. Stationary current control loop implemented with PMR controllers.

The output of the current control loop set the voltage reference across the grid inductor v∗L.
Neglecting the voltage drop in the resistance Rs, the converter voltage is equal to vc = vL + vs.
Commonly, the obtained inverter voltage reference vc would be directly connected to the modulation
block stage to generate the firing pulses in each semiconductor device. Since the current is is the same
for both series connected 3L-TNPC converters, the voltage references for each power unit must be
modified in advance to allow different power inputs. This important control requirement is performed
by including an internal DC-link voltage balance stage, which enables the voltage balancing between
capacitors in the DC-link and the power unbalance operation between both cells. In fact, the voltage
balancing operation is performed by the DC-link voltage references v∗dc1 and v∗dc2 naturally delivered
by the MPPT algorithm.

3.3. Voltage Balancing Control and Power Balance Scheme

As mentioned, correct power distribution between both cells and a control strategy to avoid
voltage unbalancing in the DC-link capacitors is required to provide full operation in the 5L-CTNPC.
The compensation block shown in Figure 6 is separated into two parts. The first one is the DC-link
balancing control between cells, whose purpose is to regulate the power mismatch by increasing or
decreasing the general modulation index amplitude, also referred to as the normalized inverter voltage
vc delivered from the current controller. In this control loop, the DC voltage error is regulated by using
a PI controller and then the voltage compensator Δmc is multiplied by the normalized inverter voltage
reference vc [29]. Therefore, the cell with higher power will increase its modulation amplitude, as the
cell with lower power reduces its modulation amplitude. The second part of the control loop is given
by the voltage balancing between the internal capacitors in the DC-link, where the voltage error is
controlled using another PI controller. The output signal of this compensator Δmd is added to the
modulation index provided by the cell voltage control by moving in the vertical axis the modulation
index for capacitor balancing purposes. Both PI controllers have been designed by a pole placement
strategy, using a bandwidth of 5 Hz. This dynamic has been imposed to avoid fast disturbances
into the modulation signal. Note that the proposed balancing control scheme does not need extra
measurements, since they are previously accessible from the outer control stage.
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Figure 6. Implemented voltage balancing control strategy per 3L-TNPC cell.

4. Results

Simulation and experimental results of the proposed configuration are presented in this section.
The simulation analysis has been performed through MatLab/Simulink for control purposes, while
PLECS were used for modelling the modulation stage, power converter, grid voltage and PV strings.
The analysis was completed by using the same scenarios of the experimental set-up just to improve
the concept verification. The key simulation and experimental parameters are identified in Table 2.
It is important to highlight that simulation parameters have been selected according to the reduced
power experimental prototype.

Table 2. Simulation and experimental parameters.

Symbol Parameter Simulation Value Experimental Value

Grid Parameters
v̂s Peak grid voltage 80 (V) 80 (V)
fs Grid frequency 50 (Hz) 50 (Hz)

Converter Parameters
Cdc DC-link capacitors 1950 (μF) 1950 (μF)
fcr Carrier frequency 2000 (kHz) 2083 (kHz)
Ls Grid inductance 5 (mH) 5 (mH)
Rs Grid resistance 0.01 (Ω) 1 (Ω)

Control Parameters
Ts Sample period 10 (μs) 15 (μs)

BWvdc DC-link control bandwidth 14 (Hz) 14 (Hz)
BWis Current control bandwidth 270 (Hz) 270 (Hz)
BWdv Balancing control bandwidth 5 (Hz) 5 (Hz)

MPPT Parameters
Tk P&O period 0.24 (s) 2.1 (s)

Δvpv P&O voltage step 6 (V) 6 (V)
PV String Parameters

Pmp Maximum power 106 (W) 106 (W)
vmp Voltage at maximum power 48.4 (V) 48.4 (V)
voc Open-circuit voltage 65.0 (V) 65.0 (V)
imp Current at maximum power 2.2 (A) 2.2 (A)
isc Short-circuit current 2.6 (A) 2.6 (A)
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4.1. Simulation Results

The first simulation result presented the injected grid current is with reference i∗s and both capacitor
voltages for each power cell under steady-state operation. In Figure 7, it is possible to appreciate the
good regulation and synchronization in respect to the grid voltage vs performed by the grid current
control and the synchronization control loop. Furthermore, in Figure 8, the voltage balancing control
is demonstrated, where the upper vdcu,k and lower vdcl,k voltage capacitors for each k-th power cell are
well balanced.
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Figure 7. Steady-state operation of the grid current PMR control.
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Figure 8. Steady-state operation of capacitor voltages for each power cell.

The second simulation results present a dynamic operation under two different scenarios.
An irradiation step from 1 kW/m2 to 0.8 kW/m2 was applied to the lower cell, maintaining 1 kW/m2

of irradiation in the PV string connected to the upper cell. After the irradiation step took place,
a temperature step changes was performed from 25 ◦C to 18 ◦C to the upper cell, generating an
increase in the power. The irradiation and temperature changes were introduced in a simplified PV
model provided by PLECS. Figure 9 shows the dynamic operation of the DC-link voltage vdck and the
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power at DC-side Pck = vdck · ipvk for each k-th cell. It is possible to appreciate how the irradiation step at
t = 3.5 s only affected to the lower module, producing a voltage perturbation and a power reduction in
Pc2. Since the reference voltage is provided by the P&O algorithm, the stepped voltage was required to
maintain the maximum power operation. In the second scenario, the temperature decreased at t = 8 s
and the DC voltage as well as the power in the upper module increased. The three-level voltage vck of
each converter cell, and the overall five-level voltage vc are depicted in Figure 10 under unbalance
operation. Additionally, it is possible to appreciate how the power reduction in the lower arm affects
the modulation indexes mck, creating signals with different magnitudes.
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Figure 9. Dynamic operation of DC-link and power on the DC-side under unbalanced power per string.
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Figure 10. Steady-state converter output voltage performance under unbalanced power per string.

4.2. Experimental Results

The experimental PV system comprises of two 3L-TNPC power cells without isolation and
were fed directly by one PV string. Each string was composed by two PV modules emulated with
the Agilent E4360 solar array simulator, which enabled a total control of the temperature and
irradiation parameters. Each simulator has two output channels connected in series to emulate
the PV string generator. The parameters such as maximum power Pm, current at maximum power
imp, short-circuit current isc, voltage at maximum power vmp and open-circuit voltage voc are listed in
Table 2. The simplified layout of the experimental small-scale setup is depicted in Figure 11. The control
algorithm is fully programmed in C code by using a dSPACE 1103 digital control platform running at
15 μs. The modulation stage and dead-time generation is implemented by using a FPGA Spartan3.
To experimentally validate the proposed control scheme, three different operation points are evaluated.
A steady-state operation, and two dynamic operation under an irradiation and a temperature step.
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The first experimental results shown in Figures 12 and 13 are analyzed during steady-state
operation. The grid-side variables i.e., grid current and voltage waveforms are presented in Figure 12,
where the unitary power factor operation is achieved. Furthermore, Figure 13 captures the output
voltage of each cell and the total voltage composed by a five-level waveform. Similar to the simulation
results, the steady-state performance of the capacitor voltage balancing in Figure 14 is included.
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Figure 11. Simplified diagram of implemented experimental setup.
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Figure 12. Steady-state experimental results at grid-side variables: Grid current and voltage waveforms.
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Figure 13. Steady-state experimental results at converter-side variables: Output voltage for each cell
and total output voltage.
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Figure 14. Steady-state experimental results of capacitor voltage across each 3L-TNPC cell.

The second set of experimental results during dynamic operation is shown in Figures 15 and 16.
Firstly, an irradiation step from 1 kW/m2 to 0.8 kW/m2 was applied to the second PV cell (lower cell
operating at reduced power), while the first array irradiation level was retained. After this irradiance
step variation, a temperature step change was tested from 25 ◦C to 18 ◦C and applied to the first PV
cell (upper cell operating at increased power). Under the above conditions, the input voltages generate
a three-level waveform signal due to the use of the conventional P&O MPPT method. Note that under
both scenarios, the coupling effects from one cell to each other is fully avoided, ensuring a decoupled
operation between power cells.
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Figure 15. Experimental dynamic operation of DC-link voltage under unbalanced power per string
due to solar irradiation and temperature changes.
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Figure 16. Experimental dynamic operation of DC power under unbalanced power per string due to
solar irradiation and temperature changes.

4.3. Brief Comparison with Other Five-Level T-type Converters

A comprehensive comparison between three different five-level T-type converters have been
presented in Table 3. The studied topologies are the proposed 5L-CTNPC, the hybrid version
5L-HTNPC and the conventional 5L-TNPC. Each topology presents the same features of the one
described in simulation and experimental results. To evaluate the power efficiency of each converter,
switching and conduction losses is required in respect to the power operation point for each cell.
Semiconductor device losses are included with a thermal model library developed in PLECS, based on
the manufacturer datasheet [30]. The resulting efficiency evaluation is depicted in Figure 17, where the
obtained efficiency of the proposed configuration 5L-CTNPC is equal to the conventional 5L-TNPC.
Due to the fact that there is a reduced number of switches at the second parallel leg in the 5L-HTNPC
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a slightly higher efficiency was achieved. This analysis is corroborated by counting the number of
semiconductor devices used for each evaluated topology, which is summarized in Table 3.

The symmetrical topology configuration and the multiple MPPT possibilities are the main
advantages of the studied topology in respect to the rest power converters. Finally, in Figure 18
the current spectrum for each evaluated converter topology is computed. The current THD obtained
with the proposed topology is similar to the conventional 5L-TNPC power topology, while the worst
value (over 4.9%) was reached in the 5L-HTNPC configuration. In fact, the apparent switching
frequency of this topology was equal to the carrier frequency, while in the proposed 5L-CTNPC and
5L-TNPC the apparent switching frequency was twice the switching frequency.

Table 3. Brief comparison between five-level T-type topologies.

Parameter 5L-CTNPC 5L-HTNPC 5L-TNPC

DC-link voltage vdc vdc vdc

IGBT blocking voltage 4 × vdc, 4 × vdc/2 4 × vdc, 2 × vdc/2 4 × vdc, 4 × vdc/2

IGBT switching freq. 8 × 2 (kHz) 4 × 2 (kHz), 2 × 50 (Hz) 8 × 2 [kHz]

Apparent output 4 (kHz) 2 (kHz) 4 [kHz]voltage Ffreq.

Grid current THD 2.83% 4.91% 2.53%

Switching losses 0.087% 0.078% 0.087%

Cond. losses 1.467% 1.409% 1.469%

Converter efficiency 98.43% 98.51% 98.44%

MPPT efficiency +++ ++ ++

Topology configure Symmetrical Asymmetrical Symmetrical

Advantages
2 MPPT 1 voltage control loop 1 voltage control loop

High energy yield Good power quality High power quality
High power quality

Disadvantages 2 voltage control loops 1 MPPT only 1 MPPT only
High cond. losses DC-voltage offsets High cond. losses
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Figure 17. Efficiency comparison between 5L-CTNPC, 5L-HTNPC and 5L-TNPC inverter topologies
respect to the power operation.
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Figure 18. Grid current FFT comparison between 5L-CTNPC, 5L-HTNPC and 5L-TNPC inverter topologies.

5. Conclusions

In this work a grid-tied PV system configuration based on a series connection of three-level
T-type inverter cells was described and validated. The proposed power topology merged the
benefits of multistring configurations with more than one independent MPPT capability and the
benefits of cascade H-bridge converters, generating a five-level output voltage waveform in the AC
terminals. The proposed topology, modulation and control scheme were validated experimentally in a
reduced scale power prototype with a straightforward implementation. Additionally, the proposed
control strategy was evaluated under steady-state and unbalanced power conditions, ensuring a
decoupled operation between both power cells. Finally, a brief comparison for key merit figures was
included, where the main advantages of the proposed topology among other T configurations were
highlighted, giving rise to the possibility of enhancing the power extraction from the PV side due to
the multi-string configuration.
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AC Alternating Current
DC Direct Current
PV Photovoltaic
NPC Neutral Point Clamped
MLI Multi Level Inverter
THD Total Harmonic Distortion
MV Medium-Voltage
3L-NPC Three-Level Neutral Point Clamped
3L-TNPC Three-Level T-type Neutral Point Clamped
3L-NPP Three-Level Neutral Point Piloted
5L-TNPC Five-Level T-type Neutral Point Clamped
5L-HTNPC Five-Level Hybrid T-type Neutral Point Clamped
CHB Cascade H-Bridge
9L-TNPC Nine-Level T-type Neutral Point Clamped
5L-CTNPC Five-Level Cascade T-type Neutral Point Clamped
IGBT Isolated Gate Bipolar Transistor
MOSFET Metal Oxide Semiconductor Field Effect Transistor
MPPT Maximum Power Point Tracking
PID Potential-Induced Degradation
PWM Pulse Width Modulation
LS-PWM Level-Shifted Pulse Width Modulation
PS-PWM Phase-Shifted Pulse Width Modulation
SVM Space Vector Modulation
PMR Proportional Multiresonant
P&O Perturb and Observe
PI Proportional-Integral
SOGI Second Order Generalized Integrator
SRF-PLL Synchronous Reference Frame Phase Lock Loop

Nomenclature

The following variable nomenclature is used along figures and tables of this manuscript:

vs Grid voltage
is Grid current
Ls Filter inductor
Rs Filter resistor for modelling purposes
vc Total converter voltage
vck Converter voltage per cell
Cdc Capacitance per cell
Sk1, Sk2 Switching signals per cell
vdcu,k, vdcl,k Upper and lower capacitor voltages per cell
vdc,k DC-link voltage per cell
vdck∗ DC-link voltage reference per cell
vpv,k PV voltage per cell
ipv,k PV current per cell
mck Modulation reference signal per cell
vcr1, vcr2 Carrier signals
v∗c Per-unit converter voltage reference
ek Energy error per cell
eT Total error energy
îs Reference current magnitude
ωs Angular grid frequency
θ Grid angle
fs Grid frequency
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Gf Notch filter
Δvpv MPPT voltage step
Tk MPPT time step
i∗s Current reference
Ci(s) Current controller
kp Proportional gain of the PMR controller
kih Integral gain of the PMR controller for each h-th frequency component
h Grid harmonic
vL Inductor voltage
v∗L Inductor voltage reference
fcr Carrier frequency
Ts Sampling period
BWvdc DC-link control bandwidth
BWis Current control bandwidth
BWdv Balancing control bandwidth
Pmp Maximum power
vmp Voltage at maximum power
voc Open-circuit voltage
imp Current at maximum power
isc Short-circuit current
Δmd Voltage drift modulation component
Δmc Cell voltage control
Pck Power per cell
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Abstract: A novel three-phase power-factor-correction (PFC) rectifier with zero-voltage-switching
(ZVS) in six main switches and zero-current-switching (ZCS) in the auxiliary switch is proposed,
analyzed, and experimentally verified. The main feature of the proposed auxiliary circuit is used to
reduce the switching loss when the six main switches are turned on and the one auxiliary switch is
turned off. In this paper, a detailed operating analysis of the proposed circuit is given. Modeling and
analysis are verified by experimental results based on a three-phase 7 kW rectifier. The soft-switched
PFC rectifier shows an improvement in efficiency of 2.25% compared to its hard-switched counterpart
at 220 V under full load.

Keywords: three-phase rectifier; PFC; switch-mode rectifier; ZVS; ZCS

1. Introduction

Power electronic converters play a critical role in the energy industry due to their ability to
optimally control and condition the power they deliver to a load. In addition, they are required to
control and condition the power they draw from energy sources to support their optimal operation.
This is achieved by compliance to EMI and harmonic standards such as EN6100-3-2 and efficiency
standards such as 80Plus [1]. Soft-switching technologies are a primary enabler for improving
efficiency by minimizing switching losses and reducing EMI and harmonics by “soft” ending the
edges of the switching transitions [2–12]. References [8] and [9] report soft-switching techniques
that includes zero-voltage-switching (ZVS) and zero-current-switching (ZCS). Three-phase rectifiers
with active power-factor-correction (PFC) control achieve an improved power factor and lower
harmonic content [10–13]. Active PFC rectifiers using a boost (current source) front end achieve
better input current wave-shaping and lower harmonic distortion compared to their buck-derived
counterparts [14]. Three single-phase PFC rectifiers are used in [15] to synthesize a three-phase
PFC rectifier. Reference [16] reports the use of space vector modulation (SVM) to achieve a high
power factor in a three-phase six-switch rectifier. Soft-switching techniques employed in three-phase
rectifiers are reported in [17–19] to improve efficiency and EMI performance. Soft-switching using a
passive lossless snubber is presented in [17]. Although this approach can improve the efficiency,
the circuit suffers from higher component stress. In [18], an active snubber is used to achieve
soft-switching at the expense of higher control complexity and switching stress in the auxiliary switch.
In [19–22], the zero-voltage-transition and control technique was applied in a three-phase PFC rectifier.
Although the main switches can achieve ZVS at turn-on, the auxiliary switch was hard-switched
operated at turn-off.

Energies 2019, 12, 1119; doi:10.3390/en12061119 www.mdpi.com/journal/energies37
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A conventional three-phase six-switch PFC rectifier is shown in Figure 1. A novel soft-switched
three-phase active rectifier using an active auxiliary circuit is proposed in this paper. The principal
performance improvement is the achievement of ZVS at turn-on for the six rectifier switches and
ZCS at turn-off for the one auxiliary switch. A detailed description of the operation of the proposed
soft-switched rectifier is presented in Section 2. Validation of the design through simulation and
experimental results are shown in Section 3 followed by concluding remarks in Section 4.

+−

+−

+−

Figure 1. A conventional three-phase six-switch power-factor-correction (PFC) rectifier.

2. Proposed Three-Phase Six-Switch Soft-switching PFC Rectifier

The proposed three-phase six-switch soft-switching PFC rectifier is shown in Figure 2. The circuit
inside the dotted box is a soft-switching assist circuit to achieve ZVS in the main switches and ZCS in the
auxiliary switch. The soft-switching assist circuit consists of the auxiliary switch SA, resonant inductor
LR, transformer Tr, barrier diode DR1, clamp circuit RC–DC–CC, and resonant capacitor (the capacitance
employs the parasitic capacitance of main switch).

+−

+−

+−

Figure 2. The circuit of the proposed soft-switching PFC rectifier.

Three phase line voltages VRN, VSN, VTN for a balanced three-phase system are shown in Figure 3.
The 60◦ symmetry in the three-phase voltages is evident from Figure 3. The operation of the three-phase
PFC using the 60◦ symmetry is described in detail in [11].
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� tω

Figure 3. The line cycle in three-phase balance power system.

In order to simplify the analysis, Interval 1 (0◦–60◦) can be selected for the analysis of the
switching cycles as the operation over the rectifier is identical in the other 60◦ segments. The following
assumptions are made to support the operating analysis:

(1) Input inductance LB is large enough to allow the input current to be considered as a current
source over a switching period;

(2) Input capacitance CL is large enough to be equivalent to the ideal voltage source VO; and
(3) The output capacitance of the clamp circuit CC is large enough to allow its voltage VC to be

considered a voltage source over a switching period.

Under the assumptions listed above, the simplified circuit diagram is shown in Figure 4 and the
voltage polarity and current direction for each main component are defined.

 

Figure 4. The simplified circuit of the proposed soft-switched rectifier.

A detailed description of circuit operation is provided in this section. The key waveforms of the
circuit for Interval 1 are shown in Figure 5, and equivalent circuits for each operating mode are shown
in Figure 6. There are 12 operating modes to be analyzed over a switching cycle.

2.1. Mode 0: (t � T0)

This mode is based on the analysis of the switching cycle in Interval 1 (VRN > 0, VTN > 0, and
VSN < 0). Before T0, as in Figure 6a, the diode D1, D6, and D5 are in the state of conduction. The main
switches S1 to S6 and auxiliary switch SA are turned off. The currents iR and iT flow through diode DB
to the load and return to the AC source as the current iS. Under this condition, the voltage across the
active rectifier bridge is VX = VO.
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Figure 5. The key waveforms of the proposed soft-switched rectifier.

2.2. Mode 1 (T0 < t � T1)

At T0, the auxiliary switch SA is turned on to go into Mode 1. The current i1 of resonant inductor
LR starts to increase, and current i1 flows through the primary winding N1 of the transformer Tr.
The induced current i2 and excitation current im outflow through secondary coil N2, as shown in
Figure 6b. The voltage on the seconding winding N2 is the output voltage VO. The voltage V1 and V2

across the windings of transformer Tr are obtained as follows:

V2 = VO (1)

V1 =
N1

N2
V2 = nVO (2)

The current in the resonant inductor i1 increases linearly with the slope given by

di1
dt

=
VO − V1

LR
=

VO − nVO
LR

= (1 − n)
VO
LR

(3)

Similarly to i1, the excitation current im also displays a linear increase, and the slope is

dim
dt

=
VO
Lm

(4)
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When the current i1 ascends to iS current, this mode ends. The time interval is given as below:

t01 =
is

Vo(1 − n)LR
(5)
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Figure 6. Operation modes of the proposed soft-switched rectifier.

2.3. Mode 2 (T1 < t � T2)

At t = T1, the DC link diode current ib reaches zero. The reverse recovery current of diode DB flows
through diode DB in a negative direction. The resonant inductor current keeps increasing, as shown in
Figure 6c.

2.4. Mode 3 (T2 < t � T3)

At t = T2, the parasitic capacitance of diode Db along with the resonant capacitor CR, which
includes the parasitic capacitor of the main switches and the resonant inductor LR, start resonating, as
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shown in Figure 6d. When the equivalent voltage VX of the main switch is decreased to zero at t = T3,
the mode ends. The equivalent voltage VX and resonant current i1 are shown in Equations (6) and (7).

VX = VO − (1 − n)VO(1 − cos(ωRt)) (6)

i1 = is + iRR +
(1 − n)VO

ZC
sin(ωRt) (7)

CR = C2 + C3 + C4 (8)

ωR =
1√

LR(CR + Cb)
(9)

ZC =

√
LR

CR + Cb
(10)

2.5. Mode 4: (T3 < t � T4)

When t > T3, the bridge rectifier voltage VX is decreased to zero and the auxiliary switch SA
continues to conduct. The corresponding equivalent circuit is shown in Figure 6e. The body diodes D4,
D3, and D2 of the main switches S4, S3, and S2 are conducting. Turning on the main switches S4, S6,
and S2 when the bridge voltage reaches zero achieves ZVS turn-on. The detection circuitry to turn on
the main switches at zero voltage also enables the minimization of duty-cycle loss and, thus, loss of
efficiency. After the main switches turn on at ZVS, the resonant inductor current i1 decreases linearly
with the slope given by Equation (11). When the current of the main switches S4 and S2 reaches zero at
t = T4, the mode ends.

di1
dt

= −nVO
LR

(11)

2.6. Mode 5: (T4 < t � T5)

As shown in Figure 6f, when t > T4, then S4, S6, and S2 keep conducting. The current il is
continuously decreased to zero until t = T5.

2.7. Mode 6: (T5 < t � T6)

When t > T5, the input currents iR and iT flow through the main switches S4 and S2, as shown
in Figure 6g. When the current ia flows through the auxiliary switch SA, it consists mostly of the
magnetizing current, im, of the transformer. If the magnetizing inductance Lm is designed to be
relatively large, the current ia of the auxiliary switch SA is extremely close to zero. When T5 < t � T6,
the auxiliary switch is set to be turned off so that it can effectively achieve the purpose of ZCS.

2.8. Mode 7: (T6 < t � T7)

When t = T6, the auxiliary switch SA is turned off, as shown in Figure 6h. Subsequently, the
magnetizing current im of the transformer charges the parasitic capacitance Coss1 of the auxiliary switch
SA so that the auxiliary switch voltage will increase continuously.

2.9. Mode 8: (T7 � t � T8)

At t = T7, the auxiliary switch voltage VSA increases to VO + VC and the clamp diode DC is
conducting. The magnetizing current im discharges through the clamp circuit DC–VC, as shown in
Figure 6i. The slope of the excitation current in this mode is given by

dim
dt

= −VC
Lm

(12)
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2.10. Mode 10: (T8 � t � T9)

At t = T8, the magnetizing current im is decreased to zero which resets the transformer, as shown
in Figure 6j.

2.11. Mode 10: (T9 < t � T10)

At t = T9, the main switch S4 is turned off. The input current iR charges the parasitic capacitance
of the main switch S4 and the equivalent voltage VX of the main switch is increased, as shown in
Figure 6k.

2.12. Mode 11: (T10 � t � T11)

At t = T10, the equivalent voltage VX of the main switch is increased to VO and the diode DB is
conducting as shown in Figure 6l. Subsequently, the antiparallel diode D1 of the main switch S1 is
conducting. The input current iR flows through diodes D1 and DB and flows back from iS through
the load.

2.13. Mode 12: (T11 � t � T12)

At t = T11, the main switch S2 is turned off. The input current iT starts to charge the parasitic
capacitance of the main switch S2, as shown in Figure 6m.

3. Experimental Verifications

Based on the design described, a prototype was built. When the line voltage in the three-phase
input was 220 V, namely, the phase voltage was 127 V, the switching frequency 40 kHz, and the output
load 7 kW, then the measured waveforms for three-phase VRN, VSN, VTN, line voltage and the line
current were at low line and full load. The current waveform, as in Figure 7, is practically sinusoidal
with low THD and a high power factor (the A-THD is shown in Figure 8 and power factor is shown
in Figure 9).

 
Figure 7. Measured waveforms of input voltage and input current at full load.
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Figure 8. A-THD measured results.

Figure 9. Power factor measured results.

Figure 10 shows the simulation waveforms using Isspice at half load and full load. It can be seen
that the main switches S4 and S2 on the bottom sides turned on when their VX was down to zero by
the resonant circuit, after the auxiliary switch SA was turned on.

Measured waveforms of the gate drive signals and voltage across the main switch are shown in
Figure 11. The captured waveforms indicate the need to turn on the auxiliary switch SA before the
turning on the main switches S4 and S2 to achieve ZVS.

As shown in Figure 12, when the current i1 of resonant inductor LR decreases to zero, the auxiliary
switch SA can be turned off under ZCS conditions.

AS

li

�S

2S

xv

(a) 

AS

li

�S

2S

xv

(b) 

Figure 10. Simulation of key waveforms of the main switch voltage VX and current il at (a) half load
and (b) full load.
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Figure 11. Measured waveforms of drive signal and voltage for the main switch of the
soft-switched rectifier.

 

Figure 12. Measured waveforms of drive signal and resonant current for the main switch of the
soft-switched rectifier.

A comparison between the hard-switched and proposed soft-switched rectifier was performed at
a load of 7 kW over an input voltage range of 190–250 V. The hard-switched rectifier was tested by
simply disabling the soft-switch assist circuitry. Figure 13 shows the efficiency improvement from the
soft-switched rectifier. The largest efficiency difference between hard-switch and soft-switch rectifier
was 2.55% when the input line voltage was 220 V, and Figure 14 shows the soft-switched rectifier
efficiency from 1–7 kW.
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Figure 13. The efficiency comparison between hard-switching and soft-switching rectifier at 7 kW load.

 
Figure 14. Measured efficiency from 1 to 7 kW with the soft-switched rectifier.

4. Conclusions

A novel three-phase rectifier with zero-voltage-switching and zero-current-switching features
was proposed. The design has been validated with simulation and experimental data captured on a
7 kW three-phase rectifier prototype. Efficiency improvement between hard-switch and soft-switch
rectifiers peaks at 2.55% when the input line voltage is 220 V at full load. Mathematical equations
to explain circuit operation have been derived and analyzed under a sequence of operating modes.
The experimental results have confirmed the proposed design of the soft-switched rectifier in achieving
high efficiency, high power factor, and low THD.
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Abstract: This paper presents an analyses of an Energy Storage System (ESS) for grid-tied photovoltaic
(PV) systems, in order to harness the energy usually lost due to PV array oversizing. A real case
of annual PV power generation analysis is presented to illustrate the existing problem and future
solutions. Three PV modeling techniques have been applied to estimate non-measured non-harnessed
PV power to provide an ESS energy and power sizing strategy. Moreover, a control strategy to store
or release power from the DC-link, without modifying the Maximum Power Point Tracking (MPPT)
strategy, is presented. The results show an estimation of the annual power loss caused by oversizing
the PV array. The ESS sizing strategy gives insight into not only the energy requirements, but also the
power requirements of the system. Simulation results show that the proposed ESS control strategy
is capable of harnessing the extra power without modifying the existing power converter of the PV
plant nor its control strategy.

Keywords: power clipping; ESS sizing; grid-tied PV plant

1. Introduction

Perpetration of renewable energy in electric markets has reached an impressive 26.5%, being wind,
bio and solar power at the forefront of modern renewables development and integration to electric
retail [1]. A crucial parameter when designing renewable energy plants is its load factor, also known as
capacity factor or plant (load) factor, which corresponds to the ratio between the generated and rated
energy of the plant during a certain amount of time. In UK, PV plants present annual load factors close
to 10% [2], which are calculated considering the rated power of the converter. A common practice
is to increase annual plant factor by oversizing the power rating of the PV array, with respect to the
converter [3]. The ratio between PV array rated power and the inter AC rated output power is known
as Inverter Loading Ratio (ILR) [4]; in places with high irradiation variability such as UK, PV array
power ILR oversizing can reach as much as 40%, whereas, in places with lower irradiation variability,
such as central Chile, oversizing is closer to 15%. Moreover, the continuous drop on PV module prices
have encouraged the increase of ILR in PV plants [3]; some authors have even proposed ILR oversizing
up to 80% [4].

When an oversized PV array reaches the power rating of the converter, the converter loses the
ability to increase its current and therefore is unable to reduce the DC-link voltage and loses the ability
to track the Maximum Power Point (MPP). This behavior is called clipping, and it forces the system
to waste available PV power. Clipped power is the name assigned to this wasted power. Figure 1
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presents a grid-tied central inverter PV plant with PV array oversizing, where the available PV power
is truncated at the rating of the inverter (clipped), limiting the exported PV power. Both power curves
were normalized to the inverter rating.
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Figure 1. Central inverter grid-tied PV plant with additional Battery Energy Storage System (BESS).

Generation–demand matching paradigm, where intermittency and high variability of renewable
resources play a major role, can be achieved by relying on other systems connected to the electrical
network and/or by the addition of an Energy Storage System (ESS). The first solution is not suitable
for harnessing clipped power, since it requires the clipped power to be transferred to the electric
network through the inverter, which is already operating at its rated power. The latter solution
presents a more promising alternative to enhance existing PV plants, enabling them to harness
clipped power. This solution has been widely researched as an alternative not only to deal with
generation–demand mismatch, but also as means for renewables to provide complementary services,
such as load shifting [5], global maximum power point tracking [6] and peak-shaving [7]. Note that
the standard location for ESSs is, as shown in Figure 1, beside the transformer (before [8] or after [9]).

Sizing the ESS is a fundamental part of designing a tailored solution to handle clipped power.
ESS sizing strategies for PV applications have been previously proposed in the literature: in [10,11],
sizing strategies to comply maximum power ramp rate regulation were proposed; in [12], a sizing
strategy to provide support for household PV applications; in [5], a sizing strategy to balance the peak
and off-peak electricity consumption; and, in [13], a sizing strategy for smoothing power output and
storing clipped power at PV plant level. This latter sizing strategy consists on averaging the PV power
beyond a certain power limit (clipping level), hence hiding power dynamics to the sizing process.
Additionally, the analysis is based on a single sunny day. It must be noted that the power limitation
is imposed by contract with the grid operator. In addition, this sizing strategy aims at providing a
concentrated solution for a full PV plant, where energy storage is connected at the point of common
coupling and inverter ratings are not a limitation for the power exceeding PV plant.

A much wider variety of ESS sizing can be found in the literature related to wind power
applications. In [14], a sizing strategy to maximize service-hours per BESS unit cost is presented.
The strategy forecasts power generation based in long term historic data and statistical noise;
this prediction is then low pass filtered, allowing to obtain an ESS power reference curve, which
is later processed by a cost function obtaining the ESS energy rating. Nevertheless, low pass filtering
generates phase delay depending on frequency, consequently reshaping the power curve and leading
to over or under sizing of the ESS. A sizing strategy to minimize penalties caused by not complying
day-ahead power bidding is presented in [15]. The strategy generates 25 initial ESS power references
by subtracting bid power from 43-hour-power generation forecasts. The initial references are then
presented in a histogram, together with a compliance level, which can be used to generate the ESS
sizing. The power generation forecast and bidding strategy are not described in the paper. Moreover,

50



Energies 2019, 12, 1812

this method considers a 43-hour horizon, which is not ideal for PV systems’ daily cycles. A hybrid ESS
sizing strategy to comply with maximum power ramp rate regulation is presented in [16]. For this
purpose, wind forecast and uncertain load behavior are subtracted, generating a power reference
which is later transformed into frequency-domain by Discrete Fourier Transform (DFT). The result is
later separated into low, medium and high frequencies, corresponding to the desired power output,
the power reference for BESS and the power reference for Supercapacitors, respectively. However,
DFT strategy decomposes the full signal into periodic sinusoids losing information regarding the time
location of frequencies, therefore leading to a wrong sizing of the ESS. Another strategy to size a hybrid
ESS while complying with maximum power ramp rate is proposed in [9]. Here, several historical
datasets are filtered by wavelet discrete transform, generating a maximum power ramp rate compliant
power curve. ESS power reference curve is obtained by averaging the differences between all original
curves and their filtered version. The result is later filtered selecting high and low frequencies as
supercapacitors and BESS power references, respectively. The strategy relies on averaging the results,
hence masking some dynamic behaviors.

This document presents an analysis of the annual power generated by a PV plant. An analytical
model was applied to estimate annual clipping losses. An ESS sizing strategy, based in historic data,
was proposed; this strategy considers efficiency of the technology (energy storage technology and
power electronics) and provides ESS energy and power sizing, required to recover a certain percentage
of the annual clipped power. Additionally, configuration and control strategies were proposed to
retrofit an existing PV plant, in order to handle clipped power without modifying the existing MPPT
strategy. To validate, at power converter level, the technical feasibility of performing the clipping
energy storage service, real PV system and power converters models including control strategies were
simulated. The simulations shows specifically that existing central inverter based PV plants can be
retrofitted to perform this service (without modifications to the central inverter topology and control).
Moreover, the study provides an insight into the daily and seasonal behavior of PV power generation,
hence suggesting the advantage of additional usage of ESS, as ancillary services, during idle hours.

To the best knowledge of the authors, the estimation of clipped power, the ESS sizing strategy,
the proposed ESS configuration enabling fully usage of a Battery ESS (BESS) and the proposal of a
control strategy to harness such power, are novel.

The document is arranged as follows: Section 2 presents a brief description of problem. Section 3
describes the PV model applied to estimate available MPP and a comparison between predicted power
and empiric power measurements. Section 4 section presents the ESS sizing strategy. The selection of
an Energy Storing Technologies (ESTs), capable of handling clipped power, is presented in Section 5.
The control strategy, configuration and simulation of the ESS connected to the PV plant is presented
in Section 6.

2. Problem Description

To emphasize the consequences of oversizing the PV array and highlight the effects of clipping,
data from a PV plant located in UK with 39% PV array oversizing is presented in Figure 2. This PV
plant has an empiric annual plant factor of 15.43%; if oversizing was neglected a yearly plant factor
of 11.11% would have been obtained instead. A year of PV power generation from a central inverter
grid-tied PV plant is shown in Figure 2a, where the installed capacity of the PV array is 2 MW, while the
DC rating of inverter is 1.54 MW. Power measurements were taken at the DC side of the inverter once
per minute during a full year, from 1 October 2016 to 30 September 2017. These measurements have
been normalized with respect to the inverter rating. The surface presented in Figure 2b (lateral view
of Figure 2a) is equivalent to overlapping all daily DC power generation curves, showing the power
limitation, hereafter power clipping, caused by the power-oversized PV array reaching the power
rating of the inverter. Seasonal behavior is shown in Figure 2c,d, where yearlong dawn, dusk and daily
maximum power generation are presented. These characteristics were exploited to propose alternatives
to obtain further usage and revenue from the ESS. Autumnal (Autumn) Equinox, Summer Solstice,
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Vernal (Spring) Equinox and Winter Solstice are identified in Figure 2c,d with the abbreviations AE, SS,
VE and WS, respectively.

Irradiance, temperature and DC power measurements are the only data available for the PV plant
located in UK. Since the power limitation applied to the system is imposed by the converter rating,
power losses caused by clipping are neither estimated nor accounted for. Estimating those losses
would result in a mandatory effort to assess clipping effects.

(a) (b)

(c) (d)

Figure 2. PV plant power generation at the DC-side of a central inverter configuration, annual
measurements taken every minute (1 October 2016 to 30 September 2017): (a) per day and per minute
power generation; (b) daily power generation and dawn to dusk daily daylight (top view of Figure 2a);
(c) overlapping of daily power generation (lateral view of Figure 2a); and (d) daily maximum generated
power (lateral view of Figure 2a).

Proposed Sizing Strategy

The following steps correspond to the ESS sizing strategy applied to enable harnessing the PV
plant clipped power.

1. PV modeling selection: Select a model to estimate clipped power. For this purpose, an analytical
model depending on irradiance, module temperature and PV module parameters was chosen.
The model predicts the MPP, which is later limited (clipped) at the rating of the converter (clipping
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level) and compared to the DC power measurements from the PV plant. Four error metrics and
additional features were considered to show the accuracy of the model.

2. Clipped power estimation: Subtract the measured DC power from the selected model predicted
DC power (not clipped) to estimate the clipped energy resulting from clipping the power curve.
These calculations generate annual clipped power and energy curves with one minute spanning.

3. ESS sizing: Analyze annual clipped power and energy curves. For this purpose, a statistical
analysis of daily clipped power and power-limited daily clipped energy is presented. Power and
energy sizing are performed by setting a recovery ratio of the annual clipped energy; from here,
ESS energy and power ratings are obtained.

3. PV Plant Model

There are several modeling techniques that can be used to estimate maximum power generation
from a PV plant, such as single diode circuital model [17], double diode circuital model [18], artificial
neural networks [19] and analytic model [20]. An analytical modeling method was considered to
estimate power loss due to clipping in a grid-tied PV plant.

To validate the model, one year of data (Figure 2) were compared to the power predicted by the
model. Clipped DC power in kW, irradiance in kW/m2, module temperature in ◦K measurements
and PV module data sheet parameters were available. Uniform irradiance and temperature conditions
among PV modules were considered to estimate the output power. A description of the analytical
modeling method and a quantitative comparison, with the empiric data, is given below.

3.1. Analytical Model

This mathematical model predicts the MPP (Pmpp in W) as a function of the irradiance (G in
W/m2) and the module temperature (T in ◦K).

Pmpp =

([
kp

100
· ΔT + 1

]
· G · A · η

)
· ηmppt · Nms · Nsp (1)

where kp, ΔT, A, η, ηmppt, Nms and Nsp are, respectively, the temperature coefficient of Pmpp in
%/◦K [21] (or maximum power correction factor for temperature [20]), module temperature difference
between the module temperature T and the STC module temperatureTstc in ◦K (ΔT = T − Tstc), area
covered by PV cells in m2, STC module efficiency, MPPT efficiency [22], number of modules in series
in each string and number of strings in parallel. A similar alternative is presented in [20] where A · η is
replaced by Pmpp stc/Gstc.

3.2. Model Validation

The analytical model used to predict the clipped power was chosen, since it presents a low
modeling error below clipping, presents a low model error compared data sheet stated STC, presents a
low computational cost, does not require an optimization stage (neither parameter identification nor
training) and is conceptually simple. The model prediction was clipped at the DC power rating of
the converter to match the maximum DC power level (clipping level), and then the error between the
clipped prediction and the measured DC power was calculated. The technical details applied to model
the PV plant are presented in Table 1. PV modules correspond to the Jinko model JKM260-PP.

Figure 3 shows the irradiance, module temperature, DC power model predictions (clipped)
and DC power measurements on four different days (18 March 2017, 3 June 2017, 10 August 2017
and 20 September 2017). The top plots in Figure 3a–d show the daily irradiance and temperature
measurements, while the lower plots show the DC power (clipped) and measured DC power.
The analytical model display an adequate tracking of the measured DC power; to present a complete
analysis, some error metrics and other characteristics of the models were considered.
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Table 1. PV plant and PV modules parameters.

Symbol Parameter Value

PV plant

Ppv mpp stc PV array rated power at STC 2 MW
Pclip Clipping level (inverter rated power) 1.54 MW
Nms Number of modules in series 20
Nsp Number of strings in parallel 386
Apv Area of the PV plant 4 Ha

PV module at STC

Pmpp stc Maximum power point 260 W
Vmpp stc MPP voltage 31.1 V
impp stc MPP current 8.37 A
Voc stc Open circuit voltage 38.1 V
isc stc Short circuit current 8.98 A
Gstc Irradiance 1000 W/m2

Tstc Temperature 298.15 ◦K

ki Temperature coefficient of isc 0.06%/◦K
kp Temperature coefficient of Pmpp −0.40%/◦K
kv Temperature coefficient of voc −0.30%/◦K
A Area 1.6368 m2

η STC efficiency 15.58%
ηmppt MPPT efficiency 98%

The error metrics applied to validate the PV plant model were Normalized Root Mean Squared
Error (NRMSE), Normalized Mean Absolute Error (NMAE), Pearson linear correlation factor (Pearson)
and Normalized Root Mean Squared Error Fitness (NRMSEF). For the first two error metrics, NRMSE
and NMAE, the optimal value is 0%, while, in the second pair of error metrics, Pearson and NRMSEF,
the optimum is 100%. Equations (2)–(5) correspond to the mathematical description of the metrics
applied to analyze the error between the DC power measurement (Xi) and the clipped DC output power
predicted by each model (X̃i). Variables μX, μX̃, σX and σX̃ in Equation (4) correspond, respectively,
to the mean of Xi and X̃i, and the standard deviation of Xi and X̃i. N corresponds to the number of
samples. Normalized metrics were measured respect to the clipping power level (Pclip).

NRMSE =

√
1
N

·
N

∑
i=1

(Xi − X̃i)
2

Pclip
· 100 (2)

NMAE =

1
N

·
N

∑
i=1

|Xi − X̃i|

Pclip
· 100 (3)

Pearson =

N

∑
i=1

[(
Xi − μX

σX

)
·
(

X̃i − μX̃
σX̃

)]
N − 1

· 100 (4)

NRMSEF =

(
1 − ||X − X̃||

||X − μX ||
)
· 100 (5)

54



Energies 2019, 12, 1812

260

280

300

320

340

0

0.5

1

1.5

00 03 06 09 12 15 18 21

0

0.2

0.4

0.6

0.8

1

(a
) 

T
em

p
er

a
tu

re
 (
ºK

)

Ir
ra

d
ia

n
ce

 (
k
W

/
m

 )

(b
) 

P
o
w

er
 (

p
u
)

18-Mar-2017

Time (Hr)

(a)

260

280

300

320

340

0

0.5

1

1.5

00 03 06 09 12 15 18 21

0

0.2

0.4

0.6

0.8

1

(a
) 

T
em

p
er

a
tu

re
 (
ºK

)

Ir
ra

d
ia

n
ce

 (
k
W

/
m

 )

(b
) 

P
o
w

er
 (

p
u
)

Time (Hr)

03-Jun-2017

(b)

260

280

300

320

340

0

0.5

1

1.5

00 03 06 09 12 15 18 21

0

0.2

0.4

0.6

0.8

1

(a
) 

T
em

p
er

at
u
re

 (
ºK

)

Ir
ra

d
ia

n
ce

 (
k
W

/m
 )

(b
) 

P
ow

er
 (

p
u
)

Time (Hr)

10-Aug-2017

(c)

260

280

300

320

340

0

0.5

1

1.5

00 03 06 09 12 15 18 21

0

0.2

0.4

0.6

0.8

1

(a
) 

T
em

p
er

at
u
re

 (
ºK

)

Ir
ra

d
ia

n
ce

 (
k
W

/m
 )

(b
) 

P
ow

er
 (

p
u
)

20-Sept-2017

Time (Hr)

(d)

Figure 3. Daily analysis of measured DC power versus models, top plot module temperature and
irradiance daily measurements, bottom plot clipping level (Pclip), measured DC power (Ppv) and
analytical model estimated power (Pmpp): (a) 18 March 2017; (b) 3 June 2017; (c) 10 August 2017; and
(d) 20 September 2017.

Table 2 summarizes the error metrics applied to the model. The analytical model presents a low
calculation time, a simple approach and small errors metrics. Therefore, this method was chosen to
predict PV clipped power. It is also useful for predicting the clipped power in real time.

Aging and soiling effects were not considered in the previously described analytical model,
nonetheless the model enables a straight forward update by fitting the STC efficiency term (η) in
Equation (1).

Table 2. Modeling error metrics.

Parameters Analytical Model

NRMSE 4.64%
NMAE 1.85%
Pearson 98.91%

NRMSEF 81.95%

Percentage Error at STC −1.97%
Execution time 1.98 μs

Optimization stage No
Conceptual complexity Low
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4. ESS Sizing

ESS are composed by a bidirectional power converter and an EST, such as batteries, super
capacitors, flywheels, CAES, HPS, among others [23]. Energy restrictions are imposed by EST, while
charging and discharging power ratings depend on both EST and the bidirectional converter. Some
ESTs, such as batteries, usually present different charge vs discharge power ratings. In this application,
ESS charge power rating is limited by the clipped power.

PV power generation is strongly dependant on solar irradiance and the module temperature.
The PV module temperature behaves as a low pass filter of the incident irradiance, with an equivalent
time constant of a few minutes depending on the wind speed [24]. In addition, according to
Vernica et al. [25], the PV plant output power can be modeled as a low-pass filtered version of the solar
irradiance, where the cut-off frequency of the equivalent filter is determined by the area of the PV
plant. Specifically, for the PV plant being analyzed in this work, the cut-off frequency of the equivalent
filter is 0.01 Hz. Additionally, most grid code requirements related to power fluctuation (maximum
power Ramp Rate) regulate power fluctuations per minute [26]. Moreover, standard PV plant available
data range in sampling times between 1 and 30 min. Therefore, a data sampling rate of 1 min was
selected to calculate the clipped energy and the ESS sizing strategy presented in this work.

Clipped power (Pclipped) is calculated according to Equation (6), where Pmpp and Ppv are,
respectively, the predicted PV power generation from Equation (1) and measured PV power, both in
kW. The clipped energy in kWh is estimated according to Equation (7), where dt corresponds to the
sampling time in min (1 min).

Pclipped =

⎧⎪⎪⎨
⎪⎪⎩

Pmpp − Ppv , Ppv > Pclip

0 , otherwise

(6)

Eclipped = Pclipped · dt
60

(7)

ESS for clipping in PV plants are designed for a daily use cycle (dawn to dusk), which means
there is no need to store energy for more than one day, and therefore the stored energy is completely
depleted before a new day cycle.

The following efficiencies were considered in the sizing of the ESS: a single stage DC-DC converter
with 97% efficiency [27] (94.09% round-trip efficiency), new commercially available batteries present a
round-trip efficiency of 95% [28,29] and DC/AC inverter has a nominal efficiency of 97%. Therefore,
the energy passing through the ESS (PV to ESS and ESS to Grid) would experience an efficiency
of 86.70%.

Figure 4a shows a histogram of the maximum recoverable daily-energy-loss (Êdel) due to clipping
per amount of days of occurrence during a year, and two overlapped curves showing the accumulated
annual energy loss (due to clipping) and the total recoverable annual energy (including efficiency of the
PV-ESS-grid system of 86.7%). Both curves are function of the maximum recoverable daily-energy-loss
and were normalized respect to the annual energy loss (33 MWh).

The power rating analysis is shown in Figure 4b, for the case where four ESS power rating design
criteria are depicted as a function of the recoverable-daily-energy-loss. All criteria include a 97%
efficiency of the DC/DC power converter. The criteria C1 to C4 correspond respectively to maximum
recoverable-daily-energy-loss in MWh (Êdel), average recoverable daily-energy-loss in MWh (Edel),
mean plus standard deviation of recoverable daily-energy-loss in MWh (Edel + σEdel) and mean plus
two times the standard deviation of recoverable daily-energy-loss in MWh (Edel + 2 · σEdel).
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Figure 4. PV plant ESS energy and power sizing analysis: (a) daily-energy-loss histogram, accumulated
annual energy loss and total recoverable annual energy (considering the efficiency of the PV-ESS-grid
system); and (b) power-limited recoverable daily energy considering the efficiency of the DC/DC
power converter.

As an example, to recover 80% of the annual energy lost due to clipping, an ESS of 600 kWh is
required to store the maximum daily-energy-loss of (Figure 4a), which considering criteria C1 (from
Figure 4b) leads to a power rating of 200 kW.

5. Energy Storage Technology Selection

ESS are formed by an EST and its power converter. This section focuses on selecting a suitable
EST alternative to store clipped energy. According to the type of energy conversion and the nature of
the stored energy, ESTs may be classified as electric, chemical, mechanical and thermal [30], as shown
in Figure 5. The main characteristics of ESTs, relevant for clipping, are summarized in Table 3 [31–33].
For a detailws description of each ESTs from Figure 5, please refer to [33,34].

Energy Storage Technologies (EST)

Sensible Thermal

Latent Thermal

Chemical Thermal

Conventional Batteries

Electric

Electrochemical
Super Capacitor (SC)

Electomagnetic
Super. Magnetic (SMES)

Thermal (TES)Mechanical

Flywheel (FES)

Pumped Hydro (PHS)

Gravitational

Kinetic

Compressed Air (CAES)

Spatial

Chemical

Molten Salts Batteries

Fuel Cel (FC)

Metal-Air Batteries

Flow Batteries

Figure 5. Energy storage technologies classification.

Based on round-trip efficiency and maturity level, the best EST alternatives for handling clipped
power are SC, LiIon batteries and FES. Nonetheless, energy cost of FES doubles the energy cost of SC
and LiIon batteries. Moreover, installation costs are not included in the table, although they depend
on the weight of the equipment that needs to be transported. In addition, considering energy density,
we have have concluded that LiIon batteries are an adequate EST technology to be applied to handle
clipped power. The following section shows a simulation of a LiIon BESS applied to a PV system,
for validation of the sizing methodology.
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Table 3. Energy storage technologies specifications [31–33].

Energy Storage Power Cost Energy Cost Round-Trip Lifetime Energy Density Maturity
Technology (USD/kW) (USD/kWh) Efficiency (%) (Years) (Wh/kg)

SC 100–300 300–2000 84–98 5–30 0.05–15 Developing
SMES 200–350 1000–104 85–98 15–30 0.5–5 Demo
LiIon 1 1200–4000 400–2500 75–97 5–15 120–230 Commercial
PbA 1 175–600 150–400 63–90 5–15 30–50 Mature

NiCd 1 500–1500 600–2400 60–75 10–20 15–55 Mature
VRB 2 600–3700 150–1000 60–90 5–20 25–35 Developing
ZBB 2 700–2500 100–1000 60–85 5–10 65–75 Developing

Hydrogen 3 400–2000 1–15 20–66 5–15 600–1200 Developing
Metal-Air 100–250 10–160 50–65 >1 1000–1300 Demo

NaS 4 1000–4000 300–500 75–90 10–15 150–240 Commercial
ZEBRA 3 150–300 230–345 90 5–15 86–140 Commercial

PHS 500–2000 5–100 65–87 30–60 0.5–1.5 Mature
FES 100–350 1000–5000 85–95 15–20 5–80 Commercial

CAES 400–1800 2–400 41–90 20–60 30–300 Developed
Low Temp. 5 200–300 20–50 30–50 10–40 100–200 Developing
High Temp. 5 200–300 30–60 80 5–15 80–250 Demo

1 Conventional battery; 2 flow battery; 3 fuel cell; 4 molten salts batteries; 5 TES.

6. Simulation Results

This section presents the control strategy, configuration and simulation of the ESS connected to
the PV plant. BESS was selected as EST to be emulated during the simulation, though the previously
described sizing strategy is valid for any EST. BESS was selected due to its modularity, which allows
retrofiting each PV inverter at their DC side, and because BESS combine both energy and power
density required for this application.

6.1. Configuration

The original PV system consists on a central inverter grid-tied PV plant, connected to the grid
through a standard two level voltage source inverter (2LVSI). The addition of the ESS, formed by a
battery pack and a single-stage DC/DC converter as in [35], merged to the DC-link of the PV system,
enables clipped energy to be stored and released according to the system requirements and limitations.
Figure 6 shows a simplified version of the full configuration; colored arrows illustrate the possible
power paths. The grey arrow corresponds to a continuous power flow (from PV to the grid), while the
green (PV to ESS) and purple (ESS to the grid) arrows correspond to excluding and non necessarily
continuous power flows.

This configuration has a single stage DC/DC converter. However, as shown in Figure 6, the system
can be implemented with a seconds DC/DC stage (marked as Optional). The difference between both
alternatives lies in the percentage utilization of the capacity of the battery pack. A single DC/DC
converter performing a standard battery charging strategy applies constant current (CC) charging
mode until reaching a certain State of Charge (SoC), usually around 85%. The addition of a second
DC/DC stage allows the control of the output voltage of the converter, hence enabling to transition
into constant voltage (CV) charging mode, and therefore allowing full charging of the battery. Storing
clipped power requires withdrawing power from the DC-link, since the MPP tracking voltage is
imposed by the inverter, thus clipped-storable power must be controlled through current.

The simulation results are focused on the control strategy that enables performing power
extraction and injection to the DC-link, without modifying the existing control strategy of the inverter.
This strategy depends on the SoC of the battery pack, which was estimated through standard Coulomb
counting method [36]. This estimation is independent of the battery model applied since it relies in the
output current of the battery pack, enabling the utilization of an ideal circuital model [37], to emulate
the behavior of the EST.
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6.2. Control Schemes

The central inverter was considered to be controlled through a standard voltage oriented control
strategy with MPPT reference, as depicted in the control scheme in Figure 7 [38]. Since the objective is
to retrofit an existing PV system, the addition of the ESS is performed at the DC-side of the inverter and
does not consider modifying the PV system or its control strategy. It must be noted that the addition of
an ESS at the point of common coupling would not allow harnessing the power loss caused by power
clipping, since the inverter power limitation would remain an issue, which is not the situation in other
similar cases that can benefit from the same ESS sizing strategy, such as power curtailment, where the
power limit is imposed by the control strategy and not by the rating of the converter.

Retrofitting forces the ESS control strategy to extract or inject power to the DC link without
modifying the existing MPPT strategy of the PV inverter. For this purpose, a tailored ESS control
strategy, shown in the flow chart in Figure 8, was designed. Ppv, Pinv, Pess, Pmpp, Pclip and
Ppre correspond, respectively, to PV plant output power (Ppv = ipv ·vpv), inverter input power
(Pinv = iinv ·vpv), ESS power (Pess = iess ·vpv), estimated MPP according to Equation (1), clipping
level, and pre-clipping level. This latter parameter is used as margin to perform power injection
or subtraction to/from the DC link (Ppre − Pmpp). P̌ess (< 0) and P̂ess (> 0) correspond to the minimum
and maximum ESS power. Cases I–V match those in Figure 9. This control strategy can be adapted
to handle any EST. For this purpose, estimation of the ESS SoC value (SoC) in the control scheme of
Figure 8 must be replaced by an estimation of the available energy in the applied EST.

The ESS output current reference (i∗ess) is provided to a standard PI controller, generating the
modulation index and switching pattern according to the power flow direction (storing or releasing
energy). The SoC estimation was performed through standard Coulomb counting method [39].
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6.3. Simulation

A simulation of the full system, formed by a 2LVSI operating as central inverter grid-tied PV
system, and ESS formed by a Battery ESS (BESS) and an Isolated Bidirectional Boost Converter [35],
is shown in Figure 9. The control strategies previously described in Section 6.2 were applied. It must be
noted that the ESS was undersized to allow its control system to be tested in all possible scenarios and
display those results in a single figure; this was performed considering the dynamics of the systems
and an ESS operating range of 20–80% of the SoC. Several irradiance conditions were tested in the
simulations, all with PV cell temperature of 298.15 ◦K.

The PV plant parameters correspond to those presented in Table 1, while Table 4 presents the
parameters of the converters and ESS. To calculate per-unit values in Figure 9, the following base
values were considered: Gbase = 1000 W/m2, Pbase = 1540 kW, ibase = 3.767 kA and vbase = 800 V.

Table 4. Simulation parameters.

Symbol Parameter Value

Central inverter grid-tied PV system

Cpv DC-link capacitance 4.4 mF
vpv DC-link voltage 510–800 V
vuvw Grid voltage 320 Vll rms
iuvw Grid current 2664 Arms
f Grid frequency 50 Hz
fsw Switching frequency 5 kHz
Lg Line filter 0.35 mH

EST and DC/DC converter

Cess ESS equivalent capacitance 29 F
vess ESS voltage range 120–200 V
L Inductance 0.1 mH
R Inductance resistance 10 mΩ
nt Turns ratio 1:1
fdc sw Switching frequency 50 kHz

DC/DC converter
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Figure 9. PV plant with ESS connected at the DC-link simulation results: (a) irradiance in kW/m2;
(b) DC-link voltage and reference; (c) generated PV power (Ppv), available PV power without
considering clipping limitation (Pmpp (available PV power)) and inverter power (Pinv (inverter));
(d) ESS power (Pess); (e) ESS SoC (SoC); and (f) grid currents (iu, iv and iw) and phase u voltage (vu).

From 0 to 0.03 s (Case I), the system is operating at a power rating below Pclip (1540 kW) and the
ESS is at a SoC level of 20%, hence ESS power reference is zero. From 0.03 to 0.14 s (Case II), a step
in solar irradiance causes the PV power (Ppv) to reach Pclip, since SoC < 80%, P∗

ess power reference
is set to P∗

ess = Ppre − Pmpp (and i∗ess = P∗
ess/vpv), which reduces power flowing through the inverter

(Pinv) enabling MPP tracking. From 0.14 to 0.20 s (Case III), a step down in solar irradiance causes
the PV power (Ppv) to be lower than Pclip, but, since Ppre < Ppv < Pclip, the ESS power reference (P∗

ess)
is set to zero. From 0.2 to 0.25 s (Case II), a second step up in irradiance generates for the PV power
to surpass Pclip, the system behaves exactly as from 0.03 to 0.14 s. Once the ESS reaches 80% of the
SoC, the ESS stops drawing power and the inverter losses momentarily the capability to track the MPP
(Case IV from 0.25 to 0.28 s). Note that the ESS was undersized, to show the behavior of the system
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when reaching its maximum and minimum permitted SoC. From 0.28 to 42 s (Case V), a step down
in solar irradiance causes the PV power to be below pre clipping level (Ppv < Ppre < Pclip), and the
ESS releases power towards the DC-link (P∗

ess = Ppre − Pmpp) and through the inverter into the grid.
From 0.42 to 0.5 s, the ESS reaches 20% of the SoC, hence power flow from ESS towards the DC-link is
stopped and the system goes back to operating in Case I; in this part, grid currents show high harmonic
content due the comparison of power flowing to the grid and power required to generate voltage steps
to perform MPPT. In a real case, the MPPT period is longer, hence harmonic content would be lower.

Note that the instantaneous power balance is given by Equation (8), where the corresponding
terms are given by Equations (9)–(11). This can also be verified in power curves shown in
Figure 9c,d. Variables vgd, vgq, id and iq in Equation (9) correspond to the grid voltage and current in
rotational coordinates.

Pinv(t) = Ppv(t) + Pess(t) (8)

Pinv(t) =
3
2
·
(

vgd(t) · id(t) + vgq(t) · iq(t)

)
(9)

Ppv(t) = ipv(t) · vpv(t) (10)

Pess(t) = iess(t) · vpv(t) (11)

7. Conclusions

The work described in this paper focused on the effects clipping, caused by oversizing a PV array
with respect to the power rating of its converter. An insight into the benefits and drawbacks in terms
of annual plant factor and energy losses of this commercial practice is presented. An analytical model
was used to predict the annual power loss due to clipping; the validation of the model was performed
by comparing the predicted power, limited at the clipping level, with real data over a time horizon of
one year sampled every minute. An ESS sizing strategy based on recovering annual clipping losses is
proposed. The strategy uses a power and energy approach, which considers statistical data to select
the best fitting ESS ratings. For the analyzed PV plant, the sizing method determined that a ESS of
600 kWh per central inverter enables the retention of 80% of energy that would be lost due to clipping.
From a power perspective, each central inverter, rated at 1.4 MW, requires being retrofitted with a
200 kW DC-DC converter for the ESS to enable the aforementioned clipped energy storage. In relation
to the EST, LiIon based BESS was selected to perform a validation of the ESS and control system due
to comparison of several criteria (LiIon have 10 times higher energy density than FC, about half the
cost of FES among other values). Simulation results at power electronics level of the ESS, the central
inverter, the grid connection, and their control show that the selected ESS can be retrofitted to existing
central inverters, and provide clipping energy storage while still performing properly (perform MPPT,
store/deliver energy, retain a controlled DC link and inject energy to the grid with high power quality).

The proposed methodology and analysis can be applied to determine, depending on their plant
measurements and parameters, the size of a ESS to retrofit their PV plant for clipping energy storage.
This information is necessary to perform an economic assessment, and how it can impact the levelized
cost of energy (LCOE), and assist in the decision-making process. In addition, the sizing methodology
can be adapted to perform new analysis on other ESS applications such as: load shifting, power
curtailment, frequency and voltage regulation, base load generation, capacity firming, etc., providing
further value for the ESS to the retrofitting of a PV plant. Furthermore, provided the proper model and
data, it can also be extended to other renewable energy sources, such as wind energy and ocean energy.
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Abbreviations

The following abbreviations are used in this manuscript:

AC Alternating Current
ANN Artificial Neural Network
BESS Battery Energy Storage System
CAES Compressed Air Energy Storage
CC Constant Current
CV Constant Voltage
DC Direct Current
DFT Discrete Fourier Transform
ESS Energy Storage System
EST Energy Storage Technology
FES Flywheel Energy Storage
ILR Inverter Loading Ratio
LiIon Lithium Ion Battery
MAF Moving Average Filter
MPP Maximum Power Point
MPPT Maximum Power Point Tracking
NaS Sodium-Sulphur Battery
NiCd Nickel Cadmium Battery
NOCT Normal Operating Cell Temperature
PbA Lead Acid Battery
PHS Pumped Hydro Energy Storage
P&O Perturb and Observe
PV Photovoltaic
SC Super Capacitor
SMES Super Conducting Magnetic Energy Storage
SoC State of Charge
STC Standard Test Condition
TES Thermal Energy Storage
UK United Kingdom
VOC Voltage Oriented Control
VRB Vanadium Redox Battery
ZBB Zinc Bromine Battery
2LVSI Two Level Voltage Source Inverter
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Abstract: The stable operating region of a photovoltaic (PV) cascaded H-bridge (CHB) grid-tied
module level inverter is extended by adopting the hybrid modulation strategy. However, the traditional
single hybrid modulation method is unable to regulate the DC-side voltage of each module precisely,
which may aggravate the fluctuation of modules’ DC-side voltages or even cause the deviation of
modules’ DC-side voltages under some fault conditions and, thus, degrade the energy harvesting of
PV panels. To tackle this problem, a switching modulation strategy for PV CHB inverter is proposed
in this paper. When the CHB inverter is operating in normal mode, the hybrid modulation strategy
containing the zero state is adopted to suppress DC-side voltage fluctuation, thereby, improving the
output power of PV modules. When the CHB inverter is operating in fault mode owing to failing solar
panels, the hybrid modulation strategy without the zero state is utilized to make the DC-side voltages
reach the references and, thus, maintain a higher energy yield under fault conditions. Experimental
results achieved by a laboratory prototype of a single-phase eleven-level CHB inverter demonstrate
both the feasibility and effectiveness of the proposed method.

Keywords: cascaded H-bridge; photovoltaic inverter; module level; switching modulation strategy;
energy yield

1. Introduction

With the increasing demand for conversion efficiency during recent years, multilevel converter
topologies have become more and more applied to the grid-connected PV generation system [1–4].
Among all kinds of multilevel inverters, the cascaded H-bridge (CHB) has many advantages,
such as modularization, simplicity, and high reliability, which makes it become the most attractive
topology [5–9]. In addition, the CHB topology makes it possible to, respectively, regulate each DC-side
voltage and, thus, realizing the maximum power point tracking (MPPT) of each PV module. Therefore,
the CHB inverter is considered to be one of the most suitable candidates for next generation PV
inverters [10,11].

The energy loss caused by non-uniform solar radiation, degradation of PV modules and different
types of partial shading is greatly decreased by module level MPPT. However, due to the unequal
temperature and irradiance of PV modules, the output power of H-bridge unit varies greatly in the
case of severe mismatching. This may lead to over-modulation of H-bridge units with high output
power, thus, resulting in system instability and injection current distortion [12].

For the sake of expanding the stable operation range of the CHB inverter, some methods have
been proposed. The power balance control strategy based on active component modification of duty
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cycles, and its effective power balance area are proposed in [13–15]. Although the system can operate
stably by utilizing this method under slight mismatch conditions, there are still instability problems
under severe mismatch conditions. In [16,17], a control strategy of reactive power compensation is
proposed, which utilizes the power factor as the degree of freedom to stabilize the operation of the
system. However, an increase in reactive power injection will lead to a decrease of the system power
factor, which may be undesirable from the perspective of electric dispatchers. A new, improved MPPT
method is presented in [18], which changes the working point of the over-modulated H-bridge unit to
ensure that all H-bridge units work in the stable operation region to improve the stability margins of
the system. However, this will result in lower output power and make the system less-efficient. This is
contrary to the original intention that all PV modules operate at a maximum power point to realize
higher efficiency in energy harvesting.

Hopefully, In [19–21], the hybrid modulation strategy (HMS) is proposed, which utilizes a mixture
of low-frequency PWM and high-frequency PWM methods to regulate the DC-side voltage and control
the AC current separately. The HMS has been proved to maintain the stabilization of power rectifiers
effectively even under critical operating conditions, because it provides higher DC-side utilization (the
maximum modulation index of square wave can reach 4/π) compared with conventional sinusoidal
pulse width modulation (SPWM). In [22,23], a control method of a grid-connected PV CHB inverter
is proposed, which is based on the hybrid modulation strategy containing the zero state (HMSCZS).
With HMSCZS, the system can operate stably under heavy mismatching conditions. Once the CHB
inverter is operating in the fault mode, owing to failing solar panels, the HMSCZS fails to regulate
the DC-side voltages to the references and may lead to low output power of the inverter. In [24],
the hybrid modulation strategy without the zero state (HMSWZS) is proposed to maximize the range
of stable operation of system. However, the HMSWZS cannot control the DC-side voltage of each
module accurately. This may aggravate the fluctuation of modules’ DC-side voltages, thus resulting in
the decrease of the generated energy of PV modules.

Therefore, a switching hybrid modulation strategy (SHMS) is proposed in this paper. The HMSCZS
is selected to suppress DC-side voltages fluctuation when the CHB inverter is operating in normal
mode. Once the CHB inverter is operating in fault mode, owing to failing solar panels, the HMSWZS
is utilized to control the DC-side voltages to track the references, thus maintaining a higher energy
yield under fault condition. With this method, the average output power of the PV modules will be
improved both in the normal and fault modes.

The paper is arranged as follows: In Section 2, the system configuration and control method are
introduced. In Section 3, the existing problem of the HMSCZS and the HMSWZS is shown. In Section 4,
the switching hybrid modulation strategy is put forward. In Sections 5 and 6, the performance of the
proposed strategy is verified by simulation and experimental results. Finally, in Section 7, a conclusion
is drawn to summarize the paper.

2. System Configuration

The structure of the single-phase PV CHB module level grid-tied inverter is shown in Figure 1.
The CHB module level inverter consists of m H-bridge units. Each H-bridge unit is connected to a
PV module. VPVi and IPVi (I = 1, 2, . . . , m) stand for the output voltage and current of PV module of
ith H-bridge. ICi represents the current flowing through the capacitor on the DC-side of ith H-bridge.
VG stands for grid voltage. IS stands for grid current. VHi (I = 1, 2, . . . , m) is the ith H-bridge output
voltage and VHT is the total output voltage of H-bridges. Figure 2 shows the configuration of the
control diagram of CHB module level inverter. The voltage and current double closed-loop control
are utilized to obtain the goal of the controlling. In order to decrease third harmonic component in
the grid current, a digital 100 Hz notch filter is utilized to eliminate the second order harmonic in the
total DC-side voltage VPV1 + VPV2••• + VPVm. The external voltage loop is in charge of controlling the
filtered total DC-side voltages to the sum of the references VPV1

* + VPV2
*••• + VPVm

* by a conventional
PI controller. The internal current loop is responsible for controlling the grid current to a sinusoidal
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shape in phase with the grid voltage. In the paper, a direct-quadrature rotating frame control method
for the single-phase inverter is used to achieve this goal because it can achieve zero steady-state
error by utilizing a traditional PI regulator [25]. The output of the current loop regulator, Vr, serves
as the modulation wave. In order to compensate for the harmonic component of the CHB inverter
caused by the distorted grid voltage, the third, fifth, and seventh harmonic compensation algorithm is
utilized [26,27].
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Figure 1. Structure of single-phase PV CHB module level inverter.

 
Figure 2. The control diagram of single-phase PV CHB module level grid-tied inverter.
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The balancing algorithm allocates suitable switching modes to each unit during every switching
period based on the instantaneous value of modulation wave. For HMSCZS, only one unit operates in
PWM state, the K − 1(K = 1, 2, . . . , m) units operate in the “+1” or “−1” state and other units work in
the “0” state. However, for HMSWZS, only one unit operates in the PWM state, while the other units
work in the “+1” or “−1” mode. Probable switching states of the ith unit, Si, and their corresponding
output voltages are given in Table 1.

Table 1. Switch states of the ith unit.

Mode (Si) Unit Output Voltage

+1 +VPVi

−1 −VPVi

0 0

PWM PWM Reference

3. Review of The Existing Hybrid Modulation Strategy

3.1. The Hybrid Modulation Strategy Containing the Zero State (HMSCZS)

The HMSCZS proposed in [19,23] maximizes the steady operation range of the system, because it
provides higher DC-side utilization by adopting a square wave modulation. The major procedures of
HMSCZS can be summarized as follows:

(1) Calculating the voltage error ΔVPVi (I = 1, 2, . . . , m) at the DC-side of each H-bridge unit:

ΔVPVi = VPVi −V∗PVi (1)

(2) Sorting the voltage errors in ascending order ([ΔVPV1, ΔVPV2, . . . , ΔVPVm]) at a fixed frequency, f sort.
(3) Mapping for the filtered DC-side voltages derived from the sorted vector of voltage errors ([V1,

V2, . . . , Vm]).
(4) Identifying the voltage area l of Vr based on Equation (2):

l−1∑
i=1

Vi < |Vr| <
l∑

i=1

Vi (2)

(5) Updating the H-bridge units’ operating state. The l − 1 (l = 1, 2, . . . , m) units with the higher
DC-side voltage are selected to be discharged in state “+1” or “−1” (according to the direction of
grid-connected current), the lth unit works in the PWM state, and the rest operate in state “0”.

As shown in Figure 3, the switching modes for an eleven-level CHB inverter with the HMSCZS

method is presented. For instance, when
3∑

i=1
Vi < Vr <

4∑
i=1

Vi and IS > 0, the switching modes of the

five H-bridge modules are, respectively, “0”, “+PWM”, “+1”, “+1”, and “+1”. According to the rules
of HMSCZS, the switching mode of each H-bridge unit can only be “+1”, “0”, or “+PWM” when Vr is
positive. Similarly, it can only be “−1”, “0”, or “−PWM” when Vr is negative. As shown in Figure 4,
once the CHB inverter is operating in fault mode owing to failing PV modules, the fault H-bridge unit
is always in the discharge state, whether the switching mode is “+1”, “+PWM”, “−1” or “−PWM”.
The result is that the DC-side voltages of all H-bridge units diverge from the reference value and the
generation of CHB inverter is low.
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Figure 3. The switching modes for an eleven-level CHB inverter with the HMSCZS method.
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3.2. The Hybrid Modulation Strategy without the Zero State (HMSWZS)

To overcome the shortcoming of the HMSCZS, the HMSWZS is presented in [21,24]. Different
from the HMSCZS, in the HMSWZS the units with the lower voltage errors are selected to be charged
in state “+1” or “−1” (according to the direction of grid-connected current) and no unit operates in the
“0” mode. Figure 5 shows the switching modes for an eleven-level CHB inverter with the HMSWZS

method. As depicted in the Figure 5, when
1∑

i=1
Vi < Vr <

2∑
i=1

Vi and IS > 0, the switching modes of

the five H-bridge modules are, respectively, “−1”, “−PWM”, “+1”, “+1”, and “+1”. According to
the rules of HMSWZS, as shown in Figure 6, the switching mode of the fault H-bridge unit can be
“+1”, “+PWM”, “−1”, or “−PWM” regardless of the polarity of Vr. Therefore, compared with the
HMSCZS, the HMSWZS is able to maintain the DC-side voltages balance and a higher energy yield
under fault condition.

However, as is illustrated in [23], the HMSWZS may aggravate the DC-side voltages fluctuation of
H-bridge units and, thus, lead to losses in energy harvesting of PV modules. As shown in Equation (3),
ΔUci (i = 1, 2, . . . , m), the fluctuation of the DC-side voltage of the ith H-bridge unit during a sorting
cycle is composed of two parts: ΔUci1 and ΔUci2. Based on the superposition theorem of linear circuits,
the fluctuation of the DC-side voltage could be regarded as the sum of fluctuations produced by two
separate parts:

ΔUci = 1
Ci

∫ 1
fsort

0 (IPVi − SiIs)dt

=
IPVi

Ci fsort
− 1

Ci

∫ 1
fsort

0 SiIsdt
= ΔUci1 + ΔUci2

(3)
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where:
ΔUci1 =

IPVi
Ci fsort

(4)

ΔUci2 = − 1
Ci

∫ 1
fsort

0
SiIsdt (5)

If the HMSWZS is utilized, ΔUci has two possible values: ΔU1min and ΔU1max (if the polarity of Si
and Is is the same, ΔUci = ΔU1min, otherwise, ΔUci = ΔU1max), where:

ΔU1min = ΔUci1 − |ΔUci2|
ΔU1max = ΔUci1 + |ΔUci2| (6)

If the HMSCZS is employed, ΔUci also has two possible values: ΔU2min and ΔU2max (if the value
of Si is not equal to zero, ΔUci = ΔU2min, otherwise, ΔUci = ΔU2max), where:

ΔU2min = ΔUci1 − |ΔUci2|
ΔU2max = ΔUci1

(7)

It is obvious that ΔU1min is equal to ΔU2min and ΔU1max is greater than ΔU2max. Compared with
the HMSCZS, the HMSWZS may lead to larger fluctuation of DC-side voltages of H-bridge units and
thus more energy will be lost.
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Figure 5. The switching modes for an eleven-level CHB inverter with the HMSWZS method.
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4. The Switching Hybrid Modulation Strategy

A switching hybrid modulation strategy (SHMS) based on the HMSCZS and HMSWZS is proposed
to maximize the output power of PV panels. When the CHB inverter is operating in the normal
mode, the HMSCZS is adopted to suppress DC-side voltages fluctuation and, thus, realizing higher
efficiency in energy harvesting. When the CHB inverter is operating in the fault mode owing to failing
solar panels, the HMSWZS is utilized to control the DC-side voltages to reach the references, thus,
maintaining a higher energy yield under the fault condition. Figure 7 shows the major procedures of
the SHMS, which are basically the same as HMSCZS.
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Figure 7. Flowchart of the proposed switching hybrid modulation strategy.

In consideration of the direction of IS and Vr, and assuming that the modulation wave Vr is
in area l, the SHMS method allocates suitable switching modes to each H-bridge unit based on the
following rules:

4.1. Normal Mode

(1) When (Vr > 0 and IS > 0), (l − 1) units with higher voltage errors are discharging in the “+1”
state, (m − l) units with lower voltage errors operate in the “0” state, and the lth unit works in
PWM state.
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(2) When (Vr > 0 and IS ≤ 0), (l − 1) units with lower voltage errors are charging in the “+1” state,
(m − l) units with higher voltage errors operate in the “0” state, and the lth unit works in the
PWM state.

(3) When (Vr ≤ 0 and IS > 0), (l − 1) units with lower voltage errors are charging in the “−1” state,
(m − l) units with higher voltage errors operate in the “0” state, and the lth unit works in the
PWM state.

(4) When (Vr ≤ 0 and IS ≤ 0), (l − 1) units with higher voltage errors are discharging in the “−1” state,
(m − l) units with lower voltage errors operate in the “0” state, and the lth unit works in the
PWM state.

4.2. Fault Mode

(1) When (Vr > 0 and IS > 0), and the value of (m − l) is even, (m − l)/2 units with lower voltage
errors are charging in the “−1” state, the ((m − l + 2)/2)th unit works in the PWM state, and the
remaining units operate in the “+1” state.

(2) When (Vr > 0 and IS > 0), and the value of (m − l) is uneven, (m − l − 1)/2 units with lower voltage
errors are charging in the “−1” state, the ((m − l + 1)/2)th unit works in the PWM state, and the
remaining units operate in the “+1” state.

(3) When (Vr > 0 and IS ≤ 0), and the value of (m − l) is even, (m + l − 2)/2 units with lower voltage
errors are charging in the “+1” state, the ((m + l)/2)th unit works in the PWM state, and the
remaining units operate in the “−1” state.

(4) When (Vr > 0 and IS ≤ 0), and the value of (m − l) is uneven, (m + l − 1)/2 units with lower voltage
errors are charging in the “+1” state, the ((m + l + 1)/2)th unit works in the PWM state, and the
remaining units operate in the “−1” state.

(5) When (Vr ≤ 0 and IS > 0), and the value of (m − l) is even, (m + l − 2)/2 units with lower voltage
errors are charging in the “−1” state, the ((m + l)/2)th unit works in the PWM state, and the
remaining units operate in the “+1” state.

(6) When (Vr ≤ 0 and IS > 0), and the value of (m − l) is uneven, (m + l − 1)/2 units with lower voltage
errors are charging in the “−1” state, the ((m + l + 1)/2)th unit works in the PWM state, and the
remaining units operate in the “+1” state.

(7) When (Vr ≤ 0 and IS ≤ 0), and the value of (m − l) is even, (m − l)/2 units with lower voltage
errors are charging in the “+1” state, the ((m − l + 2)/2)th unit works in the PWM state, and the
remaining units operate in the the “−1” state.

(8) When (Vr ≤ 0 and IS ≤ 0), and the value of (m − l) is uneven, (m − l − 1)/2 units with lower voltage
errors are charging in the “+1” state, the ((m − l + 1)/2)th unit works in the PWM state, and the
remaining units operate in the “−1” state.

5. Simulation Verification

To verify the performance of the proposed method, an CHB inverter which consists of five modules
is simulated in MATLAB/Simulink. The PV panel is a JAP6-60-255/4BB and the specifications and
equivalent circuit parameters are given in Table 2. Table 3 shows the inverter and grid parameters.

Table 2. Parameters of the PV panel.

Symbol Parameter Value

Pm Max power 255 W
Voc Open circuit voltage 37.61 V
Vmp Max power voltage 30.59 V
Isc Short circuit current 8.90 A
Imp Max power current 8.34 A
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Table 3. Parameters of power grid and inverter.

Symbol Parameter Value

Ci DC-side capacitor 14.1 mF
Ls Filter inductance 1.8 mH
Vm Peak value of grid voltage 130 V
f grid Frequency of grid voltage 50 Hz

f c PWM frequency 2500 Hz
fsort Frequency of mode change 500 Hz

5.1. Normal Mode

In order to investigate the performance of both HMSWZS and SHMS in terms of DC-side voltage
fluctuation and average output power of the PV module under identical conditions, the DC-side
voltage (VPV1) and output power (P1) of the PV module in the first H-bridge are shown in Figure 8.
The simulation starts with the operation of the system under symmetrical condition (E = 1000 W/m2

and T = 25 ◦C). In the simulation, since the focus of this paper is to study the influence of DC-side
voltage fluctuation on the energy acquisition of PV module, the reference of the DC-side voltage is
set directly at the maximum power point of PV module instead of adopting the MPPT algorithm.
As shown in Figure 8, the maximum fluctuation of VPV1 is 4.95 V when HMSWZS is utilized, while that
of SHMS is only 3.40 V, which is reduced by up to 31.30%. With the HMSWZS, the output power of
the first PV module ranges from 220–255.1 W, and the average is about 251.9 W. Since the SHMS is
utilized to reduce the DC-side voltage fluctuation, the output power ranges from 245–255.1 W and
the average is about 253.4 W. Figure 9 shows the total output power (PT) of the CHB inverter with
both methods. As shown in Figure 9, with HMSWZS, the total output power of the CHB inverter
ranges from 1243–1275 W and the average is about 1262 W. When SHMS is utilized, the total output
power of the CHB inverter ranges from 1256–1277 W and the average is about 1269.2 W. Compared
with the HMSWZS, the efficiency of the CHB inverter can be improved about 0.56% by adopting
the SHMS. Therefore, under the normal mode, the SHMS has a superior capacity of suppressing the
DC-side voltage fluctuation compared with the HMSWZS, thereby improving the energy collection of
the PV module.
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5.2. Fault Mode

The following simulation evaluates the performance of HMSCZS and SHMS under the fault mode
where the second PV module fails. The simulation starts with the operation of the system under
symmetrical condition (E = 1000 W/m2 and T = 25 ◦C). At t = 1.5 s, the second PV module is removed
owing to the fault and, thus, the CHB inverter is operating in the fault condition. Figure 10 depicts the
total modulation voltage (Vr) and DC-side capacitor current of the second H-bridge (IC2) with both
methods. As shown in Figure 10a IC2 is always negative regardless of the polarity of Vr and, thus,
VPV2 gradually diverges from the reference value. As a result, all the DC-side voltages diverge from the
references in steady state, which is visible in Figure 11a. For comparison, the SHMS is also subjected
to the same test under the identical condition. As presented in Figure 10b, IC2 can be positive and
negative whether Vr is positive or negative and, thus, the DC-side capacitor of the second H-bridge
could realize the equalization of the charge-discharge. Therefore, the CHB inverter is able to operate
properly under fault condition, which is obvious in Figure 11b. Figure 12 shows the output power of
the PV module in all H-bridges with both methods. As shown in Figure 12, due to the removal of the
second PV module, the output power of the second H-bridge is, therefore, zero. The output power
of the PV module in other H-bridges ranges from 243.2–255.1 W by using SHMS and the average is
about 253.2 W. However, due to the deviation of the DC-side voltage, the output power of the PV
module in other H-bridges ranges from 221.4–255.1 W by utilizing HMSCZS and the average is only
about 245.3 W. The total output power (PT) of the CHB inverter with both methods are shown in
Figure 13. As could be seen from Figure 13, with HMSCZS, the total output power of the CHB inverter
ranges from 935.9–1016 W and the average is about 982.2 W. When SHMS is utilized, the total output
power of the CHB inverter ranges from 1000–1020 W and the average is about 1014 W. Compared
with the HMSCZS, the efficiency of the CHB inverter can be improved about 3.12% by adopting the
SHMS. Therefore, under the fault mode, the SHMS is still able to make the DC-side voltages reach the
references, thus maintaining a higher energy yield.
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and (b) SHMS.
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Figure 13. Simulation results of the total output power of the CHB inverter under the fault mode with:
(a) HMSCZS and (b) SHMS.

6. Experimental Results

As shown in Figure 14, an experimental prototype with five H-bridge units has been established
to validate the effectiveness of the proposed strategy. The prototype includes a central controller and
five local controllers. The BECKHOFF industrial PC (CX2040) is utilized as the central controller and
TMS320F28335 processors are used as local controllers which communicate with each other through
an EtherCAT real-time communication network. The EtherCAT protocol features not only enhance
the effective synchronization between master and slave clocks, but also improves the synchronization
between the H-bridge units. Since the testing equipment of the university laboratory is limited, only
the first H-bridge unit is connected to a Chroma62020H-150S PV simulator, and the DC side of the
four other H-bridge units are connected to a 36 V switching power supply through a 0.5 Ω resistance,
respectively, to simulate PV modules. Given that there are only five H-bridge units in the experiment,
the output of the inverter is connected to the 130 V AC grid regulated by a voltage regulator. The other
parameters of the experimental system are the same as the simulation parameters.

Figure 14. Experimental platform of the single-phase PV CHB module level inverter.
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6.1. Normal Mode

The first experiment has been carried out under the initial conditions of PV simulator with
irradiance of 1000 W/m2 and a temperature of 25 ◦C. In this case, the input power of the first H-bridge
unit is approximately 255 W. The reference of the other four H-bridge units’ DC-side voltages is 32.02
V, and therefore the output power of the other four H-bridges is about 255 W in theory. As depicted in
the Figure 15, both SHMS and HMSWZS enable the CHB inverter to operate at unity power factor
with good grid current quality. It can also be seen that SHMS contains four output modes: “+1”, “−1”,
PWM, and “0” mode, which is never adopted in HMSWZS.

Figure 15. Experimental results under normal mode: grid voltage (VG), grid current (IS) and the total
output voltage of CHB inverter (VHT); the first H-bridge output voltage (VH1) with: (a) HMSWZS and
(b) SHMS.

For the sake of evaluating the characteristic of both two modulation methods in terms of DC-side
voltage fluctuation and average output power of the PV module, the following experiments have been
performed under the same conditions as the first experiment. As shown in Figure 16, the maximum
fluctuation of VPV1 by adopting HMSWZS is 5.3 V, but the value is only 4.1V for SHMS, which is
reduced by about 22.64%. In order to compare the output power of the two methods under normal
mode, the total output power of the CHB inverter is recorded by the upper computer, respectively.
As can be seen from Figure 17, with HMSWZS, the total output power of the CHB inverter ranges from
1218–1244.2 W and the average is about 1233.7 W. When SHMS is utilized, the total output power of
the CHB inverter ranges from 1230–1249.3 W and the average is about 1239.8 W. Compared with the
HMSWZS, the efficiency of the CHB inverter can be improved about 0.48% by adopting the SHMS.
Furthermore, the efficiency of the CHB inverter with both methods is presented in Figure 18. As can be
seen from Figure 18, the SHMS is capable of improving the efficiency of the CHB inverter compared
with the HMSWZS. Therefore, under normal mode, the SHMS is able to effectively suppress the
DC-side voltage fluctuation compared with the HMSWZS, thereby improving the energy acquisition
of the PV module.

Figure 16. Experimental results under normal mode: the DC-side voltage (VPV1) of the first H-bridge
with: (a) HMSWZS, and (b) SHMS.
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Figure 17. Experimental results of the total output power of the CHB inverter under normal mode
with: (a) HMSWZS and (b) SHMS.

 
Figure 18. Experimental results of the efficiency of the CHB inverter under normal mode with
different methods.

6.2. Fault Mode

The last experiment is conducted to evaluate the performance of SHMS and HMSCZS in the fault
mode where the PV module fails. Initially, the CHB inverter and PV modules are operating in normal
mode as indicated in the first experiment. Then the second PV module is removed. As can be seen
from Figure 19a,b, both the HMSCZS and SHMS can keep the CHB inverter stable and operating at a
unity power factor without interruption. As is presented in the Figure 19a, by using the HMSCZS,
the fault H-bridge unit can operate only in “0” or “+PWM” mode when VG is positive and “0” or
“−PWM” mode when VG is negative. In such condition, the fault H-bridge unit is always in discharge
status and unable to realize the equalization of the charge-discharge. Consequently, as presented
in Figure 19c, the DC-side voltages of all H-bridge units diverge from the references in the steady
state, which may result in low generated power of the CHB inverter. However, as presented in the
Figure 19b, by utilizing the SHMS, the fault H-bridge unit can operate in “+1”, “+PWM”, “−1” or
“−PWM” mode whether the grid voltage (VG) is positive or negative. Therefore, as depicted in the
Figure 19d, the SHMS is capable of realizing the equalization of the charge-discharge of the fault
H-bridge unit and maintaining the DC-side voltage balance of the other H-bridge units. In order to
compare the output power of the two methods under fault mode, the total output power of the CHB
inverter is recorded by the upper computer respectively. As can be seen from Figure 20, with HMSCZS,
the total output power of the CHB inverter ranges from 919.2–986.4 W and the average is about 948.8 W.
When SHMS is utilized, the total output power of the CHB inverter ranges from 972.3–988.6 W and
the average is about 978.2 W. Compared with the HMSCZS, the efficiency of the CHB inverter can
be improved about 2.89% by adopting the SHMS. Furthermore, the efficiency of the CHB inverter
with both methods is presented in Figure 21. As can be seen from Figure 21, the SHMS is capable of
improving the efficiency of the CHB inverter compared with the HMSCZS. Therefore, under the fault
mode, the SHMS is able to make the DC-side voltages reach the references, thus maintaining a higher
energy yield.
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Figure 19. Experimental results under fault mode: grid voltage (VG), grid current (IS), and the second
H-bridge output voltage (VH2) with: (a) HMSCZS and (b) SHMS; DC-side voltages of all H-bridge
units with: (c) HMSCZS and (d) SHMS.

Figure 20. Experimental results of the total output power of the CHB inverter under fault mode with:
(a) HMSCZS and (b) SHMS.

 
Figure 21. Experimental results of the efficiency of the CHB inverter under the fault mode with
different methods.
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7. Conclusions

This paper proposes a switching hybrid modulation strategy, which can effectively reduce the
fluctuation of DC-side voltage and maximize the output power of a PV CHB grid-connected inverter.
When the CHB inverter is operating in the normal mode, the hybrid modulation strategy containing
the zero state is adopted to suppress DC-side voltage fluctuation, thereby improving the output power
of PV modules. Once the CHB inverter is operating in the fault mode, owing to failing solar panels,
the hybrid modulation strategy without the zero state is utilized to make the DC-side voltages reach
the references, thus, maintaining a higher energy yield under the fault condition. A set of experimental
results demonstrate that, with this method, the output energy of the PV modules is improved both in
the normal mode and fault mode.
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Abstract: Photovoltaic virtual synchronous generator (PV-VSG) technology, by way of simulating
the external characteristics of a synchronous generator (SG), gives the PV energy integrated into the
power grid through the power electronic equipment the characteristics of inertial response and active
frequency response (FR)—this attracts much attention. Due to the high volatility and low adjustability
of PV energy output, it does not have the characteristics of a prime mover (PM), so it must be equipped
with energy storage systems (ESSs) in the DC or AC side to realize the PV-VSG technology. However,
excessive reliance on ESSs will inevitably affect the application of VSG technology in practical PV
power plants (PV-PPs). In view of this, this paper proposes the PV power reserve control type VSG
(PV-PRC-VSG) control strategy. By reducing the active power output of part of the PV-PPs, the
internal PV-PPs can maintain a part of the active power up/down-regulation ability in real time,
instead of relying on external ESSs. By adjusting the active reserve power of this part, the output
of the PV-PPs can be controlled within a certain range, and the PV-PPs can better simulate the PM
characteristics and realize the FR of the grid by combining the VSG technology. At the same time,
the factors affecting the reserve ratio are analyzed, and the position of the voltage operating point
in PRC mode is deduced. Finally, the simulation results show that the proposed control strategy is
effective and correct.

Keywords: photovoltaic (PV); virtual synchronous generator (VSG); frequency response (FR); power
reserve control (PRC); active power up-regulation

1. Introduction

China’s new-generation energy revolution advocates the development of non-fossil energy, and PV
energy has become an important part of non-fossil energy due to its inexhaustible advantages. It is
estimated that in 2035, photovoltaic virtual (PV) energy will account for 26% of total installed capacity
and 14% of electricity generation [1].

Power system frequency is an important standard to reflect the power surplus and deficiency of
a power system. Frequency response control mainly reflects the power support function of source
side to grid side. The influence of large-scale PV power plants (PV-PPs) on power system frequency is
mainly reflected in two aspects [2–4]:

• Reduce the equivalent moment of inertia of the power system. The PV cell is a static original,
which does not have any rotating standby. After being connected to the power grid, the original
equivalent inertia will be less;
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• The primary frequency response capability of the system is weakened. Under the action of
maximum power point tracking (MPPT), the PV output is uncontrollable and cannot provide
power support for the system.

It is obvious that large-scale PV-PPs will weaken this support after they are connected to the power
grid [5–7]. The proposal and promotion of virtual synchronous generator (VSG) control technology can
effectively solve the above problems and, at the same time, can give the PV grid-connected system the
ability to participate in the frequency and voltage regulation of the power grid independently [8–10].
However, the PV system active power output changes with the external environment (including solar
irradiance and temperature) under the effect of maximum power point tracking (MPPT). Since the
active output is not controllable, the traditional VSG control strategy cannot be directly used in PV
systems. Existing related research in joining the ESSs to the DC or AC side of the PV system [11,12] can
effectively solve the above problems. By controlling the charging and discharging of ESSs, the effect of
controlling PM output can be simulated in a short time, but it will be affected by the physical constraints
of the ESSs. In reference [13], a 50 kW × 30 min lithium-ion battery pack is used to connect a PV
array (installed capacity of 500 kW) DC side, and active frequency response is realized by controlling
the output of the ESSs. However, any benefit brought by the ESSs to the power grid is based on the
economic cost of ESSs [14].

In large-scale PV-PPs such as Hexi New Energy Base in GanSu Province, China, limited by the
current energy storage technology level, ESSs cannot be widely used in PV-PPs, and the charging and
discharging efficiency is low. Frequent charging and discharging not only makes the energy utilization
rate lower but also affects the service life of the ESSs, resulting in greater economic losses. PV-power
reserve control (PRC) maintains a part of the power up/down capability by reducing the output of
the PV system [15–20] and participates in the power system frequency response in combination with
inertial response control and droop control, which is called fast frequency response (FFR) or active
power control (APC) [2,21,22]. However, compared with the VSG control method, the VSG is a direct
simulation of the internal potential phase motion and its basic inertia and damping characteristics of
the SG, and it is the simplest and most effective way to realize the characteristics of the traditional SG.
In addition, in the previously published works on PV-PRC, there are different views of whether the
voltage operating point should be located to the left or right of the maximum power point voltage
(Vmpp) in PV-PRC mode. In addition, the PV-PRC model means that a part of the photovoltaic energy
is wasted, but there is little work on how to choose the appropriate reserve ratio.

Aiming at the above problems, this paper takes the two-stage PV grid-connected system as
the research object. The DC/DC and DC/AC converters implement PV-PRC/MPPT and VSG control
respectively. We named this control method as the PV power reserve control type VSG (PV-PRC-VSG)
control technology. In this paper, the traditional PV-PRC and PV-VSG are combined and further
improved. The main contributions are as follows:

• Propose a new PV-VSG implementation method, which maintains a part of the active power
up-regulation capability by operating the PV system in PRC mode and combines the VSG
technology to enable the PV system to support sudden power shortages in the power system.
The control method is called the PV power reserve control type virtual synchronous generator
(PV-PRC-VSG) technology;

• Considering the actual project, in order to ensure the reliable and efficient operation of the
inverters, two voltage operating points in PV-PRC mode are analyzed in detail, and the result that
the voltage operating point in PRC mode should be located on the right side of the maximum
power point voltage is achieved;

• Based on the requirements of the State Grid for wind abandonment and PV energy abandonment
and the active support capability of PV-VSG, the upper limit of the reserve ratio in PV-PRC mode
is obtained.

86



Energies 2019, 12, 2240

In Section 2 of the paper, the traditional PV-VSG technology is introduced in detail.
The implementation strategy of PV-PRC and the position of the voltage operating point are elaborated
in Section 3. The proposed PV-PRC-VSG control technology and the range of the reserve ratio in
PV-PRC mode are described in Section 4. In Section 5, the validity of the proposed method is verified
by simulation experiments under various operating conditions.

2. Modeling and Analysis of PV-VSG

2.1. Principle and Embodiment of the VSG

VSG control can be divided into active loop control and reactive loop control from the function
and control target. Its active loop includes active frequency droop control and inertial response
control, which mainly realizes the function of independent FR. The reactive loop consists of reactive
power-voltage droop control and end-voltage closed-loop control, which realizes automatic voltage
regulation and voltage amplitude control of the VSG [23]. The basic mathematical model of the VSG is
as shown in Equation (1). The VSG control block diagram controlled by the mathematical model is
shown in Figure 1. ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

J dω
dt = (Pm − Pe)/ω

Pm = Pref + Dp(ωn −ω)

Em = 1
Ks

(
Dq(Uref −Um) + Qref −Qe

) (1)

where J is the moment of inertia, Pref and Qref are the given values of active power and reactive power,
Pe and Qe are the actual output values of active power and reactive power, ωn and ω are the rated and
actual values of electric angular velocity, Dp and Dq are the droop coefficients of active and reactive
loops, Um and Uref are the actual and given values of grid voltage amplitude, Em is the internal
potential amplitude of the VSG, K is the integral coefficient, and it can be replaced by PI regulator.
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Figure 1. Principle and embodiment of the virtual synchronous generator (VSG).

2.2. Traditional PV-VSG Technology

In this paper, the two-stage grid-connected PV system is taken as the research object, as shown in
Appendix A. Because the control objectives of DC/DC and DC/AC converters are different, as shown in
Table 1, the control method shown in Figure 1 cannot be applied to the two-stage grid-connected PV
system. In addition, if the PV system operates in MPPT mode, the output of the PV system cannot be
controlled, and the premise of VSG implementation is that the system must maintain a reserve power,
then it cannot achieve autonomous frequency and voltage regulation.
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Table 1. Comparison of the control functions of the converter in the two-stage grid-connected
photovoltaic virtual (PV) system.

Converter Type DC/DC Converter DC/AC Converter

Main Functions

Maximum Power Point Tracking (MPPT) Power Conversion Control
Power Reserve Control DC-Link Voltage Control

Active Power Control
Reactive Power Control

Current Control

Figure 2 shows that for the control effect diagram of above method in reference [13], when the grid
frequency changes suddenly, PV output power remains unchanged, and ESSs regulates output power
to participate in grid FR. It is noteworthy that the active support provided by PV-ESSs is constrained by
the allocation of a capacity cap and support time during the whole frequency decline stage. In addition,
the addition of ESSs will greatly increase the construction cost of PV-PPs. The operation of PV-PRC can
effectively reduce the above problems.

 
Figure 2. PV-energy storage systems (ESSs)-VSG output wave.

Therefore, in order to apply VSG control technology to the two-stage grid-connected PV system,
it is necessary to solve the active standby problem and improve the control algorithm. External ESSs
can effectively solve the above problems. The ESSs mainly undertake the reserve capacity required by
FR. After adding ESSs, the Equation (1) is converted to:

{
Pm = Pmpp + PESSs

PESSs = Dp(ωn −ω)
(2)

3. PV-PRC Principle and Voltage Operating Point Analysis

3.1. Analysis of PV Generator Output Characteristics

The output P–V characteristic curve of the PV module is as shown in Figure 3a. In Figure 3a,
there is a unique maximum power value Pmpp; Pdeload is the output power value of the PV system in
PRC mode; in PRC mode, the PV system maintains a part of the real-time active power up-regulation
capability, as shown in Equation (3), ΔP is called the reserve active power of the PV system.

Pmpp = Pdeload + ΔP (3)
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(a) PV module P-V curve (b) PV output power curve at reserve 10%Pmpp 

Figure 3. PV-PRC voltage operating point diagram.

As shown in Figure 2a, the output power of the PV system corresponds to two voltage operating
points V1 and V2 in the non-MPP. The relationship between V1, V2 and Vmpp is shown in Equation
(4). As shown in Equation (4), the same active reserve is implemented in PRC mode. Since the curve
corresponding to the V2 side has a steeper gradient, the voltage regulation range on the V2 side is
much smaller than that on the V1 side (i.e., ΔV2 < ΔV1), which will bring the faster response speed.

{
V1 < Vmpp < V2∣∣∣Vmpp −V2

∣∣∣ = ΔV2 < ΔV1 =
∣∣∣Vmpp −V1

∣∣∣ (4)

where Vin is the lowest PV output voltage that can make the inverter work normally; Vout is the
maximum input voltage that the inverter can withstand; Pdeload1 is the PV output power when PRC
mode is operating on the V1 side; Pmpp is the PV output power in MPPT mode; and Pdeload2 is the PV
output power when PRC mode is operating on the V2 side.

In addition, whether operating in MPPT mode or PRC mode, ensuring the safe and reliable
operation of the inverter is the necessary prerequisite for realizing grid-connected PV power generation.
As shown in Figure 3b, the PV output voltage in the [Vin, Vout] region can make the inverter work
normally. If the output voltage of the PV generator is not in this area, the inverter will go into shutdown
or standby state. If PRC mode runs on the V1 side, when the irradiance changes from 600 to 300 W/m2,
the PV output voltage will not be in the workspace of the inverter. However, when running on the V2

side, the voltage output is always in the operation area of the inverter.
Therefore, considering the response speed of PRC operation and the adjustable reserve capacity

and ensuring the safe and efficient operation of the system, the ideal working area is expected to work
on the right side of Vmpp, namely the V2 side.

3.2. PV-PRC Implementation Analysis

Equation (3) shows that the premise of introducing active reserve is that the current maximum
output power value Pmpp is a known amount. Therefore, the maximum power point estimation (MPPE)
link is necessary for the PV-PRC operation, and the active power can be introduced when the MPPE link
is found to be Pmpp. For the sake of simplicity, the MPPE method in the reference [17] is used, as shown
by the red dashed box in Figure 4, taking two sets of PV modules or arrays of the same model and
quantity as an example. When operating under the same operating conditions, PV1 operation in MPPT
mode, its output power can be used as the available power value of PV2 (Pmpp1 = Pmpp2). However,
in [17], the PV output power is controlled by controlling the output voltage. The calculation of the
voltage command in the process leads to a cumbersome control process. In view of this, this paper
improves it by using direct power control to control the output power. In addition, in this kind of

89



Energies 2019, 12, 2240

control mode, through the lowest voltage limit, the PRC runs with the V2 side, and the control block
diagram is shown in Figure 4.
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Figure 4. PV-PRC block diagram.

4. PV-PRC-VSG Control Strategy and Reserve Ratio Analysis

In PRC operation mode, a part of the power up-regulation capability is maintained in the PV
system, so that the output of the PV system can be adjusted within a certain range, and the regulation
of the reserve power has the same effect as the charging and discharging of the energy storage
system, and the active output can be adjusted. With the VSG technology, the inertial response and
the participating power system primary frequency response can be realized. In this mode, the output
power of the virtual prime mover is as shown in Equation (5).

{
Jωdω

dt = Pm − Pe

Pm = Pdeload + Dp(ωn −ω)
(5)

Equation (5) can be reduced to:

Pe = Pdeload − Jω
dω
dt

+ Dp(ωn −ω) (6)

where from left to right are PV output power, inertial response process demand power and primary
frequency modulation demand power.

Define P f = −Jωdω
dt + Dp(ωn −ω), where P f is the required power for frequency response.

Assuming that the PV system operates in PRC mode initially and maintains a certain active
reserve ΔP, when the frequency change of the grid is detected to exceed the dead zone (±0.03 Hz),
the required power P f for the PV system to participate in frequency regulation is calculated through the
VSG control link. Then, by release or increasing the reserve power, it can participate in the frequency
regulation of the power grid to provide power support for the power grid. The control block diagram
of the whole system is shown in Figure 5.
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Figure 5. Principle of PRC-VSG implementation.

The PRC operation mode of the PV system essentially abandons part of the PV resources, which
is in contradiction with the efficient use of energy and relevant national network codes. However,
considering that the realization of PV-PRC-VSG technology can improve the stability of the power
system, enhance the acceptance of the power grid to PV energy, and save the investment of ESSs, it is
necessary to keep the power reduction within a certain range, and the proportion of the power reserve
in the actual operation process is mainly constrained by the following factors:

1. Relevant regulations of the State Energy Administration pointed out that in solving the problem
of clean energy consumption, the proportion of PV abandonment and power limitation will
be reduced year by year. By the end of 2020, the problem of abandoned wind and PV will
be basically solved nationwide (the abandoned water/wind/PV abandonment rate of the three
northern regions will remain below 10%, and that of other regions will be below 5%).

2. Analysis of the PRC mode applicable period: Generally, the output of a PV power plants is
like a “∩”. At the initial and end moments, less PV energy is injected into the power system.
The generating units in the power system are mainly undertaken by the SG (thermal power or
hydropower). At this time, the equivalent inertia and primary frequency response capability
of the system are relatively sufficient, and there is no active reserve (ΔP = 0) in the PV system.
In order to maximize energy utilization, the PV system operates in MPPT mode. With the increase
of irradiation intensity, the output of the PV system increases gradually. The power system
uses thermal power to regulate peak load. With thermal power cut out of the power grid, the
equivalent inertia and primary frequency response ability in the power system are greatly reduced.
The PV system reduces active output, maintains active reserve (ΔP � 0), and participates in
frequency response of the power grid.

3. The relevant requirements for PV-VSG to participate in primary frequency response stipulate
that when the active power output of PV-VSG is greater than 20%Pn, it should have primary
frequency response capability; when the frequency deviation exceeds the dead zone (±0.03 Hz),
PV-VSG should adjust the active output to participate in primary frequency response; in the
primary frequency modulation process, the upper limit of active power can be increased at least
10%Pn, and the upper limit of active power can be reduced at least 20%Pn.

To sum up, considering the limitation of abandoning PV energies and the requirement of the
VSG for primary frequency modulation, it is more appropriate to reduce power by 10%Pmpp. During
the operation of the power system, when the system frequency increases, the active output of the PV
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system further reduces the frequency change of the response system by increasing the value of ΔP.
When the system frequency decreases, the value of ΔP of the PV system needs to be reduced to release
the reserve active power. It is noteworthy that when P f > ΔP, there is no active power up-regulation
ability in the PV system. In addition, ΔP is still limited by the upper limit. When ΔP increases to
30%Pmpp, it cannot be increased any more. As shown in Equation (7), because of the limitation of active
reserve capacity, the ability of PV-PRC-VSG to participate in primary frequency regulation is limited.

ΔP′ =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
30%Pmpp , P f < −20%Pmpp

ΔP− P f ,−20%Pmpp ≤ P f < ΔP
0 , P f ≥ ΔP

(7)

where ΔP′ is a reference value of reserve power during primary frequency response.

5. Simulation of Proposed Method

To verify the effectiveness of the proposed control strategy, the corresponding simulation model
was built in MATLAB/Simulink. The model topology adopts the grid-connected structure of the PV
system in Figure 2. The corresponding experimental verification was made for a DC/DC inverter
working in PRC mode and DC/DC and DC/AC inverter coordinated control participating in power
system frequency response.

5.1. PV-PRC Simulation and Analysis

Firstly, the PRC operation control strategy of the DC/DC side proposed in the second section is
simulated and analyzed. Taking the parameters of a single 240-W PV module (JLS60P240W) as an
example, the parameters of PV modules are shown in Table 2. The maximum power value of the
PV module is calculated in the MPPE process, and then the active reserve is introduced. For the
convenience of calculation, the reserve ratio (R) is introduced. The value of R can be calculated by
Equation (8). In the operation process control, R is the direct control object.

R = ΔP/Pmpp × 100% (8)

where: Voc(V)-Open circuit voltage; Isc(A)-short-circuit current; Vmpp(V)-Maximum Power Voltage;
Impp(A)-Maximum Power Current; βVoc(%/◦C)-temperature coefficient of open circuit voltage;
αIsc(%/◦C)-temperature coefficient of short circuit current.

Table 2. PV module parameter data sheet.

Voc(V) Isc(A) Vmpp(V) Impp(A) βVoc(%/◦C) αIsc(%/◦C)

36.0 8.96 29.4 8.0 −0.37 0.006

The primary task of PRC operation is to calculate the value of Pmpp at each moment; that is, the
MPPE process. MPPE plays a vital role in the whole PRC operation process, which directly affects the
accuracy of the power reserve. In Figure 6a, the red dotted line is the maximum output power (actual
Pmpp value) of the PV system in MPPT mode, and the black dotted line is the Pmpp value calculated by
MPPE, which deviates little from the actual value, thus laying a foundation for subsequent experiments.
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(a) Output power contrast diagram (b) Reserve ratio contrast diagram 

 

(c) Output power contrast diagram 
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Figure 6. PV-PRC mode simulation waveform.

As shown in Figure 6b, there is no active reserve in the PV system before 0.4 s, and the PV system
works in MPPT mode; between 0.4–2 s, the PV system maintains the active reserve in PRC mode.
In Figure 5b, the solid line is the given value of the reserve rate, and the dotted line is the actual reserve
rate value in the simulation operation. It has good tracking accuracy in the whole operation process.
The output power is shown by the blue solid line in Figure 6a. It is noteworthy that the direct power
reduction method used in this paper can work in MPPT and PRC modes in a time-sharing manner
according to the actual needs, and there is no need to switch control modes, which provides greater
convenience for engineering implementation.

Figure 6c is a comparison of output voltage of MPPT mode and PRC mode. It was found that the
output voltage in PRC mode is always greater than that in MPPT mode. It is proved that in PRC mode,
the output voltage always works on the right side of the P–V curve, which is the same as the expected
result in Section 3. It is interesting to find that the DC voltage ripple in PRC mode is much smaller
than that in MPPT mode.

5.2. PV-PRC-VSG

In the previous section, the PV-PRC implementation and the voltage operating point were verified.
The PV-PRC-VSG technology aims to enable the PV system to provide a certain power support for
the power system. This requires DC/DC side and DC/AC side coordinated control. When the system
power shortage causes the frequency to change, the DC/DC side provides power support for the
power system by adjusting the standby rate R to release or expand the reserve power. The simulation
parameters are shown in Table 3.
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Table 3. Simulation parameters.

Parameter Selection Parameter Selection

PV module JLS60P240W R 10%Pmpp
Ns × Np 12 × 7 Pmpp 20 kW
Pdeload 18 kW Dp 10,000/2 pi

• System frequency rise

The simulation time is 1.5 s, and the system frequency does not change from 0 to 0.7 s. At 0.7 s,
the power system has the problem of excess power, which leads to the sudden change of the system
frequency from 50 Hz to 50.3 Hz, and it returns to normal at 1.3 s. The frequency variation of the
system is shown in Figure 7a. Because of the inertia, the rise curve of the system frequency is smoother.
Equation (7) shows that when the system frequency increases, the reserve power rises to 5 kW, and the
reserve rate increases to 25% as calculated by Equation (8), and as shown in Figure 7b. The active
power of PV output is further reduced to 15 kW, as shown in Figure 7c, and the output voltage and
current of the inverter are shown in Figure 7d. The results are in agreement with those of the formulas
of Equations (7) and (8). The whole response process essentially maintains power system stability by
abandoning a part of PV energy.

  

(a) System frequency (b) Reserve ratio 

  

(c) Output active power (d) Output voltage and current 

� ��� 1 1��
����

����

����

W����V�

I��
��+

]�

� ��� 1 1��
�

1�

2�

��

W����V�

5
���
��
�

� ��� 1 1��
1�

1�

1�

W����V�

3�
���
N:

�

��� 1 1��
���

���

�1�

�1�

�2�

W����V�

8
G�
���
9
�

�2

��

�2
,G
���
�$
�

Figure 7. System output waveform when frequency increases by 0.3 Hz.

• System Frequency Drop in a Small Range

The simulation parameter setting and the initial reserved power amount are the same as above.
When the system loses part of the external power due to generator failure at 0.7 s, the system frequency
is reduced from 50 to 49.9 Hz, and it returns to normal at 1.3 s, as shown in Figure 8a. When the
system frequency drop is detected, the PV system needs to release a part of the reserve active power.
According to Equations (7) and (8), the standby rate reference value needs to be changed from 10
to 5%, as shown in Figure 8b. During the frequency drop, a part of the active power is released by
the reduction of the reserve ratio to participate in the primary frequency response of the power grid,
and the output power is as shown in Figure 8c, and Figure 8d shows the output voltage and current of
the inverter.
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Figure 8. System output waveform when frequency decreases by 0.1 Hz.

• Serious Decrease of System Frequency

The initial parameters of the simulation are the same as above. When the large load is suddenly
cut in 0.7–1.3 s, the system frequency is reduced from 50 to 49.7 Hz. According to the setting, the PV
system reduces the reserve ratio and increases the active output. Due to the limited active reserve of the
PV system, the frequency response will be limited. Equation (7) shows that when the frequency drops
by more than 0.2 Hz, the PV system will release all reserve power. Therefore, under this condition, the
PV system reserve ratio is changed from 10 to 0%, all the active reserve is released, and the grid is
integrated into the grid in MPPT mode. The simulation diagram is shown in Figure 9a–d. It can be
seen that the frequency modulation effect of the PV-ESSs-VSG system in reference [13] can be achieved
without external ESSs, and the active power support time provided is longer.

  

(a) System frequency (b) Reserve ratio 
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Figure 9. System output waveform when frequency decreases by 0.3 Hz.
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6. Conclusions

Aiming at the problem that the traditional PV-VSG technology relies on external ESSs, which
leads to a large increase in the cost of large-scale PV-PPs construction and limits its application in
engineering, this paper puts forward PV-PRC-VSG technology. Boosting the converter realizes the
active reserve of the PV system, power output can be adjusted to realize the independent frequency
modulation of PV system, and DC/AC inverter to achieve power conversion, and reactive power
control. The PV system participates in the frequency response of the power system. Through the
analysis and experimental verification, the following conclusions are drawn:

• The PRC method of the PV system in this paper can work in MPPT and PRC modes in a
time-sharing manner according to actual needs and does not need to switch the control strategy;

• Considering the efficient and safe operation of the inverters, it is determined that the voltage
operating point in PV-PRC mode should be on the right side of Vmpp, and the reserve rate should
be 10% considering the abandonment of PV energy and frequency modulation ability of the
participating system;

• The proposed PV-PRC-VSG control strategy can actively participate in the frequency response of
the power system without additional ESSs. It also has a longer power support time, but it is also
constrained by the reserve power capacity.
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Figure A1. VSG structure in this paper.
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Figure A2. System output voltage and current when the frequency increases by 0.3 Hz.
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Figure A3. System output voltage and current when the frequency decreases by 0.1 Hz.
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Figure A4. System output voltage and current when the frequency decreases by 0.3 Hz.
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Abstract: Owing to the necessity of the transformer for the multi-parallel inverters connected to the
medium-voltage (MV) grid, the conventional multi-parallel inverter topology can be reconfigured to
the dual-inverter fed open-end winding transformer (DI-OEWT) topology to obtain lower output
voltage harmonics, which can reduce the requirement of the filter inductance. However, due to the
special structure of the DI-OEWT topology, the arrangement scheme of the filter can be more than one
kind, and different schemes may affect the filter performance. In this paper, research on the existing
two kinds of filters, as well as a proposed one, for the DI-OEWT topology used in photovoltaic
grid-tied applications is presented. The equivalent circuits of these filters are derived, and based on
this, the harmonic suppression capability of these filters is analyzed and compared. Furthermore, a
brief parameter design method of these filters is also introduced, and based on the design examples,
the inductance and capacitance requirements of these filters are compared. In addition, these filters
are also evaluated in terms of the applicability for fault tolerance. At last, the analysis is verified
through an experiment on a 30 kW dual-three-level inverter prototype.

Keywords: dual inverter; open-end winding transformer; photovoltaic application; filter

1. Introduction

In recent years, the increasing exhaustion of traditional fossil energy has resulted in an emerging
interest in the development of renewable energies, one of which is solar energy that has already obtained
widespread applications. Among all types of commercial solar energy applications, photovoltaic
grid-tied system plays an important role, and large-scale photovoltaic power plants have become
dominant [1].

In the large-scale photovoltaic power plants, three-phase single-stage central inverters are widely
used because of their many advantages, such as cost-effectiveness, simplicity in hardware design
and easy maintenance. The two-level, three-level T-type, and three-level neutral point clamp (NPC)
voltage source inverters (VSI) are the most widely used topologies among the current commercial
central inverters [2]. Furthermore, to increase the transmission efficiency of the overall electrical
equipment, the inverters are generally connected to a medium-voltage (MV) grid of a voltage level from
10 kV to 35 kV. Additionally, multi-parallel inverter topology, in which the inverters are connected in
parallel through step-up MV transformers, are commonly used in these systems. A typical commercial
application example is 1 MW MV turnkey station, which is composed of two 500 kW central inverters
and one 1 MVA MV transformer [3]. Since the transformer is essential for the inverters connected to the
MV grid, the multi-parallel inverter topology has the possibility to be reconfigured to the dual-inverter
fed open-end winding transformer (denominated here as DI-OEWT) topology.
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The dual-inverter topology was first proposed for the motor drive application in [4]. Since then,
it has already been extended to many applications, such as STATCOM [5], active power filter [6],
dynamic voltage restorer [7], photovoltaic grid-tied inverter [8]. It utilizes dual-inverter structure
connected to the open-end windings of an induction motor or a three-phase transformer. Through
proper modulation strategy, the harmonic cancellation effect can be realized among the two inverters,
the dual-inverter topology with two N-level inverters can have the same output voltage levels as
a (2N-1)-level inverter [9]. Therefore, lower dv/dt and lower harmonics in the output voltage can
be obtained, which can reduce the filter requirement. It can also double the DC voltage utilization.
A tdual-N-level inverter with half the DC link voltage (compared to a conventional single inverter
scheme) is capable of producing the same AC voltage as a single (2N-1) level inverter, which will reduce
the voltage capacity of the power switch devices and decrease the switching losses [10]. What is more,
the DC sources requirement of the dual-inverter is minimal over other multilevel topologies [11–13].
The two inverters of the dual-inverter can also be supplied by one single DC source for cost saving [14].
Another merit of the dual-inverter topology is the availability of higher redundant switching state
combinations compared to the single inverter, which can be used to achieve switching frequency
reduction [15], common-mode voltages suppression [16], capacitor voltage balance [17]. Furthermore,
it also offers the advantage of fault tolerance. In case of a fault in the inverter, the inverter can still
work with some adjustment [18–20].

However, the advantages of the dual-inverter topology described above are not all applicable
to the topology used in photovoltaic grid-tied applications. Firstly, the DC bus voltage is limited
to the photovoltaic array voltage, which is usually 1000 V or 1500 V (open-circuit voltage). It is
uneconomic to reduce this voltage because that will increase the system installation costs and narrow
the maximum power point tracking (MPPT) voltage operation range [2]. In addition, it will be better for
the dual-inverter to be supplied by two separate arrays (two DC sources), which can not only achieve
multiple MPPTs, but also suppress the circulating current among the two inverters [21,22]. The fault
tolerance capability cannot be a special advantage of the dual-inverter because the multi-parallel
inverter topology has the same capability as well. To sum up, compared with the conventional
multi-parallel inverter topology, the most attractive advantage of the DI-OEWT topology is the
improvement of the harmonic quality in the output voltages, thus can reduce the filter requirement
and save the filter costs.

However, there are few papers considering the selection or design of the filters used in
DI-OEWT-based grid-tied applications at present. In [23–28], single inductor filter was adopted
in these DI-OEWT based grid-tied systems, which is obviously not a good choice. Owing to the
weak harmonic suppression capability, it needs a large inductance value to meet the grid standard.
To reduce the inductance cost, high order filter is preferred [29]. In [30], two kinds of high order
filters for DI-OEWT topology were proposed. One is the “individual capacitor type filter”, that the
two inverters of the DI-OEWT topology are connected to the open-end windings of the transformer
through two individual inductor-capacitor filters. The other one is the “common capacitor type filter”,
which is also presented in [21,22], that the two inverters are connected to the open-end windings of
the transformer through two individual inductors but one common capacitor. However, the authors
in [30] were mainly focused on active damping methods of the two different filters, and the authors
in [21,22] were mainly focused on the magnetic integration design of the filter inductors, none of these
papers analyzed the harmonic suppression capability or the parameter design method of these filters.

In addition, the transformer’s leakage inductance is a significant component of the filter, and for
the transformer used in the high power MV grid-tied system, the value is usually no less than 6% [31].
This is a relatively big value and should be used properly in the selection and design of the filter, but
none of the present literatures has paid attention to this. Another point deserves to be considered is
the fault tolerance scheme of the DI-OEWT topology, which is very important for such multi-inverter
type topology.
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In light of the above, this paper aims to research the filters for the DI-OEWT topology used in
photovoltaic grid-tied applications. First, the equivalent circuits of the existing two kinds of high order
filters presented in [21,22,30] are derived, and based on this, the harmonic suppression capabilities of
these filters are analyzed and compared. According to the analysis results, a new high order filter for
DI-OEWT topology is also proposed. Furthermore, a brief parameter design method of the existing
and the proposed filters for DI-OEWT is introduced and based on the design examples, the inductance
and capacitance requirements of these filters are compared. Besides, these filters are also evaluated in
terms of the applicability for fault tolerance.

The rest of the paper is organized as follows: The inductor-capacitor-inductor (LCL) filter used in
multi-parallel inverters is presented in Section 2 as the comparison object. The model and harmonic
suppression capability analysis of the existing and the proposed filters for DI-OEWT topology are
shown in Section 3. The filter design method, together with the design examples, as well as the
fault-tolerant scheme, are presented in Section 4. Experimental results are given in Section 5 to validate
the filter parameters. Finally, the conclusions are summarized in Section 6.

2. LCL Filter for the Conventional Multi-Parallel Inverters

The system configuration of the conventional multi-parallel inverters used in photovoltaic
applications is illustrated in Figure 1. The two inverters are connected in parallel to the low voltage
side of the MV transformer through individual LC filters. The leakage inductance L′t of the transformer
and the grid inductance L′g play the role of the grid-side filter inductor, so the two inverters can also be
viewed as connecting in parallel through individual LCL filters.

Figure 1. System configuration of the conventional multi-parallel inverters.

It is essential to derive the equivalent circuit of the filter based VSI for the filter design and
harmonic suppression capability analysis. Since the LCL filter used in parallel inverters has no
difference with that used in single inverters, the single-phase equivalent circuit of the LCL filter can be
directly obtained from many existing papers [32,33], as shown in Figure 2. In the figure, the equivalent
circuit is drawn referred to the low-voltage side of the transformer, vinv1 and iinv1 (take inverter 1 as an
example) are the inverter output phase voltage and current, respectively. vg and ig are the grid voltage
and current, respectively. The inverter-side inductor is represented as L1, the combined inductance of
the transformer leakage inductance Lt and the grid inductance Lg are represented as L2, and the filter
capacitor is represented as C.

Figure 2. Single-phase equivalent circuit of the LCL filter.
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While the inverter is working, the harmonics in iinv1 should be suppressed by the filter to limit the
current ripple, and the harmonics in ig should be suppressed to meet the grid standard [34]. Assuming
that no harmonics exist in the grid voltage, the inverter output voltage vinv1 is the only harmonic
source of the system, then the transfer functions vinv1(s) to ig(s) and iinv1(s) can be used to reflect the
harmonic suppression capability of the LCL filter, as shown in Equations (1) and (2), respectively

ig(s) =
1

L1L2Cs3 + (L1 + L2)s
vinv1(s) (1)

iinv1(s) =
L2Cs2 + 1

L1L2Cs3 + (L1 + L2)s
vinv1(s) (2)

where L2 = Lt + Lg. The value of Lt and Lg is related to the transformer impedance voltage Vk and the
grid short-circuit ratio (SCR), respectively [35]. Therefore, L2 can be calculated as

L2 =
3v2

g

2π f0Prated
Vk +

3v2
g

2π f0PratedSCR
=

3v2
g

2π f0Prated

(
Vk +

1
SCR

)
(3)

where Prated is the system rated power, f 0 is the fundamental frequency.

3. Existing and Proposed Filters for the DI-OEWT Topology

3.1. Type-1 Filter for the DI-OEWT Topology

Direct replacing of the two-winding transformer in the multi-parallel inverter topology (as shown
in Figure 1) with the open-end winding (OEW) transformer, can obtain the DI-OEWT topology with
the “individual capacitor type filter” (here we call it “Type-1 filter”). The filter was proposed in [30],
as illustrated in Figure 3. It is worth noting that the voltage of the low-voltage side of the OEW
transformer is twice the voltage of the replaced transformer, since the AC sides of the two inverters are
connected in series through the low-voltage side of the transformer [8]. Accordingly, the current level
of the inverter remains unchanged, so the multi-parallel inverter topology can be easily reconfigured
to the DI-OEWT topology.

Figure 3. System configuration of the dual-inverter fed open-end winding transformer (DI-OEWT)
topology with the Type-1 filter.

To analyze the Type-1 filter, firstly, the three-phase equivalent circuit of the DI-OEWT topology
with the Type-1 filter is derived in Figure 4. The voltage source VX1O1 and VX2O2 represent the pole
voltage of phase X1 of inverter 1 and the pole voltage of phase X2 of inverter 2, respectively (X = A, B,
C). In a balanced and symmetrical three-phase system, for inverter 1, a common-mode (CM) voltage
exists between the neutral point O1 and the capacitor common point Nc1, this CM voltage is expressed
as VO1Nc1 = −1/3(VA1O1 + VB1O1 + VC1O1). Similarly, the corresponding CM voltage of inverter 2 is
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expressed as VO2Nc2 = −1/3(VA2O2 + VB2O2 + VC2O2). According to Kirchhoff’s voltage law (KVL), the
voltage across the two capacitor common points Nc1, Nc2 can be derived as

VNc1Nc2 =
1
3

[ −(VCA1 + VCB1 + VCC1) + (VCA2 + VCB2 + VCC2)

+(VLσ1A + VLσ1B + VLσ1C) + (VtA1 + VtB1 + VtC1)

]
(4)

Figure 4. Three-phase equivalent circuit of the DI-OEWT topology with the Type-1 filter.

The voltage across the neutral point Nt of the transformer high voltage side and the neutral point
Ng of the three-phase grid can be derived as

VNtNg =
1
3

⎡⎢⎢⎢⎢⎣ (VtA2 + VtB2 + VtC2) + (VLσ2A + VLσ2B + VLσ2C)

+
(
VLgA + VLgB + VLgC

)
+

(
v′gA + v′gB + v′gC

) ⎤⎥⎥⎥⎥⎦ (5)

In Equations (4) and (5), VCX1 and VCX2 represent the voltage on the filter capacitor of phase X1

and phase X2, respectively. VLσ1X and VLσ2X represent the phase X voltage on the leakage inductance
at low voltage side (Lσ1) and high voltage side (Lσ2) of the MV transformer, respectively. VLgX

represents the phase X voltage on the grid inductance L′g. VtX1 and VtX2 represent the voltage of the
low and high voltage side of the MV transformer, respectively. v′gX is the phase X voltage of the MV
grid. Considering only the line frequency component and the balanced three-phase system, it is easy
to deduce that VNc1Nc2 = 0 and VNtNg = 0. Thus, Nc1 can be connected to Nc2 and Nt can be connected
to Ng. Then, the single-phase equivalent circuit of the DI-OEWT topology with the Type-1 filter can be
derived as shown in Figure 5 with further simplification. Where the inverter 1 output phase voltage
vinv1 = VA1O1 + VO1Nc1, the inverter 2 output phase voltage vinv2 = VA2O2 + VO2Nc2, iinv1 and iinv2

represent the output phase current of inverter 1 and inverter 2, respectively.

Figure 5. Single-phase equivalent circuit of the DI-OEWT topology with the Type-1 filter.

From Figure 5, the transfer functions vinv1(s), vinv2(s) to ig(s) and iinv1(s) can be, respectively,
calculated as

ig(s) =
1

L1L2Cs3 + (2L1 + L2)s
[vinv1(s) − vinv2(s)] (6)

iinv1(s) = G1(s)vinv1(s) −G2(s)vinv2(s) (7)
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where
iinv1(s) = G1(s)vinv1(s) −G2(s)vinv2(s)

G2(s) =
1

L2
1L2C2s5 +

(
2L2

1C + 2L1L2C
)
s3 + (2L1 + L2)s

Figure 6a shows Bode plots of the transfer function vinv1(s), vinv2(s) to ig(s) of both the LCL filter
and the Type-1 filter, while the inverter-side inductor L1, capacitor C, impedance voltage Vk and SCR
are all the same in both filters. Figure 6b presents Bode plots of the transfer function vinv1(s), vinv2(s) to
iinv(s) with the aforementioned parameters. According to Figure 6 and Equations (1), (2), (6), (7), the
following can be obtained.

Figure 6. Bode plots of transfer function vinv1(s), vinv2(s) to ig(s) and iinv1(s) in LCL and Type-1 filters
(a) vinv1(s), vinv2(s) to ig(s), (b) vinv1(s), vinv2(s) to iinv1(s).

(1) Figure 6a suggests that, for ig, Type-1 filter has superior high-frequency harmonic suppression
capabilities than the LCL filter. Meanwhile, compare Equation (6) with (1), the harmonic source of ig in
DI-OEWT topology is vinv1 − vinv2, while in multi-parallel inverter topology is vinv1. Owing to the
harmonic cancellation effect in the output voltage of DI-OEWT, vinv1 − vinv2 has lower harmonics than
vinv1. Thus, ig in DI-OEWT can achieve a much better current quality than the multi-parallel inverter
topology. Conversely, Type-1 filter can reduce filter requirement than LCL filter. Since L2 is limit by the
Vk and SCR, which cannot be reduced, so L1 or C may be reduced.

(2) From Equation (7), for the inverter output phase current iinv1, G1(s) and G2(s) can reflect the
suppression capability of the Type-1 filter on vinv1 and vinv2, respectively. From Figure 6b, in the
high-frequency band, the harmonics attenuation rate of G2(s) is −60 dB/dec, way above the harmonics
attenuation rate of G1(s), which is −20 dB/dec. Therefore, the harmonic source of iinv1 in DI-OEWT
topology is mainly the vinv1, the same as the voltage in multi-parallel inverter topology according to
Equation (2). Meanwhile, the harmonics attenuation rate of LCL filter is also −20 dB/dec, thus, iinv1

of both the scheme has almost the same current quality. Because the current ripple of iinv1, which is
mainly suppressed by inverter-side inductor L1, is strictly limited by the semiconductor current rating
and loss requirement. Therefore, L1 of Type-1 filter cannot be reduced.

In summary, compared with the multi-parallel inverter topology, the DI-OEWT topology with
Type-1 filter can only reduce the value of filter capacitor C, showing that the Type-1 filter maybe not a
better solution for the DI-OEWT topology.

Another way to explain why the Type-1 filter has the above characteristics can be shown as
follows. Firstly, the reason why the DI-OEWT topology can achieve multilevel output and lower
harmonics in output voltages is the harmonic cancellation effect between the two inverters. However,
the two individual sets of shunt capacitors of the Type-1 filter break this cancellation loop. Some
high-frequency harmonics, which should have been canceled, flow through these capacitors, leading
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to the increase of filter burden. In other words, Type-1 filter does not make judicious use of the merit of
the DI-OEWT topology.

3.2. Type-2 Filter for the DI-OEWT Topology

The above analysis suggests that the special working characteristic (the harmonic cancellation
characteristic) of the DI-OEWT topology should be considered when designing the filter. The “common
capacitor type filter” (here we call it “Type-2 filter”) for DI-OEWT topology, which is presented
in [21,22], seems to be a reasonable one, as illustrated in Figure 7. Two inverters are connected to a
common shunt capacitor branch of the filter through the two inverter-side inductors, respectively.
Then, the harmonic cancellation of the dual-inverter can be realized through the common capacitor
branch. This common capacitor branch can be seen as the series connection of the two individual
capacitor branches of the Type-1 filter, and the voltage rating of the former is the twice of the latter, so
the actual value of the capacitor in Type-2 filter is half the value in Type-1 filter when the two has the
same per unit (p.u.) value. Therefore, the capacitor here is represented as C/2.

Figure 7. System configuration of the DI-OEWT topology with the Type-2 filter.

Figure 8 shows the three-phase equivalent circuit of the DI-OEWT topology with the Type-2
filter. With the same derivation method as described in Section 3.1, we can get the corresponding
single-phase equivalent circuit as illustrated in Figure 9. From the figure, the transfer functions vinv1(s),
vinv2(s) to ig(s) and iinv1(s) can be, respectively, calculated as

ig(s) =
1

L1L2Cs3 + (2L1 + L2)s
[vinv1(s) − vinv2(s)] (8)

iinv1(s) =
(L2C/2)s2 + 1

L1L2Cs3 + (2L1 + L2)s
[vinv1(s) − vinv2(s)] (9)

Figure 8. Three-phase equivalent circuit of the DI-OEWT topology with the Type-2 filter.
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Figure 9. Single-phase equivalent circuit of the DI-OEWT topology with the Type-2 filter.

It can be found from Equations (8) and (9) that the harmonic source of ig and iinv1 are all vinv1 − vinv2,
proves once again that the Type-2 filter does make judicious use of the merit of the DI-OEWT topology.

Figure 10 shows the bode plots of the transfer functions vinv1(s), vinv2(s) to ig(s) and iinv1(s) of both
the LCL filter and the Type-2 filter (with the same corresponding parameters), respectively. The figures
suggest that, for both ig and iinv1, Type-2 filter has superior high-frequency harmonic suppression
capabilities than the LCL filter. That can lead to a decreasing in the total inductance, capacitance, and
volume. Therefore, the Type-2 filter can be an option for the DI-OEWT topology.

Figure 10. Bode plots of transfer functions vinv1(s), vinv2(s) to ig(s) and iinv1(s) in LCL filter and Type-2
filter. (a) vinv1(s), vinv2(s) to ig(s), (b) vinv1(s), vinv2(s) to iinv1(s).

Furthermore, look again at Figure 9, it shows that the two inverter-side inductors L1 of the two
inverters are actually connected in series, so these two inductors can merge into one single inductor,
further reducing the volume and cost due to the saving of inductor magnetic cores. In this case, the
complex magnetic integration method for reducing the inverter-side inductors’ magnetic component
size, which was proposed in [22], is actually unnecessary.

3.3. The Proposed Type-3 Filter for the DI-OEWT Topology

According to the above analysis of the existing filters for DI-OEWT topology, only Type-2 filter is
suitable because its structure is fit for the working characteristic of the DI-OEWT topology. However,
the leakage inductance of the transformer, which is a relatively large value in a high-power MV
transformer, has not got special attention and rational utilization.

In Section 3.1, we have mentioned that the voltage of the low-voltage side of the OEW transformer
is the twice of the replaced transformer. Then, it can be easy to deduce from Equation (3) that the
leakage inductance of OEW transformer is four times as the replaced one (referred to the low-voltage
side). Setting such a large inductance as the grid-side inductor may be not a cost-saving solution.

Therefore, in this paper, a new high order filter (here we call it “Type-3 filter”) for DI-OEWT
topology is proposed, as illustrated in Figure 11. The two inverters are directly connected to the
low-voltage side of the OEW transformer, the shunt capacitor C′H and grid-side inductor L′H are set
at the high voltage side of the OEW transformer. In this filter, the harmonic cancellation effect of the
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DI-OEWT can be realized through the transformer, without any other shunt branch. The transformer
leakage inductance Lt is used as the inverter-side inductor of the filter. If the initial value of Lt is
not enough to suppress the inverter-side current ripple, it can be increased just by increasing the
impedance voltage Vk of the transformer.

Figure 11. System configuration of the DI-OEWT topology with the Type-3 filter.

With the similar derivation method described above, here we directly give the single-phase
equivalent circuit of the DI-OEWT topology with the Type-3 filter, as shown in Figure 12, where CH and
LH represent the shunt capacitor and grid-side inductor referred to the low-voltage side, respectively.

Figure 12. Single-phase equivalent circuit of the DI-OEWT topology with the Type-3 filter.

From Figure 12, the transfer functions vinv1(s), vinv2(s) to ig(s) and iinv1(s) can be, respectively,
calculated as

ig(s) =
1

(LtL2CH)s3 + (Lt + L2)s
[vinv1(s) − vinv2(s)] (10)

iinv1(s) =
L2CHs2 + 1

LtL2CHs3 + (Lt + L2)s
[vinv1(s) − vinv2(s)] (11)

As can be seen from comparing Figures 9 and 12, the equivalent circuit of the Type-3 and Type-2
filter are actually the same, while the difference between them is the role of the leakage inductance of
the OEW transformer. Due to this difference, the extra required capacitance and the inductance value
of the two filters may be different. This different value should be compared with specific examples,
which will be presented in the following section.

4. Parameter Design and Evaluations of the Filters

4.1. Parameter Design of the Filters

The design procedure of the Type-3 filter, together with the Type-1 and Type-2 filters, for the
DI-OEWT topology is covered in the following. First, a 30 kW OEW dual-three-level (D3L) inverter,
with 5 kHz switching frequency, 460 V~850 V (MPPT lower and upper limit voltage) DC voltage, 380 V
line-to-line grid voltage is adopted. The primary side of the transformer is set as the OEW structure,
and the secondary side of the transformer is connected in delta. It is worth noting that the primary
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side line-to-line voltage of the transformer in conventional multi-parallel inverter topology is usually
315 V, so the phase voltage ratio of the OEW transformer used here is 364 V/380 V, where 364 V = 2 ×
315 V/1.732. In the following, the filter components calculations are presented on a per-unit basis, and
the corresponding base values are listed in Table 1.

Table 1. Per-unit base values of the system.

Symbol Parameter Formula Value

PB Rated base power - 30 kW
VB Ac base voltage - 364 V
IB Ac base current PB/(3VB) 27.5 A
f B Base frequency - 50 Hz
ZB Base impedance 3V2

B/PB 13.2496 Ω
LB Base inductance ZB/(2π fB) 42.17 mH
CB Base capacitance 1/(2π fBZB) 240 μF

(1) Inverter-side Inductor: The inverter-side inductor value is determined by the requirement of the
inverter-side current ripple, owing to the semiconductor current rating and efficiency requirement, this
current ripple must be limited within a certain range. Besides, the equation for calculating the inductor
value is related to the inverter topology as well as the modulation strategy, here the D3L inverter is
modulated by the decoupled SVPWM strategy [17].

The decoupled SVPWM strategy has the characteristic that the total reference voltage signal is
divided into two opposite parts for the two constituent inverters, and each of the inverter is switched
independently of the other with the standard SVPWM strategy. Such characteristic is very appropriate
for the two inverters tracking the individual MPPs. The space vector diagram of the individual
three-level inverters is shown in Figure 13. In Figure 13, under the decoupled SVPWM strategy, the
reference voltage space vector of the two inverters Vr1 and Vr2 are synthesized by the nearest three
voltage vectors {V0, V1, V2} and {V′0, V′3, V′4}, respectively. The pulse sequence is symmetrical with
seven pieces of segments in each switching cycle Ts and the dwell times for each of the voltage vectors
satisfy the following expression.

{
V0T0 + V1T1 + V2T2 = Vr1Ts

V′0T′0 + V′3T′3 + V′4T′4 = Vr2Ts
(12)

Figure 13. Space vector diagram of the individual three-level inverters. (a) Inverter 1, (b) inverter 2.

The peak to peak value of the inductor current ripple is defined by volt-seconds applied to the
inductor over the switching period [32,35]. For Type-1 filter, as mentioned in Section 3.1, the harmonic
source of the inverter-side current is mainly the output phase voltage of one inverter. Take inverter 1
as an instance, the maximum current ripple occurs when the zero vector V0 dwell time T0 = 0, and
the other two vectors V1 and V2 equally divide the switching period, T1 = T2 = Ts/2. In such case,
the modulation index M = 1/

√
3 and the DC voltage of the inverter is slightly larger than the MPPT
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upper limit voltage, the reference voltage vector Vr1 is in the midway between V1 and V2. The pulse
sequence is degenerated into five pieces of segments and the corresponding inductor voltage and
current waveform (take phase A1 as an example and vL1 ≈ vinv1) are shown in Figure 14.

Figure 14. Phase A1 inductor voltage and current waveform.

According to the volt-second balance principle, the following expression can be got as:

L1Δimax =
vdc1

6
Ts

4
(13)

where Δimax is the maximum current ripple.
From Equation (13), the minimum inverter-side inductor value of the Type-1 filter can be

estimated by

L1min =
vdc1

24Δimax fs
(14)

where f s = 1/Ts is the switching frequency.
For Type-2 and Type-3 filter, the harmonic source of the inverter-side current is the difference

between the output phase voltage of the two inverters (vinv1 – vinv2). The maximum current ripple will
occur in the case that the reference voltage vector Vr1 is in the midway between V1 and V2, Vr2 is in
the midway between V′3 and V′4. In this case, T0 = T′0 = 0, T1 = T2 = T′3 = T′4 = Ts/2. For the
convenience of analysis, assuming vdc1 = vdc2 = vdc, then the inverter-side inductor voltage and current
waveform of the Type-2 and Type-3 filter can be roughly derived as shown in Figure 15 (take phase
A1-A2 as an example and vL ≈ vinv1 – vinv2).

Accordingly, the minimum inverter-side inductor value of the Type-2 and Type-3 filter can be
derived based on the volt-second balance across the inductor as

Lmin =
vdc

12Δimax fs
(15)

where L = 2L1 for Type-2 filter and L = Lt for Type-3 filter.
For the values vdc = 850 V, f s = 5000 Hz, and about 15% current ripple, the estimated minimum

inverter-side inductor value for each filter can be calculated according to Equations (14) and (15)
as follows:

Type-1 filter: two 0.02845 p.u. inductor;
Type-2 filter: one 0.0569 p.u. inductor;
Type-3 filter: transformer leakage inductance, 0.06 p.u..
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Figure 15. Phase A1-A2 inductor voltage and current waveform.

(2) Grid-side Inductor and Shunt Capacitor: The grid-side inductor and shunt capacitor together
constitute a shunt network to suppress the grid current harmonics, so as to satisfy the standard.
For example, recent published Chinese standard NB/T 32004-2018 [34] requires the harmonics greater
than 35th should be less than 0.3% of the 30% of the rated fundamental current. Besides, the capacitor
value is limited to the maximum absorbed reactive power at rated load and typically less than 5%.
Moreover, the resonant frequency ωres of the filter is often chosen as Equation (16) with the intention of
not creating resonance problem in the lower and higher parts of the harmonic spectrum.

10× 2π fB ≤ ωres ≤ 0.5× 2π fs (16)

where the value of ωres is
√

(2L1 + L2)/L1L2C for Type-1, Type-2 filter and
√

(Lt + L2)/LtL2CH for
Type-3 filter.

For Type-1 and Type-2 filter, the grid-side inductor value is limited by the transformer leakage
inductance, and its value is 0.06 p.u. (neglect the grid inductance). The capacitor values of these two
filters are computed considering the attenuation of the filter. For instance, the maximum harmonic
of the grid current greater than 35th usually occurs around the switching frequency. To limit the
maximum current harmonic lower than 0.3%, the capacitor value of these two filters can be computed
from Equations (6) or (8) considering the most dominant harmonic V(h) around the switching frequency
in the inverter output voltage spectrum as

C ≥
2π fBh(2L1 + L2)

IB ×
√

2× 30%× 0.3%
V(h)

+ 1

L1L2(2π fBh)3 IB ×
√

2× 30%× 0.3%
V(h)

(17)

where h is the most dominant harmonic order. For D3L inverter with the decoupled SVPWM, if the DC
voltage and the power (or the modulation index) of the two inverters are all the same, the harmonic
around the switching frequency can be totally cancelled. But when the two inverters are tracking the
individual MPPs, the DC voltage and the power (or the modulation index) of the two inverters may
be different, this total cancellation cannot be realized. Assuming the worst case that no harmonic
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cancellation occurs around the switching frequency harmonics, the most dominant harmonic order
h = mf − 2, the value of the (mf − 2) order harmonic can be got from simulation on a single three-level
inverter as V(mf − 2) ≈ 0.055 p.u. (20.2 V), where mf is the modulation frequency index, and the value
here is 100 (5000 Hz/50 Hz). Then from Equation (17) a minimum value of C can be calculated as
0.0175 p.u. Considering the constraints illustrated in Equation (16) and taking a certain margin, the
final capacitor value of Type-1 and Type-2 filter is chosen as 0.0208 p.u.

For Type-3 filter, both the grid-side inductor and the shunt capacitor need to be designed. Usually,
we choose a larger capacitor to reduce the requirement of the grid-side inductor for saving cost. Here
the capacitor is starting with the value as 0.0416 p.u. With the same methodology as above, to ensure
the grid current to satisfy the harmonic requirement, the grid-side inductor value can be computed
from Equation (10) as

L2 ≥
2π fBhLt

IB ×
√

2× 30%× 0.3%
V(h)

+ 1

2π fBh
[
LtC[2π fBh]2 − 1

] IB ×
√

2× 30%× 0.3%
V(h)

(18)

Also, considering the value of the most dominant harmonic order V(mf − 2) ≈ 0.055 p.u., a
minimum value of L2 can be calculated as 0.0218 p.u.. Considering (16) and taking a certain margin,
the final value of L2 is selected as 0.0237 p.u.

4.2. Fault-Tolerant Configuration for DI-OEWT Topology

Like the multi-parallel inverter topology, one of the advantages of the DI-OEWT topology is the
availability of fault-tolerant operation. Many papers have investigated the fault-tolerant method for the
dual-inverter topology used in motor drives, such as hybrid modulation strategies [18], dual-inverter
topology reconfiguring method [19], fault-tolerant direct thrust force control method [20]. However,
these methods are not suitable for the DI-OEWT topology used in photovoltaic applications, due
to the DC voltages and power of the two inverters in such case are often different for the separate
MPPT purpose.

To realize fault-tolerant operation in these systems, a more reasonable way is to cut off the fault
inverter while allowing the healthy inverter to continue working. However, only one inverter cannot
supply the whole voltage of the transformer due to the DC voltage limit, so the OEW transformer need
to be reconfigured. Figure 16 presents a possible configuration to achieve the above purpose. As shown
in the figure, a center-tapped (at the low voltage side) OEW transformer is used here, S1 and S2 are the
contactors of the respective inverters connecting to the open-end windings of the transformer, S3 is
the contactor to short the three-phase center-taps. In case of a fault in one inverter, the corresponding
contactor (S1 or S2) of the fault inverter is switched off, and contactor S3 is switched on, then half of the
primary windings are connected in star across the healthy inverter. The healthy inverter only needs to
supply half of the original AC voltage, so that it can still work properly without any change.

Figure 16. Fault-tolerant configuration of the DI-OEWT topology.

Nevertheless, considering the configurations of the filters described above, not all types of filters
are applicable for the presented fault-tolerant scheme. For DI-OEWT topology with the Type-1 and the
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proposed Type-3 filter, when a fault occurs in one inverter, the healthy inverter can still work through
the modified filter. While for DI-OEWT topology with the Type-2 filter, fault-tolerant operation cannot
be realized because the shunt capacitor cannot decouple from the faulty inverter.

4.3. Summary and Discussion

The designed parameters of the three kinds of filters, as well as the applicability of the presented
fault-tolerant scheme on the filters, are summarized in Table 2.

Table 2. Comparison of the three kinds of filters.

Filters Type-1 Filter Type-2 Filter Type-3 Filter

Inverter-side Inductor
0.02845 p.u. × 2

with 2 magnetic cores
0.0569 p.u.

with 1 magnetic core
Tr leakage inductance

0.06 p.u.

Grid-side Inductor
Tr leakage inductance

0.06 p.u.
Tr leakage inductance

0.06 p.u. 0.0237 p.u.

Shunt CapacitoR 0.0208 p.u. 0.0208 p.u. 0.0416 p.u.

Total Inductance 0.1169 p.u. 0.1169 p.u. 0.0837 p.u.

Fault-tolerant
applicability

Yes No Yes

Note: Tr represents the OEW transformer.

From analyzing the table, the followings can be seen.
(1) The Type-1 and Type-2 filter have the same filter parameters, but the inverter-side inductor of

the Type-1 filter needs two magnetic cores while the Type-2 filter only needs one, which means the
Type-2 filter has a smaller size and cost than the Type-1 filter.

(2) Besides the transformer leakage inductance, the value of the extra inductance requirement of
the Type-3 filter is reduced by a factor of 58.35%, while the capacitance requirement is increased about
50%, compared to the Type-1 and Type-2 filter.

(3) The total inductance of the Type-1 and Type-2 filter is more than 10% of the system base
inductance, which may cause a larger fundamental voltage drop across the inductor and increase the
DC voltage lower limit value.

(4) Unlike the Type-1 and Type-3 filter, the DI-OEWT topology with the Type-2 filter cannot realize
fault-tolerant operations with the presented fault tolerate scheme.

(5) In terms of the inductance requirement, magnetic cores numbers and the fault-tolerant
applicability, the proposed Type-3 filter has a certain advantage over the existing Type-1 and Type-2 filter.

5. Experiment Results

5.1. Experiment Setup Description

To verify the above analysis and design methodology, a 30 kW three-phase D3L inverter fed
open-end winding transformer prototype based on DSP TMS320F28377D controller is constructed,
as shown in Figure 17. The D3L inverter is supplied by two rectifiers (DC Source 1 and 2) with the
DC voltage vdc = 850 V. The switching frequency of the inverter is 5 kHz. For the OEW transformer,
the phase voltage ratio is 364 V/380 V, the leakage inductance is about 0.025 p.u., we compensate it to
0.06 p.u. through adding extra inductors.

The designed parameters of the three kinds of filters tabulated in Table 2 are tested by experiment.
Here the D3L inverter with different filters are divided into three cases, where Case-1 represents the
D3L inverter with the Type-1 filter, Case-2 represents the D3L inverter with the Type-2 filter, and
Case-3 represents the D3L inverter with the Type-3 filter. In addition, the experimental analysis is
carried out in two operating modes. One is the two inverters of the D3L inverter working at the power
balance mode. Another one is the two inverters of the D3L inverter working at the power unbalance
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mode. Here, the power ratio of the two inverters is chosen as 3/2, corresponding to a relatively large
imbalance ratio of 33.33%. Besides, to suppress the resonance caused by the high order filter, the filter
based active damping method [36] is used here.

Figure 17. Experimental platform of the DI-OEWT grid-tied system.

5.2. Inverter-Side Current Analysis

Figures 18–20 show the experimental measured inverter-side currents and the corresponding
fast Fourier transformation (FFT) waveforms of the three cases in power balance mode, respectively.
From Figure 18a, Figure 19a, and Figure 20a, the inverter-side current ripple at the rated load in the
three cases are around 14.9%, 14.6%, and 14.1%, respectively, which are roughly in agreement with the
value calculated by Equations (14) and (15). From the FFT waveforms of the inverter-side currents
as illustrated in Figure 18b, Figure 19b, and Figure 20b, it can be noticed that the current harmonics
around the switching frequency are roughly canceled out in Case-2 and Case-3, but still exist in Case-1.
The results demonstrate the analysis in Section 3 that the two individual sets of shunt capacitors of
the Type-1 filter break the harmonic cancelation loop, causing the harmonics which should have been
canceled still exist in the inverter-side current.

Figure 18. Inverter-side current experimental waveforms of Case-1 in power balance mode. (a) Inverter-
side current and current ripples. (b) FFT waveforms of the inverter-side current.

Figure 19. Inverter-side current experimental waveforms of Case-2 in power balance mode. (a) Inverter-
side current and current ripples. (b) FFT waveforms of the inverter-side current.
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Figure 20. Inverter-side current experimental waveforms of Case-3 in power balance mode. (a) Inverter-
side current and current ripples. (b) FFT waveforms of the inverter-side current.

The experimental measured inverter-side currents and the corresponding FFT waveforms of
the three cases in power unbalance mode are shown in Figures 21–23, respectively. Observing these
figures, when the D3L inverter is working in power unbalance mode, the inverter-side current ripple
of the three cases are around 14.6%, 14.4%, and 13.8%, respectively, which are still within the design
limit. Besides, as observed from Figures 22b and 23b, the harmonics around the switching frequency
also exist in the inverter-side currents in Case-2 and Case-3, which means that the total harmonic
cancellation around the switching frequency cannot be realized in power unbalance mode.

Figure 21. Inverter-side current experimental waveforms of Case-1 in power unbalance mode.
(a) Inverter-side current and current ripples. (b) FFT waveforms of the inverter-side current.

Figure 22. Inverter-side current experimental waveforms of Case-2 in power unbalance mode.
(a) Inverter-side current and current ripples. (b) FFT waveforms of the inverter-side current.

Figure 23. Inverter-side current experimental waveforms of Case-3 in power unbalance mode.
(a) Inverter-side current and current ripples. (b) FFT waveforms of the inverter-side current.
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5.3. Grid Current Analysis

The experimental tests for the grid current are conducted at 30% load to verify whether the current
quality satisfies the grid standard [34]. Figures 24 and 25 show the grid current waveforms and the
corresponding harmonic spectrums of the three cases in power balance mode, respectively. Figures 26
and 27 show the grid current waveforms and the corresponding harmonic spectrums of the three
cases in power unbalance mode, respectively. The test cases along with the grid current THD and the
dominating current harmonic amplitude percentage (higher than 35th) are summarized in Table 3.
As observed from the table, even though the inverter is working at 30% load, the current THD are all
still below the 5% [34] limit, and the dominant harmonics (higher than 35th) are all within the 0.3%
limit as well.

Figure 24. Grid current experimental waveforms of the three cases in power balance mode. (a) Case-1.
(b) Case-2. (c) Case-3.

Figure 25. Grid current FFT waveforms of the three cases in power balance mode. (a) Case-1, (b) Case-2,
(c) Case-3.

Figure 26. Grid current experimental waveforms of the three cases in power unbalance mode. (a) Case-1,
(b) Case-2, (c) Case-3.

Figure 27. Grid current FFT waveforms of the three cases in power unbalance mode. (a) Case-1,
(b) Case-2, (c) Case-3.
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Table 3. THD and dominant harmonic percentage of grid current in different cases and modes.

Cases Case-1 Case-2 Case-3

Working Modes Balance Unbalance Balance Unbalance Balance Unbalance

THD 2.73% 3.08% 2.4% 2.67% 2.47% 2.79%

Dominant Harmonic
Percentage

0.2% 0.25% 0.22% 0.2% 0.21% 0.28%

In summary, the analysis of the experimental inverter-side currents and the grid currents of
all cases confirms the effectiveness of the filters’ parameters designed using the proposed method.
Consequently, the discussions in Section 4.3 can be confirmed as well.

6. Conclusions

This paper investigates the filters for the DI-OEWT topology used in the photovoltaic grid-tied
applications. The equivalent circuits of the existing Type-1 and Type-2 filter are derived in detail, and
the corresponding harmonic suppression transfer functions are given. Some findings can be obtained
from analyzing these equivalent circuits and the transfer functions, as well as comparing with the
LCL filter used in the multi-parallel inverter topology. It can be found that Type-1 filter does not
make judicious use of the merit (output harmonic cancellation) of the DI-OEWT topology, because its
two individual sets of shunt capacitors break the cancellation loop. Another finding is that the two
inverter-side inductors of the Type-2 filter are actually connected in series and can be merged into one
single inductor to further reduce the filter volume and cost.

From the analysis of the existing filters and with consideration of the large leakage inductance
value of the high power MV transformer, a new high order filter (named Type-3 filter) for DI-OEWT
topology is also proposed. Unlike the existing filters, in which the transformer leakage inductance is
set as the grid-side inductor, the Type-3 filter set the leakage inductance as the inverter-side inductor.
Such an arrangement can maximize the transformer leakage inductance utilization, so as to reduce the
requirement of the extra inductance.

A brief parameter design method for the three kinds of filters is also introduced. With the design
examples of the three filters, the extra inductance requirement of the Type-3 filter can have a 58.35%
higher reduction than the Type-1 and Type-2 filters. In addition, a fault tolerance scheme for DI-OEWT
topology is also presented in the paper, but only Type-1 and Type-3 filters are applicable for the
scheme. Finally, through evaluating the three filters in terms of the inductance requirement, magnetic
core number and applicability for the fault tolerance scheme, the proposed Type-3 filter has a certain
advantage over the existing Type-1 and Type-2 filters.

Experimental results of a 30 kW D3L inverter prototype verify the effectiveness of the proposed
filter design method and validity of the analysis.

Besides the stability analysis, damping methods of the dual-inverter with the filters are also
important issues, we will focus on these topics in future research.
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Nomenclature

List of Abbreviations

LCL inductor-capacitor-inductor
MV medium-voltage
DI-OEWT dual-inverter fed open-end winding transformer
NPC neutral point clamp
VSI voltage source inverter
MPPT maximum power point tracking
SCR short-circuit ratio
OEW open-end winding
CM common-mode
KVL Kirchhoff’s voltage law
FFT fast Fourier transformation
p.u. per unit
List of Symbols

vinv1 inverter 1 output phase voltage
vinv2 inverter 2 output phase voltage
iinv1 inverter 1 output phase current
iinv2 inverter 2 output phase current
vg grid voltage
ig grid current
L1 inverter-side inductor
Lt transformer leakage inductance
Lg grid inductance
L2 combined inductance of Lt and Lg

C filter capacitor
C′H shunt capacitor of Type-3 filter
L′H grid-side inductor of Type-3 filter
CH shunt capacitor of Type-3 filter referred to the low-voltage side
LH grid-side inductor of Type-3 filter referred to the low-voltage side
Vk impedance voltage
Prated system rated power
f 0 fundamental frequency
VX1O1 pole voltage of phase X1 of inverter 1, X = A,B,C
VX2O2 pole voltage of phase X2 of inverter 2
VO1Nc1 CM voltage of inverter 1
VO2Nc2 CM voltage of inverter 2
VNc1Nc2 voltage across the two capacitor common points Nc1, Nc2
VNtNg voltage across Nt and Ng

VCX1 voltage on filter capacitor of phase X1
VCX2 voltage on filter capacitor of phase X2
VLσ1X phase X voltage on the leakage inductance at transformer low voltage side (Lσ1)
VLσ2X phase X voltage on the leakage inductance at transformer high voltage side (Lσ2)
VLgX phase X voltage on the grid inductance
VtX1 voltage of the low voltage side of the MV transformer
VtX2 voltage of the high voltage side of the MV transformer
v′gX phase X voltage of the MV grid
vdc1 DC voltage of inverter 1
vdc2 DC voltage of inverter 2
ωres filter resonant frequency
Ts switching period
f s switching frequency
mf modulation frequency index
h dominant harmonic order
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Abstract: The paper presents a comparative study of two solar string inverters based on the
Quasi-Z-Source (QZS) network. The first solution comprises a full-SiC two-level QZS inverter, while
the second design was built based on a three-level neutral-point-clamped QZS inverter with Silicon
based Metal–Oxide–Semiconductor Field-Effect Transistors (Si MOSFETs). Several criteria were taken
into consideration: the size of passive elements, thermal design and size of heatsinks, voltage stress
across semiconductors, and efficiency investigation. The Photovoltaic (PV)-string rated at 1.8 kW
power was selected as a case study system. The advantages and drawbacks of both solutions are
presented along with conclusions.

Keywords: DC–AC converters; efficiency; neutral-point-clamped inverter; PV applications; PV
inverters; PV systems; quasi-z-source; two-level inverter; three-level inverter; converter topologies

1. Introduction

Continuous development and improvements of Photovoltaic (PV) system designs along with
related technologies, such as Wide Bandgap (WBG) GaN/SiC devices, Digital Signal Processor (DSP)-
and Field-Programmable Gate Array (FPGA)-based control units have gradually decreased their
costs. This allows new solutions featuring high efficiency and easy implementation which make
them commercially attractive. At the same time, power rates and voltage operation ranges determine
the availability of certain PV applications, especially in small-scale installations. In addition to
efficiency and power density, the reliability of PV inverters is the key factor influencing the feasibility of
single-phase industrial implementations [1,2], where Full-Bridge (FB) Voltage-Source Inverters (VSIs)
are mostly used. Many DC–AC solutions for connecting PV modules to a single-phase grid are discussed
in Reference [3]. The relative costs assessed based on the calculated ratings, component surveys at
different vendors, and linear regression analysis were also taken into account in the evaluation.

The Z-Source Inverter (ZSI) [4] is an alternative to VSIs and Current-Source Inverters (CSIs) due
to its ability to provide buck–boost operation within the single stage and its improved reliability based
on its natural immunity against short-circuit. Its benefits have made it a promising solution for PV

Energies 2019, 12, 2509; doi:10.3390/en12132509 www.mdpi.com/journal/energies121



Energies 2019, 12, 2509

systems and have urged investigations in this area, which has resulted in many DC–DC and DC–AC
topologies for single-phase and three-phase applications [5–15].

The Quasi-Z-Source Inverter (QZSI) was derived from the ZSI and has become a desirable topology
for PV applications [5] due to its inheritance of all the advantages of ZSI enhanced by lower component
ratings and continuous input current. The application of multilevel inverters has advantages in
higher power designs, where the high voltage stress on the inverter’s switches can be avoided [16–19].
The combination of the QZSI with the Three-Level (3L) Neutral-Point-Clamped (NPC) inverter has
created a new promising topology, described in detail in Reference [6]. It features certain advantages
such as low voltage stress on the power switches, single-stage buck–boost operation, continuous input
current, short-circuit immunity, and low total harmonic distortion of the output voltage and current.

A detailed comparative study of basic and derived impedance-source networks for buck–boost
inverter applications is provided in Reference [7], mostly for three-phase applications. The investigation
of loss distribution was addressed recently in References [8,9] for QZSI-based topologies along with
methods for their reduction and efficiency improvement.

Many publications devoted to the ZSI- and QZSI-derived solutions for PV, wind, and Microgrids
applications have appeared recently [10–14]. They address certain issues, such as current harmonics
reduction, voltage gain improvement, leakage current reduction, etc. The authors of Reference [11]
emphasize the use of the coupled-inductor and SiC devices to optimize power density. A good
comparison of impedance-source networks suitable for DC and AC applications by means of the
passive components’ number and size, semiconductor devices stress, and range of the input voltage
variation is provided in Reference [15]. The increased voltage stress across semiconductors was
reported as the main drawback of ZSI/QZSI. High-voltage gain solutions with additional magnetics
may mitigate this.

An extreme high efficiency of 99.4% was reported for a three-phase 50 kW full-SiC PV string
inverter in Reference [20]. Another full-SiC solution for a 25 kW three-phase PV string inverter
demonstrated 97.7% peak efficiency [21]. These are examples of extra high efficiency, which, however,
can be achieved much easier in high-power systems. The latter includes a detailed step-by-step
explanation and design guidelines for all the components of the system.

Some low-power low-voltage designs are presented in References [22–26]. An example
of an efficient converter based on the zeta inverter topology using 300 V Si + 1200 V SiC
Metal–Oxide–Semiconductor Field-Effect Transistors (MOSFETs) is provided in Reference [22], with
efficiency up to 95%; however, the nominal power was 220 W and the maximal was 440 W. A CSI-based
single-phase solution for leakage current reduction is shown in Reference [23], where Insulated-Gate
Bipolar Transistors (IGBTs) were used.

Several 350–400 W designs based on a quasi-switched-boost inverter with an efficiency of 91.3–94%
are reported in References [24,25]. A good analysis of power losses, efficiency, and temperature is
provided in Reference [26] for a CSI-based solution with SiC MOSFETs; additionally, power losses for
all-SiC and hybrid approaches were analyzed, but the experimental results are not shown in the paper.

A valuable and interesting experimental comparison presented in Reference [27] is devoted to
three topologies of a three-phase Two-Level (2L) inverter: a QZSI, a VSI with a boost converter, and a
VSI with an interleaved boost converter. A detailed description of the methodology for comparison
could be a very good reference for such an analysis. However, since the investigated input voltage
range was 400–600 V, the operation of the QZSI was not assessed completely by means of the boost
mode and the California Energy Commission (CEC) efficiency was not reported.

The most relevant solutions reported for single-phase and three-phase PV applications and
supported by experimental verification are listed in Table 1. It should be mentioned that different
solutions have been used to reach certain installed goals and satisfy some specific requirements.
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Table 1. Parameters and characteristics of existing solutions.

References
Inverter

Topology
Rated

Power, kW
Input

Voltage, V
Semiconductor Devices and

Switching Frequency

Output Rms
Voltage and
Frequency

Peak/CEC
Efficiency, %

[1] SAF with
FB VSI 2 450 900 V SiC MOSFET/45 kHz

650V Si IGBT/45 kHz 240 V, 60 Hz 97.75/97.2
97.0/96.4

[2] FB VSI 0.5 280 Si MOSFET/19.2 kHz 110 V, 60 Hz 96/-

[4] 3-Phase ZSI 4.5 150 IGBT/10 kHz 208 V, 60 Hz -/-

[5] 3-Phase QZSI 4.3 189–400 600 V diode &
600 V IGBT/10 kHz 208 V, 60 Hz -/-

[6] 3l NPC QZSI 1 220–325 600 V diode and
600 V Si MOSFET/100 kHz 230 V, 50 Hz 94/-

[11] CUK-based ZSI 0.4 90 1200 V IGBT
K40T1202/20 kHz 110 V, 50 Hz -/-

[13] 3-switch ZSI
SEPIC 0.5 100 1200 V IGBT

K40T1202/20 kHz 124 V, 50 Hz 91.7/-

[14]
QZSI

+2 bi- directional
switches

1 250

SiC diode C4D20120D and SiC
MOSFET C2M0080120D/10 kHz

1200 V IGBT
IKW25T120/10 kHz

220 V, 60 Hz 95.1/-
92.9/-

[20]

Interleaved
boost DC–DC +

T-type 3L
3-phase DC–AC

50 450-800

1.2kV SiC C4D20120D + 1.2kV
SiC MOSFET C2M0025120D
+ 600V SiC C3D16060D + 1.2kV

SiC MOSFET C2M0025120D/
75 kHz

480 V, 50 Hz 99.4/-

[21]
HF link

DC–AC–DC +
3-phase 2L VSI

25 533

SiC HB module CAS120M12BM2
+ SiC diodes C4D40120D and 3

Phase SiC module
CCS050M12CM2

400 V, 50 Hz 98.5/-

[22] Zeta
inverter 0.22 48

300 V MOSFET IXFK150N30P3 +
1200 V SiC MOSFET

UJC1206k/50 kHz
220 V, 60 Hz 95/-

[24] QSBI 0.35 50–72
Diodes STPS60SM200C and

IXYS30-60A +MOSFETs
IRFP4668 and IRFP460/20 kHz

110 V, 50 Hz 91.3/-

[25] QSBI 0.4 58–100 Diodes DSEP 30–06A +
MOSFETs IRFP460/10 and 20 kHz 110 V, 50 Hz 94/-

[27]
QZSI

BC+VSI
IBC+VSI

6 400–600

1 × C4D20120D diodes + 6 ×
C2M0080120D/100 kHz

1 × C4D20120D diodes + 1 ×
C2M0080120D + 6 ×

C2M0080120D/100 kHz
2 × C4D20120D diodes + 1 ×

C2M0080120D + 6 ×
C2M0080120D/100 kHz

220 V, 50 Hz
95.97/-
95.96/-
96.11/-

In some cases, different semiconductor technologies were tested. Thus, in Reference [1], different
WBG and Si devices were investigated and evaluated (650 V GaN switches by Transphorm, RFMD
and GaN Systems, 650 V SiC switches by RoHM, 900 V SiC by Wolfspeed and F5 series IGBT switches
by Infineon). The final choice was to use 900 V SiC devices due to the voltage margin of 200% over
the maximum DC bus voltage. The power levels of different PV applications could vary significantly.
Particularly, the topologies discussed in Table 1, have been verified by experimental prototypes in the
range from 220 W to 50 kW.

A 1800 W single-stage distributed PV plant was taken as a case study in Reference [28]. The
experimental results of the developed 1 kW two-string prototype with different PV strings at various
PV conditions are shown in Reference [29]. The industrial PV-string inverter SMA Sunny Boy 1600TL
with a maximum input power of 1700 W was investigated in Reference [30].

The main requirements for off-grid and grid-connected PV systems include efficiency, reliability,
and high-power density. These features could be available by providing low-input current ripple
as well as low DC-link voltage ripple. This results in high-output current quality with the minimal
possible requirements to the output filter. The importance of the power decoupling between the
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modules and the grid is discussed in Reference [3]. Some theoretical and simulation results for the 2L
QZSI and the 3L NPC QZSI are reported in References [31–33].

To improve the reliability of the system and achieve higher power density by the reduction of
redundant passive components, the approach of interleaving is often used in VSI. It enables significant
reduction of the current ripple in QZS-stage inductors and the voltage ripple at the DC-link [27,31,33–35].
A topology of the Interleaved QZSI (IQZSI) under the Simple Boost Control (SBC) was proposed
in Reference [34] for PV applications. Its certain benefits, including the reduced output THD and
QZS-stage passive elements, potentially lead to higher power density of the system. To improve
utilization of the DC-link and achieve higher gain, the Maximum Boost Control (MBC) [36] with
appropriate modification was required. It smoothes out variation in the Shoot-Through (ST) duty
cycle. The operation of MBC in IQZSI revealed the importance and proved the necessity of power
decoupling in such PV systems [35]. Additionally, some control approaches for 3l NPC QZSI are
proposed in [37–39].

Although many solutions were claimed as suitable for PV applications, in most of the listed
studies, the case study tasks for PV applications are not positioned in detail. Moreover, there are
numerous works that present SiC-based solutions, including those built on QZS network, however,
the discussions on the feasibility and experimental investigations of the alternative approaches for 2L
and multi-level approaches based on Si, SiC, and Si+SiC designs are absent. The peak and especially
the CEC efficiency [40] of the proposed PV solutions are often not analyzed in the papers. The
calculation for the passive components is usually significantly simplified and in practical experience,
some capacitors or inductors can be smaller or with an increased ripple [15]. Thus, our study aimed
to discuss the most urgent peculiarities in the implementation of the 2L full-SiC and the 3L Si–SiC
inverters based on the QZS network and to share our experiences to advance the application of these
solutions in PV systems.

The paper is organized as follows. Section 2 outlines the main specifications of the case study
system, provides the system parameters, and explains both of the converters with the control approach.
Section 3 presents the design guidelines for element selection. Section 4 describes the experimental
prototypes built based on the 2L QZSI and the 3L NPC QZSI topologies, explains the structure of the
experimental setup along with the equipment used, and demonstrates the obtained results, including
operation waveforms, measured efficiency, and temperature dependencies. Section 5 presents a
comparative evaluation of both topologies followed by the conclusions provided in Section 6.

2. Case Study System

2.1. System Parameters and Specifications

The PV system being considered for PV string application which could comprise 5 . . . 10 PV
panels with total power up to 1800 W. The PV panel SPR-200-BLK from SunPower was selected for
the case study [41]. The main system and PV panels parameters are provided in Table 2 and typical
P-V and I-V dependencies are shown in Figure 1. The operating power profile of the design solution
according to the case study PV string is also depicted in Figure 1. In the input voltage range from 200 V
to 400 V, the converter was assumed to operate with the rated input current of 5 A.

Depending on the operating conditions and the type of panels, the power conversion efficiency
can vary, but is aimed to be in the range from 92% to 96%. The converter was aimed to operate at the
rated (nominal) power of 1800 W, with its maximum efficiency of 97.1% in the nominal mode, which
corresponds to the input voltage of 360 V. In this operating point, the converter has its highest CEC
efficiency, which is over 96% for both topologies (2L QZSI and 3L NPC QZSI).
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Table 2. Photovoltaic (PV) panel and system parameters.

PV panel parameters Values System parameters Values

Standard Test Conditions (STCs): Air Mass (AM) 1.5, Irradiance
1000 W/m2, cell temperature 25 ◦C

Nominal power Pnom = 1800 W
Nominal voltage Vnom = 200–400 V

Nominal power (+/−5%) Pnom = 200 W Nominal current Inom = 5 A
Rated voltage Vmpp = 40.0 V Load RMS voltage Vload = 230 V
Rated current Impp = 5.00 A Output current THD THDI < 3%

Open circuit voltage Voc = 47.8 V Min operating power Pmin = 90 W
Short circuit current Isc = 5.40 A Max operating power Pmax = 2000 W

Nominal Operating Cell Temperature (NOCT): Air Mass (AM)
1.5, Irradiance 800 W/m2, cell temperature 46 ◦C +/−2 ◦C

Min operating voltage Vmin = 180 V
Max operating voltage Vmax = 480 V

Nominal power Pnom = 146 W Voltage ripple ΔV < 5%
Rated voltage Vmpp = 36.5 V Max input current Imax = 10 A
Rated current Impp = 4.01 A Current ripple ΔI < 10%

Open circuit voltage Voc = 44.5 V Number of PV panels N = 5 . . . 10
Short circuit current Isc = 4.38 A Case study PV panels SPR-200-BLK

Figure 1. PV string characteristics and system power profile.

2.2. Description of Topologies

The PV system considered was built based on two different approaches: on the 2L QZSI (Figure 2)
and on the 3L NPC QZSI (Figure 3). The 2L QZSI proposed in Reference [5] is described in detail as
a three-phase application for PV systems. The main parts of the topology include the QZS network
represented by L1, D1, C1, L2, and C2; the FB 2L inverter based on MOSFET switches S1, S2, S3, and S4;
and the output filter LF1, CF, and LF2 feeding the load or connected to the grid. Detailed discussions
and explanations on the 2L QZSI for a single-phase PV application as well as the control approaches,
including SBC, MBC, constant boost control and their modifications, are provided in [31,33–35]. In this
study, SBC was used for generating the ST states.
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Figure 2. The 2L QZS inverter.
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The 3L NPC QZSI (Figure 3) was proposed and discussed in detail as a single-phase application
in Referene [6]. The study also provides the main design guidelines and the experimental results. The
main parts of the topology include the QZS network, which in this case was divided by a neutral point
into two symmetrical parts, represented by L1, C1, D1, L2, C2 and L3, C3, D2, L4, and C4; an FB 3L
inverter with switches S1, S2, S3, S4, S5, S6, S7, and S8; clamping diodes D3, D4, D5, and D6; and an
output filter LF1, CF, and LF2 feeding the load or connected to the grid.

The topology was proved as an efficient PV converter [37–39], including maximum power point
tracking (MPPT) implementation along with continuous input current [37] and operation in the
grid-connected mode [38,39]. The implementation of this topology under different control approaches
is discussed in detail in References [6,7,32,38,39]. In our study, the SBC approach was used for
generating the ST states.
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Figure 3. The 3l NPC QZS inverter.

3. General Design Guidelines

3.1. Selection of Passive Components

The passive element values of the QZS network for both cases were estimated according to the
guidelines [6] based on the same approach that includes High-Frequency (HF) and Low-Frequency
(LF) ripple analysis. The HF ripple of the input current was taken into account as follows:

L1 ≥
V2

OUT·(1− 2·Ds)

2·(1−Ds)·KLH1·POUT
·Ts·Ds, (1)

where L1 is the value of QZS network inductance, VOUT is the output voltage, DS is the duration of
ST state, TS is the switching period, KLH1 is an assumed HF ripple of input current, and POUT is the
output power. The main peculiarities of the calculation and selection process are as follows.

For the 3L NPC QZSI for appropriate inductances L1, L2, L3, L4 chosen according to Equation (1),
we assumed the max HF ripple to be limited to 10%, which means KLH1 = 0.1. For the output voltage
VOUT = 230 V and max DS = 0.225, the switching period Ts = 1/fs = 1/65 kHz and output power
Pout = 900 W. According to Equation (1), it gives us the minimal value of L1 = 0.72 mH.

Since it is a minimal possible value (which provides boundary conduction mode), and assuming
possible variation of the inductance under the temperature and other impacts, the value of 0.9 mH was
chosen to assure the Continuous Conduction Mode (CCM).
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For this value, according to Equation (2), the HF current ripple should be 8%.

KLH1 =
ΔIL1

2·IIN
≈ V2

OUT·(1− 2·DS)

2·(1−DS)·L1·POUT
·TS·DS, (2)

Since inductances in the 3L NPC QZSI are connected in series, the equivalent inductances for the
2L QZSI could be assumed as L1 = L1+L4, L2 = L2 + L3. Thus, equivalent inductances of 1.8 mH were
chosen for the 2L QZSI. For QZS capacitances C1 and C2, we assumed the voltage ripple to be limited
to 2% and 1% correspondingly:

KCL1 =

↼
v C1

VC1
=

8·POUT·(1−DS)·(4π·T·L2 + R·T2)

3π·V2
OUT·DS·

√
16π2·C2

1·R2 + (16π2·C1·L2 − T2)2
, (3)

KCL2 =

↼
v C2

VC2
=

8·POUT·(4π·T·L1 + R·T2)

3π·V2
OUT·

√
16π2·C2

2·R2 + (16π2·C2·L1 − T2)2
, (4)

According to Equations (3) and (4), the minimal values C1 = 1000 μF and C2 = 233 μF were selected.
Taking into account the maximal RMS current of the capacitors and decreasing the capacitance under
the voltage near to the maximal rated level and the temperature impact, the electrolytic capacitances
were chosen as C1 = 2700 μF and C2 = 860 μF.

At the same time, one can assess the LF ripple according to Equation (5), which for the chosen
value of 0.9 mH, C2 = 860 μF gives us the level of 25%:

KLL1 =
ΔIL1

IIN
≈ ΔIL1·VIN

POUT
≈ 8·(1− 2·DS)·T2

2π·(1−DS)·
√

16π2·C2
2·R2 + (16π2·C2·L1 − T2)2

, (5)

Since the capacitances C1, C4, and C2, C3 in the 3l NPC QZSI are connected in the series under ST,
the equivalent capacitance of the asymmetrical QZS network will be twice lower. Thus, taking into
account maximal possible voltages, the electrolytic capacitances of C1 = 1200 μF and C2 = 680 μF were
chosen for the 2L QZSI topology, which is summed up in Table 3.

It should also be mentioned, that in the 3l NPC QZSI prototype, capacitances C1 and C4 were
physically installed as a combination of parallel connection of 1200 μF and 1500 μF, while capacitances
C2 and C3 were combined as 390 μF and 470 μF in parallel connection.

For the standalone application (off-grid), the simplest L or LC filter could be used. The application
of an LC filter could also provide better efficiency due to the fewer losses. However, since the case
study of the PV system is considered for grid-connected applications, we used the LCL filter in both
cases. This provides better stability in the grid-connected mode.

The values of the passive components of the output filter were assessed and chosen based on the
classical approach, which is reported in Reference [42]. Thus, for both converters the same output LCL
filters were chosen with LF1 = 560 μH, CF = 15 μF, and LF2 = 200 μH.

3.2. Selection of Semiconductor Devices and Heatsinks

The main difference in the proposed solutions was observed during the selection of semiconductor
devices. The peak voltage across the QZSI bridge is increasing with the input voltage decreasing.
It is explained by the necessity of ST implementation that deteriorates the DC-link voltage utilization.
Thus, 1200 V SiC power switches should be used in the 2L QZSI solution for the case study system. To
overcome this limitation, the 3l NPC QZSI is considered as an alternative approach. Eight 650 V Si
MOSFETs with a fast body diode were used in it. Also, six 650 V SiC diodes (2 in QZS network + 4 as
clamping diodes) were used, representing the Si–SiC approach. The SiC diode and four 1200 V SiC
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MOSFETs were used in the 2L QZSI representing the full-SiC approach. All semiconductor devices
along with chosen passive elements are provided in Table 3.

Table 3. Selected elements.

Components 2L QZSI 3l NPC QZSI

QZS-stage inductors L1 = L2 = 1.8 mH L1 = L2 = L3 = L4 = 0.9 mH

QZS-stage capacitors

EKMS3B1VSN122MA50S,
C1 = 1200 μF, 105 ◦C, 315 V,

3000 Hrs, 3.25 A,
ESR 100 mΩ;

ALC10(1)681DL500,
C2 = 680 μF, 85 ◦C, 500 V,

2000 Hrs, 3.65 A,
ESR 244 mΩ

ESMQ201VSN122MQ40S, C1 = C4 = 1200 μF,
85 ◦C, 200 V, 2000 Hrs, 3.5 A, ESR 166 mΩ;

B43504G2158M80, C1 = C4 = 1500 μF, 105 ◦C,
200 V, 3000 Hrs, 3.4 A, ESR 100 mΩ;

B43545C9397M000, C2 = C3 = 390 μF, 105 ◦C,
400 V, 5000 Hrs, 2.3 A, ESR 150 mΩ;

LPW471M2GQ45M, C2 = C3 = 470 μF, 85 ◦C,
400 V, 2000 Hrs, ESR 420 mΩ

Output filter LF1 = 0.56 mH, LF2 = 0.2 mH, CF = 15 μF

QZS-stage and clamping diodes D1: SiC C4D02120A, VRRM = 1200 V D1–D6: SiC C3D10065A, VRRM = 650 V

Inverter bridge switches S1–S4: C2M0080120D MOSFETs SiC,
VDS = 1200 V, RDS = 80 mΩ

S1–S8: IPW65R041CFD MOSFETs Si
, VDS = 650 V, RDS = 41 mΩ

Gate drivers ACPL-H342 (2.5 A max peak output current)

The selected semiconductors are equivalent by means of conduction losses. At the same time,
the main differences between the Si and the SiC technology lie in the switching losses and maximum
operation temperature. On the one hand, the full-SiC design may provide lower switching losses,
on the other hand, the operation temperature can be higher. The practical benefit of the higher
semiconductor temperature limit lies in the reduced size of heatsink required. In the heatsink design,
our approach was to select the type and volume that can provide the required operation temperature.
The heatsink was collected of several items, whereas the thermal resistance of each was equal to 2.8
◦C/W. Taking into account the higher operation temperature of SiC devices, the volume of heatsink for
the 2L solution with the full-SiC approach was twice as small. Thus, for the nominal input voltage, the
expected maximal temperature of the heatsink in the 2L solution was about 90 ◦C, while in the case of
conventional Si MOSFETs, it was expected up to 70 ◦C.

4. Experimental Study

4.1. Experimental Setup and Tested Prototypes Description

The general approach to the experimental verification is shown by the structure of the experimental
setup in Figure 4, which was intended to facilitate a comparison of the proposed solutions by
means of an efficiency study and verification of theoretical statements. The experimental setup
includes the following equipment: programmable DC power supply (PV array simulator) Chroma
62150H-1000S [43]; high-performance power analyzer YOKOGAVA WT1800 [44]; oscilloscope Tektronix
MSO 4034B [45]; 2L QZSI or 3l NPC QZSI as a PV inverter incorporating output LCL filter (Figure 5);
resistive load for up to 3 kW output power; both converters were controlled by FPGA Cyclone IV
EP4CE22E22C8 [46]; the temperatures of the inverter switches (Tsw) and heatsinks (Tswh), QZS-stage
diodes (TqzsD) and heatsinks (TqzsDh), clamping diodes (TclD) and heatsinks (TclDh) in 3l NPC QZSI,
were measured using an infrared thermal camera Fluke Ti10 [47]; passive element values were measured
using HM8118 LCR Bridge/Meter [48].
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Figure 4. The structure of the experimental verification setup.

 
Figure 5. Experimental prototypes of the 2L QZSI (a) and the 3L NPC QZSI (b).
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4.2. Operation Waveforms and Characteristics of the Prototypes

The experimental waveforms are shown below in Figures 6 and 7 for both the 2L QZSI and the 3L
NPC QZSI. Figure 6 shows the experimental results in the open loop mode of the 2L QZSI. Figure 6a,b
correspond to the nominal power point 1800 W with the input voltage 360 V. The operation in the
boost mode (power point of 1 kW) is presented in Figure 6c,d. To boost input voltage of 200 V up to
360 V at DC-link, the duty cycle DS = 0.225 was applied. The impact of the ST states on the ripples can
be observed.

Figure 6. Operation waveforms of 2L QZSI at a nominal power level of 1800 W (a,b) and in boost
voltage mode at a reduced power level of 1000 W (c,d).

 

Figure 7. Operation waveforms of 3L NPC QZSI at a nominal power level of 1800 W (a,b) and in boost
voltage mode at a reduced power level of 1000 W (c,d).
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The appropriate waveforms for 3l NPC QZSI are depicted in Figure 7.
The diagrams presented are similar. The LF ripple of the input current was about 30% for both

solutions that slightly exceeded the analytically calculated level of 25%. However, the input currents for
both converters were in the CCM and the HF ripples for the 2L QZSI and the 3L NPC QZSI corresponded
to the calculated value of 8%. The voltage ripples at C1 are 1.5–1.6% and ripples at C2 were 1.2–1.4%,
which completely satisfied or nearly the calculated values of 2% and 1%, correspondingly.

In addition, Figure 8 shows the experimental diagrams of the PV-inverter operation in the
closed-loop grid-connected mode for the nominal and reduced input power. It can be observed that
the input current ripples had an LF ripple that corresponded to the double-frequency ripple. In the
second case (Figure 8b), the current ripple had an HF component. It should be noted that a closed-loop
system stabilizes the behavior of the converter. The observed current ripples completely corresponded
to the theoretical expectation.

 

Figure 8. Grid-connected operation of 3L NPC QZSI at a nominal power level of 1800 W (a) and in
boost voltage mode at a reduced power level of 900 W (b).

4.3. Efficiency Evaluation

Figure 9a shows the efficiency dependencies versus the input power. It corresponded to the
different irradiance levels of the PV-string. It means that different operation points corresponded to
the different input voltages and input currents. Since PV inverters are not operating at a nominal
power point constantly, the important characteristics of the PV inverter performance is the weighted
CEC efficiency [46]. The value of the weighted CEC efficiency was obtained by assigning a probable
percentage of time the inverter resides at a certain operating point. If we denote the efficiency at 50%
of the nominal power by “Eff50%”, the average EU (European) and CEC efficiency values weighted
appropriately are defined as:

ηEU = 0.03·Eff5% + 0.06·Eff10% + 0.13·Eff20% + 0.10·Eff30% + 0.48·Eff50% + 0.20·Eff100%, (6)

ηCEC = 0.04·Eff10% + 0.05·Eff20% + 0.12·Eff30% + 0.21·Eff50% + 0.53·Eff75% + 0.05·Eff100%, (7)

The CEC efficiency measurement and calculation results corresponding to Figure 9a are shown in
Table 4. For both inverters, it exceeds 96%. However, for the 2L QZSI it supersedes by 0.4%. The EU
efficiency was also measured and for both converters it exceeded 95%.
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Figure 9. Efficiency evaluation of the 2L QZSI and the 3L NPC QZSI under different solar irradiance
(power) levels (a) and within input voltage operating range (b).

Table 4. The CEC efficiency of 2L QZSI and 3L NPC QZSI.

Power Checkpoints, % of Nominal Input Power, W 2L QZSI Efficiency, % 3l NPC QZSI Efficiency, %

10 180 90.8 90.0
20 360 94.9 94.0
30 540 96.2 95.7
50 900 97.0 96.6
75 1350 97.1 96.8

100 1800 96.5 96.1

- CEC efficiency 96.6 96.2

It should be mentioned that efficiency curves for the 2L QZSI and the 3L NPC QZSI are characterized
by different shapes. Figure 9b shows efficiency dependence versus different input voltage. This
case illustrates the efficiency of the converters with different numbers of PV panels or at shadowed
conditions. It can be seen that the 2L solution had higher peak efficiency, which corresponds to the
nominal operation point, but more significant efficiency decrease occurred at low input voltage. In
general, for the zero ST duty cycle, the 2L QZSI demonstrated 0.4 . . . 2.3% higher efficiency than the 3L
NPC QZSI. The situation changed when a non-zero ST duty cycle was utilized. It can be explained by
higher conduction losses in SiC transistors, which take force under higher current rates in ST mode.

4.4. Evaluation of Temperature Behavior of Semiconductors and Heatsinks

The temperature of semiconductor devices and heatsinks was controlled by an infrared thermal
camera Fluke Ti10. The results are presented in Figures 10 and 11. It should be mentioned that
clamping diodes and inverter power switches in the 3L NPC QZSI had four common heatsinks,
each one intended for two MOSFETs and one clamping diode. One more heatsink was used for two
QZS-stage diodes, as can be seen from Figure 5. At the same time, two heatsinks were used in the 2L
QZSI for inverter switches and one heatsink for the QZS-stage diode.

Figure 10a shows the temperature of the QZS-stage diode and its heatsink in the 2L QZSI under
different power levels. These points correspond to Figure 9a. It can be seen that the diode and the
heatsink temperature rose under the power increase. The maximum temperature corresponded to
the maximum power and fully corresponded to the theoretical assumptions. Figure 10b shows the
temperature of the QZS-stage diodes and their heatsink in the 3L NPC QZSI under different power
levels. It can be seen that the diode and heatsink temperature was slightly higher than in the 2L
solution. The thermal images of the QZS-stage diode D1 at close to nominal power level (1850 W) are
shown in Figure 11a,c. For the 2L QZSI and 3L NPC QZSI, the hottest points were the temperatures
130 ◦C and 140 ◦C, respectively.

Figure 10c,d show similar diagrams for SiC power switches in the 2L QZSI and Si power switches
in the 3L NPC QZSI. The maximum temperature of the SiC power switches in the nominal mode was
not higher than 95 ◦C in the 2L QZSI, while the maximum temperature of the Si power switches in the
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3L NPC QZSI was much lower and did not exceed 75 ◦C. It should be mentioned, that under the ST
states application in the boost mode, the temperature of the bridge power switches rose significantly in
both cases.

 

Figure 10. Temperatures of the QZS-stage diode and heatsink in the 2L QZSI (a) and 3L NPC QZSI (b),
temperatures of the SiC bridge power switches and heatsinks in the 2L QZSI (c), and temperatures of
the Si bridge power switches and heatsinks in the 3L NPC QZSI (d).

 

Figure 11. Thermal images in the nominal operation mode: QZS-stage diode (a) and SiC bridge power
switches (b) in the 2L QZSI and QZS-stage diode in the 3L NPC QZSI (c); thermal images in the boost
mode under ST states application: QZS-stage diode (d) and SiC bridge power switches (e) in the 2L
QZSI and QZS-stage diode in the 3L NPC QZSI (f).

In the case of the 2L solution, the SiC temperature reaches 160 ◦C, while in the 3L NPC solution
the Si temperature did not exceed 120 ◦C at the maximum power points. Figure 11b,e show the SiC
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thermal pictures for two modes at the same power point of 1850 W. It can be seen that under the
transient from nominal to boost mode, the temperature of the QZS-stage diodes changed insignificantly
in both solutions.

The SiC power switches temperature in the 2L solution rose from 90 . . . 110 ◦C to 130 . . . 160 ◦C,
while in the 3L solution based on the Si power switches, the temperature rose from 70 . . . 80 ◦C to 100
. . . 110 ◦C only. Finally, the SiC semiconductor devices can safely operate with higher temperature.
It means that the size of the heatsinks in the case of full-SiC design can be smaller.

5. Comparative Analysis

This section presents the results of the comparison of different characteristics discussed and
verified above. Figure 12 shows a diagram that includes several parameters for the 2L QZSI and
the 3L NPC QZSI: volume of capacitors, volume of inductors, summarized voltage stress across
semiconductors, heatsink volume, and CEC efficiency.

Figure 12. Comparative diagram for the 2L QZSI and 3L NPC QZSI.

As can be seen, the equivalent inductances and capacitances of the QZS-stage are practically equal.
It is explained by the same operation conditions of the proposed solutions and the same switching
frequency. In the case of the 3L NPC, the capacitors and inductors are split, but the overall size remains
the same.

The main difference concerns semiconductors. Overall voltage stress across full bridge transistors
remains the same, but the 3L NPC requires additional clamping diodes. It was also clearly shown, that
due to the higher operation temperature of the SiC devices in 2L QZSI, the heatsink can be selected
significantly smaller.

Finally, the diagram also shows that power losses (1-CEC) are slightly smaller in the 2L QZSI than in
the 3L NPC QZSI. It was achieved even under the higher operation temperature of SiC semiconductors.

6. Conclusions

In this study, a PV-string with a nominal power level of 1800 W was chosen as a case study for
the evaluation of two PV-inverters based on the 2L QZSI full-SiC solution and the 3L NPC QZSI
solution with Si MOSFETs. However, both investigated topologies could be easily up-scaled (with
appropriately selected passive components) and safely operated up to twice the higher power level.
The main conclusion from our analysis is that the full-SiC 2L QZSI solution has a clear advantage
over the 3l NPC QZSI solution with Si MOSFETs. First of all, it simplifies the Printed Circuit Board
(PCB) and reduces the number of auxiliary components around switches. Secondly, it may provide
higher efficiency along with the lower volume of heatsink. It should be mentioned that efficiency and
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heatsink volume can be used as trade-off parameters for industrial optimization. The heatsink volume
increase will lead to the temperature decreasing and to efficiency improvements correspondingly. On
the other hand, the reliability and longtime operation of the full-SiC solution is an open question for
discussion and can be a limiting factor in industrial implementation.
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Abstract: Partial shading on photovoltaic (PV) arrays reduces the overall output power and causes
multiple maximas on the output power characteristics. Due to the introduction of multiple maximas,
mismatch power losses become apparent among multiple PV modules. These mismatch power
losses are not only a function of shading characteristics, but also depend on the placement and
interconnection patterns of the shaded modules within the array. This research work is aimed to
assess the performance of 4 × 4 PV array under different shading conditions. The desired objective
is to attain the maximum output power from PV modules at different possible shading patterns by
using power electronic-based differential power processing (DPP) techniques. Various PV array
interconnection configurations, including the series-parallel (SP), total-cross-tied (TCT), bridge-linked
(BL), and center-cross-tied (CCT) are considered under the designed shading patterns. A comparative
performance analysis is carried out by analyzing the output power from the DPP-based architecture
and the traditional Schottky diode-based architecture. Simulation results show the gain in the output
power by using the DPP-based architecture in comparison to the traditional bypassing diode method.

Keywords: partial shading; photovoltaic (PV) arrays; multiple maximas; mismatch; differential power
processing (DPP); series-parallel (SP); total-cross-tied (TCT); bridge-linked (BL); center-cross-tied (CCT)

1. Introduction

Solar energy is free and abundant [1]. Environmental concerns are widely reduced by using
solar energy for power generation. Therefore, the photovoltaic (PV) energy is becoming the most
emerging and promising solution to address environmental problems. Generally, the efficiency of solar
PV energy conversion using PV panels is low [2], and therefore, many researchers are working on
improving the efficiency and output energy yield [3]. Factors that may affect the conversion efficiency
generally include the effect of soiling, dirt and dust, elevated temperature, and sudden irradiance
changes [4]. Similarly, the output power produced by PV arrays is remarkably reduced due to partial
shading conditions [5,6]. Partial shading is generally induced over a PV module, string, or on a whole
small PV system. It is due to cloud shadows, dust, permanent cracks on shields or surfaces; as well as
shade due to various structures including trees, leaves, and buildings or towers [7]. Partial shading
causes a reduction in the irradiance, and also distributes irradiance in a non-uniform pattern over the
surface of various PV modules in an array [8,9]. Hence, the current from the PV array is constrained by
the shaded PV modules, which in turn is detrimental for the other healthy PV modules connected
in the series [10]. Consequently, in practice, a parallel-connected diode termed as a bypass diode
(D1 and D2) is installed across it to minimize the effects of mismatching, as shown in Figure 1a. During
mismatching, this bypass diode will be ON and the current starts flowing through it (as shown in
Figure 1b). In this case, various maximas appear on the power–voltage (P–V) characteristics. These
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multiple peaks are known as local maxima’s, as examplified in Figue 1c. When multiple peaks
are present, the conventional maximum power point techniques (MPPTs) may not work accurately.
Therefore, a global maximum power point technique (GMPPT), capable to distinguish between local
and global maxima is generally needed to maximize the overall output power from the array. In the
literature, many conventional MPPT techniques have been presented and their behavior on partial
shading conditions is analyzed [11–13]. Various artificial intelligence techniques including fuzzy
logic [14,15], neural networks [16], and genetic algorithms [17] are generally employed to track the
global maximum power point (GMPP). However, these techniques have limitations and exhibit false
tracking over varying conditions of irradiance and temprature. Furthermore, the convential MPPT
methods should be retrofitted with more sensoring and control requirements [18,19].
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Figure 1. A PV module (M1 and M2) with parallel-connected bypass diodes D1 and D2: (a) schematic
diagram, (b) schematic showing the current flow direction while shaded and bypassed [19], (c) P–V
characteristic of series-connected two PV modules while one is shaded (mismatching occurs). Here, Ib

is a bypass current through D1.

In addition to developing advanced MPPT algorithms, an alternative is to directly mitigate the
local peaks under partial shading. Differential power processing (DPP) converters [20–25] are typical
representatives, that enable each PV module to produce maximum output power. DPP converters
eliminate the problem of multiple maximas in the PV string, as highlighted in Figure 2. In addition,
Figure 3a further exemplifies one DPP configuration known as the PV–PV voltage balance converter [20].
This PV–PV converter only processes the mismatched power and thus, it is used in this paper. The
working principle of the PV–PV DPP is shown in Figure 3b,c, where the PV module M1 is shaded
and the PV module M2 in the non-shaded mode. IL is a mismatch current, which passes through
the inductor L. The transistors Q1 and Q2 operate complementarily to each other. Nevertheless, the
switching will induce power losses that can be found as [20]

PSWLOSS = 2k0

⎡⎢⎢⎢⎢⎣VG

√
VG
2VB

+ 4VDIL

√
VD

VB

⎤⎥⎥⎥⎥⎦ fSW (1)

in which k0 is a material property dependant device constant, VB is the breakdown voltage of the
device, VD is the voltage at the device terminal, VG is the voltage at the gate terminal, IL is the current
passing through the inductor, and f sw is the switching frequency of the power device. The PV–PV
DPP topology is based on the switched-inductor between two PV modules. Therefore, it is named as
switched-inductor (SL)-based topology. The SL-based topology can be represented by a simplified
model as illustrated in Figure 4. To have the same voltage (i.e., V1 and V2) across both PV modules,
the value of effective impedance ZEFF should be minimum. However, practically it is unavoidable to
have zero value of ZEFF but since the value of ZEFF is frequency dependent. Therefore, it is possible to
achieve the minimum value by operating the converter at frequencies near to the resonant frequency.

140



Energies 2019, 12, 2802

�D� �E�
9ROWDJH

3R
Z
HU

1R�PLVPWDFKLQJ
0LVPDWFKLQJ

*OREDO�0D[LPD

*OREDO�0D[LPD

01

02

'33

'33

/RDG

Figure 2. PV modules (M1 and M2) with parallel-connected DPP topologies: (a) schematic diagram
when M1 is shaded and (b) P–V characteristic of series-connected two PV modules during mismatching
and no mismatching.
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Figure 3. Switched-inductor (SL)-based PV–PV voltage balance converter [20]: (a) schematic diagram
containing two series-connected PV modules M1 and M2 without shading; (b) M1 is shaded, where Q1

is ON and Q2 is OFF; and (c) M1 is shaded and Q1 is OFF and Q2 is ON. Here, IL is a current passing
through an inductor L.
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Figure 4. Equivalent circuit for the SL-based DPP technique. Here, ZEFF is the effective impedance, V1,
and V2 are the voltages across the PV module M1 and M2, respectively.

Moreover, another important factor to consider in the design of the SL-based topology is the
quality factor Q, which is given by expression (2)

Q = (1/RESR)
√

L/C (2)

where L is the inductance shown in Figure 3 and C is the stray capacitance, which can be neglected as
its value is very small. For practical reasons and to have adequate voltage stress across inductor L, the
value of Q is selected in the range of 1–10 and the switching frequency is selected as 50 kHz.
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The value of switching frequency is selected closer to the resonant frequency in order to have
a minimum value of ZEFF. For better understanding, ZEFF can be considered as a series LC network
whose impedance versus frequency curve is shown in Figure 5, which can be calculated by using (3).
At lower frequencies (below resonant frequency), the topology behaves as overall capacitive. However,
as the frequency increases, the value of ZEFF decreases to its minimum value at the resonant frequency
where the impedances of L and C cancels each other. Similarly, beyond the resonant frequency and at
higher frequencies, the nature of ZEFF is overall inductive. Therefore, the value of switching frequency
is selected in the vicinity of resonant frequency to achieve a minimum value of ZEFF, which will, in
turn, equalizes the voltages of PV modules in a system. Moreover, the value of switching frequency
is selected to be higher than the resonant frequency to achieve soft-switching operation for all the
switches, which can minimize the switching power loss.
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Figure 5. A curve showing the variation of impedance with frequency for a series resonant circuit.

|X| = |XL| − |XC| (3)

where XL is the inductive impedance and XC is the capacitive impedance.
The power losses during partial shading are dependent upon the patterns of shading. Various

schemes have been presented in the literature to minimize the detrimental effects caused by non-uniform
shading [26]. One possibility is to reconfigure the interconnection PV modules in case if there is
partial shading. The most commonly used interconnection scheme for PV arrays is series-parallel
(SP). Configurations like the bridge-linked (BL), central-cross-tied (CCT), and total-cross-tied (TCT)
(see Figure 6) can also be adopted to minimize the mismatching effect due to partial shading [27].
Although, it has been reveailed that the TCT configuration yields maximum power for conventional
bypass technique [28], more attempts have been made to mitigate the effects of partial shading using
SP configurations due to its simplicity [29]. Using TCT enhances the longevity of the PV module
with an estimated increase in a lifetime by 30% [30]. Alternately an electronic array reconfiguration
scheme abbreviated as EAR has been proposed, which may modify the interconnection pattern of
modules using electronic switches. In EAR, during operation and the decision of reconfiguration is
based upon the pattern of shading, while control is achieved using a switch matrix [31]. The electrical
reconfiguration using switches and relays, which can be effectively realized for small systems. However,
for large PV arrays in solar parks, etc., the electronic switches, their interaction, and controllability
becomes complex and difficult to handle due to the constraints of switching [32]. Similarly, another
technique termed as disperse interconnection scheme (SDS) for multiple PV modules in an array
has been presented in [33]. This technique is also based on changing the electrical configuration
of the modules in the PV array. This technique has superior output yield in comparison to other
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interconnection schemes as discussed in [29]. However, cost and complexity associated with the
changing connections in large PV arrays can be cumbersome, and the overall system yield may become
infeasible [29]. Therefore, various aspects by including efficiency and cost must be carefully considered
for the optimal system design. A static reconfiguration is considered effective over other dynamic
interconnection techniques [23]. The static reconfiguration technique does not involve the dynamic
change of interconnection. It is based upon the one-time constant arrangement of PV modules with
predefined interconnection settings in an array under different partial shading conditions [34,35].
Different interconnection topologies, which are discussed above—namely, SP, BL, and TCT for PV
arrays—have been proposed. These interconnection schemes are tested by using intelligent power
electronics to minimize power losses due to mismatch. The power electronic-based technique replaces
the shunting bypass diodes, which are generally connected in parallel to PV modules in the array.
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Figure 6. PV array topologies: (a) series-parallel (SP), (b) total-cross-tied (TCT), (c) central-cross-tied
(CCT), and (d) bridge-linked (BL).

The performance analysis of above-mentioned interconnection schemes has been widely discussed
with traditional bypass diodes in the literature so far. However, when DPP converters have adopted
the performance of those configurations has not yet been explored. Therefore, in this paper, the four
array interconnection schemes—i.e., the SP, TCT, CCT, and BL configurations with SL-DPP—are tested
under different patterns of shading and irradiance. The performance of proposed schemes (SL-based
interconnection schemes) is evaluated by introducing different shading patterns and its comparison
with state of the art topology, i.e., bypass diode (for comparative analysis). This study uses a 4 × 4 PV
array of system, which has a size of 968 W. The output power and mismatch losses under various
shading patterns with SL-DPP and bypass diodes are presented. The organization of the rest of the
paper is given below. Section 2 introduces the different interconnection configurations and shading
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pattern designs. Section 3 outlines various important results and based upon the highlighted results
conclusions are outlined in Section 4.

2. Configurations and Shading Pattern Designs

The four interconnection schemes—i.e., the SP, TCT, CCT, and BL configurations—are compared
at different shading patterns for the 4 × 4 PV array. The PV array with these configurations using
DPP converters and bypass diodes are evaluated. The rating of PV modules is given in Table 1. The
rated maximum output power from the 4 × 4 PV system is 968 Watt at 1000 W/m2 and STP. Different
types of shading patterns including, one module shading, short wide, long narrow shading, central
shading, and diagonal shading are applied at all above discussed interconnection schemes on 4 × 4 PV
array at different irradiances, as shown in Figure 7. The variations in irradiance from 200 W/m2 to
800 W/m2 with a difference of 100 W/m2 is considered to compare the performance of SL-based DPPs
with conventional parallel-connected bypass diodes. Various shading pattern designs for PV array
configuration schemes are as follows.

Table 1. Specification of the PV module at STC (1000 W/m2 and 25 ◦C).

Parameters Rating

Rated Peak Power (Pmax) 60 W
Voltage at MPP (Vmp) 17.10 V
Current at MPP (Imp) 3.50 A

Open Circuit Voltage (Voc) 21.10 V
Short Circuit Current (Isc) 3.80 A

2.1. One Module Shading

In the condition of one module shading, one module from first row and first column is shaded
from 4 × 4 PV array, i.e., PV module M1, as shown in Figure 7a.

2.2. Short Wide Shading

For short wide shading, four PV modules from the first two rows and columns are shaded, i.e.,
M1, M2, M5, and M6, as shown in Figure 7b.

2.3. Long Narrow Shading

In long narrow shading, PV modules placed at the last column of PV array, which includes PV
modules, M13, M14, M15, and M16 along with the last row, which are M4, M8, and M12 are not shaded,
as shown in Figure 7c. Rest of all PV modules are shaded from 4 × 4 PV array.

2.4. Central Shading

Four PV modules from the center are shaded—i.e., M6, M7, M10, and M11—while all other remain
unshaded, as shown in Figure 7d.

2.5. Diagonal Shading

For diagonal shading M4, M7, M10, and M13 are shaded, as shown in Figure 7e. In diagonal
shading, one module gets shaded from each row and column of a 4 × 4 PV array for all
configuration schemes.
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Figure 7. Shading pattern designs for PV array configuration schemes: (a) one module, (b) short wide,
(c) long narrow, (d) central, and (e) diagonal.

3. Results and Discussion

The simulation results for the configurations with traditional bypass diodes and power
electronic-based DPP architectures are shown in Figures 8–11. The systems are evaluated at 1000 W/m2,
800 W/m2, 600 W/m2, 500 W/m2, 400 W/m2, and 200 W/m2 by using a power sim (PSIM).
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Figure 8. Output for series-parallel (SP) connection under various shading conditions with: (a) diode
connection and (b) DPP connection.
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Figure 9. Output for total-cross-tied (TCT) connection under various shading conditions with: (a) diode
connection and (b) DPP connection (zero output).

The unshaded modules in Figure 7 experience an irradiance of 1000 W/m2. It is seen in Figures 8
and 10 that PV strings with DPP architectures have higher output power for the SP and CCT
configurations than the systems with traditional bypass diodes. However, when DPP converters are
adopted, there is almost zero or below 1 W of output power for all the shading scenarios with the TCT
and BL configurations, as shown in Figures 9b and 11b. As the SL-based DPP architecture requires
at least two series-connected PV modules for the converter to work properly, as shown in Figure 3.
However, in TCT and BL architectures, their interconnections with other parallel PV strings affect the
working principle of the used SL-based DPP topology.

In SP configuration, the output power for bypass diode and DPP under all shading patterns is
shown in Figure 8a,b. The output power is 778 W, 826 W, 847 W, 872 W, and 933 W with bypass diode
for one module, short wide, long narrow, central, and diagonal shading patterns, respectively, as shown
in Figure 8a. In SP, output power with proposed SL-based DPP architecture is 905 W, 918 W, 924 W,
930 W, and 942 W at 200 W/m2, 400 W/m2, 500 W/m2, 600 W/m2, and 800 W/m2, respectively during
one module, short wide, long narrow, central, and diagonal shading, respectively (see Figure 8b).
For bypass diode technique, the power output in SP using short wide and central shading is almost
similar as four PV modules are shaded under both schemes, two from each PV strings. Whereas, in
the diagonal shading, each module is shaded from each parallel-connected PV string. Therefore, it
has a more severe effect on output power, especially for diode bypass architecture, which can be seen
from Figure 8a. DPP with SP interconnection, which is shown in Figure 8b has almost the same output
power under given irradiances.

The power output received from CCT interconnection is shown in Figure 10. Similar to SP, in CCT
one module shading has maximum power for all shading patterns, i.e., 821 W, 857 W, 870 W, 900 W, and
945 W at 200 W/m2, 400 W/m2, 500 W/m2, 600 W/m2, and 800 W/m2, respectively with bypass diode
architecture. Similarly, 905 W, 918 W, 925 W, 930 W, and 942 for SL-based DPP architecture at 200 W/m2,
400 W/m2, 500 W/m2, 600 W/m2, and 800 W/m2, respectively under one module shading scheme.
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Figure 10. Output for central-cross-tied (CCT) connection under various shading conditions with:
(a) diode connection and (b) DPP connection.
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Figure 11. Output for bridge-linked (BL) connection under various shading conditions with: (a) diode
connection and (b) DPP connection (zero output).

For short wide, long narrow, central, and diagonal shading the output power is given in Figure 10a,b
with bypass diode and DPP, respectively. Figures 9 and 11 show the output power from TCT and
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BL interconnections for the traditional diode. In TCT and BL connections, DPP architecture is not
applicable as discussed before. Therefore, the output power is almost 0 W, as shown in Figures 9b and
11b. Power losses are also calculated from Figures 8 and 10 during one module, short wide, long narrow,
central, and diagonal shading for SP and CCT traditional bypass diodes and DPP converters. These
losses are calculated only for the SP and CCT interconnections because TCT and BL interconnection
schemes are not applicable on the SL-based DPP converter. For instance, power losses during one
module shading for the worst case—i.e., 200 W/m2 are 15.34%, 10.66% for SP and CCT, respectively by
using the bypass diode. It is only 1.52% for the DPP architecture by using SP and CCT interconnections
during one module shading. The power losses decrease with an increase in irradiance. For short
wide and long narrow shading at 200 W/m2, the power losses for traditional bypass diode are 24.19%
and 19.12% during short wide and 40.42% and 40.73% during long narrow shading for SP and CCT,
respectively. Similarly, at 200 W/m2, DPP architecture has 3.66% and 3.40% power losses during short
wide shading for SP and CCT, respectively. Power loss for DPP during long wide shading is 37.51%
and 40.58% for SP and CCT at 200 W/m2. For the rest of the irradiances, the power loss decreases as
the irradiance increases both for diode and DPP.

The power losses for SP and CCT string interconnections during central and diagonal shading
for diode at 200 W/m2 is 24.19% both for SP and CCT while 4.11% by using DPP. During diagonal
shading, it has similar power losses for SP and CCT interconnections, which is 60.85% for bypass
diode and 4.05% for DPP at 200 W/m2. Similarly, these power losses decrease with an increase of
irradiance in a diagonal shading pattern also. Overall, PV strings with SP and CCT interconnections
with DPP architecture have more output power than a traditional diode. For short wide, central, and
diagonal shading, PV strings with DPP architecture are producing almost the same output power
because four PV modules are shaded for all of them. DPP architecture is not applicable to TCT and BL
interconnections. In all, DPP extracts more power from the 4 × 4 PV array system than traditional
bypass diode for all interconnection schemes where it is applicable. However, SL-based DPP topology
has higher cost with a complex circuitry in comparison to traditional bypass diode topology.

4. Conclusions

In this paper, a DPP converter has been used in PV modules with different static interconnection
schemes including series-parallel (SP), total-cross-tied (TCT), central-cross-tied (CCT), and bridge-linked
(BL). The power production from the PV modules under various interconnection schemes and mismatch
conditions have been explored. More importantly, a comparison of the power production between the
traditional bypass diode and the DPP-based architecture for a 4 × 4 PV array has been performed. It has
been found that the two configurations—i.e., SP and CCT with the DPP converters—produce more
power than traditional bypass diode-based architecture. On the other hand, TCT and BL configurations
are not suitable for integrating the DPP converters due to their inherent hardware limitations. Hence,
the DPP-based interconnection might be a promising solution to enhance the energy yield for PV
modules with minimal mismatch power losses during partial shading conditions. It is especially
suitable for the SP configuration, which is the most commonly used configuration in practice. However,
the integration of DPP converters will inevitably increase the cost and complexity of the overall system,
which requires further analysis.
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Abstract: The double-frequency (2ω) power flows through the DC side of the single-phase
quasi-Z-source inverter (QZSI) leads to the 2ω voltage ripple of capacitors and 2ω current ripple
of inductors. This paper proposes a ripple vector cancellation modulation strategy (RVCMS) based
on the thought of ripple vector cancellation. By analyzing the mechanism of ripple generation and
transmission, we can obtain a variation of a shoot-through duty cycle to generate a compensated
2ω ripple used to cancel the 2ω current ripple of inductors caused by the 2ω ripple of DC link
current, and the 2ω compensated variation of a shoot-through duty cycle with a specific amplitude
and phase is added to the constant shoot-through duty cycle. Finally, simulation and experimental
results demonstrate the correctness and effectiveness of the proposed modulation strategy for the
single-phase QZSI.

Keywords: quasi-Z-source inverter; double-frequency ripple; ripple vector cancellation;
shoot-through duty cycle; modulation

1. Introduction

The single-phase quasi-Z-source inverter (QZSI) consists of two modules, a quasi-Z-source
network, and an H-bridge, and the quasi-Z-source network includes two inductors, two capacitors,
and a diode [1]. Different from traditional two-stage inverters, the QZSI reduces the number of active
devices, has no dead time, and can realize DC-DC and DC-AC by its unique impedance network and
shoot-through modulation method [2,3]. Currently, the QZSI has been widely studied and applied in
photovoltaic power generation, AC speed regulation, electric vehicles, and as a module in cascaded
multilevel inverters [4–7].

For the single-phase inverter system, the double-frequency (2ω) power flows between the DC
side, and the AC side causes 2ω ripples of capacitor and DC link voltage, 2ω ripples of inductor
and DC link current. These 2ω ripples will cause the temperature of passive devices and the DC
source to increase, which seriously affects their working life, distort the output voltage of the inverter,
and the low frequency current ripple components in the DC side will affect the maximum power
point tracking (MPPT) and reduce the efficiency of the photovoltaic system [8–14]. Therefore, it is
necessary to suppress the 2ω ripple in the DC side. The simplest method to reduce the ripple is to
increase the value of the quasi-Z-source network to buffer 2ω power in a large capacitor or inductor [8].
In [9], a parameter design method with a dynamic photovoltaic-panel and terminal capacitors for the
single-phase quasi-Z-source photovoltaic inverter was proposed to reduce the 2ω ripple. However,
these methods will not only lead to large volume, large weight and high cost, but also reduce reliability
and efficiency due to the large value of capacitors and inductors in the quasi-Z-source network.
In [10], a comprehensive model and an asymmetric quasi-Z-source network design method for a
single-phase energy-stored quasi-Z-source-based photovoltaic inverter system were proposed to reduce
the 2ω ripple.
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The active power filter (APF) technology is usually applied to the ripple suppression for QZSI.
In [11], an active-filter-integrated single-phase QZSI was proposed: The APF consists of an extra
switch leg and a second-order filter; the 2ω pulsating power of the AC load is transferred to the
filter and the extra leg; the capacitor voltage and the inductor current in the DC side will no longer
have the 2ω ripple component with this method, but an extra circuit means a higher cost and more
complicated control. In [12,13], 2ω ripple control strategies were proposed based on feed-back control.
In [12], a low-pass filter was used to obtain the 2ω ripple of the inductor current in the DC side
by extracting its DC component, which is used to generate a small variation of the shoot-through
duty cycle, and Reference [13] regards the 2ω voltage ripple of the DC source as the feed-back
signal. Reference [14] proposes a 2ω ripple suppression method based on feed-forward control: The
feed-forward signal is obtained by a ripple observer, which can observe the 2ω current of the DC link
by detecting the output current of the inverter. References [12–14] can realize the suppression of the
2ω ripple without an extra active filter circuit; we can call it virtual APF technology. However, they
still need filters or sensors to detect the 2ω ripple components, which will increase the cost. Therefore,
the relationship between the variation of the shoot-through duty cycle and the 2ω ripple in the DC
side, and realizing the suppression of the 2ω ripple with less hardware, needs further study.

Reducing the modulation ratio of QZSI can effectively reduce the ripple content in the DC
side; however, with the decrease of the modulation ratio and the increase of the shoot-through
duty cycle, the harmonic distortion value of the inverter output voltage and the loss of switching
devices will increase [15]. Some new modified modulation strategies have been addressed. In [16],
a modified modulation strategy was proposed, which was different from the traditional modulation
strategy; the shoot-through control lines are modified to a line with a 2ω component. Reference [17]
proposes a novel dual switching frequency modulation that combines low-frequency sinusoidal
pulse width modulation (SPWM) and high-frequency pulse width modulation (PWM) to remove
the interdependence between the shoot-through duty cycle and the inverter modulation index.
Reference [18] proposes two new space vector modulation strategies to reduce the inductor current
ripple based on the principle of the volt-second balance, which can divide shoot-through times
in real time. Reference [19] proposes a PWM strategy with a minimum inductor current ripple;
the shoot-through time interval of three phase legs are designed according to the active state and 0
state time. In [20], a finite-control-set model-predictive control algorithm for a quasi-Z-source four-leg
inverter based on the discrete time model and a predictive controller was proposed to minimize the
2ω ripple in the DC side. Reference [21] proposed a model-based current control approach based on
the inherent relationship between the ripple component inductor and capacitor voltages in the DC
side. This approach can reduce the DC side inductor current ripple with active damping and constant
virtual time for single-phase grid-tied QZSI with an LCL filter.

This paper mainly focuses on the suppression of the 2ω current ripple of inductors and
proposes a new modulation strategy based on ripple vector cancellation. In the modulation strategy,
the compensated 2ω variation of the shoot-through duty cycle with a specific amplitude and phase
angle is obtained to cancel the 2ω current ripple of inductors. Section 2 focuses on the operation
analysis, ripple transmission, and generation mechanism of single-phase QZSI. Section 3 presents the
proposed modulation strategy. Simulation and experimental studies are discussed in Section 4. Finally,
conclusions are given in Section 5.

2. Single-Phase QZSI

2.1. Operation and Steady-State Analysis

The topology of single-phase QZSI is shown in Figure 1. Due to the existence of the quasi-Z-source
network and the shoot-through state, both of the power switches in a leg can be turned on at the
same time, which is used to step up the voltage. During the shoot-through state, the diode turns off,
the inverter bridge is short circuited, the DC link voltage is 0, and the inverter does not generate the
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power to load. In the non-shoot-through state, the diode turns on, and the QZSI operates the same as a
conventional voltage source inverter (VSI). In a switching period, the state-space model of QZSI can be
obtained by using the state-space average method, as shown in (1), where iL1 , iL2 , vC1 , and vC2 are the
current of inductors L1 and L2, the voltage of the capacitors is C1 and C2, vDC is the voltage of the DC
source, d is the shoot-through duty cycle, and iPN is the DC link current, respectively.

DF�JULG�
RU�ORDGV

 
Figure 1. Single-phase quasi-Z-source inverter (QZSI).

Figure 2 shows the conventional modulation strategy (CMS) for the single-phase QZSI using the
unipolar modulation strategy; its modulation waveforms are two sinusoidal waves with a difference
of 180◦. The CMS uses two straight lines vp, vn to generate the shoot-through duty cycle. When the
triangular carrier is greater than vp, the switch S1 or S3 turns on, and when the carrier is smaller
than vn, the switch S2 or S4 turns on. VS1 and VS2 show the switch state of the switch S1–S4 in the
H-bridge, respectively. ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

L1
diL1
dt = vDC − (1− d)vC1 + dvC2

L2
diL2
dt = −(1− d)vC2 + dvC1

C1
dvC1

dt = (1− d)(iL1 − iPN) − diL2

C2
dvC2

dt = (1− d)(iL2 − iPN) − diL1

(1)

&DUULHU�ZDYHIRUP

0RGXODWLRQ�
ZDYHIRUP

Figure 2. Conventional modulation strategy (CMS).

From (1), the DC components of the QZSI in the ideal case can be obtained as (2), where D is the
average value of the shoot-through duty cycle d, d = D + d̂, d̂ is the variation of d, VC1 and VC2 are the
average voltage of capacitor C1 and C2, IL1 and IL2 are the average current of inductor IL1 and IL2 , VDC

is the average voltage of dc source, and IPN is the average value of the DC link current, respectively.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
VC1 = 1−D

1−2D VDC

VC2 = D
1−2D VDC

IL1 = IL2 = 1−D
1−2D IPN

(2)
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The average value of the DC link voltage during the non-shoot-through time interval is

VPN = VC1 + VC2 =
1

1− 2D
VDC (3)

2.2. Ripple Genertation Mechanism

The output voltage and current of the single-phase QZSI inverter can be expressed as (4), where
Vo and Io are the amplitude of the output voltage and current, ω is the fundamental frequency, and ϕ
is the impedance angle of the load or grid, respectively.

vo = Vo sin(ωt), io = Io sin(ωt−ϕ) (4)

The DC link voltage vPN and the DC link current iPN can be expressed as (5), where VPN, IPN are
the average value and v̂PN, îPN are the 2ω components of vPN, iPN, respectively.

vPN = VPN + v̂PN, iPN = IPN + îPN (5)

From (4) and (5), the input power pPN and output power po of the H-bridge can be calculated as
(6) and (7), respectively.

pPN = (1−D)vPNiPN = (1−D)(VPNIPN + VPNîPN + IPNv̂PN + îPNv̂PN) (6)

po =
1
2

VoIo cosϕ− 1
2

VoIo cos(2ωt−ϕ) (7)

The 2ω component of the DC link current can be given as (8), where I2ω is its amplitude and α is
the phase angle.

îPN = I2ω cos(2ωt− α) (8)

From pPN = po and Reference [12], the amplitude and phase angle of îPN can be calculated as

I2ω = −
VoIo

[
4ω2LC− (1− 2D)2

]
2(1−D)

√[
4ω2LC− (1− 2D)2

]2
V2

PN + [4ωLIPN(1−D)]2
(9)

α = ϕ+ arctan
4ωLIPN(1−D)[

4ω2LC− (1− 2D)2
]
VPN

(10)

In (9), 4ωLIPN(1−D) is much smaller than
[
4ω2LC− (1− 2D)2

]
VPN and can be ignored, therefore,

the 2ω component of the DC link current can be expressed as

îPN = − VoIo

2(1−D)VPN
cos(2ωt− α) (11)

From (6) and (7), IPN can be calculated as

IPN =
VoIo

2(1−D)VPN
cosϕ (12)

2.3. Ripple Transmission Mechanism

When the shoot-through duty cycle is a variable value, from (1), the small-signal model of
single-phase QZSI can be obtained as (13) using the small signal analysis method with a constant
DC source voltage, where îL1 , îL2 , v̂C1 , v̂C2 are the 2ω components of the inductor current iL1 , iL2 , the
capacitor voltage vC1 , vC2 , respectively.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

L1
dîL1
dt = −(1−D)v̂C1 + Dv̂C2 + (VC1 + VC2)d̂

L2
dîL2
dt = −(1−D)v̂C2 + Dv̂C1 + (VC1 + VC2)d̂

C1
dv̂C1

dt = (1−D)îL1 −DîL2 − (1−D)îPN + (IPN − IL1 − IL2)d̂

C2
dv̂C2

dt = (1−D)îL2 −DîL1 − (1−D)îPN + (IPN − IL1 − IL2)d̂

(13)

The small signal model can be simplified as (14) under L1 = L2 = L and C1 = C2 = C, which
means îL = îL1 = îL2 and v̂C = v̂C1 = v̂C2 referring to [8].

⎧⎪⎪⎨⎪⎪⎩ L dîL
dt = −(1− 2D)v̂C + (VC1 + VC2)d̂

C dv̂C
dt = (1− 2D)îL − (1−D)îPN + (IPN − 2IL1)d̂

(14)

From (2), (3) and (14), the transmission mechanism model of the inductor current ripple (15) and
capacitor voltage ripple (16) can be obtained with Laplace transforms.

îL(s) =
(1− 2D)(1−D)

LCs2 + (1− 2D)2 îPN(s) +
CsVDC + (1− 2D)IPN

(1− 2D)
[
LCs2 + (1− 2D)2

] d̂(s) (15)

v̂C(s) =
−(1−D)Ls

LCs2 + (1− 2D)2 îPN(s) +
(1− 2D)VDC − LsIPN

(1− 2D)
[
LCs2 + (1− 2D)2

] d̂(s) (16)

In (15), the transfer functions can be expressed as (17) and (18), where GîL
îPN

represents the transfer

function of îPN to îL1 , and GîL
d̂

represents the transfer function of d̂ to îL.

GîL
îPN

(s)
∣∣∣d̂=0 =

(1−D)(1− 2D)

LCs2 + (1− 2D)2 (17)

GîL
d̂
(s)

∣∣∣∣îPN=0 =
CsVDC + (1− 2D)IPN

(1− 2D)
[
LCs2 + (1− 2D)2

] (18)

From (2), (11), (12), (15), and (16), in the steady state, assuming a constant shoot-through duty
cycle, we can get

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

iL1 = IL1 + îL1 = VoIo
2(1−2D)VPN

cosϕ+
(1−2D)VoIo

2[4ω2LC−(1−2D)2]VPN
cos(2ωt− α)

iL2 = IL2 + îL2 = VoIo
2(1−2D)VPN

cosϕ+
(1−2D)VoIo

2[4ω2LC−(1−2D)2]VPN
cos(2ωt− α)

vC1 = VC1 + v̂C1 = 1−D
1−2D VDC + ωLVoIo

[4ω2LC−(1−2D)2]VPN
sin(2ωt− α)

vC2 = VC2 + v̂C2 = D
1−2D VDC + ωLVoIo

[4ω2LC−(1−2D)2]VPN
sin(2ωt− α)

(19)

From (19), the 2ω current ripple ratios of iL1 and iL2 , the 2ω voltage ripple ratios of vC1 and vC2

can be defined as (20), (21), and (22), respectively.

a =

∣∣∣îL1

∣∣∣
IL1

× 100% =

∣∣∣îL2

∣∣∣
IL2

× 100% =
(1− 2D)2[

4LCω2 − (1− 2D)2
]

cosϕ
× 100% (20)

b1 =

∣∣∣v̂C1

∣∣∣
VC1

× 100% =
(1− 2D)ωLVoIo

(1−D)
[
4ω2LC− (1− 2D)2

]
VPNVDC

× 100% (21)
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b2 =

∣∣∣v̂C2

∣∣∣
VC2

× 100% =
(1− 2D)ωLVoIo

D
[
4ω2LC− (1− 2D)2

]
VPNVDC

× 100% (22)

3. Modulation Strategy Based on Ripple Vector Cancellation

The ripple transmission models (15) and (16) show that the 2ω inductor current ripple and the
capacitor voltage ripple in the DC side are related to the variation îPN and d̂. If the shoot-through duty
cycle or the DC link current has a variation, the current of the inductors will contain variation î∗L and v̂∗C.
This paper mainly focuses on the reducing of the 2ω current ripple in the DC side. Therefore, regarding
î∗L caused by îPN as the disturbance, which caused by d̂ as the compensation, theoretically, the 2ω
current ripple will be suppressed to 0 with an appropriate d̂. A 2ω shoot-through duty cycle d̂ = d̂2ω

with specific amplitude and phase angle, according to the magnitude of the 2ω inductors current
ripple, can then be calculated based on the thought of the ripple vector cancellation. Adding the 2ω
compensation variation d̂2ω to the constant shoot-though duty cycle D, at this time, the shoot-through
duty cycle can be expressed as

d = D + d̂2ω (23)

From (23), the shoot-through duty cycle consists of a constant value and a 2ω component, where D
is determined by the output voltage of the inverter and the DC source voltage and d̂2ω is determined by
the actual 2ω current ripple in the DC side. Different from the CMS, as shown in Figure 3, the proposed
ripple vector cancellation modulation strategy (RVCMS) uses two sine waveforms with 2ω components
to generate the shoot-through duty cycle, where vp = 1− d and vn = −1 + d.

&DUULHU�ZDYHIRUP

0RGXODWLRQ�
ZDYHIRUP

Figure 3. Proposed ripple vector cancellation modulation strategy (RVCMS).

The 2ω compensated shoot-through duty cycle can be expressed as (24).

d̂2ω = A sin(2ωt + β) (24)

From (17) and (18), the transfer function of îPN to d̂ used to cancel the 2ω current ripple of inductors
can be calculated as

G(s) =
GîL

îPN
(s)

GîL
d̂
(s)

=
(1−D)(1− 2D)2

CsVDC + (1− 2D)IPN
(25)

and d̂2ω can be calculated by (26), where ∗ represents the convolution.

d̂2ω = −îPN ∗ L−1[G(s)] (26)
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From (3), (10), (11), (24)–(26), the amplitude A and phase angle β of d̂2ω can be calculated as

A =
VoIo(1− 2D)3

2VDC

√
4ω2C2VDC

2 + IPN2(1− 2D)2
(27)

β = arctan
[
(1− 2D)IPN

2ωCVDC

]
− arctan

(1− 2D)(1−D)4ωLIPN[
4ω2LC− (1− 2D)2

]
VDC

−ϕ (28)

When the proposed d̂2ω is applied, the entire 2ω power is buffered by the capacitors and there is
no 2ω power in the inductors and DC source. It should be noted that the 2ω voltage ripple of capacitors
will reduce slightly when the 2ω current ripple of the inductors are limited to 0. The phasor diagram
of the 2ω power flows with a different modulation strategy are shown in Figure 4, where PL−2ω, PC−2ω,
Pdc−2ω, and Po−2ω express the 2ω power of two inductors, two capacitors, and DC source and loads,
respectively; the derivation and demonstration are given in Reference [12].

 
(aǼ (bǼ 

Figure 4. Phasor diagram of double-frequency (2ω) power flows with the CMS (a) and RVCMS (b).

4. Simulation and Experimental Results

In order to verify the correctness and demonstrate the effectiveness of the proposed modulation
strategy for the ripple suppression effect, the 2ω inductor current ripple must be large enough with the
CMS, and in Reference [8] the simulation model was built, and its parameters are shown in Table 1.
Figure 5 shows the simulation waveforms of d (a), iL1 (b), io (c), iPN (d) vC1 (e), and vC2 (f) with the CMS.
The average values of iL1 , iPN, vC1 , and vC2 are 3.014 A, 3.022 A, 90.21 V, and 30.21 V, and the amplitude
of io is 4.154 A, respectively. From Figure 5a, the shoot-through duty cycle is a constant; Figure 5b,d–f
show the 2ω ripple of the inductor current and the DC link current, the capacitor voltage are quite
large with the CMS.

Table 1. Parameters of the single-phase QZSI.

Parameters Value

Capacitors of QZS network C1, C2 1 mF
Inductors of QZSI network L1, L2 1 mH

Filter inductor Lg 4 mH
Voltage of DC source VDC 60 V

Load R 20 Ω
Average shoot-through duty cycle D 0.25

Modulation ratio M 0.7
Output frequency f 50 HZ
Carrier frequency fC 10 kHZ

Figure 6 shows the simulation results of d (a), iL1 (b), io (c), iPN (d), vC1 (e), and vC2 (f) with the
RVCMS. With the proposed modulation strategy, the shoot-through duty cycle is a sine wave with a
2ω component; the current of inductor and the DC link have a little 2ω ripple. Figure 6e,f show the 2ω
voltage ripple of capacitors reduced slightly compared to Figure 5e,f. The average values of iL1 , iPN,
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vC1 , and vC2 are 2.993 A, 2.995 A, 88.98 V, and 28.98 V, and the amplitude of io is 4.145 A, respectively.
The simulation results show that the proposed RVCMS can effectively suppress the 2ω current ripple
of inductors and can suppress the capacitor voltage ripple slightly compared to the CMS.

 

 

 

Figure 5. Simulation results of d (a), iL1 (b), io (c), iPN (d), vC1 (e), and vC2 (f) with the CMS.

 

 

 
Figure 6. Simulation results of d (a), iL1 (b), io (c), iPN (d), vC1 (e), and vC2 (f) with the RVCMS.
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Table 2 lists the 2ω ripple ratios with the CMS and RVCMS. It can be seen that the 2ω inductor
current ripple ratios decreased from 40.15% to 1.69%; the 2ω voltage ripple ratios of vC1 decreased
from 3.14% to 2.53%, and vC2 decreased from 9.40% to 7.75%. If low 2ω ripple ratios in the DC side
with the CMS are required, the large inductance and capacitance are necessary. From (20) and (21),
assuming that a = 1.69% and b1 = 2.53%, the inductance and capacitance of quasi-Z-source network
will be L = 36.89 mH and C = 1.03 mF, respectively, and the inductance is much larger than the value
with the RVCMS, achieving the same ripple suppression effect. Figure 7 shows the FFT spectrum of
the AC output current with the CMS and the RVCMS, and the total harmonic distortion (THD) are
3.46% and 3.54%, respectively. It can be seen that the proposed RVCMS has little effect on the output
power quality.

Table 2. The 2ω ripple ratios with a different modulation strategy.

Strategy iL1 vC1 vC2

CMS 40.15% 3.14% 9.40%
RVCMS 1.69% 2.53% 7.75%

 
(aǼ (bǼ 

Figure 7. FFT spectrum of the AC output current with the CMS (a) and RVCMS (b).

A single-phase QZSI experimental prototype was built in the laboratory, as shown in Figure 8.
The PWM control signals of the proposed RVCMS and CMS for switches were generated by a
TMS320F28335 DSP. Figures 9 and 10 show the experimental results with the CMS and RVCMS,
respectively. The experimental results show that the 2ω current ripple of inductors reduced greatly
and the 2ω ripple of capacitors reduced slightly with the RVCMS compared to the CMS. Simulation
and experimental results verify that the proposed RVCMS can realize the suppression of 2ω ripples in
addition to the functions of the DC-AC and voltage boost for the single-phase QZSI.

 
Figure 8. Experimental prototype in the laboratory.
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Figure 9. Experimental results with the CMS.

 
Figure 10. Experimental results with the RVCMS.

5. Conclusions

This paper proposed a minimum 2ω inductor current ripple modulation strategy based on
the thought of ripple vector cancellation. The ripple generation and transmission mechanism
models for single-phase QZSI are built, which reveals the causes of the 2ω ripple in the DC side.
The 2ω-compensated variation of the shoot-through duty cycle used to cancel the 2ω ripple of inductors
was obtained and added to the constant shoot-through duty cycle. The proposed modulation strategy
in this paper can effectively reduce the 2ω current ripple of inductors and slightly reduce the 2ω
voltage ripple of capacitors without adding any active or passive filter branches, and a small value
of inductors and capacitors are used to receive the same effect of the ripple suppression compared
to the CMS. Some comparative evaluation of simulation and experimental results demonstrated the
effectiveness and validity of the proposed RVCMS for the 2ω ripple suppression of single-phase QZSI.
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Abstract: DC electric springs (DCESs) have been recently developed to improve the voltage stability
of a DC microgrid. A lately proposed DCES topology is comprised of a DC/DC three port converter
(TPC), a bi-directional buck-boost converter (BBC) and a battery, and is arranged as follows: The TPC
input port is fed by a renewable energy source (RES) whilst the two TPC output ports supply a
non-critical load (NCL) and a critical load (CL) separately; in turn, BBC together with the battery
constitutes the DCES energy storage unit (ESU) and is connected in parallel to CL. In this paper, a set
of DCESs with such a topology and with their CLs connected to a common DC bus is considered.
The control of the DCESs is built up around a distributed cooperative system having two control
levels, namely primary and secondary, each of them endowed with algorithms committed to specific
tasks. The structure of the control levels is explicated and their parameters are designed. The control
system is applied to a DCES set taken as a study-case and tested by simulation. The results of the
tests show the excellent performance of the control system in both regulating the CL DC bus voltage
and keeping the state-of-charge of the battery within predefined limits.

Keywords: DC microgrid; DC electric spring; distributed cooperative control; adaptive droop control;
consensus algorithm

1. Introduction

As a demand-response technique, the electric spring (ES) has been proposed initially in [1] to
ensure the stabilization of the supply voltage of loads when the grid power fluctuates, which today
is more frequent than in the past since the grid power is mostly or entirely generated by renewable
energy sources (RESs). Based on the ES concept, two types of equipment have been developed:
One is named the AC electric spring (ACES) [2,3] and is intended to stabilize the supply voltage of
AC appliances; the other one is named the DC electric spring (DCES) [4,5] and is intended for DC
appliances. ACESs have been investigated first and actually many topologies and control strategies
are available for their implementation [2,6].

Instead, there is much to explore on DCESs as the research interests on this topic date back only
a few years. The overall system with the photovoltaic (PV) systems, fuel cells, and batteries that
are inherently of a DC nature can be fully integrated in the DC form without any DC/AC or AC/DC
converters, which contribute to a higher efficiency and reliability [7]. However, similar to the AC
grids, there are also some drawbacks in the DC microgrid due to the intermittent RES, such as the
power imbalance among the power sources and load, the bus voltage instability, and fluctuation.
Existing solutions include the line-regulating converter [8], control for the coordinating the demands
and supplies [9], and droop control strategies [10]. However, these solutions commonly suffer from
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additional communication system or poor regulation performances. Considering the deficiencies of
the DC power system with the RES, the concept of a DC electric spring is firstly proposed in [11],
for the regulation of the bus voltage and power in a DC microgrid.

According to the ES concept, the loads of a DC microgrid are sorted into critical loads (CLs)
and non-critical loads (NCLs). According to the sorting terminology, CLs are critical with respect
to the supply voltage in the sense that they require a well-stabilized voltage to operate correctly,
while NCLs do not require it. In order to stabilize the CL voltage, the DCES transfers some of the grid
power fluctuations from the DC microgrid to NCLs, and forces the remaining power fluctuations to be
borne by a DCES-embedded battery, thus enabling fast and flexible energy storage with a reduced
battery usage.

There are two kinds of existing versions of the topology of the DCES [4,5], which can be sequenced
as DCES-1 and DCES-2. The configuration of DCES-1 is the same as the original version of ACES.
Since the low-pass filter inside the ACES has a big volume, the power density of such circuit is pretty
low. In contrary, DCES-2 is realized by pure DC/DC converters to avoid the disadvantage introduced by
the filter with a big volume. However, there are three different power converters inside it, which leads
to a more complex control and lower reliability.

To avoid these disadvantages, an improved DCES topology has been proposed lately [12],
which circumvents the inconvenience of the series connection of the NCL and ES. Moreover, in the
proposed DCES, the CL and NCL are isolated from each other and are both in parallel with the DC bus,
which is consistent with the traditional connection type in power systems.

The topology is comprised of a DC/DC three-port converter (TPC) [13] and an energy storage
unit (ESU). The TPC input port is fed by RES (or by a RES-prevalent grid), whilst the two output
ports supply the NCL and CL separately. The ESU, in turn, is connected in parallel to the CL and
is comprised of a bi-directional buck-boost converter (BBC) [14] and a battery; its task is to ensure
the stabilization of the CL supply voltage while keeping the state-of-charge of the battery within
predetermined limits. Hereafter, this DCES topology is referred to as a CL-paralleled (CLP)-ESU.

This paper focuses on DCESs and is aimed at investigating the regulation performance of a set of
topology-novel DCESs when they are controlled by means of a distributed cooperative system.

Cooperative control systems of a multi-stage appliance can be classified into three categories,
denoted as centralized, decentralized, and distributed [15]. A centralized system necessitates of
communication between a central controller and the local controllers to control an appliance.
A decentralized system dispenses from a central controller and the local controllers operate on
the basis of information that they are able to find individually, like the droop control for a power
system; as a counterpart, it may not be effective in the full and/or optimal utilization of the resources of
the appliance [16]. A distributed system also dispenses from a central controller, but is different from a
decentralized system, in which the local controllers exchange information with the other controllers
through a communication network to control the appliance.

A distributed cooperative control proposed in [17], including the voltage and current controller,
is based on a consensus algorithm [18], which refers to all components reaching a certain common
agreement after the distributed control. In [19], the distributed cooperative control is used to establish
a primary/secondary control framework for the DC microgrid. The V-I droop mechanism in [19] is
used in the primary control for enabling a decentralized coordination of distributed energy resources.
Moreover, the consensus algorithm is used in the secondary control for the DC-bus voltage regulating
and battery state-of-charge (SOC) balancing. The distributed cooperative control applied in the series
and shunt DCESs is proposed in [20], whilst the primary and secondary control can achieve an average
DC-bus voltage consensus and SOC balance among the different DCESs.

In this paper, a distributed cooperative system is developed to control a set of multiple DCESs
with a CLP-ESU topology [12]. The system has two control levels, primary and secondary, whose joint
action allows the concurrent achievement of the following objectives: Local voltage stabilization,
local power allocation, consensus on the DC bus voltage of the CL of each DCES, and consensus of the
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state-of-charge (SOC) of the battery of each DCES. The system level with the primary control is of a
decentralized type and includes the phased-shift control of TPC ports, the decoupling voltage control
of CLs, the adaptive droop settling of CLs, and the charging and discharging control of the batteries.
In turn, the system level with the secondary control is of a distributed type and includes the voltage
control of the CL DC buses and the SOC control of the batteries.

In short, the organization of the paper is as follows. Section 2 reviews the topology and operation
of DCES utilized in the paper. Section 3 illustrates the distributed cooperative system arranged for the
control of multiple DCESs. Section 4 shows the steady state analysis of the proposed control method.
Section 5 presents the simulations carried on a study case of multiple DCESs and discusses the results.
Section 6 concludes the paper.

2. DCES Topology and Operation

This paper utilizes DCESs with the CLP-ESU topology drawn within the dashed line of Figure 1.
The photovoltaic (PV) array, NCL and CL are connected to the ports of the TPC, which is essentially a
two-output DC/DC converter isolated by means of a high frequency transformer and equipped with a
full AC/DC bridge at each port. The battery is used for voltage regulation, and is paralleled to the CL
DC bus through the BBC, which can be thought of as a version of the boost DC/DC converter, modified
to support the bi-directional power flow. Compared to the existing DCES ones, the CLP-ESU topology
keeps the supply of the CL and NCL isolated from each other. This circuital layout is compliant with the
traditional way of connecting loads with different requirements in a power system [12]. More broadly,
it can be envisaged that each output port in the figure supplies a distinct DC bus with connecting as
many CLs and NCLs as per the DCES sizing power.
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Figure 1. Critical load paralleled-energy storage unit (CLP-ESU) topology of the DC electric
spring (DCES).

The typical operating modes of the DCES are three, designated as the battery-balancing mode,
battery-discharging mode, and battery-charging mode.

In the battery-balancing mode (mode 1), the power delivered by the RES is enough to supply CL
at the specified value. The RES power fluctuations are forced by the ESU to flow almost entirely from
the RES to the NCL, whilst the remaining small part of them flows into the battery to keep the CL
voltage stabilized.

In the battery-discharging mode (mode 2), the RES power is in-sufficient to supply CL at the rated
value even if the NCL voltage is adjusted to consume less power than the rated one. In this mode,
the battery discharges to provide the deficit of power to the CL.
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At the battery-charging mode (mode 3), the RES power exceeds the power consumption of CL
even if the NCL voltage is adjusted to consume more power than the rated one. In this mode, the battery
is charged and stores the excess of power.

The structure of multiple DCESs in a DC microgrid is schematized in Figure 2. The figure shows
that the CL DC buses (henceforth briefly referred to as the DC buses) of each DCES are connected to
each other by transmission lines, whose resistances are denoted with RL1, RL2, RL3, and RL4. The link
of the four DCESs together forms a typical DC microgrid.
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Figure 2. Structure of multiple DCESs.

3. Distributed Cooperative Control

3.1. Primary Control

The primary control, also named the local voltage control, provides the independent voltage
control of each DCES. It exerts into two control actions, namely the TPC control and BBC control.
As shown by the scheme in Figure 3, the TPC control regulates the power flow from the RES to the CL
and NCL by changing the phase-shift angle, whilst the BBC control aims for a power regulation of
the CL.

Phase shift

Drive Signal

Input power 
control

Critical load 
voltage

Phase shift

Bridge II

Bridge III

Bridge I

Non-critical 
load

Critical 
load BBCPCC

For power 
regulation

12

13

Figure 3. The proposed primary control of the DCES.

The TPC control encompasses three actions: Phase-shift control, decoupling network, and adaptive
droop adjustment, as drawn in the diagram of Figure 4 for the ith DCES.

The familiar phase-shift control [21] is adopted for TPC to change the power flow from port I to
port II and III, where φ12 and φ13 are the phase-shift angles of the drive signals of the H-bridges at
ports I and II, and at ports I and III, respectively, so as to regulate the CL voltage to be constant.
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Figure 4. The control diagram of the three port converter (TPC).

The two ports of the TPC can be regarded as a DAB. As a result, the power equations can be
obtained through a superposition theorem and the results are as follows [22].

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
P12 =

VINVNC
′

2π fsL12
φ12

(
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)
P32 =
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′VC
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2π fsL23

φ32
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where fs denotes the switching frequency; P12, P13, and P32 denote the power flowing from port I
to port II, from port I to port III and from port III to port II, respectively. VNC′ and VC′ denote the
voltages VNC and VC reflected to port I from port II and port III, respectively. It should be noticed that
the power flow is determined by the phase-shift angle between the related two ports.

Based on P1 = P12 + P13 and P3 = P32 − P13, the averaged values of the currents at port I and port
III can be expressed as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
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(2)

where IIN and IC denote the averaged currents at port I and port II, respectively.
It is obviously seen that both the power and current equations are nonlinear forms. To obtain the

small signal model, a small-signal perturbation in the form of a small step change is applied around a
quiescent operation point, which is designated as Q(φ130, φ120).

The elements of the relationship matrix between the current and phase angles are as follows.
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The equations of the small signal modeling of the TPC could be expressed as follows.

[
ΔIIN

ΔIC

]
=

[
G11 G12

G21 G22

][
Δφ13
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]
= G

[
Δφ13
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(4)
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where ΔIIN, ΔIC, Δφ13, and Δφ12 are the small-signal perturbation of IIN, IC, φ13, and φ12, respectively.

G =

[
G11 G12

G21 G22

]
(5)

In Figure 4, since the CL voltage VC = ICRC and input port current IIN are influenced by both
φ12 and φ13, a decoupling network is inserted in the TPC control [23] to eliminate the cross influence
of the phase angles on the control of VC and IIN. A decoupling matrix H is designed to make GH a
diagonal matrix to ensure one output is determined by one control input independently. As a result,
two equations could be obtained as follows:

{
Δφ12

′G21 + Δφ12
′H21G22 = 0

Δφ13
′G12 + Δφ13

′H12G11 = 0
(6)

where Δφ13’ and Δφ12’ are the small-signal perturbation of the virtual phase-shift angle derived from
Δφ13 and Δφ12 in the decoupling control.

Therefore, H can be derived and simplified as

H =

[
1 H21

H12 1

]
=

[
1 −G12/G11

−G21/G22 1

]
(7)

In the control system, there are two control loops, the output voltage loop is designed for port III
and the input current loop is related to port I. After the design of the decoupling network, it can be
assumed that there are no interactions between these loops.

More details about the phase-shift control and decoupling control of DCES with the CLP-ESU
topology can be found in [12].

The third action of the TPC control is the adaptive droop [24] adjustment based on the consensus
algorithm, which is firstly utilized in the proposed primary TPC control compared to the existing
literature [25]. It is utilized to establish the individual power allocation for each DCES by changing
the virtual equivalent resistance Rdi (droop coefficient) in the diagram of Figure 4. The modified CL
voltage reference V∗Cre f i of the ith DCES is obtained by

V∗Cre f i = VCre f i1 −RdiICi (8)

where ICi and Rdi is the CL current and droop coefficient of the ith DCES, respectively. VCrefi1 is the
voltage reference generated by the secondary voltage control, as explained later on.

Thus, the voltage droop can be adjusted to comply with the different load conditions of the DCESs.
The adjustment is obtained by updating the droop coefficient Rdi as follows:

Rdi = Rd0 − δRdi (9)

where, Rd0 is the initial droop coefficient, and δRdi is its correction term. The calculation of this term is
based on the consensus algorithm.

The principle of an average consensus algorithm is explicated in [18]. Let xi be the state variable
of node i in a system, and let node i communicate with its neighboring node j under a communication
weight aij, the system is in consensus only when all the state variables are equal to each other. To reach
the consensus situation, the state variable xi is updated at time t by

.
xi(t) =

n∑
j=1

aij(xj(t) − xi(t)), i = 1, 2, · · · , n (10)
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where the dot over xi denotes the updated value of xi. The communication weight aij is a positive
quantity that indicates if there is an exchange of information from node j to i and how much valued is
the information. Specifically, aij > 0 means that there is communication between nodes j to i, whilst aij
= 0 means there is no communication; moreover, a large value of aij indicates that node j has a high
degree of influence on the update of the state variable of node i.

The final result of a consensus algorithm is that the state variables of each nodes approach the
average of the initial values of all the nodes.

lim
t→∞xi(t) =

1
n

n∑
i=1

xi(0), i = 1, 2, · · · , n (11)

Based on the consensus algorithm, the correction term δRdi is carried in four steps: (i) Comparison
of current ICi of ith CL to that of jth CL neighbor, (ii) weighting of the current difference (ICj − ICi) with
weight aij, (iii) summation of the weighted current differences of the N neighbors, and iv) entering of
the summation into a PI controller [24].

δRdi = kPIi

N∑
j=1

aij(ICj − ICi) + kIIi

∫ N∑
j=1

aij(ICj − ICi)dt (12)

As a result, the update of Rd affects the output current and, hence, the output power of each DCES.
The BBC control for the ith DCES has the diagram in Figure 5, where the voltage reference

VCerfi2 is generated by the secondary SOC control. It is worthy to note right now that, in general,
VCerfi1 and VCerfi2 are different since they are generated respectively by the secondary voltage and SOC
controls. The reference VCrefi1 is used to control the TPC and regulate the power consumption of NCL,
while the reference VCrefi2 is used to change the operation mode of BBC and regulate the power of
the battery. The switching signals of the BBC switches Q1 and Q2 are delivered by two logic AND
elements triggered by the output of a PI controller through the PWM generator and the outputs of
two comparators.

The operation of the BBC control is as follows. When voltage VCi of ith CL DC-bus is higher
than a predefined value of the reference (e.g., VCi > 1.01VCrefi2), BBC enters into the buck mode,
and DCES operates in the battery-charging mode. When VCi is lower than a predefined value of
the reference (e.g., VCi < 0.99VCrefi2), BBC enters into the boost mode, and the DCES operates in the
battery-discharging mode. When VCi is in between 0.99VCrefi2 and 1.01VCrefi2, the two sides of BBC are
isolated from each other, and the DCES operates in the battery-balancing mode.

VCi

PI
controller

1%
AND

comp

comp

-1%
AND

Q1

Q2

VCrefi2 PWM 
generator

Figure 5. The charging and discharging control of BBC.

3.2. Secondary Control

The secondary control provides for generating the updated local values of references VCrefi1 and
VCrefi2 for the two actions of the primary control. The diagram of the secondary control for ith DCES,
drawn in Figure 6, underlines the two updating paths and the usage of two controls, one in the
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updating path of the CL DC-bus voltage, and the other one in that of the battery SOC. The operation of
the secondary control relies on the average consensus algorithms.

=

−−
−

N
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CiCjij VVa

1

��

VCref

PI
CjV

−

=

−
N

j
ijij SSa

1

�� PI

Voltage control

SOC control
VCrefi2

VC CiV
−

Sj 2i

1i

VCrefi1

Figure 6. The proposed secondary control of the DCES.

Returning to the diagram of Figure 6, the voltage control updates the average voltage VCi of ith CL
DC bus, by processing the local voltage measurement VCi and the neighbors’ average voltage VCj [26]
through a consensus algorithm. It is expressed by

VCi = VCi −
∫ n∑

j=1

aij(VCi −VCj)dt (13)

After comparison of VCi to the global voltage reference VCref of the CL DC-bus voltage of the
microgrid, the error term is processed by a PI controller, as formulated in (8), to generate a correction
term δ1i for the voltage reference VCerfi1 of the TPC control of ith DCES.

δ1i = kPUi(VCre f −VCi) + kIUi

∫
(VCre f −VCi)dt (14)

where the kPUi and kIUi are the proportional and integral coefficients of the voltage control. In agreement
with (14), the correction term δ1i is higher when the average voltage VCi greatly deviates from reference
VCref. As shown by (15), this fact enforces reference VCrefi1 of the TPC control so as to realize the
consensus of VCi and VCref, which means that the average CL DC-bus voltage are regulated very close
to the rated value [20].

VCre f i1 = VCre f + δi1 (15)

To realize the consensus of the SOC of the batteries in a multiple DCES, the SOC control of Figure 6
compels batteries with a high SOC to discharge faster and those with low SOC to charge faster. For this
purpose, the following local state variable Si is defined for the SOC of the battery of ith DCES [19]:

Si =
Pbi

CiFSOCi
=

Vbiibi
CiFSOCi

(16)

where Pbi indicates the power flow at the battery terminals (marked as negative during charging and
positive during discharging), SOCi is the SOC of the battery of ith DCES, and FSOCi is a function of
SOCi defined as

FSOCi =

{
SOCi − SOCL, Pbi > 0
SOCH − SOCi, Pbi < 0

(17)

where SOCL and SOCH are respectively the lower and upper limits of SOCi, which are selected as 0.2
and 0.8 in this paper.
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By help of a consensus algorithm, the updated value of Si is processed by a PI controller,
as formulated in (18), to generate a correction term δ2i for the voltage reference VCerfi2 of the BBC
control of ith DCES.

δ2i = kPSi

N∑
j=1

aij(Sj − Si) + kISi

∫ N∑
j=1

aij(Sj − Si)dt (18)

where the kPSi and kISi indicate the proportional and integral coefficient of the SOC control.
Similar to the update of the voltage reference VCerfi1, a correction term δ2i becomes higher when Si

greatly deviates from the neighboring Sj. As shown by (19), this fact enforces reference VCrefi2 of the
BBC control and, together with it, the charging or discharging process of the batteries so as to realize
the consensus of SOCi and SOCj.

VCre f i2 = VCre f + δi2 (19)

The structure of the distributed cooperative system arranged for the control of multiple DCESs is
illustrated by the block diagram in Figure 7. The diagram highlights that the system has two control
levels, including the primary control and secondary control. Compared to the existing distributed
cooperative control [27], the voltage references of the TPC and BBC controls that are located in the
primary control level, are generated respectively by the voltage and SOC controls that are located
in the secondary control level. It means that the TPC and BBC can be controlled independently,
which contributes to a reduced battery usage and releases the burden of the battery.

TPC control
• phase-shift control
• decoupling control
• adaptive droop control

BBC control
• discharging and charg-

ing  control

SOC controlVoltage control

Secondary control

Primary Control

Figure 7. Structure of the proposed distributed cooperative control.

4. Steady State Analysis

In this section, the steady state analysis of the distributed cooperative control is carried out to
prove the consensus of the CL average voltage and battery SOC.

4.1. Consensus of the CL Average Voltage

By differentiating (13),

dVCi = dVCi −
n∑

j=1

aij(VCi −VCj) (20)

The global observer dynamic can be formulated as

dVC = dVC − LVC (21)

where L = D − A, in which D = diag{ n∑
j=1

aij}, A = [aij] ∈ Rn×n, VC = [VC1, VC2, · · · , VCn]T and

VC = [VC1, VC2, · · · , VCn]
T

is the CL DC-bus voltage vector and CL average voltage vector, respectively.
Since VC(0) = VC(0), (21) can be written in the frequency domain as

Vs
C

= s(sI + L)−1Vs
C = HVs

C (22)
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where Vs
C

and Vs
C

are the form in frequency domain of VC and VC.
The correction term in (14) can be written in the frequency domain as

δ1 = GU(VCref −Vs
C
) (23)

where VCref is the Laplace transform of the reference voltage vector, and lim
s→0

sVCref = VCre f 1n in which

1n is a column vector with all elements equal to 1 [27]. GU = diag{GUi}, in which

GUi = kPUi +
kIUi

s
(24)

combining (8) and (15), then write it in the frequency domain by substituting (22) and (23)

V∗Cref = VCref1 − ICRd = VCref + GU(VCref −HVs
C) − ICRd (25)

where Rd = diag{Rdi}is the droop coefficient matrix, and IC is the Laplace transform of the CL current
vector [IC1, IC2, · · · , ICn]T

Thus, the dynamic behavior of the CL DC bus voltage with a closed-loop voltage regulator can be
expressed as

Vs
C = GC1V∗Cref (26)

where GC1 = diag{GC1i} is the transfer function matrix, in which GC1i is the closed-loop transfer
function of the ith TPC of DCES, and can be simplified as an inertial element

lim
s→0

GC1 = In (27)

where In is a n-order unit matrix.
The CL current matrix IC can be obtained by the admittance matrix Y of the DCESs

IC = YVs
C (28)

By substituting (26) and (28) into (25), the dynamic behavior of the CL DC bus voltage can be
written as

Vs
C = (In + GC1GUH + GC1RdY)−1 ×GC1(I + GU)VCref (29)

The steady state of the CL DC bus voltage can be obtained as

Vss
C = lim

s→0
sVs

C = lim
s→0

[s(sIn + sGC1GUH + sGC1RdY)−1 × sGC1(In + GU)VCref] (30)

Based on the definition of GU, it can be obtained as

lim
s→0

sGU = KIU (31)

Therefore,
QVss

C
= lim

s→0
sHVs

C = (KIU)−1 ×KIUVCre f 1n = VCre f 1n (32)

where Q = lim
s→0

H is the n × n matrix with all the elements equal to 1/n. So, the steady state of the CL

average voltage can be written as
Vss

C
= QVss

C = Vcre f 1n (33)

Equation (33) implies that the CL average voltage will all reach consensus in the steady state
at VCref.

172



Energies 2019, 12, 3422

4.2. Consensus of the Battery SOC

The correction term in (18) can be written in the frequency domain as

δ1 = GSLS (34)

where S is the Laplace transform vector of the state variable in (16).
By substituting (34), (19) can be written in the frequency domain

VCref2 = VCref + GSLS (35)

Similar to (26),
Vs

C = GC2VCref2 (36)

where GC2 = diag{GC2i} is the transfer function matrix, in which GCi is the closed-loop transfer function
of the ith BBC of DCES, and can be simplified as an inertial element.

lim
s→0

GC1 = In (37)

Therefore, S can be written as

S = (GC2GSL)−1 × (Vs
C −GC2VCref) (38)

Based on the definition of GS, it can be obtained as

lim
s→0

sGS = KIS (39)

The form of the state variable S in the frequency domain is Ss, and its steady state can be
obtained as

Sss = lim
s→0

sSs = lim
s→0

[s(sGC2GSL)−1 × (sVs
C − sGC2VCref)] (40)

Therefore, QSss can be written as

QSss = lim
s→0

sHS = lim
s→0

[sH(sGC2GSL)−1 × (sVs
C
− sGC2VCref)]

= lim
s→0

[s(KISL)−1 × (In −Q)VCre f 1n)

= 0n

(41)

It can be seen that Sss is the eigenvector of Q associated with the eigenvalue zero, which ensures
the state variable Si consensus. [27] According to the property of the Laplace matrix [28], the final
consensus values can be obtained as

Sss = Sss1n (42)

where Sss is the positive real value to which all the state variables Si will be converged.
Equations (33) and (42) shows that the average bus voltage and battery SOC will all reach

consensus in the steady state.

5. Simulation Results

Simulations are performed in the MATLAB/Simulink (2017a, MathWorks, Natick, MA, USA) to
validate the performance of the proposed distributed cooperative control for the multiple DCESs.
Table 1 reports the parameters of the study case utilized for simulation. To simplify the controller
design, the communication weights are set to one. To verify the proposed distributed cooperative
control, the resistance combinations of the CL and the NCL for the four DCESs are different from each
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other. Moreover, the droop coefficients of the four DCESs are also different according to the different
output power.

Table 1. Parameters for simulations.

Parameter Values

Input Voltage (VIN) 50 V
Global voltage reference of CL (VCref) 120 V

Communication weights (aij) 1

Resistance of the CL (RC) RC1, RC3 120 Ω
RC2, RC4 150 Ω

Resistance of the NCL (RNC) RNC1, RNC2 40 Ω
RNC3, RNC4 60 Ω

Initial droop coefficient (Rd0) Rd0 1

The performance of the primary control and distributed cooperative control is discussed in
detail as follows including the steady state, converter failure, communication weight variation,
and load variation.

5.1. Steady State

This case validates the distributed cooperative control when the DCESs are at a steady state,
by comparing the performance of the droop control and consensus control. The simulation results
of the primary control and distributed cooperative control of this multiple DCESs are shown
in Figures 8 and 9, respectively.

 
(a) (b) 

Figure 8. Only with the primary control of multiple DCESs: (a) DC-bus voltage; (b) battery SOC.

In Figure 8, with only the primary control, the CL DC bus voltage is regulated to 119.2 V but
deviates from the reference value of 120 V because of the droop gains and power allocation. The SOCs
of the four batteries, whose initial value SOC0 are different from each other, are still in difference after
the discharging. In Figure 9, the distributed cooperative control is simulated. It can be seen that the CL
DC bus voltages between the four DCESs are in consensus and the average value is regulated to the
rated value, owing to the secondary voltage control. However, the CL DC bus voltage of the individual
DCES may differ from the rated value. Moreover, the SOCs eventually converge toward consensus
thanks to the fact that the secondary SOC control forces the batteries with a high SOC to be discharged
faster and meanwhile the batteries with a low SOC to be charged faster.

174



Energies 2019, 12, 3422

 

(a) (b) 

Figure 9. Distributed cooperative control of multiple DCESs: (a) DC-bus voltage; (b) battery SOC.

5.2. Converter Failure

This case illustrates the performance of the proposed control in the case of one converter failure.
One DCES failure means that the output power of the DCES is zero. This happens when the DCES
is shorted or broken, such as the short-circuit of the power switches and the open-circuit of the
three-winding transformers. It is studied in this case to analyze the emergency performance of the
proposed distributed cooperative control compared to the primary control. In this case, the output
power of DCES1 reduces to zero at 0.1 s. The remaining DCESs carry out the power sharing by
exchanging the SOC information with neighbors. In Figure 10, the four DC-bus voltages all deviate
much from the rated value after the failure. In Figure 11, although the bus voltage of the DCESs
cannot be regulated to a common value, with the distributed cooperative control, the average value
of the remaining three DC-bus voltages are regulated close to the rated value if ignoring the small
DC-bus voltage drop of DCES1. Moreover, the control can drive the four battery SOCs to consensus
and balance.

 
(a) (b) 

Figure 10. Only with the primary control when failure at 0.1 s of DCES1: (a) DC-bus voltage;
(b) battery SOC.
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(a) (b) 

Figure 11. Distributed cooperative control when failure at 0.1 s of DCES1: (a) DC-bus voltage;
(b) battery SOC.

5.3. Communication Weight Variation

In this case, the effect of the communication weight on the speed of the system convergence is
investigated. It can be seen from Equations (13), (14), and (18) that the communication weight aij affects
the correction term δ1i and δ2i, which will affect the voltage reference. To simplify the controller design,
in Figures 9 and 12, the communication weights aij are set to one for normal impact levels and five for
high impact levels, respectively.

 

(a) (b) 

Figure 12. Distributed cooperative control when communication weights aij = 5: (a) DC-bus voltage;
(b) battery SOC.

It can be seen in Figure 12a that the average CL DC-bus voltages reach the rated value for about
0.07 s regardless of the value of communication weight aij. Therefore, the communication weight has a
weak impact on the convergence speed of the CL DC-bus voltage. However, in Figure 12b, the SOCs
reach the consensus state faster with a larger aij. It can be concluded that a larger communication
weight contributes to a faster convergence speed of SOC.

5.4. Load Variation

This section discusses the performance of the proposed distributed cooperative control compared
to the primary control in the case of one load variation. The CL of DCES1 changes from 120 Ω to 80 Ω
at 0.1 s.
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It can be seen in Figure 13 that the four DC-bus voltages deviated from the rated value especially
after the load variation at 0.1 s. Moreover, the four SOCs are still different from each other. However,
in Figure 14, with the distributed cooperative control, the four DC-bus voltages are in consensus,
the average bus voltage can be regulated close to the rated value and four battery SOCs reach the
consensus state although the load variation is at 0.1 s. This study indicates the good performance of
the proposed control method when the CL load varies.

 
(a) (b) 

Figure 13. Primary control when the load variation is at 0.1 s of DCES1: (a) DC-bus voltage;
(b) battery SOC.

 

(a) (b) 

Figure 14. Distributed cooperative control when the load variation is at 0.1 s of DCES1: (a) DC-bus
voltage; (b) battery SOC.

6. Conclusions

A distributed cooperative control is proposed for multiple DC electric springs with the recently
proposed topology in this paper. The novel DCES, which is composed of the DC/DC three port
converter, bi-directional buck-boost converter, and battery system, can realize electrical isolation
between the CL and the NCL and can also realize the traditional paralleled connection way of the
electrical loads. The proposed distributed cooperative control composed of the primary control
and the secondary control, can be used to realize the local voltage stability, power allocation of
multiple DCESs and the consensus of DC-bus voltages and battery SOCs among multiple DCESs.
The primary control is made up of the phased-shift control, decoupling control, adaptive droop control,
and charging/discharging control. Furthermore, the secondary control consists of the voltage control
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and SOC control. The proposed distributed cooperative control applied in multiple DCESs with the
recently proposed topologies has been validated by the simulation results.
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Abstract: An electric spring (ES) is a new power compensation device which becomes useful for
the large-scale integration of renewable energy sources into the grid. However, when the grid
contains two or more ESs connected at different nodes, a voltage drop occurs between the nodes
due to the line impedance. Therefore, the voltage of the ES-stabilized nodes cannot be set at the
same reference (e.g., 220 V), otherwise one or more ESs break away because of the voltage windup.
In this paper, a hierarchical control of multiple ESs tied to a microgrid is proposed to account for
the line voltage drop. The primary control relies on the power decoupling control; it is designed for
islanded operation of the microgrid, which improves the dynamics of both the voltage and frequency
regulation. The secondary control relies on the droop control; it is introduced to coordinate the
operation of the ESs by modifying the reference voltage of each ES dynamically. Advantages and
disadvantages of the proposed hierarchical control are analyzed together with the explanations of
the algorithms developed for its realization. At last, effectiveness of the arranged control system is
validated by simulations on the MATLAB/Simulink platform.

Keywords: Electric spring; hierarchical control; coordinated control; power decoupling control; droop
control; microgrid

1. Introduction

Renewable energy sources (RESs) of solar and wind type are characterized by a non-predictable
intermittency of power generation. When many RESs of these types contribute to the grid power, the
uncertainty on their output power affects the power quality of the power system, with the occurrence of
harmonics, voltage excursions, flickers, and even with the possible collapse of the power system [1,2].
An electric spring (ES) is a new power compensation device that provides a solution to the problem
of grid power uncertainty. Indeed, it changes the traditional operation mode of the power system,
whereby the load consumption determines the power generation, into a new one, whereby the
automatic matching between power generation and load demand is implemented. Therefore, ES
represents an effective solution to the large grid power fluctuations expected when RESs of solar/wind
type penetrate the grid on a large scale [3–6].

The keystone of the ES approach is to divide the loads of a user into two groups with different
requirements: one is critical load (CL), and the other one is non-critical load (NCL). CL requires highly
stabilized supply voltage and/or uninterrupted supply to work correctly, and it may operate in frequent
situations at nearly the rated power; examples of CL are machine rooms and medical equipment. NCL
allows its supply voltage -and, hence, its absorbed power- to vary within a larger range, and can even
be cut off for a certain period of time when the total power supply is not enough to ensure the required
voltage for the CL supply; examples of NCL are water heater and other heating equipment. Both CL
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and NCL are connected at the same grid node, called the point of common coupling (PCC), but in a
different way: CL in a direct way while NCL through the interposition of ES.

An ES is made of a voltage direct current (DC) source, a voltage source inverter (VSI) and an
alternating current (AC) output inductor-capacitor pair; the capacitor, placed between PCC and NCL,
constitutes the ES output whilst the inductor plays the role of filtering the VSI output current. By
suitably controlling the capacitor voltage, the NCL voltage is adjusted such that the grid-incoming
power fluctuations are transferred to the NCL so that CL is supplied at the required voltage [3]. By this
reason, the branch constituted by the capacitor and NCL is called the smart load (SL).

Two basic ES versions exist. One version utilizes a capacitor as voltage DC source, and the ES
exchanges only reactive power with the SL branch to stabilize the CL voltage; this version is commonly
referred to as ES-1. The other version utilizes a bidirectional DC source like a battery as voltage DC
source, and the ES exchanges both active and reactive power with the SL branch to stabilize the CL
voltage; this version is commonly referred to as ES-2. Besides stabilizing the CL voltage, ES-2s have
the capabilities of executing other tasks such as the correction of the power factor (PF) of the user [7]
or the suppression of the frequency [8] and voltage [9] excursions of the power system. Due to their
capabilities, hereafter only the ES-2s are considered.

Various strategies have been developed for the ES control. The δcontrol, proposed in [10],
instantaneously adjusts the phase angle δbetween the PCC and line voltages to regulate the magnitude of
the CL voltage and, at the same time, to keep the user PF compliant with the standards. The radial-chordal
control strategy, proposed in [11], decomposes the ES output voltage into its chordal and radial
components. Then it adjusts the chordal component to regulate the magnitude of the CL voltage ad
the radial component to control the power angle of the SL. The active and reactive power control,
proposed in [12], simplifies the ES control by using independent loops to adjust the CL voltage and the
active power exchanged by the ES. Regarding the strategies for the control of multiple ESs, the droop
control, presented in [13], manipulates the modulation index of the ES-embedded VSI to regulate the CL
voltage at each node, which makes the solution appropriate for the ES-1 version. The consensus control,
presented in [14,15], processes the voltage information coming from the adjacent ESs to calculate the
reference voltage of the local ES; clearly, this control needs communication means to work.

There are other studies related to the control of multiple ESs. The simplified ES model established
in [16] is intended to the simulation of a large-scale system endowed with the ESs. The modular
dynamic model of the ES established in [17] is tailored for the integration of sophisticated control
algorithms, reducing the order of the model by help of experimental measurements. In [18], the
distributed voltage control attained with multiple ESs in a power system is compared to the single node
voltage control done with the Static Synchronous Compensator (STATCOM); from the comparison
executed under different voltage excursion situations, it emerges that the ESs provide a better voltage
regulation than the STATCOM. The effect that the ES operation combined with an energy management
strategy exerts on the suppression of the voltage and frequency excursions in microgrids is examined
in [19]. In [20], hybrid ESs for grid-tied power control and storage reduction in AC microgrids is
discussed. In [21], a method to stabilize a set of multiple ESs is presented, based on the small signal
modeling of their behavior.

As a new paradigm of load demand management enabled by a power compensation device, the
ES has outstanding advantages in adapting to the future distributed system when compared with the
traditional centralized devices of reactive power compensation. However, the sizing power of a single
ES is often limited. For the stabilization of the loads of a power system to take place, the joint effort of
multiple ESs is requested, as exemplified in Figure 1. When multiple ESs are tied to different nodes of
a power system, the node voltages are unable to reach the nominal value simultaneously (e.g., 220 V)
due to the inherent voltage drop of the transmission line. Therefore, the adoption of an overall control
strategy of the ESs becomes necessary to appropriately modify the local reference voltage of the ESs
during the transients. The role of the strategy is to provide for a coordinate operation of the ESs while
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maintaining stabilized voltage across the associated CLs. Some papers have shown that the popular
droop control is a useful tool on which to build up the strategy [22–26].

 
Figure 1. Microgrid with three ES-2 (electric springs (ES) exchanging both active and reactive power
with the smart load (SL) branch to stabilize the critical load (CL) voltage and frequency).

The existing popular hierarchical control is well illustrated in [25] which is derived from the
international standard for the integration of enterprise and control systems (ISA-95) and electrical
dispatching standards to endow smartness and flexibility to Microgrids (MGs). With such control, the
MGs are able to work at both islanded or stiff-source-connected modes, as well as to achieve a seamless
transfer from one mode to another. Besides, multiple MG clusters can be performed to constitute a
smart grid. Moreover, the system becomes more flexible and expandable, and consequently, more and
more MGs could be integrated without changing the local hierarchical control system associated to each
MG. Compared to the hierarchical control in [25], traditional droop control has many disadvantages
which need to be improved. For instance, it is not suitable when the paralleled system must share
non-linear loads due to harmonic currents, frequency deviation, accuracy sharing between active
and reactive power under islanded mode. The hierarchical control proposed in [25] consists of three
levels: (1) the primary control is based on the droop control; (2) the secondary control allows the
restoration of the deviations obtained by the primary control; and (3) the tertiary control manages the
power flow between the MG and the external electrical distribution system. Although it has so many
advantages, it is complicated and hard to build prototype in a laboratory with limited resources and
space. Considering the simple structure of ES system, and in order to avoid the disadvantages of the
traditional droop control and to take the advantage of the hierarchical control in [25], a simplified
hierarchical control only containing the droop control and the inner control loops is adopted in this
paper. Another contribution is that it is proposed that the power decoupling control with fast dynamic
responses is adopted at the ES level. In details, the hierarchical control is structured into two levels:
primary and secondary. Compared to the existing primary control solutions, a novel scheme is
developed that enhances both the dynamics and the robustness of the ES operation. After discussing
the inconveniences of multiple ESs working independently, their coordinate operation is accomplished
by the secondary control; besides modifying the CL reference voltage at the different nodes by using
droop characteristics, it is designed to cope with the frequency excursions that often arise in the
islanded operation of a microgrid. Finally, the effectiveness of the novel ES control scheme as well as
of the proposed hierarchical control is verified by simulation.

The organization of the paper is as follows. Section 2 shortly reviews topology and model of an
ES-2. Section 3 illustrates the proposed coordinated control for multiple ESs tied to a microgrid and
explains how the control steers the ESs. Section 4 presents and discusses the results of some significant
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simulations carried out on a set of three ESs governed with the proposed control. Finally, Section 5
concludes the paper.

2. Electric Spring (ES-2) Operating Principles

2.1. ES-2 Topology

The circuit diagram of a single-phase ES-2 is shown in Figure 2, enclosed within the dashed line.
The ES is built up around an VSI whose output voltage, designated with vi, is proportional to Vdc
as well as to the modulation index of VSI. The control of the ES, not shown in the figure, acts on the
VSI through the delivery of the gating signals for its switches and is aimed at imposing an ES output
voltage with the required values for its magnitude and phase.

 
Figure 2. ES-2 circuit diagram.

In Figure 2, R1 and L1 denote the impedance of transmission line, and Z2 and Z3 denote the CL
and the NCL. Moreover, vG is the equivalent voltage of the system generators. In order to make it
simple and consistent with existing definitions, it is also called line voltage here. vES represent the
the ES output voltage. iG represents the current entering into the PCC, and iL and i3 represent the
currents at the VSI output and through the NCL, respectively. Lastly, vS represents the PCC voltage
that coincides with the voltage across the CL.

2.2. ES-2 Model

Although the CL and the NCL can be loads of resistive, capacitive or inductive type, the CL and the
NCL are here taken to be of the purely resistive type to make the ES modeling simpler. The state-space
equations of ES are { .
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The block scheme of the ES, derived from the above equations, is drawn in Figure 3. The voltage
vi is equal to d(t)Vdc, where d(t) is the modulation signal. In modeling the ES, it is assumed that (i)
the VSI modulation frequency is much higher than the fundamental frequency, (ii) the VSI dynamics
are negligible, and (iii) the pair LC at the VSI output makes almost sinusoidal the quantities in the
downstream circuit. It is also assumed that the amplitude of the DC voltage source is constant.

Figure 3. ES-2 block scheme.

3. The Proposed Control

3.1. ES-2 Control Scheme

Primary control, also named local voltage and frequency control, provides for the independent
voltage and frequency control of each ES, which belong to the outer loops. After that, the inner loops
exert upon two control actions, namely the decoupled control and filter capacitor voltage control,
which can be seen by the scheme in Figure 4.

�

3,

3,

�

Figure 4. Current loops of primary control for ES-2.

In this subsection, a new type of decoupled power control is proposed for the ES. Compared to
the existing power control of the ES [10], new functions are added. Specifically, a decoupling network
as well as an inner current loop are added, which give the ES higher dynamic responses.

When the PCC voltage phasor vs is selected as the reference phasor, the voltage and current at the
PCC can be expressed as:

vs(t) =
√

2Vs cos(ωt) (2)

iG(t) =
√

2IG cos(ωt +∅) (3)
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The active power (P) and reactive power (Q) at the PCC are:

P = Re(VsIG
∗) = Re

({
vsd + jvsq

}
·
{
iGd + jiGq

} )
= vSdiGd + vSqiGq = vSdiGd = VsIGcos∅ (4)

Q = Im(VsIG
∗) = Im

({
vsd + jvsq

}
·
{
iGd + jiGq

} )
= vSdiGd − vSqiGq = −vSdiGd = VsIGsin∅ (5)

where iGq and iGq represent the active and reactive components of the current iG, and the last equalities
hold in quasi-stationary conditions. Equations (4) and (5) show that, under the working hypothesis of
a well stabilized PCC voltage, the decoupled power control is achieved by separately controlling the
two current components. The relevant control scheme is drawn in Figure 4, where K and K0 are the
decoupling compensation term and the feedforward coefficient of the grid voltage, respectively, and
the current loops are closed by means of Proportional Integral (PI) regulators.

The effectiveness of the scheme in Figure 4 confides in the accurate control of the ES output
voltage rather than of the VSI output voltage. This goal is obtained by including in the scheme an
auxiliary control loop, aimed at forcing the ES output voltage to accurately track the vES reference
signals delivered by the decoupled control stage. The auxiliary control loop, designated with ‘Filter
capacitor voltage loop’ in Figure 4, is explicated in Figure 5; it contains a delay block of 1.5Ts to account
for the calculation and sampling delays in the processing of the control signals. The loop controller
GPR(s) is a proportional resonant (PR) regulator with the following expression:

GPR(s) = Kp +
2Krωcs

s2 + 2ωcs +ω02 (6)

where, Kp and Kr are the proportional and resonant parameters of the PR regulator. The PR regulator
has the incomparable advantage of tracking closely a sinusoidally-shaped signal during its transients;
furthermore, the amplitude gain of the PR regulator at resonant frequency can be set large enough to
give the control loop an almost zero static error as well as a good anti-interference capability. Other
quantities in Figure 5 are the VSI gain KPWM and the block G2(s), whose transfer function is:

G2(s) =
(R1+sL1)(R2+R3)+R2R3

sC f ((R1+sL1)(R2+R3)+R2R3)+R1+sL1+R2

= Z0
sC f Z0+1

(7)

Figure 5. ES output voltage control.

Since the response of the auxiliary control loop exhibits a weakly damped behavior, an active
damping is introduced in its basic scheme by means of a complementary function that increases the
damping of the ES output voltage and, with it, the stability of the control. Such a function can be
obtained by feeding back -into the forward path of the vES control- a signal representative of either the
capacitor current or voltage or the inductance voltage, after an appropriate filtering. Irrespectively
of the selected signal, its transduction has the inconvenience of necessitating one more sensor in the
ES control hardware. However, the benefits obtained with the active damping function rewards for
the additional hardware. In this paper, the feedback of the capacitor current is adopted as drawn in
Figure 5, where sensing of the current is modeled by the time rate of the capacitor voltage.
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3.2. The Proposed Hierarchical Control for Multiple ES-2

The current references in Figure 4 are delivered by PI regulators that close the control loops built
up around the corresponding PCC voltage components. When multiple ESs are distributed along a
microgrid as exemplified in Figure 1, it is no longer appropriate to use the same value (e.g., 220 V) for
the voltage reference of each ES-tied node because the voltage drop inherent in the transmission line
prevents the actual PCC voltage to match the reference. The consequence is that the integral term of
the PI regulators of the voltage loops is subjected to the windup phenomenon. Let the accumulated
voltage error be positive at a given node; the corresponding ES is forced to inject a useless active and
reactive power into the SL, thus compromising its regulating action and affecting the safe operation of
the other ESs. Therefore, different reference voltages must be set for ESs at different nodes, according
to the droop characteristics of Figure 6.

Figure 6. Droop characteristics for different node voltages.

The proposed hierarchical control determines the current components by help of a secondary
control that embeds the frequency and voltage loops shown in Figure 7 within the dashed line. Both
loops rely on the droop control technique. When the microgrid is running under the islanded situation,
the active power flowing in the microgrid is mainly generated by the connected RESs. When an
active power shortage occurs, the frequency of the microgrid declines to some extent. The tied ES
compensates for the power shortage by the injection of the active power, thus improving the frequency
stability of the microgrid. The stabilizing frequency action exerted by the ES allows setting of the
frequency reference at the power system frequency (50Hz).

�

3,

3,

3,

3,

 
Figure 7. Proposed hierarchical control for ES-2.

In turn, the PCC voltage is subjected to a gradual downward trend, from which it has to recover.
This task is supported by the voltage control loop. Since the reactive line power Q measured at PCC is
directly correlated with the voltage drop of the microgrid line, the feedback value of the voltage loop is
determined by multiplying Q by the droop coefficient, expressed as:
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and by summing it to the PCC voltage. The difference between the reference voltage for the nodes
and the feedback voltage is then processed by a PI regulator to give the reference of the reactive
current component.

4. Simulations and Discussions

To validate the hierarchical control developed in the paper, the simulation code of multiple ESs
tied to a microgrid has been worked out on the MATLAB/Simulink platform, as drawn in Figure 8.
Parameters for the case study of an ES system is shown in Table 1. In the figure, switch S is set to
activate or deactivate the load R from the system to realize the mismatch of the active power between
the power source and the load, which will lead to the system frequency variation. The code includes a
grid simulator and three ESs. The grid simulator is mainly used to emulate the voltage and frequency
excursions during islanded situation. Each ES is packaged into a separate module so as to dispose of
a code with plug-and-pull characteristics. The parameters of each module are set at the same value,
which is convenient to enter the data for a microgrid with multiple ESs.

 
Figure 8. MATLAB/Simulink platform for microgrid with three ES-2.

Table 1. Parameters for the case study of an ES system.

Parameter Values

Line 1resistance (R1) 0.3 Ω
Line 1 inductance (L1) 5 mH
Line 2resistance (R2) 0.2 Ω

Line 2 inductance (L2) 1.2 mH
Line 3resistance (R3) 0.2 Ω

Line 3 inductance (L3) 1.2 mH
Critical load 1(RC1) 180 Ω

Non-critical load 1(RNC1) 40 Ω
Critical load 2(RC2) 100 Ω

Non-critical load 2(RNC2) 60 Ω
Critical load 3(RC3) 100 Ω

Non-critical load 3(RNC3) 60 Ω
filter Inductance (L) 2.3 mH

filter Capacitance (C) 26 μF
PCC voltage (VS) 220 V

DC bus voltage (Vdc) 400 V
Switching frequency (f ) 20 kHz
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4.1. Single ES Control

Proper operation of the microgrid with multiple ESs rests on the correct control of a single ES.
In order to examine a single ES, L2 and L3 are cut out from the circuit in Figure 8 and only the first ES is
activated. The correctness of the control is evaluated by testing the ES behavior under voltage and
frequency excursions.

Figure 9 shows the simulation results of voltage control for a single ES. The figure contains three
channels, namely the predefined Root Mean Square (RMS) value of the CL voltage, the measured RMS
value of the CL voltage and the RMS value of the grid voltage designated as VG. In the time interval
from 0 to 0.5 s, the grid voltage is 209 V, the ES is deactivated, and the CL voltage is significantly less
than the expected value of 220 V.

Figure 9. Simulation results of voltage control for a single ES.

From 0.5 s to 1 s, the ES starts to work, and the CL voltage reaches the predefined value of 220 V
gradually. Between 1–2 s and 2–3 s, the RMS value of grid voltage is steeply increased to 220 V and
then to 231 V, respectively. Under the ES voltage control, after a short and restrained transient, the CL
voltage quickly stabilizes at the predefined value of 220 V, ensuring the power quality of the CL supply
in agreement with the requirements.

Figure 10 shows the simulation results under frequency control of a single ES. The figure has
two channels, namely the predefined and measured values of frequency. At the beginning of the
simulation, ES is deactivated. Due to the lack of active power, the microgrid frequency is decreased to
about 49.7 Hz, which is lower than the maximum frequency excursion of ±0.2 Hz stipulated in the
national standards. At 0.5 s, the ES starts to work and quickly compensates for the active power lack
of the microgrid by both reducing the active power consumption of the NCL and providing active
power from the ES, thus recovering the microgrid frequency at the default value of 50 Hz. At 4 s,
a switch is closed to emulate a further loading of the microgrid; its active power balance is broken
again and produces a consequent fall of the microgrid frequency. The ES takes an immediate action
and restores the frequency to 50 Hz at 5 s. The results above are evidence of the soundness of the
designed frequency control for a single ES.
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Figure 10. Simulation results of frequency control for a single ES.

4.2. Hierarchical Control of Multiple ESs

This subsection validates the effectiveness of the proposed hierarchical control by simulating the
microgrid with three ESs of Figure 8 at first without any coordinated control and then by introducing the
coordinated control. In the simulations, the predefined voltages at the nodes with ESs are set to 220 V.

Figure 11 reports the waveforms of the RMS value of the node voltages, and the active and reactive
powers P and Q entering the nodes under the voltage control without the coordinated control. During
the first 1 s-long time interval of the simulation, none of the three ESs is activated. Due to the line
impedance, the CL voltages at the three PCCs greatly deviate from 220 V. At 1 s, the ES is activated.
Under the action of the ESs, the CL voltages start to get closer to the predefined value of 220 V. However,
as it emerges from the magnified waveforms in the central part of Figure 11(a), the three CL voltages are
not able to reach the predefined value but settle on a different value. At 4 s and then at 7 s, two steeply
increases of the microgrid voltage are emulated. Although the three CL voltages are close to 220 V
within a certain range, they do not replicate exactly the preset value, exhibiting a steady-state error.

At 7 s, when the RMS value of the grid voltage is set to 228 V, the integral term of the voltage
regulator goes saturated at 7.45 s due to the persisting voltage error, which results in a larger voltage
deviation of VS1. Although VS2 and VS3 are regulated at the predefined value since the integral term
of their voltage regulators do not saturate, the microgrid nodes with the tied ESs are unable, on the
whole, to reach the expected steady-state operation. The simulation results confirm the shortcoming
arising from the combined action of the voltage drop along the microgrid line and the gradual winding
up of the integral term of the voltage regulators of some ESs. The latter ESs do no longer exert the
regulating action of the node voltage, as outlined in Figure 11a, while causing a rise of the ES reactive
power, as outlined in Figure 11b, which is limited by either control or device protections. This behavior
is against the motivations for the usage of multiple ESs, which is intended for the existing ESs to share
the microgrid fluctuations in a favorable manner.

 

(a) 

Figure 11. Cont.
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(b) 

 
(c) 

Figure 11. Simulation results of multiple ESs operating without coordinated control: (a) RMS value of
point of common coupling (PCC) voltage; (b) active power; (c) reactive power.

As can be seen from the above section, it is far from enough for a single ES to ensure voltage
deadness-free tracking, and it is necessary to have a coordinated control strategy to achieve reasonable
setting of the reference values for multiple ESs. This section mainly carries out simulations under
hierarchical control using droop control as the secondary control and power decoupling control with
filter capacitor voltage control as the primary control for multiple ESs. Both voltage and frequency
regulations are included.

Figure 12 shows the simulation results of reference voltage and measured voltage of ES when
multiple ESs are distributed along the transmission line based on droop control. Within the first second
during simulation, ES is deactivated at each PCC. In order to monitor the effectiveness of reference
value change by each ES with the proposed droop control, all the reference values are initialized to 221
V. At 1 s, the ESs at the three PCC start to work and the reference voltage values of the ESs at three
PCC are modified dynamically along with the sudden change of grid voltage. At the moments of 4 s
and 7 s, when grid voltages are set to 220 V and 228 V respectively, it is seen that reference voltage
value of each ES has been modified to new values and been tracked quickly.

Figure 13 shows the results of the three ESs under the action of the proposed control, showing the
steady state and dynamic responses of the ESs under the case of grid voltage fluctuations. Figure 13a
shows that the reference values of PCC voltages are different and tracked quickly with droop control.
Figure 13b,c show the active and reactive power of each ES under the proposed control. It is seen that
the ESs are three PCC operate at a dynamically stable state, which withstand the power fluctuation of
the whole system in a harmony manner.

Finally, the frequency responses are verified with three sets of ESs by simulations, as shown in
Figure 14. The figure contains two channels, namely the predefined value and the measured value of
frequency. Within the first second, the ESs were not activated, and the system frequency was offset
due to the imbalance between the active load and the active power supply, and thus the difference
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was about 0.05 Hz. At 1 s, the ESs start to work, and the active power sag of the whole system is
compensated gradually due to the participation of multiple ESs, and the frequency of the system is
kept stable at 50 Hz. At 5 s, the load demand in the system suddenly increases, leading to an increase
in the power shortage of the system. At this time, the system frequency decreases to about 49.8 Hz,
which violates the requirement that the maximum frequency deviation of the system should not exceed
±0.2 Hz. However, under the regulation of three ESs with the proposed control, the newly added active
load of the system will achieve the purpose of sharing that partial active power are absorbed by the
battery inside the ESs and meanwhile partial power fluctuations are passed to the NCLs. As a result,
the system frequency is finally seen to stabilize at 50 Hz. The simulation verifies that the proposed
control can enhance the stability of system frequency with the help of multiple ESs.

Figure 12. Reference versus measured voltages with the proposed control of multiple ESs.

(a) 

 
(b) 

Figure 13. Cont.
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(c) 

Figure 13. Simulation results of multiple ESs operating with the proposed control: (a) RMS value of
PCC voltage; (b) active power; (c) reactive power.

Figure 14. Simulation results of frequency responses with three ESs under the proposed control.

5. Conclusions

In this paper, a hierarchical control has been proposed for multiple ESs tied to a microgrid; it relies
on the droop control as secondary control and on the power decoupling control as primary control.
The issues of the existing solutions for operation of multiple ESs have been analyzed first, referring to
the version-2 ES as the power compensation device. Proper setting of the reference value for the PCC
voltages of the nodes with a tied ES has been done by the droop control technique, which has been
instrumental in obtaining the coordinated operation of multiple ESs. In order to get fast and smooth
ES dynamics, the performance of the power decoupling control has been improved by implementing
an inner, closed-loop control of the ES output voltage, toughened with an active damping obtained by
feedbacking the current flow in the ES output capacitor. To verify the effectiveness of the proposed
hierarchical control together with the novel algorithms developed for its implementation, simulations
are conducted to test the operation of single and multiple ESs. They have demonstrated that both node
voltage and microgrid frequency are accurately and promptly regulated by the proposed control of
multiple ESs with the proposed control. It should be noted that vG is difficult to measure at PCC side
due to the transmission line in between. Besides, the battery management system on the ES is not
focused either in this paper. Both aspects will be part of future work.
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Abstract: The focus in this paper is on the two-stage photovoltaic (PV) microinverters using a
buck-boost dc/dc front-end converter. Wide input voltage range of the front-end converter enables
operation under shaded conditions but results in mediocre performance in the typical voltage range.
These microinverters can be controlled with either fixed or variable dc-link voltage control methods.
The latter improves the converter efficiency considerably in the range of the most probable maximum
power point (MPP) locations. However, the buck-boost operation of the front-end converter results
in noticeable variations of the efficiency across the input voltage range. As a result, conventional
weighted efficiency metrics cannot be used to predict annual energy productions by the microinverters.
This paper proposes a new methodology for the estimation of annual energy production based
on annual profiles of the solar irradiance and ambient temperature. Using this methodology,
quantification of the annual energy production is provided for two geographical locations.

Keywords: microinverter; variable dc-link voltage; photovoltaic; solar energy; renewable energy;
residential systems

1. Introduction

In the recent year, residential solar photovoltaic (PV) systems have been on the rise, resulting
from strong governmental support either in the form of subsidies on installation or feed-in tariffs [1–4].
This trend has been supported with the rapid cost reduction of PV modules and associated hardware [5].
Deployment of PV systems relies on extensive use of power electronic converters as the critical
system components [6]. Residential applications are mostly associated with either string inverters or
microinverters [7]. The latter could be regarded as the class of module-level power electronic (MLPE)
systems [8]. Another member of this class is PV power optimizers used for interfacing individual PV
modules in series PV string and, thus, they bridge the gap between string inverters and microinverters.
However, they impose limitations on system design due to voltage matching issues.

Residential PV systems are usually built with string inverters for systems over 1 kW of installed
power to optimize installation costs. However, series connection of PV modules into string results in
relatively high dc voltage operating on the roof. Any issues with mechanical contacts within a PV
string can easily result in dc arcing and, consequently, fire hazard. In addition, a PV string inverter
can be considered as a single point of failure reducing overall reliability. Moreover, the 2017 National
Electrical Code was revised in section 690.12, which discards array level rapid shut-down requirements
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and imposes PV module-level rapid shut-down requirements [9]. Starting from 2019, this regulation
requires that voltage of all conductors be dropped below 80 V within 30 s from rapid shutdown
initiation. As a result, string PV systems require use of smart modules or PV power optimizers along
with a PV string inverter, which makes them comparable in price to systems with a microinverter,
but more labor intensive to install.

Shading of PV modules is a serious issue in residential PV systems [10,11]. Conventional string PV
inverters cannot withstand harsh shading conditions due to their limited voltage regulation capability.
In such cases, MLPE converters have to be used to optimize the maximum power point (MPP) tracking
(MPPT) process under shading conditions [7]. PV power optimizers could be advantageous in larger
residential PV systems due to the possibility of selective deployment. However, they can ensure proper
maximum energy harvesting by a PV string inverter only for a limited number of PV string configurations
containing a number of modules within a certain range [12]. Contrary to that, microinverters accomplish
parallel grid integration of individual PV modules into the grid. Hence, rapid PV module-level shutdown
is ensured. Other advantages of the microinverters, PV module health monitoring, and dust accumulation
detection, are provided; flexible PV system design is possible [7].

PV microinverters can be regarded as a universal tool for deployment of small residential PV
systems, which provides superior scalability and reliability [7]. Usually, they are based on either
single- or two-stage energy conversion. The former features low cost of implementation at the
expense of regulation range limitations, while the latter is a more complex solution with a wider
input voltage regulation range. The two-stage solutions are approaching the input voltage range of
the PV power optimizers. PV power optimizers usually feature a wide input voltage range of 8 to
55 V to accommodate partial shading, when the global MPP voltage can be as low as one third of the
unshaded MPP voltage for conventional Si PV modules with three bypass diodes. Hence, single-stage
microinverters cannot withstand opaque or significant partial shading and thus must be replaced with
two-stage solutions in climatic conditions where shading causes energy yield loss.

2. DC Link Voltage Control in Two-Stage PV Microinverters

A typical two-stage PV microinverter (Figure 1) is comprised of a front-end dc/dc converter that
ensures decoupling of 100/120 Hz ripple from the input port while enabling converter operation at
partial and opaque shading of a PV module. The latter feature is usually realized with the application
of a galvanically isolated buck-boost dc/dc converter [13] at the input. Recently, several converters
based on this concept were justified as high-performance MLPE solutions [14–16]. They can include
separate buck and boost switching cells [13,14], as well as a single integrated buck-boost switching
cell [15,16].

Typically, a buck-boost front-end dc/dc converter features three operation modes used for the
input voltage regulation: buck, boost, and pass-through. The latter mode is the most efficient among
the three as a converter does not perform voltage regulation and operates as a dc transformer (DCX).
In the MLPE applications, the dc-link voltage is often fixed. In such a case, the isolating high-frequency
(HF) transformer has to be designed to ensure that the pass-through mode coincides with the most
probable maximum power point (MPP), as shown in Figure 2a. As a result, the buck mode is utilized
during the microinverter start-up or MPPT that starts from the open-circuit voltage, as well as in the
operation at low ambient temperatures when a PV module features elevated operating voltages. At the
same time, the boost mode comes in handy at high ambient temperatures, when the MPP voltage of a
PV module is reduced, as well as at shaded conditions to optimize the MPPT.
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Figure 1. Generalized structure of a two-stage PV microinverter.

. 

(a) 

 
(b) 

Figure 2. Utilization of operating modes of a front-end galvanically isolated buck-boost dc/dc converter
at fixed (a) and variable and (b) dc-link voltage, including different PV module characteristics.

199



Energies 2019, 12, 3774

The dc-link voltage does not necessarily have to be fixed since the grid-side inverter enables
this additional degree of control freedom. In this case, a microinverter operates in the boost mode at
very low voltages that correspond to partial or opaque shading conditions and the dc-link voltage is
limited at the minimum required value VDC(min), i.e., 10 V, . . . , 20 V above the instantaneous grid peak
voltage. The pass-through mode featuring the maximum efficiency corresponds to the most probable
range of MPPs, while the grid-side inverter should perform the MPP tracking. The buck mode is
used for the MPPT tracking or operating at low ambient temperatures. The dc-link voltage in the
buck mode is maximum allowed by the voltage rating of the dc-link capacitor and grid-side inverter
switches. Such an arrangement can result in efficient operation with the most typical Si PV modules
containing 60- and 72-cell (Figure 2b). Recently, the variable dc-link voltage control was applied in
several state-of-the-art two-stage microinverters [17,18] and battery chargers [19]. It resulted in higher
efficiencies, extended reliability, and good compatibility with different PV modules [20,21].

The variable dc-link voltage control optimizes the efficiency of the two-stage microinverter but
results in sizable variations of the efficiency around transitions between the pass-through mode and
the buck or the boost mode. As a result, standardized weighted efficiencies, such as California Energy
Commission (CEC) or EU metrics, would be of no use for predictions of the annual energy production
by the two-stage buck-boost microinverters as their efficiency depends on the operating voltage
considerably or it has to be added in the specifications. This study proposes a methodology for annual
energy production estimation for the aforementioned microinverters and provides a numerical study
based on experimental data to quantify the effect on converter efficiency achieved when the fixed
dc-link voltage control is replaced with the variable dc-link voltage control.

3. Case Study Microinverter and Experimental Results

The microinverter for this study is described in detail in [18]. Its topology is shown in Figure 3
and the main specifications are listed in Table 1. The front-end dc/dc converter utilizes the hybrid
quasi-Z-source series resonant topology. The front-end dc/dc converter implements the boost mode
using the shoot-through pulse width modulation (ST-PWM) implemented by the symmetrical overlap
of active states with the duty cycle DST. As a result, the input quasi-Z-source network can store
energy and use it for the input voltage step-up. In the pass-through mode, it operates as the series
resonant converter with very high efficiency. The grid-side inverter has to perform MPPT when the
front-end dc/dc converter operates in the pass-through mode. The front-end dc/dc converter utilizes
phase-shifted modulation (PSM) with an angle ϕ to implement voltage buck using the integrated
series resonant tank. Two different dc-link voltage control principles result in a fundamentally different
operation of the front-end converter, as shown in Figure 4. At the variable dc-link voltage, the region
of the highest efficiency coincides with the most probable MPPs of 60- and 72-cell Si PV modules, i.e.,
when they operate under nominal operating cell temperature (NOCT).

The given two-stage microinverter topology [18] was selected as it has shown a wide input voltage
range of over 1:6, which is wider than any other competitor and was justified as a shade-tolerant
solution capable of withstanding the worst shading conditions.
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Table 1. Prototype parameters and components.

Parameter or Component Symbol or Block Type or Value

Transformer TX

N 6

Llk 25 μH

Lm 1000 μH

QZS inductor LqZS
LlkqZS 0.5 μH

LmqZS 11 μH

QZS capacitors CqZS1, CqZS2 12 × 2.2 μF (X7R/100 V)

Resonant capacitors C1, C2 43 nF (foil)

Dc-link capacitor CD 150 μF (Al electrolytic)

LCL filter

Lf1 2.6 mH

Lf2 1.8 mH

Cf 0.47 μF

Fix. dc-link voltage VDC 400 V

VAr dc-link voltage
VDC(min) 335 V

VDC(max) 460 V

Grid Vg 230 V/50 Hz

Switching frequency

SqZS 210 kHz

S1 . . . S4 105 kHz

S5, S6 50 Hz

S7, S8 20 kHz

LV semiconductors SqZS, S1 . . . S4 Infineon BSC035N10NS5

HV semiconductors

D1, D2 Wolfspeed C3D02060E

S5, S6 Infineon IPB60R099C7

S7, S8 ROHM SCT2120AFC

Figure 5 presents the modulation techniques used in the case study microinverter. Modulations of
the front-end dc/dc converter and the grid-tied inverter are decoupled and are not synchronized in a
general case. The front-end dc/dc converter operates at relatively high switching frequency in order
to minimize the size of the isolation transformer, resonant tank, etc. The switch SqZS is turned ON
continuously in the buck and pass-through mode, as shown in Figure 5a,b. The carrier frequency of
the switches S1, . . . , S4 is 105 kHz [15,18]. On the other hand, the switch SqZS operates at a switching
frequency twice higher than that of the switches S1 . . . S4 as it is active during active states when the
isolation transformer is fed with voltage pulses (Figure 5c). Detailed description of the dc/dc converter
operation is provided in [15].

The grid-tied inverter utilizes asymmetrical unipolar modulation shown in Figure 5d. In this
modulation, two switches operate at high frequency (carrier frequency of the S5, S6 PWM signals
is 20 kHz in the given case), while the other two switches S7, S8 operate at the grid frequency and
unfold the grid voltage. This modulation was selected despite uneven losses in the switches as it
provides 50 Hz rectangular common mode voltage and thus ensures low leakage current and good
electromagnetic compatibility, as demonstrated in [18], where full operation of the microinverter is
presented along with the description of the closed-loop control system.
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Figure 3. Topology of the case-study shade-tolerant microinverter [18].

 
(a) 

(b) 

Figure 4. Control variables of the front-end converter in the microinverter topology shown in
Figure 3 [18] at fixed (a) and variable (b) dc-link voltage control.
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Figure 5. Modulation techniques of the front-end dc/dc converter operating in the pass-through.
(a) buck, (b) boost, (c) modes, (d) asymmetrical unipolar modulation of the full bridge grid-tied inverter.

The efficiency of the experimental prototype was measured for both dc-link voltage control
methods in the input voltage range of 25 to 45 V and from 10% to 100% of the rated power of 300 W.
The rated power was selected during design to satisfy the requirements of the given application as will
be shown in the next section. Over 50 reference points were acquired using a precision power analyzer
Yokogawa WT1800. Next, the experimental efficiency surfaces were obtained in MATLAB using the
surface fitting tool and thin-plate spline for interpolation. The contour plots of the experimental
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data interpolation shown in Figure 6a,b follow tightly the experimental data in Figure 6c,d, which
results in the coefficient of determination (R2) equal to unity. This data will be used further for annual
performance prediction. It can be seen from Figure 6 that the fixed dc-link voltage control results
in a limited region of high efficiency where the front-end dc/dc converter operates in or close to the
pass-through mode. At the same time, the variable dc-link voltage control extends the region of
the pass-through mode usage, which results in roughly 2% higher efficiency across the considered
operation range.

  
(a) (b) 

 
(c) (d) 

Figure 6. Interpolation results of the experimental efficiencies obtained for the prototype (Figure 3)
operating with fixed (a) and variable (b) dc-link voltage control, which were derived based on
experimental measurements obtained using fixed (c) and variable (d) dc-link voltage control.

To provide an experimental example of PV energy harvesting by the case study microinverter,
one-day operation (moderate irradiance and no clouds) was simulated using a PV simulator Chroma
62150H-1000S. According to Figure 7, the variable dc-link voltage results in higher power injected in
the grid than that for the fixed dc-link voltage control. It improves the overall efficiency of the former,
thus, reducing the loss of the available PV energy from 9.2% to 7.4%, i.e., reducing the energy loss by
19.6%. This study considers the efficiency of the microinverter and leaves the MPPT efficiency out
for simplicity.
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Figure 7. Experimental daily energy production for two dc-link voltage controls (var.: variable dc-link
voltage control; fix.: fixed dc-link voltage control).

4. Estimation of Annual PV Energy Production

The interpolations of the experimental efficiency (Figure 6) can be used to estimate the annual
energy production and energy loss for the two dc-link control methods. The efficiency includes
microinverter self-powering from the input PV power. The developed methodology is explained in
Figure 8. It utilizes 1-year mission profiles of the solar irradiance and the ambient temperature for
Arizona (Ar.) and North Denmark (N.D.) [22] with a 1-minute resolution.

 

Figure 8. Flow diagram of the estimation of the annual energy production.
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First, the ambient temperature (Ta) is translated into the cell temperature (Tc) using a simple linear
model with a low-pass filter to account for the thermal dynamics of a PV module:

Tc =

[
Ta +

TNOCT − Ta(NOCT)

SNOCT
· S

]
·GLPF(s), (1)

where the nomenclature is listed Table 2. GLPF is the low pass filter transfer function in the s-domain:

GLPF(s) =
1

1 + s · τ . (2)

Table 2. Nomenclature.

Term Explanation Term Explanation

kb Boltzmann constant vt Thermal voltage
q Elementary charge Rs Series resistance of PV module
a Ideality factor Rs(STC) Rs in STC conditions

Eg Band gap energy krs Rs thermal coefficient
Ta Ambient temperature Rsh Shunt resistor of PV module
Tc Cell temperature I0(STC) I0 in STC conditions
S Solar irradiance I0 Saturation current

TSTC Tc in STC conditions IPh Photocurrent
SSTC S in STC conditions NS Number of cells in PV module

Ta(NOCT) Ta in NOCT conditions η Microinverter efficiency
SNOCT Solar irradiance in NOCT condition Pg Microinverter output power
TNOCT Nominal operating cell temperature (NOCT) ISC(STC) Short-circuit current of PV module in STC conditions

VMPP(id) MPP voltage of ideal PV module τ Thermal time constant of PV module
IMPP(id) MPP current of ideal PV module W0(·) Principle branch of Lambert W function

IPV Microinverter input current VMPP Module MPP voltage
VPV Microinverter input voltage IMPP Module MPP current
PPV Microinverter input power PMPP Module MPP power

In the second stage, the PV module has to be simulated by the typical single-diode model of a PV
cell (Figure 9) using five parameters described in [23–25].

Figure 9. Single-diode model of a PV cell.

In the given model of a PV cell, diode D plays a crucial role. The fundamental value defining the
operation of the p-n junction in the diode is the thermal voltage vt:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ID = I0 ·
(
e

VD
a·vt − 1

)
;

vt =
Tc·kb

q .
. (3)

According to Shockley’s expression [26], the diode current is proportional to the reverse bias
saturation current defined as:

I0 = I0(STC) ·
(

Tc

TSTC

)3

· e(
q·Eg
a·kb

)·( 1
TSTC

− 1
Tc )

. (4)

The given model differs from the conventional model in the approach of simulating the series
resistance Rs. Recent reports show its positive thermal dependence based on experimental results [27].
The PV module Jinko Solar JKM300M-60B used in modeling is based on the monocrystalline silicon
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technology and contains 60 cells. For this type of modules, the experimental thermal coefficient of Rs

(krs) was reported in [27] to be used in the following equation:

Rs = Rs(STC) · (1 + krs(Tc − TSTC)). (5)

As was mentioned before, the operation of the diode D defines the output current and the voltage
of a PV cell, but its current is limited by the photocurrent generated by a PV cell:

IPh = ISC(STC) · S
SSTC

· Rs + Rsh
Rsh

. (6)

Some of the equations above contain the PV cell voltage inside and outside the exponential
function, which can be resolved only using the Lambert function (in this case, its principle branch
denoted as W0). For further calculations, a helper variable must be introduced in terms of the
Lambert function:

w = W0

⎛⎜⎜⎜⎜⎝ Iph · e1

I0

⎞⎟⎟⎟⎟⎠. (7)

Using this variable, the MPP voltage and current could be derived for an ideal PV cell containing
only a photocurrent source and a diode:

VMPP(id) = Ns · a · vt · (w− 1), (8)

IMPP(id) = I0 · (w− 1) · e(w−1). (9)

However, this estimation is inaccurate as the influence of the shunt and series resistors has to be
taken into account [23]:

IMPP = IMPP(id) −
VMPP(id)

Rsh
, (10)

VMPP = VMPP(id) − IMPP ·Rs, (11)

PMPP = VMPP · IMPP. (12)

Equations (3) to (12) constitute a short description of the methodologies described in [23–25]
based on the single-diode PV cell module, but enhanced with findings from [27]. In addition, the final
calculations take into account material properties of silicon from [28] and typical PV module thermal
characteristics from [29], which are listed in Table 3.

Table 3. PV module parameters.

Model Parameters Reference Data and Constants

Parameter Value Parameter Value

SSTC 1000 W/m2 VMPP(STC) 32.6 V
TSTC 25 ◦C IMPP(STC) 9.21 A

SNOCT 800 W/m2 VOC(STC) 40.1 V
TNOCT 45 ◦C ISC(STC) 9.72 A

Ta(NOCT) 20 ◦C VMPP(NOCT) 30.6 V
a [27] 1.1 IMPP(NOCT) 7.32 A

Eg [28] 1.12 eV VOC(NOCT) 37.0 V
I0(STC) 5.39·10−10 A ISC(NOCT) 8.01 A

Rsh 750 Ω Efficiency 17.98%
Rs(STC) 0.228 Ω Ns 60
krs [27] 0.356 % kb 1.38·10−23 J/K
τ [29] 300 s q 1.602·10−19 C
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Third, it is possible to define the MPP power and voltage for any solar irradiance and cell
temperature. Considering the interpolated efficiency of the microinverter η, and assuming a perfect
MPPT when VPV = VMPP and PPV = PMPP, it is possible to define the microinverter output power Pg

and, thus, the energy production E during an arbitrary time interval tx:

Pg(t) = VMPP(t) · IMPP(t) · η(VMPP(t); IMPP(t)), (13)

E =

tx∫
o

Pg(t)dt. (14)

Table 3 presents the parameters of the solar module obtained from the datasheet, PSIM Solar
module utility, and other literature (for fundamental and empiric constants).

The considered geographic locations differ significantly in the operating conditions. Distribution of
solar irradiance has a higher expectation around 1000 W/m2 for Arizona and around 100 W/m2 for
North Denmark, as shown in Figure 10. As a result of higher solar irradiance and ambient temperature,
the PV module will experience much higher thermal stress in Arizona conditions, which was calculated
using Equation (1) and plotted in Figure 11. Probability density distribution of the cell temperatures
shown in Figure 12 proves that the cell temperature is mostly between 10 ◦C and 75 ◦C in the Arizona
conditions, contrary to the range of−5 ◦C to 60 ◦C in the North Denmark conditions, which is calculated
ignoring night time.

Next, annual mission profiles of solar irradiance and ambient temperature are translated into
annual profiles of the MPP voltage and power using the model of the PV module described above.
Probability distribution functions of these physical quantities are shown in Figures 13 and 14. Lower cell
temperatures and solar irradiance levels resulted in higher MPP voltages but lower average MPP
power in the North Denmark conditions. Contrary to that, the microinverter will process higher
powers at lower MPP voltages in the Arizona conditions.

Figure 10. Density distribution of the solar irradiances.
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(a) 

(b) 

Figure 11. Annual profiles for experimental ambient temperature and estimated cell temperature for
Arizona (a) and North Denmark (b) geographic locations.

Figure 12. Density distribution of the cell temperatures.

Figure 13. Density distribution of the MPP voltages.
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Figure 14. Density distribution of the MPP powers.

Annual mission profiles of the MPP voltage and power can be applied to the efficiency look-up
block that performs interpolations for the experimental efficiency using thin-plate splines derived in
MATLAB. The probability distribution of the efficiency of the microinverter strongly depends on the
geographic location as well as on the dc-link voltage control. In the Arizona conditions, high average
MPP power results in the narrow distribution range of 92% to 93.5% for the fixed dc-link voltage
control and 94% to 95.5% for the variable dc-link voltage control, as it follows from Figure 15a. For the
case of fixed dc-link voltage control, the values of efficiency can reach as low as 77% and as high as
95.2%. This wide distribution range results in a relatively low average efficiency of 91.4%. Contrary to
that, in the North Denmark conditions, the microinverter will feature sizable probability values in a
much wider range of efficiencies due to more intermittent solar irradiance, as shown in Figure 15b.
Nevertheless, in both cases, the variable dc-link voltage control provides efficiencies higher by 2.2% on
average than in the case of fixed dc-link voltage control.

(a) 

(b) 

Figure 15. Density distribution of the microinverter and average efficiencies for two dc-link voltage
control methods for Arizona (a) and North Denmark (b) geographic locations.
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Average values of the annual microinverter efficiency are not sufficient to reach any definitive
conclusion regarding annual energy production as the efficiency values have to be weighted with the
input power values. Table 4 quantifies the energy production, the PV energy loss, the usable PV energy
in absolute and relative values. In the North Denmark conditions, the case study PV module is capable
of delivering the energy of 323.8 kW·h per year. This energy is delivered to the grid with the energy
loss of 8% at the fixed dc-link voltage control and the energy loss of 6.2% at the variable dc-link voltage
control. The latter provides 22.3% reduction in the annual energy loss. In the Arizona conditions,
the same PV module can deliver the energy of 861.4 kW·h per year. In this case, the energy loss of
5.4% was observed for the variable dc-link voltage control, which means a reduction by 26% from the
energy loss of 7.4% observed at the fixed dc-link voltage control. Hence, the variable dc-link voltage
control provides over 20% reduction of the annual energy loss regardless of the climatic conditions.

Table 4. Annual energy production simulation results.

Location North Denmark Arizona

Dc-link Voltage Control Fixed Variable Fixed Variable

Usable PV energy, kW·h 323.8 861.4
Produced energy, kW·h 297.8 303.6 798 814.5
PV energy loss, kW·h 26 20.3 63.4 46.9

PV energy loss, % 8 6.2 7.4 5.4
Energy loss reduction, kW·h - 5.7 - 16.5

Energy loss reduction, % - 22.3 - 26

5. Conclusions

The paper has proposed a simple methodology for quantifying the annual energy production by a
microinverter based on experimental mission profiles of the solar irradiance and ambient temperatures,
PV module parameters identified from a datasheet using PSIM Solar module utility, and experimental
efficiency interpolation based on measured values. The methodology uses a single-diode five-parameter
model of a PV cell enhanced with thermally dependent model of the series resistor.

The proposed methodology was applied to a case study microinverter utilizing a buck-boost
front-end converter controlled by variable and fixed dc-link voltage control methods. The experimental
efficiency was found to reach over 95% in both cases, while it is increased by up to 2% on average in
the tested range with the application of the variable dc-link voltage control. Experimental efficiency
interpolations were used to estimate energy production by a microinverter connected to a properly
sized PV module. The variable dc-link voltage control extends efficient operation from a single to
several compatible PV module configurations, i.e., different number of PV cells per module.

Our one-day experimental test of PV energy harvesting by the case study microinverter showed
an energy production increase by 1.8%. This value correlates well with the predicted increase of
the annual energy production by 1.8% and 2% observed for a cloudy northern climate and a sunny
southern climate, correspondingly. This increase could be translated in 22.3% and 26% reduction of the
annual energy loss, correspondingly. Hence, the variable dc-link voltage control provides over 20%
reduction of the annual energy loss regardless of the climatic conditions.

The variable dc-link voltage control is a promising solution for the two-stage microinverters with
capacitive intermediate dc-link buffering 100/120 Hz power pulsations. Our future work will aim to
extend the proposed methodology with a model of power loss from the MPPT, which was left out of
this study.
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Abstract: As new grid codes have been created to permit the integration of large scale photovoltaic
power plants into the transmission system, the enhancement of the local control of the photovoltaic
(PV) generators is necessary. Thus, the objective of this paper is to present a local controller of active
and reactive power to comply the new requirements asked by the transmission system operators
despite the variation of ambient conditions without using extra devices. For this purpose, the control
considers the instantaneous capability curves of the PV generator which vary due to the change
of solar irradiance, temperature, dc voltage and modulation index. To validate the control, the PV
generator is modeled in DIgSILENT PowerFactory� and tested under different ambient conditions.
The results show that the control developed can modify the active and reactive power delivered to
the desired value at different solar irradiance and temperature.

Keywords: PV generators; active power; reactive power; Renewable energy; grid codes;
capability curves

1. Introduction

As more large scale photovoltaic power plants (LS-PVPPs) are being installed, the electrical
system can face some challenges related to four key areas: (i) active power control, (ii) reactive power
control, (iii) voltage support and (iv) frequency support [1]. Thus, many countries have updated their
grid codes to permit a smooth interaction between these power plants with the transmission system.
For instance, Puerto Rico requires that these PVPPs behaves similar to conventional power plants
despite the intermittent conditions [2]. Considering these changes on the grid codes there are two key
aspects necessary to approach: active and reactive power control.

According to the grid codes presented by Puerto Rico, Romania, South Africa and Germany, the active
power management for LS-PVPPs should consider: power curtailment, ramp rate control and active
power reserves (Figure 1) [2–5]. Power curtailment, also called as absolute control or limiting control,
addresses the reduction of the possible active power that the power plant can generate during the day
depending on the grid requirements [6]. This requirement prevents overloading at peak generation hours
of PVPPs (around midday) or also when the demand is lower than the possible generated active power
from the PVPP. However, due to the intermittency of the solar source, ramp rate control is also necessary
to be addressed [7]. The aim of these ramp rates is to smooth the change from low to high solar irradiance
and vicevesa, so the change does not affect the voltage or the frequency. As more LS-PVPPs are being
introduced at the transmission system, the participation on frequency regulation is a new challenge. Thus,
power reserve are already being considered in some of the grid codes. The power reserve is the reduction
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of the output power during some hours of the day. This reduction can oscillate between 10 to 20% of the
maximum possible that the PVPP can generate [1,8].

P(W)

t(h)

Maximum
power

Power
reserves

Power
curtailment

Maximum
power

Ramp down Ramp up

{ {

Maximum

Figure 1. Active power variation applying the new control functions.

There are two main techniques used to manage the active power: (i) incorporate energy storage,
and (ii) new control strategies of the PV generator [1]. In the literature, the main topology proposed is
the use of the energy storage together with the PV inverter that are distributed along the PVPP [9–11].
For instance, the study developed by Muller et al, proposes the use of ultracapacitors together with
a central inverter to manage the power transients due to the variability of solar irradiance. In this study,
the output power fluctuations are reduced and it helps to comply the grid code limits [9]. Commonly,
the management of the active power relays on the charge of the battery during high solar irradiance
and the discharge in high peak demand [12]. This type of control smooths the output power of the
single PV generator during the day [11,13–19]. However, the incorporation of energy storage increases
the cost of installation and operation of the LS-PVPP [20]. An alternative solution is the improvement
of the control by considering the characteristics of the PV generator. Commonly, the active power
is managed by the maximum power point tracker (MPPT) which is part of the overall control of the
PV inverter. However, the MPPT cannot withstand the power curtailment, the power reserve or the
ramp rates. Therefore, this tracker should not only consider the maximum power point but also the
reference of active power given by the transmission system operator (TSO). Some studies propose this
method for multistring topologies (two stage inverters) used in small applications [8,21,22]. However,
these studies have not been applied for central inverters that are commonly used in LS-PVPPs [23].

In the case of reactive power, the new grid codes require that the LS-PVPP injects or absorbs
reactive power according to a predefined relationship between the active and the reactive power
(power factor (p f )) or an specific value of reactive power. The grid codes presented by China, Germany,
South Africa, Romania, and Puerto Rico requires that the LS-PVPP works under an specific capability
curve (Figure 2). From this curve, it can be seen that Puerto Rico has the strictest requirement
(Qmax = ±0.623 p.u). Meanwhile, China, Germany, Romania and South Africa require a maximum
reactive power close to ±0.33 p.u. To comply these grid codes, commonly STATCOMs or capacitors
are added at the point of common coupling (PCC), as it is explained in [24]. However, limited research
has been developed regarding the reactive power control of PV generators in LS-PVPPs without using
extra equipment. For instance, Rakibuzzaman et al. [25] explain the control of reactive power and
how the capability curve could influence in the response, but, the variation of ambient conditions
is not considered on this approach. Additionally, R. Varma et al. and L. Luo are working on
the control of LS-PVPPs as STATCOM to support the grid when power oscillation occurs [26,27].
However, it considers the remaining inverter capacity and depends on the solar irradiance behavior.
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From a general point of view without any specific source of energy, new types of reactive power
control for grid tied inverters have been presented in [28,29]. These studies do not take into account the
variation of solar irradiance during the day or the corresponding capability curves of the PV generator.
It is worth to point out that the control of reactive power in a LS-PVPP has not commonly been
developed considering the capability curves. There are four main parameters that characterize these
curves: (i) modulation index, (ii) dc voltage, (iii) solar irradiance, and (iv) ambient temperature, as it is
explained in [30,31]. From this research, it can be understood that the variation of the dc voltage and
the modulation index can help to have the complete curve despite the variation of ambient conditions.
Although, this can reduce the active power generated by the PV generator.

Figure 2. Reactive power requirements.

Thus, the objective of this paper is to propose a control of active and reactive power for a PV generator
applied in LS-PVPPs for grid code compliance. In this paper, the PV generator has a three phase central
inverter (one stage of inversion). To control the active power, two main targets are accomplished: (i) Power
curtailment, and (ii) Power reserves, by using an adaptation of the Maximum Power Point Tracker (MPPT).
For the reactive power control, two considerations are addressed: (i) preference of active over reactive
power and (ii) preference of reactive over active power. For this control, the instant capability curves
are considered by the adjustment of the dc voltage and the modulation index depending on the solar
irradiance and temperature that affects to the production of active power. To validate this study, a LS-PVPP
is modeled and simulated in DIgSILENT PowerFactory� under different ambient conditions. The paper is
structured as follows: Section 2 explains the configuration and the control structure of a PVPP. The active
power control is explained in Section 3, meanwhile the reactive power control is detailed in Section 4. Then,
the simulations and the results are presented in Section 5. Finally, the discussion and the conclusions are in
Sections 6 and 7 respectively.

2. Configuration and Control Structure

In a LS-PVPP, tens to hundreds of PV generators are interconnected through a collection grid in
order to increase the power. ABB, SMA, Danfoss, and First Solar have described some topologies for
this distribution as radial, ring and star [23]. The main difference among them is the reliability and
the cost [32]. In the current paper, radial configuration is considered as it is the most used topology.
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In the case of the PV generator, the configuration can be central, string or multistring. The most used
configuration is the central one where the PV array is interconnected to a single stage inverter [33,34].
Then, the inverter is connected with a three winding transformer (Figure 3).

Figure 3. PV generator in central configuration.

As many PV generators are interconnected in a LS-PVPP, a central controller is necessary.
Additionally, each PV generator has to perform its local control. Thus, a hierarchical control architecture
is considered, as it is illustrated in (Figure 4), where the first stage is the transmission system operator
(TSO) who sends the requirements, then the second stage is the power plant control (PPC) and the
third stage is the PV generator’s local control.

The control of the LS-PVPP is focused in two main tasks: (i) apply grid support actions,
for example in case of disturbances, and (ii) coordinate the control of active and reactive power
according to TSO’s requirements [11,24]. For the second task, the PPC uses a Proportional-Integral
(PI) controller to reduce the error between the reference given by the TSO and the power available in
the grid. Then, the total active or reactive power calculated by the controller is divided by the total
number of PV generators in the LS-PVPP and this is the reference value under which the PV generators
should respond (Figure 5) [24,32]. After these references are calculated, the PV generator develops its
corresponding control according to grid code requirements and the behavior of the internal grid to
keep ac voltage and frequency constant.

Figure 4. Proposed control architecture for a large scale photovoltaic power plant (LS-PVPP).

A general control structure of a PV generator is illustrated in Figure 6. The PV generator has three
main tasks: (i) MPPT, (ii) the inverter control, and (iii) the control of active and reactive power. For the
first task, the MPPT, the aim is to look for the vmpp at each solar irradiance and temperature according
to the P-V curves characteristics. To address this, algorithms as perturb and observe, hill climbing,
incremental conductance as the more known and others as fuzzy control and swarm optimization
have been developed [35,36].
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Figure 6. General control of a PV generator.

The second task, it is the one in charge of the general inverter control to interconnect the PV
generator with the internal grid of the PVPP. This control performs the grid synchronization, the voltage
modulation, the dc voltage regulation and the current loop. The third task, it is in charge of the
delivering of the power demanded by the PPC. This control should consider the PQ capability curves
of the PV generator analysed in [30] and the variation of ambient conditions as solar irradiance and
ambient temperature.

3. Active Power Control

To address the active power control of a PV generator is nesessary to understand the limitations
that it has as a system (PV array and the PV inverter). The active power production capability of
a PV generator can be presented by a P-G curve (Figure 7). From the figure, four main regions can be
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identified. Region I is the starting phase, Region II is the controlling phase, Region III is the clipping
phase and Region IV is the shut off phase. To go from one region to other three main points are
considered: cut-in, rated and cut out solar irradiance. The solar irradiance at which the PV generator
first starts to generate power is named as “cut-in solar irradiance”. As the solar irradiance increases,
the PV generator starts to work with the MPPT control. When the rated power is reached, the point of
solar irradiance is the one named as “rated solar irradiance”. Eventhough, the PV array can generate
more power due to higher solar irradiance, the inverter limits the generation of active power and
loses the ability to track the MPP. Thus, in this region the PV generator waste available PV power.
As the solar irradiance increases, the cell temperature also does it. The active power is reduced and the
system cannot track any longer the active power. When this point is reached (cut out solar irradiance),
the PV generator has to shut off.

Figure 7. Control areas of a PV generator in a Power vs Solar irradiance curve (P-G curve).

Taking into consideration this curve, the present section proposes an active power control of a PV
generator for power curtailment and active power reserves.

3.1. Power Curtailment

To address the power curtailment, the PV generator cannot be working at the maximum power
point. Instead the control works close to the reference of active power (Pre f ) given by the PPC. Thus,
a Reference Power Point Tracker (RPPT) is used. Considering the P-G curve, it can be seen that the
MPPT control is applied until a point of solar irradiance depending on the power reference. Although,
the solar irradiance increases, the PV generator can only supply the reference power by using the RPPT
control. In this case, the RPPT control can be applied in Region II and III of the P-G curve (Figure 8a).

The control of active power will be managed according to two variables: dc voltage variation and
the active power reference (Pre f ). For that purpose, any algorithm used for MPPT can also be used
in RPPT but the target point is what changes. The most common algorithm is Perturb and Observe,
that is used in the present study. In this case, the dc voltage is changed by small steps (Δv) until
the active power generated by the PV array is the same as the power reference. Each time the solar
irradiance changes, the algorithm should only decide if the dc voltage reference should increase or
decrease its value. On this control, the dc voltage limits are also considered according to the PV array
and the inverter limitations (vmin, vmax). However, as the solar irradiance changes, the reference of
active power could be higher than the maximum possible power that the PV generator can supply.
In this case, the algorithm starts to work as a normal MPPT (Figure 8b).
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Figure 8. Active power curtailment (a) P-G curve when a reference is given and (b) logic between
maximum power point tracker (MPPT) and Reference Power Point Tracker (RPPT).

An example of this control is illustrated in Figure 9, where the first point is for a given solar
irradiance (blue line) and with a voltage equal to the open circuit voltage (voc). At this point, the active
power that the PV generator can supply is equal to 0. Then, the dc voltage will reduce its value in
small steps Δv in order to be close to the reference (2). In the case, the solar irradiance reduces, the new
point of operation will be in (3). Then, again the control will change its dc voltage to get close to the
reference. As the maximum power at the new solar irradiance is less than the reference, the control
will change to MPPT instead of RPPT until it gets the maximum power (4). If the solar irradiance
suddenly increases (red line), the PV generator operates in a new point (5). As the dc voltage is equal
to vmpp, this has to increase in small steps until the active power generated is the same as the reference
given by the PPC (6). This algorithm is presented in the block diagram illustrated in Figure 10.
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Figure 9. RPPT operation in a PV generator. (1) Initial point. (2) Point of operation by using the
algorithm. (3) Change of point of operation because of solar irradiance. (4) New maximum power
point. (5) Reduce of power. (6) Reference of active power.
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Figure 10. RPPT control algorithm.

3.2. Active Power Reserves

In this paper, any energy storage is used. So, to approach the active power reserves is necessary
to work in deloaded operation. This operation consists that the PV generator supply a reduced output
power instead of the maximum power. The reduction can be between 10 or 20% of the maximum
power for each solar irradiance as it is illustrated in Figure 11. To obtain the new operation point,
the dc voltage is different than the vmpp.

P(W)

Vdc(V)

Pmppt1

Pmppt2

p

p

Pmppt3 p

} Deloaded
operation

vmin vmax

Figure 11. Deloading operation in PV generators.

To control the PV generator for active power reserves, it is necessary to calculate at each time step the
possible maximum active power that the PV generator can supply (Pmpp). Then, the power reserve is given
by the percentage required by the TSO of the maximum possible active power given by the expression:

Preserve = ΔPtso × Pmpp(G, T). (1)

222



Energies 2019, 12, 3872

The new reference for active power can be calculated as follows:

Pre f = Pmpp − Preserve. (2)

With this new reference, the RPPT control explained in Section 3.1 can be applied. Then, the new
P-G curve is presented according to the new performance of the PV generator in Figure 12. In this case,
the RPPT can be used in region II and III of the P-G curve.
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Figure 12. Control areas of a PV generator in a P-G curve when power reserve is considered.

In summary, the PV generator will be working with MPPT or RPPT depending on the ambient
conditions and the PPC ’s requirements. Then, the dc voltage (vre f ) will vary according to the control
chosen until it fulfills the requirements (Figure 13).
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PVPP control
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Control
requirement
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Figure 13. Control scheme for control of active power in PV generators.

After the active control has been addressed, the reactive power control is explained in the
following section.
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4. Reactive Power Control

The P-Q curves of a PV generator depends not only on the variation of solar irradiance or
temperature but also on the dc voltage applied at the terminals of the PV arrar or the modulation index
as part of the internal inverter control. In Figure 14 can be seen the variation of these parameters and
how they affect to the P-Q curve.
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Figure 14. PQ capability curve of a PV generator (a) Variable dc voltage (b) Variable Modulation
index [30] (Reproduced from Solar Energy, Vol 140, Ana Cabrera et al., “Capability curve analysis of
photovoltaic generation systems”, Copyright (2016), with permission from Elsevier).

These curves obeys to the following expressions:

P2
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re f , (3)

P2
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grid
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)2

=

(
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VgridVconv
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)2
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Taking into account this P-Q curve, this section presents a novel control to provide reactive power
depending on the grid code requirements. In this case, the reactive power control is set as a priority
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(Figure 15). This control reads the reference of reactive power given by the plant operator. If the
reactive power control is not a priority, the control is developed with a conventional reactive power
regulation. But if the reactive power is set as a priority, then the PV generator has to calculate the
maximum possible reactive power (qmpp) by taking into account the capability curves studied in [30]
and the variation of ambient conditions.
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Figure 15. Control scheme for control of reactive power in PV generators.

The performance of the control will vary depending if it is absorbing or injecting reactive power.

4.1. Absorption of Reactive Power

For the absorption of reactive power, the area of operation is in the fourth quadrant of the PQ
capability curve. The maximum limitation of the reactive power varies according to:

Q2
mpp(G, T) = S2 − P2

mpp(G, T, vmpp), (5)

where, the Pmpp is the maximum active power that the PV generator can supply at that instant.
For a given reference of absorbed reactive power qre f , the control evaluates if this is higher than the
qmpp at each instant. If it is higher, then the PV generator has to reduce the injection of active power
by the variation of dc voltage. So, the PV generator is not working any longer at MPP instead will be
working in other point of operation of active power. The RPPT control should again track the reference
of active power calculated due to reactive power reference. Every time the solar irradiance changes,
the control has to track the reactive power point by the variation of active power. This control will be
called as the reactive power point tracker (QPPT).

This behavior is illustrated in Figure 16, where the first point is for a given solar irradiance (A).
At this point, the active power that the PV generator can supply is Pmpp. On this instant, a reference
of reactive power is given to the generator’s control. However, with this power the Qmpp is lower
than the reference. Thus, a new reference of active power is calculated (Pre f 1). To achieve this point,
the dc voltage has to change from vmpp to vre f so the PV generator starts to work at point B. Then,
the generator can supply the value of reactive power equal to the reference (point 3). In the case the
solar irradiance changes a new PV curve is generated (blue line), because of the dc voltage value,
the new active power is P2 and the PV generator starts to work in point C (PV curve) and 4 (PQ curve).
As the RPPT control has to follow the reference of reactive power, then the dc voltage reduces to reach
the reference (Point D and point 3).
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Figure 16. QPPT operation in a variable PQ and ambient conditions: Absorption of reactive power. (1)
MPP at one solar irradiance, (2) Variation of active power reference, (3) Reference of reactive power, (4)
New active and reactive power

4.2. Injection of Reactive Power

For the injection of reactive power, the area of operation is in the first quadrant of the PQ capability
curve. The maximum limitation of the reactive power varies according to:

Qmpp =
3
√

3
2
√

2
.
Vgrid · vmpp · M

X
, (6)

where, the modulation index (M) varies between 0 and 1. The maximum possible reactive power for a given
solar irradiance, temperature and vmpp is when M is equal to 1. In order to increase this value of reactive
power, the modulation index can be higher than 1 but it can cause the increment of harmonics [37].

In the case, the PPC asks a reference higher than Qmpp, the control should manage in one hand the
dc voltage to reduce the active power and on the other hand the modulation index. This behavior is
illustrated in Figure 17, where the first point is for a given solar irradiance (A). At this point, the active
power that the PV generator can supply is Pmpp. In this instant, a reference of reactive power is given
to the generator’s control. However, with this power the Qmpp is lower than the reference. Thus, a new
point of operation is calculated. First, the maximum modulation index varies to a higher value in
order to increase the operation area. So, the maximum possible reactive power that the PV generator
can inject increases. Then, to reach this point of operation at the specific reference of reactive power,
the generated active power is reduced (Pre f 1). To achieve this point the dc voltage has to change from
vmpp to vre f and the PV generator starts to work at point B. The corresponding algorithm that follows
the logic illustrated in Figure 18.
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Figure 17. QPPT operation in a variable PQ and ambient conditions: Injection of reactive power. (1)
MPP at one solar irradiance, (2) Variation of active power reference, (3) Reference of reactive power.
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Figure 18. Logic of control for reactive power in PV generators.

The control of active and reactive power is tested for different scenarios. These tests and the
performance of the control are explained in the following section.

5. Simulation and Results

A LS-PVPP of 24 MW is designed and modeled in DIgSILENT PowerFactory� and has the
configuration presented in Figure 19. For the current study the results for a single PV generator are
presented. The main characteristics of the PV generator are summarized in Table 1. The design of
this power plant was developed according to the solar irradiance and temperature data taken from
Urcuqui-Ecuador in 2014. Besides, the inverter has been oversized 20% of the maximum active power
capacity of the PV array. Each PV generator has a nominal power capacity of 0.6 MVA.

Two cases studies are considered: (i) testing the active power control (case study A) and (ii) testing
the reactive power control (case study B). For each type of control, the PPC is the one that sends the
references of active or reactive power to the local controller. For these tests, three days are chosen with
different solar irradiance and an ambient temperature around 10 ◦C to 25 ◦C (Figure 20).

Table 1. PV panel and array characteristics.

PV Panel Characteristics PV Array Characteristics

Voc 58.8 V Parray 0.5 MW
Isc 5.01 A Nser 15
Impp 4.68 A Npar 175
Vmpp 47 V Tmin, Tmax 0–70 ◦C
kv 0.45 1/◦C Gmax 1100 W/m2
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Figure 19. PVPP diagram under study.

(a) (b)

(c)

Figure 20. Solar irradiance data (a) Day 1 (b) Day 2, and (c) Day 3.

5.1. Case Study A

For this case study, three different active power values are set as references during the day:

• Set a power reserve of 20% of the maximum power capacity from 6:00 to 10:00 and from 15:00 to 18:00.
• Set a power curtailment of 50% of the maximum capacity from 10:00 to 15:00.
• Deactivate the power curtailment to reach the maximum power point during 10 min (11:25 to 11:35).

The test is developed for day one and two, and the results are illustrated in Figure 21. For any of
the days tested, the control of active power makes possible to keep the power reserve equal to 20% of
the maximum power capacity for active power higher than 0.20 p.u. When the generated active power
is lower than 0.2 p.u, the power reserve is not reached and instead is equal to the maximum possible.
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(a)

(b)

Figure 21. Control of active power for different power references. (a) Day one, (b) Day two.

However, in the case of power curtailment, there are some differences between the first and the
second day. In day 1, the active power reference is reached easily with the control due to the sufficient
solar irradiance. On day 2, however, the new reference of power is only reached during ten minutes in
the morning and eighty minutes in the afternoon. This behavior is because of the drastic changes of
solar irradiance during the day.

The deactivation of the power curtailment in order to get the maximum power during ten minutes
is successful in day 1 and day 2. It is important to notice that due to the MPPT control, the ramp rate
to get the maximum power is 0.05 MW/min on day 1 and 0.026 MW/min on day 2.

5.2. Case Study B

In this case study, the reactive power control is tested considering the solar irradiance of day 3.
To understand the performance of this control, some tests are developed: (a) active power priority and
(b) reactive power priority.

5.2.1. Active Power Priority

In this case, the normal MPPT control is used during the day as it is illustrated in Figure 22.
Taking into account this control, the maximum reactive power that the PV generator can absorb is
illustrated in Figure 23 together with the operational area. It can be seen, that the maximum reactive
power that the PV generator can absorb is variable in the time as it is not a priority. The reactive power
varies from 0.6 pu to 1 p.u depending on the time of the day.

In the case that a reference of absorbed reactive power is required (Qre f = −0.8 p.u) by the PV
generator and the MPPT is still used, the response of it is illustrated in Figure 24 together with the
operational area. With these conditions, the PV generator can follow the reactive power reference
between some hours (06:00 to 08:00 and 15:00 to 18:00). However, when the active power exceeds
a certain value, the PV generator cannot follow the reference of reactive power.
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Figure 22. Active power response for day 3 considering MPPT.
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Figure 23. Absorbed reactive power when MPPT is considered (a) Maximum possible reactive power
and (b) Operational area.
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Figure 24. Absorbed reactive power when a reference of reactive power is considered (a) Response of
reactive power (b) Operational area.

For a Qre f = 0.8 p.u, the PV generator can inject the reactive power depending on the voltage
limitation and the modulation index. A modulation index of 1 and 1.75 is tested and illustrated in
Figures 25 and 26 respectively together with their operation area. When the modulation index is 1,
the reactive power is equal to 0.45 p.u for any solar irradiance. Meanwhile, when the modulation
index is 1.75, the reference of reactive power is reached from 07:00 to 10:00 and from 13:30 to 18:00.
However, from 10:00 to 13:00, the reference of reactive power is not reached. Instead, the maximum
possible reactive power is injected, which depends on the solar irradiance. The curve that limits its
behavior from 10:00 to 13:00 is the current curve, for the rest of the day it is the voltage curve.
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Figure 25. Injected reactive power with MPPT control and M = 1 (a) Response of reactive power and
(b) Operational area.
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Figure 26. Injected reactive power with MPPT control and M = 1.75 (a) Response of reactive power
and (b) Operational area.

5.2.2. Reactive Power Priority

To test this control, two references of reactive power are simulated: (i) Qre f = −0.8 p.u and
(ii) Qre f = 0.8 p.u For the first reference (absorption of reactive power), the results of active and
reactive power are illustrated in Figure 27 with the corresponding capability curve. In this case, the PV
generator absorbs a value of reactive power equal to its reference almost all the time. Due to the
changes of irradiance and the response time of the control, there are specific times where there is
an error around 0.05 p.u. Because of the control and the ambient conditions, the active power is limited
to 0.6 p.u between the hours 08:00 to 13:00.

For the second reference (injection of reactive power), two different modulation index are tested:
(i) M = 1 and (ii) M = 1.75 (Figures 28 and 29). When M = 1, the reactive power cannot reach the
reference of reactive power and stays at the maximum value (0.45 p.u). In the case M = 1.75, the PV
generator injects a reactive power equal to the reference during all the time by the reduction of active
power from 09:00 to 13:30.
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Figure 27. QPPT response when a reactive power reference is applied (a) Active power, (b) Reactive
power, and (c) Operational area.
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Figure 28. Power response with QPPT for M = 1 (a) Active power and (b) Reactive power, and (c)
Operational area.
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Figure 29. Power response with QPPC for M = 1.75 (a) Active power and (b) Reactive power, and (c)
Operational area.

6. Discussion

From the controller presented in this paper and from the obtained results, some important issues
are necessary to be addressed:

6.1. Active Power Control

The control of active power in a suboptimal point (lower than the MPP) can be developed
with a RPPT control. The PV generator can supply power according to an active power reference.
The response, however, depends as well on the solar irradiance fluctuations during the day.
For instance, on the second day, between 14:00 to 15:00 quick solar irradiance variations are presented
and the control tries to respect the 20% of power reserve but the control does not follow this reference.

6.2. Reactive Power Control

For the injection or absorption of reactive power, the response also depends on the solar irradiance
when the active power generation is a priority. It can be stated that with a maximum active power,
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there will be a maximum reactive power that can be injected or absorbed depending on the capability
curves. Because of this, if a reference of reactive power is set and at the same time the active power
control is a priority, the reference will be reached only if it is lower than the maximum reactive power
point possible at that instant. In the case that the reactive power is a priority and there is high solar
irradiance, the reference of reactive power can be reached only if the active power point changes to
other point of operation lower than the MPP.

It is important to notice that for injection of reactive power, the variation of this value does not
present large fluctuation as it depends on the changes of dc voltage together with the modulation
index. If the maximum modulation remains fix, then the reactive power that the PV generator can
inject also remains close to a fix value. However, this value could be lower than the reference set by
the control. Therefore, a change of modulation index helps to achieve the reference of reactive power
asked by the PPC.

6.3. Compliance of Grid Codes

Considering the response of the PV generator for the different scenarios for reactive power, it can
be analised if the requirements of the grid codes can be achieved under different scenarios. Figure 30
illustrates the capability curve given by the PV generator together with the capability curve required
by Puerto Rico and Germany for steady state conditions.
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Figure 30. Capability curves comparison considering the grid codes of Puerto Rico, Germany and the
capability curve extracted from the current study case.

When QPPT is utilized, the PV generator can inject or absorb reactive power according to the
requirements but the active power generated could be lower than the MPP. For absorbed reactive
power, if the reference is 0.623 p.u, then the new reference of active power should be 0.78 p.u. For the
injection of reactive power, the modulation index has to be higher than 1 to comply this reference.

However, when the reactive power is not set as a priority then the requirements asked by the grid
code of Puerto Rico cannot be accomplished for higher solar irradiance and maximum modulation
index of 1. So, new equipment should be installed in order to give reactive power support as STATCOM,
capacitor banks, FACTS. However, for the case of Germany, at any irradiance the PV generator can
supply or inject the reference of reactive power as it is lower than 0.57 p.u without making any change
on the operation of active power or the modulation index.

Additionally, it can be seen that for an active power generated lower than 0.78 p.u (corresponding
to G = 900 W/m2), the PV generator can absorb or inject reactive power higher than the limitations
imposed by the grid codes without reducing the generated active power. Thus, it is necessary that
the Grid codes will consider the effect of the PV generator performance at different solar irradiance,
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temperature, dc voltage and modulation index in order to set higher limitations and improve the
performance of the LS-PVPP.

7. Conclusions

This paper has presented the control of active and reactive power for a PV generator considering
its capability curves variation applied in a large scale photovoltaic power plant. For this purpose,
the current paper has presented the general configuration and control structure used commonly in
a LS-PVPP. Then the active power control for a PV generator has been presented considering active
power curtailment and active power reserves. Additionally, the control of reactive power was also
studied under two different considerations: active power priority or reactive power priority taking into
account the corresponding capability curves. Finally, DIgSILENT PowerFactory� was used to simulate
the control proposed under different conditions. From the control developed and the simulation some
conclusions are presented.

The quick variation of solar irradiance affects not only to the active power response but also to
the reactive power. When the solar irradiance is high, then the reactive power capability is reduced.
Besides, this could disrupt the plant with quick variations of reactive power, this can be reduced with
an appropriate control of the reactive power.

The modulation index and the dc voltage value play an important role on the point of operation of
the PV generator when reactive power is injected. For an appropriate control the maximum modulation
index can vary between 1 to 1.75 to comply grid code requirements.

The capability curves play an important role in the control of the PV generator when active
and reactive power control are considered. These curves should be taken into account for each solar
irradiance, ambient temperature, dc voltage and modulation index. The reactive power reference can
be achieved by the consideration of these capability curves together with the control.

Considering the grid code requirements regarding the management of active power, it can be
stated that working with RPPT for a given reference helps to comply the basic requirements as power
reserves and power curtailment. However, a deeper study on ramp rate control must be developed
considering variable solar irradiance. In the case of reactive power, grid codes should also consider the
behavior of the PV generator according to ambient conditions in order to set the limitations.

Author Contributions: Research concepts were proposed by A.C.-T. and O.G.-B. Manuscript preparation and data
analysis were conducted by A.C.-T., M.A.-P., E.B.-M. The edition of the manuscript was performed by all the authors.

Funding: The work was conducted in the PVTOOL project. PVTOOL is supported under the umbrella of
SOLAR-ERA.NET Cofund by the Ministry of Economy and Competitiveness, the CDTI and the Swedish Energy
Agency. SOLAR-ERA.NET is supported by the European Commission within the EU Framework Programme
for Research and Innovation HORIZON 2020 (Cofund ERA-NET Action, no 691664). It also was funded by the
National Department of Higher Education, Science, Technology and Innovation of Ecuador (SENESCYT).

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

Abbreviations

The following abbreviations are used in this manuscript:

PV Photovoltaic
LS-PVPP Large Scale Photovoltaic Power Plant
PLL Phase Locked Loop
PPC Power Plant Controller
PCC Point of Common Coupling
G Solar Irradiance
Ta Ambient Temperature
MPP Maximum Power Point
MPPT Maximum Power Point Tracker
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TSO Transmission System Operator
RPPT Reference Power Point Tracker
PPVPP, QPVPP Active and Reactive Power of the PVPP measured at the PCC
P, Q Active and Reactive Power
Pre f , Qre f Reference of Active and Reactive Power
Preserve Power reserve
Pmpp, Qmpp Active and Reactive Power at the maximum power point of operation
dc direct current
vdc dc voltage measured at the dc bus of the PV inverter
vpv, ipv values of voltage and current measured at the terminals of the PV array
vmpp, impp values of voltage and current at the maximum power point of operation
M Modulation Index
X Reactance of the grid
P&O Perturb and Observe
vconv VSC ac voltage
vgrid Grid voltage
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Abstract: Single-phase full-bridge transformerless topologies, such as the H5, H6, or the highly
efficient and reliable inverter concept (HERIC) topologies, are commonly used for leakage current
suppression for photovoltaic (PV) applications. The main derivation methodology of full-bridge
topologies has been used based on both a DC-based decoupling model and an AC-based decoupling
model. However, this methodology is not suited to the search for all possible topologies, and cannot
verify whether they are inclusive. Part I of this paper will propose a new topology derivation
methodology based on unipolar sinusoidal pulse width modulation (USPWM) to search all possible
full-bridge topologies for leakage current suppression. First of all, a unified circuit model is proposed,
instead of the DC- and AC-based models. Secondly, a mathematic method called the MN principle is
then proposed to search for all possible topologies, and a derivation procedure is provided. It was
verified that all existing topologies could be found using the proposed method; furthermore, seven
new topologies were derived. The proposed topology derivation methodology is extended to search
topologies under Double-Frequency USPWM (DFUSPWM). Twenty topologies under USPWM and
four topologies under DFUSPWM have been derived.

Keywords: transformerless inverter; full bridge inverter; leakage current; NPC topology

1. Introduction

Photovoltaic (PV) sources are among the most promising renewable energy sources, providing
clean and emission free energy [1,2]. The single-phase transformerless inverter system has popularly
been used, as it has high efficiency and low cost compared with the transformer inverter system.
However, the leakage current is a key issue [3–5]. The leakage current generated by PV parasitic
capacitors must be limited to satisfy the VDC-AR_N 4015 [6], UL1741 [7], and VDE 0126-1-1 [8]
standards. In single-phase, grid-tied inverter systems, half-bridge and full-bridge inverters are typical
topologies, as shown in Figure 1.

The Common Mode (CM) current path for grid-tied, transformerless, PV inverter systems is
illustrated in Figure 2 [9]. The leakage current path is equivalent to an LC resonant circuit, as shown
in Figure 3 [10,11]. VAN and VBN are the voltage difference between points A and N and points B
and N, respectively, and L1 and L2 are the output filter inductors. The equivalent CM voltage Vecm is
defined as:

Vecm =
VAN + VBN

2
+

VAN −VBN

2
L2− L1
L2 + L1

(1)
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For the half-bridge inverter in Figure 1a, only the output filter inductor L1 is employed, so L2 = 0.
Thus, (1) can be simplified as follows:

Vecm =
VAN + VBN

2
+

VAN −VBN

2
= VBN (2)
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Figure 1. Topologies of (a) half-bridge inverter; and (b) full-bridge inverter (named H4).
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Figure 2. CM current path for transformerless PV inverter.
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Figure 3. Equivalent circuit for the CM current path.

In Figure 1a, two capacitors, Cdc1 and Cdc2, with equal capacitance values are in series. Capacitor
Cdc2 is charged or discharged by the grid current, and voltage VBN equals half of the input voltage
plus the voltage fluctuation of the line frequency. But the high-frequency fluctuation is so small that it
can be ignored. So, VBN is approximately constant. However, the DC voltage utilization of half-bridge
inverters is only half that of full-bridge topologies, which means that a high-gain boost converter is
needed as the first stage. As such, system efficiency and cost will be adversely affected. When two
filter inductors are employed (L1 = L2), equation (1) can be simplified as:

Vecm =
VAN + VBN

2
− 0 =

VAN −VBN

2
(3)

For the full-bridge topology, the leakage current can be eliminated if the common voltage is kept
constant. Some state-of-the-art topologies such as H5 [12], HERIC [13,14], and H6 [10,15–43] have been
developed. However, there is still a small leakage current because of the parasitic parameters. Thus,
the Neutral Point Clamped (NPC) technique is introduced to achieve zero leakage current [44–48].
The full-bridge topologies are divided into DC decoupling model and AC decoupling model [49].
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A few rules have been indirectly reported in the literature, as well as some topology synthetization
methods such as those based on the DC- and AC-decoupling model, as well as topology derivation
methods from H4, H5, and H6. None of the topology synthetization methods currently being used
could answer the question of how many topologies could be derived, as there is no unified model.
Part I of this paper focus on the topology derivation methodology to achieve small leakage current [50].
It proposes a unified model to replace the DC- and AC-decoupling models based on four rules, including
two which have already been reported in the literature [51,52]. More importantly, a mathematic
method called the “MN principle” is proposed to derive all the possible topologies. This only focuses
on the number of switches in PC and NC modes. The MN principle also verifies that we only need to
focus on M ≤ 4, N ≤ 4, because the remaining topologies can always be simplified into one of them.
Thus, the method verifies that all possible topologies can be found. The derivation procedures are
introduced to determine all the existing topologies and new topologies under unipolar sinusoidal
pulse width modulation (USPWM) and Double-Frequency USPWM (DFUSPWM).

Part I of the paper is organized as follows. Section 2 describes the principles of the unified
topology model. Section 3 introduces topology derivation under USPWM. The topology derivation
under DFUSPWM is introduced in Section 4. Part I of the paper is concluded in Section 5.

2. Principle of Unified Topology Model and Symmetric Methodology

Figure 4 shows the full-bridge topology and a simplified schematic diagram.

(a) (b) 

>ϭ >Ϯ

{
{

Figure 4. (a) Full-bridge topology; (b) Simplified schematic diagram of full-bridge topology.

In Figure 4a, point P and point N indicate the positive and negative DC bus terminals, respectively,
and point A and point B indicate the first and second arm terminals, respectively. The semiconductor
switches are always used to connect or disconnect points P and N to points A and B. Figure 4b shows a
simplified schematic diagram of the full-bridge topology. Switches TPA, TNA, TPB, and TNB are the
equivalent switches between points P and A, between N and A, between P and B, and between N and
B, respectively. It should be noted that each equivalent switch can be a single active switch or several
active switches connected in series. VPN is the input voltage. The number of switches between points
P and A is X1, between points B and N is X2, between points P and B is Y1, and between points N and
A is Y2.

2.1. Principle of USPWM

Figure 5 shows the principle of USPWM. The differential-mode voltage VAB has three levels:
+VPN, 0, and −VPN. There are four modes in a total line-frequency period. The inverter is working
in positive conduction (PC) mode and negative conduction (NC) mode when VAB equals to +VPN

and −VPN. There are two modes if VAB = 0: one is the positive freewheeling (PF) mode when the
grid current is positive, and the other is the negative freewheeling (NF) mode when the grid current
is negative.
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Figure 5. The principle of USPWM.

2.2. Unified Topology Model

Figure 6 shows four modes under USPWM based on the conventional H4 full-bridge topology.
As shown in (4), the CM voltage, Vcm, is half the input voltage in PC and NC modes, equaling either
input voltage VPN or zero in PF mode and NF mode.

(a) (b) (c) (d) 

Figure 6. Four modes of H4 topology under USPWM. (a) PC mode; (b) NC mode; (c) PF mode;
(d) NF mode.

The CM voltage is not constant at switching frequency, which results in high-frequency
leakage current.

Vcm =
VAN + VBN

2
=

{
=

VPN
2 PC mode or NC mode

= VPN or 0 PC mode or NC mode
(4)

To minimize the leakage current, the CM voltage must be kept constant. In PC and NC modes,
the CM voltage is equal to half of the DC voltage. Thus, the main objective is to keep the CM voltage
also being clamped to half of the input voltage in both freewheeling modes (PF and NF).

Vcm =
VAN + VBN

2
=

⎧⎪⎪⎨⎪⎪⎩ =
VPN

2 PC mode or NC mode
� VPN

2 PC mode or NC mode
(5)

A unified topology model in PF and NF modes, as shown in Figure 7, is proposed [50]. All switches
that connect points P and N are off. A controllable branch ˆBCA is added to flow positive current in
PF mode, as shown in Figure 7c, and another controllable branch ˆADB flowing negative current is
added in NF mode in Figure 7d. The voltage VAB = 0 in PF and NF modes. To regulate the leakage
current, a unified topology model should be constructed according to the following four rules in PF
and NF modes:

Rule #1. Turn off all the connections to points P and N.
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All switches connected to the positive DC bus (point P) and the negative DC bus (point N) must
be off in the PF and NF intervals.

Rule #2. Short-circuit terminals A and B to get VAB = 0.
A, B is short-circuited through one controllable branch in PF and NF modes. One switch and one

diode connected in series are used for bidirectional voltage stress and output current flow, respectively.
For example, switch TPF and diode DPF are connected in series for positive current flowing from point
B to point A. Switch TNF and diode DNF are connected in series for negative current flowing from point
A to point B.

Rule #3. Low cost implementation to satisfy Rule #2.
For low cost, the switches which are not connected to points P and N are on to provide output

current flow path in PF and NF modes.
Rule #4. Combine PF and NF modes, and cut off the redundant components.
One PF mode and one NF mode implementation are combined to form a topology. The components

which are connected in parallel are merged into one as best as they can be. For example, if an extra
diode is connected in parallel with the body-diode of a switch, the former is saved to reduce cost, i.e.,
two switches in parallel are replaced by one switch.

Based on these rules, a systematic methodology called the “MN principle” is proposed, and will
be discussed in the following subsection.

 
(a) (b) (c) (d) 

{
{

Figure 7. Four modes based on the unified topology under USPWM. (a) PC mode; (b) NC mode;
(c) PF mode; (d) NF mode.

2.3. MN Principle

A systematic methodology, the MN principle, is proposed to derive all possible full-bridge
topologies with small leakage currents. The MN principle can be described as follows. Let M denote
the total number of switches that are turned on in PC mode. Since X1 is the number of switches that
connect point P to point A in PC mode, and X2 is the number of switches that connect point B to point
N in PC mode, then

M = X1 + X2 (6)

Similarly, let N denote the total number of switches that are turned on in NC mode. Since Y1 is
the number of switches that connect point P to point B and Y2 is the number that connect point A to
point N in NC mode, then

N = Y1 + Y2 (7)

According to rule #1, points A and B must be disconnected to points P and N, which means that
at least one switch is needed for TPA, TNB, TPB, and TNA. Thus, the minimum values of X1, X2, Y1, and
Y2 should be one, as shown in (8).

Min(X1, X2, Y1, Y2) ≥ 1 (8)

In order to disconnect A, B to P, N in PF and NF modes, according to rule #2, one switch and an
extra diode connected in series can be used. Thus, there is one possible way that two switches are in
series to implement the equivalent switches TPA, TNB, TPB, and TNA, respectively. For example, two
switches, TP1 and TP2, are connected in series between points P and A to implement the equivalent
switch, i.e., TPA. Switch TP1 remains off to disconnect points P and A, and switch TP2 remains on to
construct the freewheeling branch in PF mode. If three switches, TP1, TP2, and TP3, are in series to

245



Energies 2020, 13, 434

implement the equivalent switch TPA, switch TP1 remains off to disconnect points P and A, and two
switches TP2 and TP3 are in series to construct the freewheeling branch in PF mode. However, the two
switches, TP2 and TP3, can be merged into a single switch. Thus, the maximum value for X1, X2, Y1,
and Y2 are less than or equal to 2. Therefore,

Max(X1, X2, Y1, Y2) ≤ 2 (9)

From the above analysis, it may be observed that the MN principle can cover all possible topologies.
Some of them can be simplified. Thus, only simplified topologies are introduced in the next section.

3. Topology Derivation under USPWM

In this section, several examples are provided to show how to derive topologies from the MN
principle, such as M = 2 and N = 2, M = 2 and N = 3, or M = 3 and N = 2.

3.1. Case 1: M = 2 and N = 2

When M = 2 and N = 2, there is only one possibility to choose the combined values of X1, X2, Y1,
and Y2, i.e., X1 = 1, X2 = 1, Y1 = 1, and Y2 = 1.

Figure 8 shows four modes derived from X1 = 1, X2 = 1, Y1 = 1 and Y2 = 1. The PC and NC
modes are shown in Figure 8a. One switch, TP1, is adopted to connect points P and A due to X1 = 1;
meanwhile, another switch, TP2, is viewed as a connection between points B and N on X2 = 1 at PC
mode. Similarly, two other switches, TN1 and TN2, are added in NC mode with Y1 = 1 and Y2 = 1.
Figure 8b shows PF mode. According to rule #1, four switches, i.e., TP1, TP2, TN1, and TN2, are off in PF
mode. There is no available switch for output current flow. Thus, an extra switch, TP3, and an extra
diode, Dp3, are added in series. This is the only choice available for PF mode. Similarly, for NF mode,
an extra switch, TN3, and an extra diode, DN3, are added in series for output current flow, as shown in
Figure 8c.
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Figure 8. Four modes under X1 = 1, X2 = 1, Y1 = 1, and Y2 = 1. (a) PC and NC modes; (b) PF mode;
(c) NF mode.

Three topologies derived from X1 = 1, X2 = 1, Y1 = 1, and Y2 = 1 are shown in Figure 9. Figure 9a
can be achieved from Figure 8b,c in PF and NF modes. In Figure 9b, the body-diodes of switches TP3

and TN3 are used to replace the extra diodes in Figure 9a. Figure 9c is another topology in which
four diodes plus one switch are used to replace the two switches, TP3 and TN3. These are well-known
HERIC topologies [13,30].

The topologies from the MN principle may be divided into two families. Those in the first family
have extra diode for output current flow in PF and NF modes. In contrast, the topologies in the second
family don’t use the extra diode, and the body-diode of the switch is used to allow current to flow,
as in the case in Figure 9b in PF and NF modes. Thus, two corresponding topological families under
M = 2 and N = 2 are shown in Table 1.
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Figure 9. Three topologies under X1 = 1, X2 = 1, Y1 = 1, and Y2 = 1. (a) R1 [13]; (b) R2 [13]; (c) R3 [30].

Table 1. Topological families under M = 2 and N = 2.

(M, N) M = X1 + X2 N = Y1 + Y2 Family with Extra Diode Family without Extra Diode

(M = 2, N = 2) 1 + 1 1 + 1 R1, R3 R2

3.2. Case 2: M = 3 and N = 2 or M = 2 and N = 3

For M = 3, N = 2 or M = 2, N = 3, there are same topologies between M = 3, N = 2 and M = 2,
N = 3, as they are equivalent by exchanging the two bridges. Thus, M = 3 and N = 2 is made as an
example to explain the derivation method. M = 3 and N = 2 means there are two possibilities to choose
the combined values of X1, X2, Y1, and Y2, i.e., X1 = 1, X2 = 2, Y1 = 1, and Y2 = 1, and X1 = 2, X2 = 1,
Y1 = 1, and Y2 = 1. Considering the symmetrical characteristics with respect to terminals P and N,
the two cases are the same. For the sake of brevity, only the former case is analyzed below.

Figure 10 shows four modes under X1 = 1, X2 = 2, Y1 = 1, and Y2 = 1. The PC and NC modes are
shown in Figure 10a. One switch, TP1, is used to connect points P and A due to X1 = 1; meanwhile,
switches TP2 and TP3 are viewed as a connection between point B and point N as X2 = 2 in PC mode.
Similarly, two switches, TN1 and TN2, are added in NC mode with Y1 = 1 and Y2 = 1. According to
rule #1, switches TP1, TP3, TN1, and TN2 are off in PF and NF modes. Switch Tp2 is on according to
rule #3, and one diode Dp2 is added based on rule #2 in PF mode, as shown in Figure 10b. In NF mode,
an extra switch, TN3, plus the diode DN3 are added in series to flow negative output current. The diode
is added or served by the body diode of switch TP2. Thus, there are two circuits to realize NF mode,
as shown in Figure 10c,d.
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Figure 10. Four modes under X1 = 1, X2 = 2, Y1 = 1, and Y2 = 1. (a) PC and NC modes; (b) PF mode;
(c) NF mode #1; (d) NF mode #2.

According to Figure 10, there are one circuit in PF mode and two circuits in NF mode. There are
only two possibilities to combine PF and NF modes. Correspondingly, the two topologies derived
from X1 = 1, X2 = 2, Y1 = 1, and Y2 = 1 are shown in Figure 11. Figure 11a shows the topology which
combines the PF mode in Figure 10b and the NF mode in Figure 10c, while Figure 11b shows the
topology which combines the PF mode in Figure 10b and the NF mode in Figure 10d. Two topological
families under M = 3, N = 2 or M = 2, N = 3 are shown in Table 2.
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Figure 11. Two topologies derived from X1 = 1, X2 = 2, Y1 = 1, and Y2 = 1. (a) R4 [31]; (b) R5 [27].

Table 2. Topological families under M = 3 and N = 2 or M = 2 and N = 3.

(M, N) M = X1 + X2 N = Y1 + Y2 Family with Extra Diode Family without Extra Diode

(M = 2, N = 3) Or
(M = 3, N = 2)

1 + 2 1 + 1

R4 R5
1 + 1 1 + 2

2 + 1 1 + 1

1 + 1 2 + 1

3.3. Case 3: M = 3 and N = 3

M = 3, which means there are two possibilities to choose the combined values of X1 and X2: X1 = 1,
X2 = 2, and X1 = 2, X2 = 1. Similarly, N = 3 yields two possibilities to combine Y1 and Y2. One is Y1 = 1
and Y2 = 2 and the other is Y1 = 2 and X2 = 1. It should be noted that the same topologies exist between
X1 = 2, X2 = 1, Y1 = 1, Y2 = 2, and X1 = 1, X2 = 2, Y1 = 2, Y2 = 1 when two bridges are exchanged. Thus,
there are three possibilities: (1) X1 = 2, X2 = 1, Y1 = 2, and Y2 = 1; (2) X1 = 2, X2 = 1, Y1 = 1, and Y2 = 2;
and (3) X1 = 1, X2 = 2, Y1 = 1, and Y2 = 2. Considering the symmetry between terminals P and N,
case (1) is the same as case (3). For the sake of brevity, only cases (1) and (2) are analyzed below.

Figure 12 shows four modes under X1 = 2, X2 = 1, Y1 = 2, and Y2 = 1. The PC and NC modes are
shown in Figure 12a. As shown in Figure 12a, six switches (TP1, TP2, TP3, TN1, TN2, and TN3) are used
for X1 = 2, X2 = 1, Y1 = 2, and Y2 = 1. According to rule #1, switches TP1, TP3, TN1, and TN3 are off in
PF and NF modes. One rest switch, TP2, is on according to rule #3, and one diode, DP2, is added based
on rule #2 in PF mode, as shown in Figure 12b. Diode DP2 can also be served by the body-diode of
switch TN2. The reflected PF mode is shown in Figure 12c. For NF mode, switch TN2 is on for negative
output current flow. An extra diode, DN2, is added, as shown in Figure 12d. The body-diode of switch
TP2 is served as the diode DN2, as shown in Figure 12e.

According to Figure 12, there are two circuits in PF mode and two in NF mode. There are four
possibilities to combine PF and NF modes. Correspondingly, four topologies derived from X1 = 2,
X2 = 1, Y1 = 2, and Y2 = 1 are shown in Figure 13. Figure 13a shows the topology combining the PF
mode in Figure 12b and the NF mode in Figure 12d. Figure 13b shows the topology combining the PF
mode in Figure 12b and the NF mode in Figure 12e. Figure 13c shows the topology combining the PF
mode in Figure 12c and the NF mode in Figure 12d, and Figure 13d shows the topology combining the
PF mode in Figure 12c and the NF mode in Figure 12e.

According to rule #4, the extra diode DP2 can be absent due to the presence of the body-diode of
switch TN2 in Figure 13b. Similarly, the extra diode DN2 can be absent owing to the presence of the
body-diode of switch TP2 in Figure 13c. In Figure 13b–d, the two switches, TP1 and TN1, are combined
into one switch T1. Thus, the topologies in Figure 13b–d are the same.
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Figure 12. Four modes under X1 = 2, X2 = 1, Y1 = 2, and Y2 = 1. (a) PC and NC modes; (b) PF mode #1;
(c) PF mode #2; (d) NF mode #1; (e) NF mode #2.
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Figure 13. Four topologies derived from X1=2, X2=1, Y1=2, and Y2=1. (a) R6 [16,31]; (b) R7 (circuit one);
(c) R7 (circuit two); (d) R7 (circuit three) [12].

Similarly, one topology derived from X1 = 2, X2 = 1, Y1 = 1, and Y2 = 2 is shown in Figure 14.
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Figure 14. The topology R8 derived from X1 = 2, X2 = 1, Y1 = 1, and Y2 = 2; [38].

Correspondingly, two topological families under M = 3 and N = 3 are shown in Table 3.

Table 3. Topological families under M = 3 and N = 3.

(M, N) M = X1 + X2 N = Y1 + Y2 Family with Extra Diode Family without Extra Diode

(M = 3, N = 3)

2 + 1 2 + 1
R6 R7

1 + 2 1 + 2

2 + 1 1 + 2
R8 None available

1 + 2 2 + 1
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3.4. Case 4: M = 3 and N = 4 or M = 4 and N = 3

The same topologies exist between M = 3, N = 4 and M = 4, N = 3, as they are equivalent by
exchanging the two bridges. For M = 3 and N = 4, M = 3 means that there are two possibilities to
choose the combined values of X1 and X2: one is X1 = 2 and X2 = 1, and the other is X1 = 1 and X2 = 2.
Similarly, N = 4 means three possibilities to combine Y1 and Y2. However, only one combination is
available according to Equation (9), i.e., Y1 = 2 and Y2 = 2.

Thus, there are two possibilities to choose the combined values of X1, X2, Y1, and Y2: one is X1 = 1,
X2 = 2, Y1 = 2, and Y2 = 2, and the other is X1 = 2, X2 = 1, Y1 = 2, and Y2 = 2. Considering the symmetry
between terminals P and N, the two cases are the same. Figure 15 shows four modes under X1 = 1,
X2 = 2, Y1 = 2, and Y2 = 2.
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Figure 15. Four modes under X1 = 1, X2 = 2, Y1 = 2, and Y2 = 2. (a) PC and NC modes; (b) PF mode #1;
(c) PF mode #2; (d) NF mode #1; (e) NF mode #2.

The PC and NC modes are shown in Figure 15a. Seven switches (TP1, TP2, TP3, TN1, TN2, TN3,
and TN4) are used for X1 = 1, X2 = 2, Y1 = 2, and Y2 = 2, as shown in Figure 15a. From rule #1,
the switches TP1, TP3, TN1, and TN4 are off in PF and NF modes. Switch TP2 is on according to rule #3,
and one diode DP2 is added based on rule #2 in PF mode, as shown in Figure 15b. Diode DP2 is
served by the body-diode of switch TN3; the reflected PF mode is shown in Figure 15c. For NF mode,
two switches, i.e., TN2 and TN3, are on for negative output current flow according to rule #3, and two
extra diodes, DN2 and DN3, are added from rule #2, as shown in Figure 15d. The body-diode of switch
TP2 serves as the diode DN3, as shown in Figure 15e.

According to the above analysis, there are two circuits in PF mode and two in NF mode. Thus,
four possible topologies are shown in Figure 16. Figure 16a shows the topology combining the PF mode
in Figure 15b and the NF mode in Figure 15d. The other three topologies are shown in Figure 16b–d,
respectively; however, they are the same, as diode DP2 in Figure 16b and diode DN3 in Figure 16c can be
absent from rule #4. Furthermore, two switches, i.e., TP3 and TN4, are merged into one switch, i.e., T4.
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Figure 16. Two topologies derived from X1 = 1, X2 = 2, Y1 = 2, and Y2 = 2. (a) R9 (new); (b) R10 (circuit
one); (c) R10 (circuit two); (d) R10 (circuit three) (new).

Correspondingly, two topological families under M = 3 and N = 4 or M = 4 and N = 3 are shown
in Table 4.

Table 4. Topological families under M = 3 and N = 4 or M = 4 and N = 3.

(M, N) M = X1 + X2 N = Y1 + Y2 Family with Extra Diode Family without Extra Diode

(M = 3, N = 4)
or

(M = 4, N = 3)

1 + 2 2 + 2

R9 R10
2 + 2 1 + 2

2 + 1 2 + 2

2 + 2 2 + 1

3.5. Case 5: M = 4 and N = 4

In this case, M = 4 and N = 4. According to Equation (9), M = 4 and N = 4 means only one available
possibility to choose the combined values of X1, X2, Y1, and Y2, i.e., X1 = 2, X2 = 2, Y1 = 2, and Y2 = 2.

Figure 17 shows four modes under X1 = 2, X2 = 2, Y1 = 2, and Y2 = 2. As shown in Figure 17a,
eight switches (TP1~TP4 and TN1~TN4) are used for X1 = 2, X2 = 2, Y1 = 2, and Y2 = 2 in PC and NC
modes. With the reference of the above analysis of Cases 1~4, it is easy to make a similar analysis.
For the sake of brevity, this is included here.
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Figure 17. Four modes under X1 = 2, X2 = 2, Y1 = 2, and Y2 = 2. (a) PC and NC modes; (b) PF mode
#1; (c) PF mode #2; (d) PF mode #3; (e) PF mode #4; (f) NF mode #1; (g) NF mode #2; (h) NF mode #3;
(i) NF mode #4.
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It may be observed from Figure 17 that there are four circuits in PF mode and four in NF mode.
Thus, sixteen possible topologies may be derived from the MN principle. However, these topologies
can be simplified based on rule #4, and the four topologies derived from X1 = 2, X2 = 2, Y1 = 2, and
Y2 = 2 are shown in Figure 18.
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Figure 18. Four topologies derived from X1 = 2, X2 = 2, Y1 = 2, and Y2 = 2. (a) R11 (new); (b) R12 (new);
(c) R13 [17].

Two corresponding topological families under M = 4 and N = 4 are shown in Table 5.

Table 5. Topological families under M = 4 and N = 4.

(M, N) M = X1 + X2 N = Y1 + Y2 Family with Extra Diode Family without Extra Diode

(4, 4) 2 + 2 2 + 2 R11, R12 R12

3.6. All Simplfied Topologies from MN Principle

From the above analysis, two corresponding topological families are summarized in Table 6.

Table 6. Two simplified topological families from MN principle.

(M, N) X1 + X2 Y1 + Y2 Family with Extra Diode Family without Extra Diode

(M = 2, N = 2) 1 + 1 1 + 1 R1, R3 R2

(M = 2, N = 3) or
(M = 3, N = 2)

1 + 2 1 + 1

R4 R5
1 + 1 1 + 2

2 + 1 1 + 1

1 + 1 2 + 1

(M = 3, N = 3)

2 + 1 2 + 1
R6 R7

1 + 2 1 + 2

2 + 1 1 + 2
R8 None available

1 + 2 2 + 1

(M = 3, N = 4) or
(M = 4, N = 3)

1 + 2 2 + 2

R9 R10
2 + 2 1 + 2

2 + 1 2 + 2

2 + 2 2 + 1

(M = 4, N = 4) 2 + 2 2 + 2 R11, R12 R13

It may be observed from the above analysis that the MN principle can be used to derive all the
possible topologies for a single-phase, full bridge, transformerless inverter. Furthermore, thirteen
simplified topologies from the MN principle are provided in this paper. All existing topologies (R1–R8,
R13) have been covered, and five new topologies marked from R9 to R12 have been found.
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For the two topological families with the same M and N, the topologies without an extra diode
are of lower cost than those with the extra diode, as the body-diode of switch in the former is used to
replace the extra diode; however, the efficiency of the former will likely be a little lower, as that diode
has better performance than the body-diode.

(M +N) is the number of conduction switches in PC and NC modes; the bigger (M +N), the higher
the conduction loss. Thus, M = N = 2 is the best choice in terms of low conduction loss.

Although M = 4 and N = 4 means large conduction loss under USPWM, the topologies from
M = 4 and N = 4 can also work in DFSPWM, where the equivalent switching frequency is double, and
the size of the low pass filter is reduced. A detailed description about DFUSWPM will be given in the
next section.

4. Topology Derivation under DFUSPWM

In this section, topology derivation methodology is introduced under DFUSPWM. The unified
topology model and MN principle are extended to the topologies under DFUSPWM.

4.1. Principle of DFUSPWM

The principle of DFUSPWM is shown in Figure 19. Differential-mode voltage VAB is a
three-level waveform.

The levels are +VPN, 0, and −VPN. There are six modes in total line-frequency period. The inverter
is working in positive conduction (PC) mode and negative conduction (NC) mode when VAB equals
+VPN and −VPN, respectively. There are four modes if VAB equals 0.

Figure 19. Principle of DFUSPWM.

To achieve double frequency of voltage VAB, there are two interleaved freewheeling modes when
the grid voltage is positive: one is used to refer to the freewheeling current flowing through top switch,
which is defined as PFT mode. The other one, called “PFB mode” is used to flow freewheeling current
through bottom switch. Similarly, two interleaved freewheeling modes, called “NFT mode” and
“NFB mode”, are used in NF mode. The freewheeling current flows through the top switch in NFT and
through the bottom switch in NFB mode.

The modes rotate in the sequence of PFT, PC, PFB, and PC in the positive half cycle of the grid
voltage. Similarly, the modes rotate in the sequence of NFT, NC, NFB, and NC in the negative half
cycle. Thus, the frequency of output voltage VAB is double the switch frequency.

The six modes based on H4 topology in DFUSPWM are shown in Figure 20. The PC and NC modes
are shown in Figures 20a and 20b, respectively. In the positive half cycle of grid voltage, two PF modes,
i.e., PFT and PFB, are shown in Figure 20c,d. Similarly, two NF modes, i.e., NFT and NFB, are shown
in Figure 20e,f in the negative half cycle of the grid voltage.
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(a) (b) (c) 

   

(d) (e) (f) 

Figure 20. Six modes based on H4 topology under DFUSPWM. (a) PC mode; (b) NC mode; (c) PFT
mode; (d) PFB mode; (e) NFT mode; (f) NFB mode.

4.2. Unified Topology Model of DFUSPWM

Figure 21 shows six modes from the unified topology model under DFUSPWM.

   

(a) (b) (c) 

  

(d) (e) (f) 

{
{

Figure 21. Six modes based on unified topology under DFUSPWM. (a) PC mode; (b) NC mode; (c) PFT
mode; (d) PFB mode; (e) NFT mode; (f) NFB mode.

All rules under USPWM mentioned in Section 2 are also suitable for DFUSPWM. According to
rule #1, points A and B must be disconnected from points P and N in the four freewheeling modes,
i.e., the two PF modes and the two NF modes. From rule #2, the branch between points A and B is
short-circuited for output current flow. Two new controlled branches, ˆBCA and ˆBEA, are added to
flow the positive current in Figure 21c,d. Two controlled branches, ˆADB and ˆAFB, are added to flow
the negative current in Figure 21e,f.

For DFUSPWM, there are two PC modes in a switching period. Thus, according to rule #1, there are
at least two couple switches to alternately turn on/off to achieve double frequency. For example, there
are two switches, i.e., TP1 connected to point P and TP2 connected to point A, between point P and
point A, and two, i.e., TP3 connected to point B and TP4 connected to point N, between point B and
point N. Switches TP1 and TP2 are connected in series, as are TP3 and TP4. Switches TP1 and TP3 turn
on/off at the same time, and TP2 and TP4 are kept on or off at the same time. Thus, there are two
possibilities to disconnect points P and A, and points B and N: one is that switches TP1 and TP3 turn
off. The other is that switches TP2 and TP4 turn off. Once switches TP1 and TP3 turn off in PFT mode,
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switch TP2 is kept on and can be used to construct a freewheeling branch because it connects to point A.
Similarly, switch TP3 is kept on and serves to construct a freewheeling branch in the PFB mode when
switches TP2 and TP4 turn off. Thus, two PF modes can be achieved when X1 = 2 and X2 = 2. The same
is true with Y1 = 2, Y2 = 2.

Figure 22 shows six modes under X1 = 2, X2 = 2, Y1 = 2, and Y2 = 2. The PC and NC modes are
shown in Figure 22a. Eight switches (TP1~TP4 and TN1~TN4) are used. The same driving signals are
provided for couples of switches TP1 and TP3, TP2 and TP4, TN1 and TN3, and TN2 and TN4.
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Figure 22. Six modes of M10 topology. (a) PC and NC modes; (b) PFT mode #1; (c) PFT mode #2;
(d) PFB mode #1; (e) PFB mode #2; (f) NFT mode #1; (g) NFT mode #2; (h) NFB mode #1; (i) NFB mode #2.

In PFT mode, switches TP1, TP3, TN1, TN2, TN3, and TN4 are off, and switches TP2 and TP4 are on.
One diode, DP2, is added for the positive output current flow, as shown in Figure 22b. Diode DP2 is
served by the body-diode of switch TN2. The reflected PFT mode is shown in Figure 22c.

In PFB mode, switches TP2, TP4, TN1, TN2, TN3, and TN4 are off, and switches TP1 and TP3 are
on. One diode, DP3, is added for positive output current flow, as shown in Figure 22d. Diode DP3 is
served by the body-diode of switch TN3, as shown in Figure 22e. It is easy to make a similar analysis
for NFT and NFB modes. Figure 22f,g show the two NFT modes, while the two NFB modes are shown
in Figure 22h,i.

It should be noted from the above analysis that there are two PFT modes, two PFB modes,
two NFT modes, and two NFB modes. There are eight possible topologies through choosing one PFT
mode, one PFB mode, one NFT mode, and one NFB mode. According to rule #4, the four typical
topologies in Figure 23 are derived from the MN principle.
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Figure 23. Four topologies derived from MN principle under DFUSPWM. (a) R11 (new); (b) R12 (new);
(c) R14 [17].

Two corresponding topological families under DFUSPWM are shown in Table 7.

Table 7. Two topological families from MN principle under DFUSPWM.

(M, N) X1 + X2 Y1 + Y2 Family with Extra Diode Family without Extra Diode

(M = 4, N = 4) 2 + 2 2 + 2 R11, R12, R13 R14

5. Conclusions

In this paper, a topology derivation methodology under USPWM is proposed to determine all
possible full-bridge topologies for small leakage current. A unified circuit model based on USPWM is
provided. Secondly, a mathematic method called the “MN principle” is then proposed to determine
all possible topologies. Four rules and a derivation procedure are also provided. Thirteen simplified
topologies are derived using this method. All existing topologies have been covered, and four new
topologies have been found. These topologies can be classified into two topology families: the first
includes topologies in which extra diodes are used for current flowing, while the body-diode functions
as the extra diode to flow freewheeling current in the second family topologies. Finally, the proposed
method is extended to the topologies under DFUSPWM, and three corresponding topologies have
been derived, and two new topologies found.
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Abstract: This paper proposes a topology derivation methodology to achieve small leakage current
or zero leakage current for photovoltaic application. The core of the proposed method is a unified
topology model and MN principle to show how to derive all possible topologies based on unipolar
sinusoidal pulse width modulation (USPWM) and double-frequency USPWM (DFUSPWM). Part II of
this paper discusses the topology synthetization method to achieve zero leakage current. Two types
of neutral point clamped (NPC) topologies based on USPWM and DFUSPWM are elaborated.
Two possible connections for the NPC cell are introduced, and detailed NPC topology derivation
procedures are also provided. All existing NPC topologies are derived, and twenty-two new
NPC topologies are found based on the new topology derivation methodology for a single-phase,
full-bridge, transformerless inverter.

Keywords: transformerless inverter; full-bridge inverter; leakage current; NPC topology

1. Introduction

Photovoltaic (PV) sources have been developed as one of the most promising renewable energy
sources, providing clean, reliable, and emission-free energy [1,2]. The single phase, transformerless
grid-connected inverter has widely been used throughout the world. Considering the electrical
connections between the PV panels and utility grid for transformerless, grid-tied systems [3–5], the
leakage current generated by the PV parasitic capacitors must be limited in order to meet the safety
requirement, such as standards of VDC-AR_N 4015 [6], UL1741 [7], VDE 0126-1-1 [8]. Therefore,
small and even zero leakage current in transformerless PV inverter systems are a primary priority
for designers.

The leakage current can be limited in full-bridge transformerless inverters if the common mode
(CM) voltage is zero [9,10]. Some state-of-the art-topologies, such as the H5 inverter topology [11], as
shown in Figure 1a, HERIC [12,13], and H6 inverter topologies [9,14–44], have been developed from
the full-bridge inverter topology. However, there is still a small leakage current as the CM voltage no
longer remains constant under parasitic parameter inflection throughout the whole line-frequency
(50 Hz or 60 Hz) period. The CM voltage is indeed variable in freewheeling mode because of the
potential variation induced by the charging of the switch junction capacitance. The Neutral Point
Clamped (NPC) technique is introduced in these topologies to achieve zero leakage current [45–52].

Energies 2020, 13, 446; doi:10.3390/en13020446 www.mdpi.com/journal/energies261
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Figure 1. H5 topology without/with NPC cell. (a) H5 topology [11]; (b) Optimized H5 (OH5) [19].

The famous dc-based H5 inverter is adopted as an example to explore the inherent leakage current
generation caused by the switch junction capacitors. Figure 2 shows the transient operation of H5 and
optimized H5 [53].
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Figure 2. Transient charging and discharging operation of H5. (a) Transient operation [53]; (b)
Equivalent circuit [53].

During the positive half cycle, switches T1, TP2, and TP3 are turned on, and switches TN2 and TN3

are turned off. Then, switches T1 and TP2 are turned off. Simultaneously, the body-diode of switch
TN2 does not conduct to go into freewheel mode. At this moment, junction capacitors CS1 and CP3 are
charged while junction capacitors CN2 and CN3 are discharged. The transient charging and discharging
operation from the power delivery mode to the freewheeling mode is demonstrated in Figure 2a. The
voltage VAN decreases and VBN increases. The body-diode of switch TN2 is conducted to enter the
freewheeling mode when the voltage CN2 is lowered to zero.

The equivalent circuit is illustrated in Figure 2b and the voltages VAN and VBN can be derived
by (1)

VAN = VBN =
CP3 + CN3

CS1 + CP3 + CN3
Vdc (1)

From (1), the steady-state voltage VAN, VBN is determined by the junction capacitors of the
switches. The switch junction capacitors are approximately from several hundred picofarads to several
nanofarads. The parasitic capacitor Cpv is around one hundred nanofarads [16,18,45]. If CS1 = CP3 +

CN3, the voltages VAN and VBN are both equal to Vdc/2. This indicates that the total high-frequency
CM voltage is Vdc/2. Unfortunately, for most industrial applications, CS1 � CP3 + CN3. This means that
the total high-frequency CM voltage is not kept constant, which leads to unexpected leakage current.
Furthermore, in freewheeling mode, the terminals A and B are floating, and an additional resonant
path is formed, which is illustrated in Figure 2b. A high-frequency resonance occurs, which also may
lead to the generation of leakage current. The resonance frequency can be calculated by

fr =
1

2π
√

LeqCeq
(2)
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where

Leq=
L1 ∗ L2
L1 + L2

; Ceq=
(C S1+ CP3+ CN3)CPV

CS1+ CP3+ CN3+ CPV
≈ CS1+ CP3+ CN3 (3)

To clamp the CM voltage to half of the dc-link voltage in freewheeling mode, the bus capacitors are
divided into two same-series capacitors, and a clamping cell should be inserted between the midpoint
of the series bus capacitors. This can provide a constant CM voltage, which can eliminate the effect of
the junction capacitors of the switches. Figure 1b shows the OH5 topology with the NPC cell. Switch
TB1 turns on to connect point A (or B) to point O in freewheeling mode. A new circuit configuration
for the inverter with a single dc-link capacitor and seven insulated gate bipolar transistors (IGBTs) is
proposed in [54]. The additional switch is turned on in the freewheeling modes, and two turn-OFF
snubber circuits are added in parallel to the switches in order to share the input dc voltage between the
snubber capacitors. As a result, the leakage current can be eliminated completely because the bridge
voltages can be clamped at half dc-link voltage in the freewheeling modes. Two neutral point clamping
circuits, which are common collectors and common emitters, are proposed in [55], and then a family of
single-phase inverters is presented.

In theory, many topologies that could suppress leakage current. Some of them have been studied
intensively and patented. However, some may not have been studied or even found. The purpose of
this paper is to propose a systematic topology deduction method to obtain all the topologies with the
ability to suppress leakage current to zero in theory [56]. Part II of this paper investigates the rules by
which to synthesize the two type of NPC topologies to achieve zero leakage current. The first one is
called “indirect connection NPC topology”, and the other is called “direct connection NPC topology”.
Part II of this paper is organized as follows: Section 2 proposes the rules by which to synthesize the
two type of NPC cells. Section 3 introduces two topology families based on indirect connection NPC
cells from USPWM. Section 4 provides two topology families based on direct connection NPC cells
from USPWM. The proposed topology derivation methodology is also extended to DFUSPWM in
Section 5. The simulation results are provided to verify the performance of the proposed topologies in
Section 6, and Part II of the paper is concluded in Section 7.

2. NPC Cells for USPWM

To substantially reduce the leakage current, the CM voltage VCM should be clamped to half of the
input voltage in freewheeling mode, including in PF and NF modes. Points A and B are short-circuited
to achieve VAB = 0 in freewheeling mode. The extra circuit, called “NPC cell”, will be introduced to
clamp the CM voltage and achieve zero leakage current. The NPC cell is made of two series capacitors
and some additional switches. The DC bus capacitor is split into two identical capacitors, C1 and C2,
in series. Due to the participation of the NPC cell, point A (or point B) is connected to midpoint O
between C1 and C2, which guarantees that the CM voltage is half of the input voltage in PF mode and
NF mode. The terms TPF and TNF are used to refer to the equivalent switch in the freewheeling branch
in PF mode and NF mode, respectively. There are two basic rules concerning the NPC cell. Rule 1 is
used to make full use of the original freewheeling switching devices in the topology and minimize the
number of switches to be added. Rule 2 is used to give the locations where the switching devices of the
NPC cell should be added.

Rule #1: To reduce the number of switches in NPC cell, both TPF and TNF are turned on in freewheeling
mode, including in PF and NF modes.

Rule #2: Additional switches are added and connected to the freewheeling branch so that point A or B
is clamped to point O.

Based on Rule #1, it is possible that TNF works for the NPC cell in PF mode, and TPF in NF mode.
So, the number of switches needed in the NPC cell is reduced.

Based on Rule #2, two possible connections are available. One is that additional switches are
added between point O and a point from the freewheeling branch. This type of connection is defined
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as an “Indirect Connection”. The other is that additional switches are inserted into the freewheeling
branch which is connected to point O due to the injection of additional switches. This type of connection
is defined as a “Direct Connection”.

Figure 3 shows the schematic diagram of the Indirect Connection of a unified NPC cell for USPWM.

 
(a) PF mode (b) NF mode 

Figure 3. Indirect Connection of Unified NPC cell under USPWM. (a) PF mode; (b) NF mode.

Two capacitors with the same capacitance value are connected in series to halve the input voltage.
Point O is the midpoint of these two capacitors. Additional switches are added between points O and
G in Figure 3a and between points O and H in Figure 3b. It should be noted that points G and H are
from the freewheeling branch. Figure 3a shows the Indirect Connection in PF mode, which means the
actual current flows from point G to point O. Figure 3b shows the NF mode operation, which means
that the actual current flows from point O to point H.

Figure 4 shows a schematic diagram of the Direct Connection of the unified NPC cell for USPWM.
As shown in Figure 4a, additional switches marked by the green bump branch ĤI are inserted into the
freewheeling branch ˆBCA, so that ˆBCA is connected to the midpoint O. Points H and I are from the
freewheeling branch.

(a) PF mode (b) NF mode 

Figure 4. Direct Connection of Unified NPC cell under USPWM. (a) PF mode; (b) NF mode.

Figure 4b shows the NF mode operation. The additional switches marked by the green branch K̂J
are inserted into the freewheeling branch ˆADB, and ˆADB is connected to the midpoint O due to the
injection of K̂J.

3. Inverter Topologies Based on the Indirect Connection of NPC Cell from USPWM

As with the Indirect Connection of the NPC cell shown in Figure 3 the freewheeling branch is
connected directly through additional switches to point O to achieve zero leakage current. Part I of
this paper has described the development of all the possible topologies of inverters with low leakage
current where the freewheeling branch is not connected to the capacitor midpoint O. The topologies
with NPC cells can be derived based on the non-NPC topologies derived in Part I of this paper. There
will be one NPC inverter topology corresponding to each non-NPC inverter topology derived in Part I.

This section focuses on how to derive the inverter topologies based on the Indirect Connection
of an NPC cell under USPWM. Two topology families from the unified topology model have been
described in Part I. One has an extra diode which is used to flow freewheeling current, and the other has
no extra diode, but rather, body-diode switch is used to flow freewheeling current. Correspondingly,
the inverter topologies with the Indirect Connection NPC cell can also be classified into two families,
as shown in Table 1, R1 is a topology without an NPC cell that has been proposed in Part I. R1S1 is the
topology with the NPC cell corresponding to R1, and will be examined in this paper.
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Table 1. Two inverter topology families from USPWM.

(M, N) X1 + X2 Y1 + Y2

Family With Extra Diode Family Without Extra Diode

Without NPC
Cell (Part I)

With NPC
Cell (Part II)

Without NPC
Cell (Part I)

With NPC
Cell (Part II)

(M = 2, N = 2) 1 + 1 1 + 1 R1, R3

R1S1-1,
R1S1-2,
R3S1-1,
R3S1-2

R2 R2S1

(M = 2, N = 3)
or

(M = 3, N = 2)

1 + 2 1 + 1

R4
R4S1-1,
R4S1-2,
R4S1-3

R5 R5S1
1 + 1 1 + 2
2 + 1 1 + 1
1 + 1 2 + 1

(M = 3, N = 3)

2 + 1 2 + 1
R6 R6S1 R7 R7S11 + 2 1 + 2

2 + 1 1 + 2
R8 R8S1-1,

R8S1-2
None available None

available1 + 2 2 + 1

(M = 3, N = 4)
or

(M = 4, N = 3)

1 + 2 2 + 2

R9 R9S1-1,
R9S1-2

R10 R10S1
2 + 2 1 + 2
2 + 1 2 + 2
2 + 2 2 + 1

(M = 4, N = 4) 2 + 2 2 + 2 R11, R12

R11S1-1,
R11S1-2,
R12S1-1,
R12S1-2

R13 R13S1-1,
R13S1-2

3.1. Indirect Connection NPC Cell Based on Two Topology Familes

Figure 3 shows the Indirect Connection NPC cell circuits based on the topology family with an
extra diode. Two freewheeling cell circuits are introduced, and four corresponding NPC cell circuits
are described.

As described in Part I of this paper, there are two freewheeling cell circuits based on the topology
family with an extra diode, as shown in Figure 5a,d. For Figure 5a, the current flows from point B
to point A through switch TPF and diode DPF in series, and from point A to point B through switch
TNF and diode DNF in series. In Figure 5d, the current flows bidirectionally between points B and A
through the switch TF, which is kept on in both PF and NF modes.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 5. Indirect Connection NPC cell circuits based on topology family with an extra diode. (a) case
#1; (b) NPC cell #1 under case #1; (c) NPC cell #2 under case #1; (d) case #2; (e) NPC cell #1 under case
#2; (f) NPC cell #2 under case #2.

An extra switch, TB1, is added between points O and H in Figure 5b,e. According to Rule #1, both
switches TPF and TNF in Figure 5b are turned on in PF and NF modes. The midpoint O is connected
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to point B through the extra switch TB1 and switch TNF based on Rule #2. Switches TB1 and TNF are
connected in series to realize bidirectional current flow between point O and point B, as shown in
Figure 5b. Similarly, the switch TF in Figure 5e is turned on in both PF and NF modes based on Rule
#1. The midpoint O is connected to point B through the extra switch TB1 and the switch TF based on
Rule #2.

Two extra diodes, DB1 and DB2, are added between points O and H, O and G in Figure 5c,f. Both
switches TPF and TNF in Figure 5c are turned on in PF and NF modes based on Rule #1. Point B is
connected to point O through diode DB1 and switch TPF or through DB2 and TNF in Figure 5c, based on
Rule #2. A bidirectional current branch clamps point B (or point A) in PF mode and NF mode. It is
easy to make a similar analysis of the NPC cell shown in Figure 5f. For the sake of brevity, this is not
presented here.

As described in Part I of this paper, two methods can be used to construct the freewheeling cell
based on the topology family without an extra diode; they are shown in Figure 6a,c. In Figure 6b, the
extra switch TB1 is added between points O and G (H), and the midpoint O is connected to point B (or
point A) through the extra switch TB1 based on Rule #2. Two extra diodes, DB1 and DB2, are added
between points O and G/H in Figure 6d. DB1 and DB2 are used to provide the bidirectional current
path in PF and NF modes. The corresponding NPC topologies will be described in the next section.

 
 

 

(a) (b) (c) (d) 

Figure 6. Indirect Connection of NPC cell circuits based on topology family without an extra diode. (a)
case #1; (b) NPC cell #1 under case #1; (c) case #2; (d) NPC cell under case #2.

Figure 6 shows the Indirect Connection NPC cell circuits based on the topology family without an
extra diode. Two freewheeling cell circuits are introduced, and two corresponding NPC cell circuits
are described.

3.2. M = 2, N = 2

The steps of how to derive the Indirect Connection NPC topology R1S1 based on HERIC topology
R1are illustrated in Figure 7.

   
(a) (b) (c) 

Figure 7. Indirect Connection NPC topologies R1S1 under M = 2, N = 2. (a) HERIC topology R1; (b)
R1S1-1; (c) R1S1-2 [50,51].

The HERIC topology, named R1 in Figure 7a, is well known. Points A and B are short-circuited in PF
mode (the red branch from point B to A) and NF mode (the blue branch from point A to B). The current
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flows to point B through TP3, DP3 to Point A in PF mode, and flows point A through TN3, DN3 to point
B in NF mode. The DC capacitor Cdc is split into two series capacitors, C1 and C2, to provide half the
input voltage shown in Figure 7b,c. According to Rule #1, switches TP3 and TN3 are on. An extra switch
TB1 is added so that point B is clamped to point O, as shown in Figure 7b. As shown in Figure 7c, two
additional diodes, DB1 and DB2, are added to guarantee that point B is clamped to point O.

Figure 8 shows all the NPC topologies under M = 2, N = 2.

  

G Gv

(a) (b) (c) 

G Gv

 

G Gv

 
(d) (e) 

Figure 8. Indirect Connection NPC topologies from M = 2, N = 2. (a) R1S1-1 [50]; (b) R1S1-2 [18,50,51];
(c) R2S1 [51]; (d) R3S1-1 [51]; (e) R3S1-2 [51].

An extra switch, TB1, is added to flow the bidirectional current, as shown in Figure 8a,c,d. Two
extra diodes, DB1 and DB2, are added to flow bidirectional current, as shown in Figure 8b,e.

3.3. M = 2, N = 3 or M = 3, N = 2

Figure 9 shows all the NPC topologies under M = 2, N = 3 or M = 3, N = 2. An extra switch, TB1,
is added to flow bidirectional current, as shown in Figures 8b and 9a,d. Two extra diodes, DB1 and DB2,
are added to flow bidirectional current, as shown in Figure 9c.

G Gv

 

G Gv

 

(a) (b) 

G Gv

 

G Gv

(c) (d) 

Figure 9. Indirect Connection NPC topologies from M = 2, N = 3 or M = 3, N = 2. (a) R4S1-1 [51]; (b)
R4S1-2 [51]; (c) R4S1-3 [51]; (d) R5S1 [50].
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3.4. M = 3, N = 3

Figure 10 shows all the NPC topologies based on the original topologies H6 and H5 under M = 3,
N = 3.

G Gv

 

G Gv

 
(a) (b) 

G Gv

 

G Gv

 
(c) (d) 

Figure 10. Indirect Connection NPC topologies from M = 3, N = 3. (a) R6S1 [51]; (b) R7S1 [19]; (c)
R8S1-1 [51]; (d) R8S1-2 [48].

3.5. M = 3, N = 4 or M = 4, N = 3

Figure 11 shows all the NPC topologies under M = 3, N = 4 or M = 4, N = 3.
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G Gv

(a) (b) (c) 

Figure 11. Indirect Connection NPC topologies from M = 3, N = 4 or M = 4, N = 3. (a) R9S1-1 (new);
(b) R9S1-2 (new); (c) R10S1 (new).

3.6. M = 4, N = 4

Figure 12 shows all the NPC topologies under M = 4, N = 4.
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(a) (b) (c) 
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G Gv

(d) (e) (f) 

Figure 12. Indirect Connection NPC topologies from M = 4, N = 4. (a) R11S1-1 (new); (b) R11S1-2
(new); (c) R12S1-1 (new); (d) R12S1-2 (new); (e) R13S1-1 [49]; (f) R13S1-2 [49].
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4. Inverter Topologies Based on the Direct Connection NPC Cell from USPWM

In this section, inverter topologies based on a Direct Connection NPC cell from USPWM are
introduced. As shown in Table 2, they are also classified into two families.

Table 2. Two inverter topology families from USPWM.

(M, N) X1 + X2 Y1 + Y2

Family With Extra Diode Family Without Extra Diode

Without NPC
Cell (Part I)

With NPC
Cell (Part II)

Without NPC
Cell (Part I)

With NPC
Cell (Part II)

(M = 2, N = 2) 1 + 1 1 + 1 R1, R3 R1S2, R3S2 R2 R2S2-1,
R2S2-2

(M = 2, N = 3)
or

(M = 3, N = 2)

1 + 2 1 + 1

R4 R4S2 R5 R5S2-1,
R5S2-2

1 + 1 1 + 2
2 + 1 1 + 1
1 + 1 2 + 1

(M = 3, N = 3)

2 + 1 2 + 1
R6 R6S2 R7 R7S2-1,

R7S2-21 + 2 1 + 2

2 + 1 1 + 2
R8 R8S2 None available R8S21 + 2 2 + 1

(M = 3, N = 4)
or

(M = 4, N = 3)

1 + 2 2 + 2

R9 R9S2 R10 R10S2
2 + 2 1 + 2
2 + 1 2 + 2
2 + 2 2 + 1

(M = 4, N = 4) 2 + 2 2 + 2 R11, R12 R11S2,
R12S2 R13 R13S2

4.1. Direct Connection NPC Cell Based on Two Topology Families

Figure 13 shows the Direct Connection NPC cell circuits based on the topology family with an
extra diode. Two freewheeling cell circuits are introduced in Figure 13a,c, respectively. The switches
TPF and TNF in the NPC cell are on in both PF and NF mode, based on Rule #1. According to Rule
#2, the extra switches, TB1, TB2, and extra diodes, DB3, DB4, are inserted into the freewheeling cell in
Figure 13b. As shown in Figure 13b, the midpoint O is connected to point B (or point A) through the
extra switch TB1 (TB2) and extra diode DB4 (DB3). The midpoint O is connected to point B through the
extra switch TB1 shown in Figure 13d. It is observed that the freewheeling cell is changed due to the
injection of extra switches and diodes.

  
(a) (b) 

  
(c) (d) 

Figure 13. Direct Connection NPC cell circuits based on topology family with an extra diode. (a) Case
#1; (b) NPC cell under case #1; (c) Case #2; (d) NPC cell under case #2 (new).
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Figure 14 shows the Direct Connection NPC cell circuits based on the topology family without
an extra diode. There is one circuit which may be used to construct the freewheeling cell, as shown
in Figure 14a. Figure 14b,c show the NPC cell circuits. The original freewheeling branch is cut and
two extra switches, TB1 and TB2, are inserted to form the new freewheeling branch Figure 14b. The
midpoint O is connected to point B (or point A) through the extra switches TB1 (or TB2) based on
Rule #2. One extra switch, TB1, and two extra diodes, DB2 and DB3, are inserted to construct the new
freewheeling branch in Figure 14c. The current flows from point B to point A through DPF, TB1, DB2,
TPF in PF mode and point B is connected to point O. The current flows from point A to point B through
DNF, DB3, and TNF.

 
 

(a) (b) (c) 

Figure 14. Direct Connection NPC cell circuits based on topology family without an extra diode. (a)
freewheeling circuit; (b) NPC cell #1; (c) NPC cell #2.

4.2. M = 2, N = 2

In order to show how the Direct Connection NPC topology R2S2 is derived based on HERIC
topology R2, it is illustrated in Figure 15. According to Rule #1, switches TP3 and TN3 are on in PF and
NF modes. As shown in Figure 15b, two extra switches, TB1 and TB2, are inserted so that point B or
point A is clamped to point O based on Rule #2. In Figure 15c, two extra diodes, DB2 and DB3, and one
extra switch, TB1, are inserted to guarantee that point B is clamped to point O.

G

   
(a) (b) (c) 

Figure 15. Direct Connection NPC topologies R1S2 under M = 2, N = 2. (a) HERIC topology R2; (b)
R2S2-1 from R2; (c) R2S2-2 from R2 (new).

Figure 16 shows the other Direct Connection NPC topologies based on HERIC topology under M
= 2, N = 2. Two extra switches, TB1 and TB2, are inserted as shown in Figure 16a, and TB1 is inserted in
Figure 16b.
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G Gv

 

G Gv

(a) (b) 

Figure 16. Direct Connection NPC topologies from M = 2, N = 2. (a) R1S2 (new); (b) R3S2 (new).

4.3. M = 2, N = 3 or M = 3, N = 2

Figure 17 shows all the NPC topologies under M = 2, N = 3 or M = 3, N = 2. Two extra switches,
TB1, TB2, and two extra diodes, DB3 and DB4, are inserted so that point B or A is clamped to point O, as
shown in Figure 17a. Two extra switches, TB1, TB2, are inserted in Figure 17b. One switch, TB1, and
two diodes, DB2 and DB3, are inserted in Figure 17c.

G Gv

 

G Gv

  
(a) (b) (c) 

Figure 17. Direct Connection NPC topologies from M = 2, N = 2. (a) R4S2 (new); (b) R5S2-1 [47]; (c)
R5S2-2 (new).

4.4. M = 3, N = 3

Figure 18 shows all the NPC topologies under M = 3, N = 3. Two extra switches, TB1 and TB2, and
two extra diodes, DB3 and DB4, are inserted in Figure 18a,d. Two extra switches, TB1, TB2, are added in
Figure 18b. One switch, TB1, and two diodes, DB2, DB3, are added in Figure 18c.
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Figure 18. Direct Connection NPC topologies from M = 3, N = 3. (a) R6S2 (new); (b) R7S2-1 [47]; (c)
R7S2-2 (new); (d) R8S2 (new).

4.5. M = 3, N = 4 or M = 4, N = 3

Figure 19 shows the NPC topologies under M = 3, N = 4 or M = 4, N = 3.
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Figure 19. Direct Connection NPC topologies from M = 3, N = 3. (a) R9S2 (new); (b) R10S2 (new).

4.6. M = 4, N = 4

Figure 20 shows all the NPC topologies under M = 4, N = 4. Figure 20a is given as an
example to describe the current flowing. In PF or NF mode, there are two branches for the flow of
positive current. One is as follows: Point B→DP2→TB1→DB5→TP2→Point A, and the other is from
Point B→TP3→DB6→TB2→DP3→Point A. Similarly, there are two branches for the flow of negative
current. The first one is as follows: Point A→DN2→TB3→DB7→TN2→Point B. The other is from Point
A→TN3→DB8→TB4→DN3→Point B.
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(a) (b) (c) 

Figure 20. Direct Connection NPC topologies from M = 4, N = 4. (a) R11S2 (new); (b) R12S2 (new); (c)
R13S2 (new).

5. Two Types of NPC Cells and Reflected Topologies under DFUSPWM

Similar to USPWM, there are two type of NPC cells under DFUSPWM. Part A introduces the
principle of the Indirect Connection NPC cell and reflected topologies under DFUSPWM. Part B
introduces the principle of the Direct Connection NPC cell and reflected topologies under DFUSPWM.

5.1. Principle of Indirect Connection NPC Cell and Reflected Topologies under DFUSPWM

Figure 21 shows a schematic diagram of the first type of unified NPC cell. Two capacitors with the
same capacitance are connected in series to achieve half of the input voltage for each one. The Indirect
Connection NPC cell under DFUSPWM is connected to the freewheeling cell through extra branches in
PFT mode, PFB mode, NFT mode, and NFB mode to keep the CM voltage constant. The extra branches
are ÔG and ÔH flowing positive current in Figure 21a,b, and ÔI and ÔJ flowing negative current in
Figure 21c,d. It can be seen that the internal connections of the freewheeling cell remain the same in
freewheeling mode.
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(a) (b) 

  
(c) (d) 

Figure 21. Indirect Connection NPC cell under DFUSPWM. (a) PFT mode; (b) PFB mode; (c) NFT
mode; (d) NFB mode.

The inverter topologies with the Indirect Connection NPC cell under DFUSPWM can also be
classified into two types, as shown in Table 3.

Table 3. Two NPC topology families under DFUSPWM.

(M, N) X1 + X2 Y1 + Y2

Family With Extra Diode Family Without Extra Diode

Without
NPC Cell

With NPC
Cell

Without
NPC Cell

With NPC
Cell

(M = 4, N = 4) 2 + 2 2 + 2 R11, R12 R11S1,
R12S1 R13 R13S1

Figure 22 shows the Indirect Connection NPC cell circuits based on freewheeling cell circuits.
There are three methods by which to construct the freewheeling cell based on the topology family with
an extra diode. They are shown respectively in Figures 5a and 22c,e.

  
 

(a) (b) (c) 

   
(d) (e) (f) 

Figure 22. Indirect Connection NPC cell circuits under DFUSPWM. (a) case #1; (b) NPC cell under case
#1; (c) case #2; (d) NPC cell under case #2; (e) case #3; (f) NPC cell under case #3.

For the NPC cells in Figure 22b,d,f, TP2 and TN3 have the same signals to remain on or off, and
TP3 and TN2 have the same driving signals under DFUSPWM. Thus, additional diodes or switches
can be used to provide a bidirectional current branch to clamp point A or point B to point O. The
corresponding inverter topologies are shown in Figure 23.
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Figure 23. Inverter topologies with the Direct Connection NPC cell under DFUSPWM. (a) R11S1 (new);
(b) R12S1 (new); (c) R13S1 (new).

5.2. Principle of the Direct Connection NPC Cell and Reflected Topology under DFUSPWM

Figure 24 shows a schematic diagram of the second type of unified NPC cell under DFUSPWM.
The extra branch ĜH is injected into the freewheeling path ˆBCA in Figure 24a, and ÎJ is injected into the
freewheeling path ˆBEA in Figure 24b. Similarly, the extra branch K̂L is injected into the freewheeling
path ˆADB in Figure 24c and M̂N is injected into the freewheeling path ˆAFB in Figure 24d. Clearly,
the internal connections of the freewheeling cell have been changed due to the injection of the Direct
Connection NPC cell.

  
(a) (b) 

  
(c) (d) 

Figure 24. Direct Connection NPC cell under DFUSPWM. (a) PFT mode; (b) PFB mode; (c) NFT mode;
(d) NFB mode.

The inverter topologies with the Direct Connection NPC cell under DFUSPWM can also be
classified into two types, as shown in Table 4.

Table 4. Direction connection NPC cell under DFUSPWM.

(M, N) X1 + X2 Y1 + Y2

Family with Extra Diode Family Without Extra Diode

Without
NPC Cell

With NPC
Cell

Without
NPC Cell

With NPC
Cell

(M = 4, N = 4) 2 + 2 2 + 2 R11, R12 R11S2,
R12S2 R13 R13S2

Figure 25 shows the Direct Connection NPC cell circuits based on the freewheeling cell circuits
under DFUSPWM. Three freewheeling cell circuits are introduced in Figure 25a,c,e.
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 25. Direct Connection NPC cell circuits under DFUSPWM. (a) case #1; (b) NPC cell under case
#1; (c) case #2; (d) NPC cell under case #2; (e) case #3; (f) NPC cell under case #3.

There are two current branches which allow the current to flow from point B to A, or from point A
to B. Point A is of the same voltage as point B so that point A or point B is connected to NPC cell.

For NPC cells, as shown in Figure 25b,d,f, additional diodes and/or switches are used to provide a
bidirectional current branch to clamp point A or B to point O. The corresponding inverter topologies
are shown in Figure 26.
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Figure 26. Inverter topologies with the Direct Connection NPC cell under DFUSPWM. (a) R11S2 (new);
(b) R12S2 (new); (c) R13S2 (new).

In order to make an overall comparison of all the derived topologies, Tables 5 and 6 are presented,
wherein the number of switches, the number of diodes and the economic cost of all the derived
topologies are taken into consideration. Among them, the economic cost part is obtained based on the
formula that each switch costs 1, while each diode costs 0.3. Based on the two tables, we may select a
circuit topology which is suitable for our situation.
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Table 5. Comparison of the Inverter topologies under USPWM.

Topology
Name

Number of
Switches

Number of
Diodes

Economic
Cost

Topology
Name

Number of
Switches

Number of
Diodes

Economic
Cost

R1S1-1 7 2 7.6 R10S1 8 3 8.9
R1S1-2 6 4 7.2 R13S1-1 7 0 7
R3S1-1 6 4 7.2 R13S1-2 6 2 6.6
R3S1-2 5 6 6.8 R1S2 8 4 9.2
R4S1-1 7 2 7.6 R3S2 6 4 7.2
R4S1-2 7 2 7.6 R4S2 8 4 9.2
R4S1-3 6 4 7.2 R6S2 8 4 9.2
R6S1 7 2 7.6 R8S2 8 4 9.2

R8S1-1 7 2 7.6 R9S2 10 6 11.8
R8S1-2 6 4 7.2 R11S2 12 8 14.4
R9S1-1 8 3 8.9 R12S2 12 4 13.2
R9S1-2 7 5 8.5 R2S2-1 8 0 8

R11S1-1 9 4 10.2 R2S2-2 7 2 7.6
R11S1-2 8 6 9.8 R5S2-1 8 0 8
R12S1-1 8 2 8.6 R5S2-2 8 2 8.6
R12S1-2 7 4 8.2 R7S2-1 8 0 8

R2S1 7 0 7 R7S2-2 7 2 7.6
R5S1 7 0 7 R10S2 10 2 10.6
R7S1 6 0 6 R13S2 12 0 12

Table 6. Comparison of the Inverter topologies under DFUSPWM.

Connection Mode
of NPC Cell

Topologies Name
Number of
Switches

Number of Diodes Economic Cost

Indirect
Connection

R11S1 8 8 10.4
R12S1 8 2 8.6
R13S1 6 2 6.6

Direct Connection
R11S2 12 4 13.2
R12S2 10 2 10.6
R13S2 9 0 9

6. Simulation Results

Two types NPC topologies with a Direct Connection NPC cell or an Indirect Connection NPC
cell are provided based on the topologies provided in Part I of this paper. To further verify the
theoretical analysis in the coming sections, simulations based on two proposed topologies are made,
and the simulation results are given. One is the H6 topology (R5) and the proposed H6 topology
with a Direct Connection NPC cell (R5S2-2) under USPWM. The other is the proposed H8 topology
(R13) and H8 topology with an Indirect Connection NPC cell (R11S1) under DFUSPWM. 0shows the
simulation parameters.

6.1. H6 Topology Without/With Direct Connection NPC Cell under USPWM

Figure 27 shows the H6 topology without/with a Direct Connection NPC cell. The H6 topology
R5 is illustrated in Figure 27a. Switches TP2 and TN3 are used to allow the freewheeling current to flow.
The freewheeling branch is cut off and the Direct Connection NPC cell is injected into the topology R5
to form R5S2-2, as shown in Figure 27b.
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Figure 27. Topology H6 without /with NPC cell under USPWM. (a) R5; (b) R5S2-2 (new).

Figure 28 shows the waveforms of CM voltage and leakage current. In t0–t1, the topology H6
without the NPC cell works, and the CM voltage (VAN + VBN)/2 does not remain constant. The CM
voltage includes high frequency resonant voltage in freewheeling mode, as terminals A and B are
floating (VAN = VBN). The leakage current is 100 mA. In t1–t2, the topology H6 with the NPC cell
works and the CM voltage (VAN + VBN)/2 always remains constant. The leakage current is reduced
from 100 mA to 2 mA.

WLPH WLPH

t2t� t1

*ULG�
FXUUHQW�

iJ

7HUPLQDO�
YROWDJH��

V$1��V%1

&RPPRQ�
YROWDJH��

�V$1��V%1��2

/HDNDJH
FXUUHQW��

iOHDN

Figure 28. Waveforms of grid current, terminal voltage, CM voltage, and leakage current.

Figure 29 shows the waveforms of the grid current, terminal voltage, CM voltage, and leakage
current with the parameters listed in Table 7. The THD of the grid current is about 1.12%. As we can
see, the CM voltage is maintained at 200 V with small fluctuations over the whole power line period;
thus, the RMS value of the leakage current is only 3 mA. Figure 30 shows the waveforms when the
load steps at t = 0.06 s. The THD is still 1.12%. The CM voltage and leakage current have the same
values as those in Figure 29.
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Figure 29. Waveforms of grid current, terminal voltage, CM voltage, and leakage current.

Table 7. Simulation Parameters.

Parameter Value

Rated power 3000 W
Input voltage 400 V

Grid voltage/frequency 220 V/50 Hz
Filter inductor L1, L2 1 mH
Switching frequency 20 kHz

DC-bus Capacitor Cdc1, Cdc2 470 μF
Junction capacitor of each switch 100 pF
PV parasitic capacitor CPV1, CPV2 0.1 μH
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Figure 30. Waveforms of grid current, terminal voltage, CM voltage, and leakage current in the case.

6.2. H8 Topology Without/With Indirect Connection NPC Cell under DFUSPWM

Figure 31 shows the topology H8 without/with “Indirect Connection” NPC cell under DFUSPWM.
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Figure 31. Topology H8 without /with NPC cell under DFUSPWM. (a) R13 (new); (b) R11S1 (new).
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Figure 32 shows the waveforms of CM voltage and leakage current. It may be observed that
the topology H8 without the NPC cell works, and the CM voltage is not constant between t0 and t1.
The CM voltage contains high frequency resonant voltage in freewheeling mode due to the floating
terminals A and B. The leakage current is 100 mA. In t1–t2, the topology H8 with NPC cell works, and
the CM voltage always remains constant. The leakage current is reduced from 100 mA to 3 mA.
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Figure 32. Waveforms of grid current, terminal voltage, CM voltage and leakage current.

Figure 33 shows the waveforms of the leakage current, voltage VAB, and PWM signal. The same
PWM signals are provided to couple switches TP1 and TP3, TP2 and TP4, TN1 and TN3, as well as
TN2 and TN4. To achieve good clamping performance, complementary PWM signals are given to
couple switches TP1 and TN2, as well as TP2 and TN1. The frequency of voltage VAB is double the
switching frequency.
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Figure 33. Waveforms of leakage current, voltage VAB, and PWM signal.

7. Conclusions

In this paper, a topology derivation methodology, named the “MN principle”, is proposed
to cover all possible full-bridge topologies with leakage current suppression under USPWM and
DFUSPWM. Two types of NPC cells have been developed: one is called “indirect connection NPC
topology”, and the other “direct connection NPC topology”. Under USPWM, twenty-three newly-found
indirect connection NPC topologies have been derived along with the existing ones, and twenty-two
newly-found direct connection NPC topologies have been derived along with the existing ones. The
proposed method is also extended to the topologies under DFUSPWM. As a result, four corresponding
topologies have been derived and one existing topology was also covered. Finally, simulations
are given to verify the performance of the leakage current suppression of the proposed topologies.
And it can be inferred that the contribution of this paper has important guiding significance for
topological derivation.
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