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Abstract: Suction Bucket Jackets (SBJs) need to be fundamentally designed to avoid rocking modes
of vibration about the principal axes of the set of foundations and engineered towards sway-bending
modes of tower vibration. Whether or not such type of jackets exhibit rocking modes depends on
the vertical stiffness of the caissons supporting them. This paper therefore derives closed form
solutions for vertical stiffness in three types of ground profiles: linear, homogenous, and parabolic.
The expressions are applicable to suction caissons having an aspect ratio (depth: diameter) between
0.2 and 2 (i.e., 0.2 < L/D < 2). The work is based on finite element analysis followed by non-linear re-
gression. The derived expressions are then validated and verified using studies available in literature.
Finally, an example problem is taken to demonstrate the application of the methodology whereby
fundamental natural frequency of SBJ can be obtained. These formulae can be used for preliminary
design and can also be used to verify rigorous finite element analysis during detailed design.

Keywords: suction caissons; vertical stiffness functions; natural frequency; jackets; offshore wind turbines

1. Introduction

The European Union’s (EU) strategy to fight climate change and air pollution issues
has accelerated the investments into sustainable energy sources. This is essentially to meet
the targets of 55% reduction in the greenhouse emissions by 2030 as well as paving the way
for climate neutrality by 2050 [1]. Offshore wind in Europe in particular has witnessed a
substantial growth, with the UK leading the market (10,428 MW cumulative capacity) and
is expected to add 15 GW capacity in the next 5 years. Countries with large offshore wind
developments also include Germany (7689 MW capacity), Belgium (2261 MW capacity),
and the Netherlands (2611 MW capacity) [2]. Other global leaders include mainland China
(approximately 10 GW capacity) [3]. There are new entries to the market including Taiwan
(through the Formosa 1 and 2 offshore wind farms) and in the final planning stages for the
East Coast of the United States.

This growing demand for renewable energy is responsible for the rapid pace of the
technological developments emerging in the industry. Such developments mainly target
the turbine size and installations in deeper waters. Wind Europe [2] has stated that the rated
capacity of OWT has been enhanced by 102% in the last 20 years. At present, the newly-
installed turbines have an average rated capacity of 7.8 MW, though most new installments
have turbine capacities exceeding 10 MW. Monopiles support 81% of all installed OWT in
Europe [2]. Yet, for some locations, their design poses several engineering challenges and
environmental issues to satisfy the requirements needed to support larger wind turbines in
deeper waters. This explains the continuous efforts to innovate in this field. Recently, the
trend in the construction of new wind farms has considered OWTs supported on jackets as
an attractive alternative to conventional monopiles in deeper waters.

J. Mar. Sci. Eng. 2021, 9, 573. https://doi.org/10.3390/jmse9060573 https://www.mdpi.com/journal/jmse
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Jackets supported on piles or caissons, illustrated in Figure 1, are suitable for water
depths of 30–60 m which allow them to be potentially used for future rounds of wind
energy developments [4]. Aberdeen and Borkum Riffgrund 2 offshore wind farms are
recent developments utilising caisson jackets foundations to support 8 MW turbines [5].
Other on-going projects include Seagreen and Zhuanghe 2.

Figure 1. Schematic of a 3-legged jacket on suction caissons reproduced from [6], with permission
from Ørsted, 2019.

There is an inherent difference in the way monopiles and jackets resist overturning
moments due to lateral loads. As illustrated in Figure 2, single foundations (typically
monopiles) transfer the loads via overturning moments to the surrounding soil. On the
other hand, multiple foundations such as jacket on piles/caissons mainly transfer the loads
through axial push-pull interaction. This obvious difference will later drive the simple
mechanical modelling of the system where the foundation is replaced by equivalent springs
for analysis purposes. Hence whilst the lateral stiffness plays a major role in the dynamic
performance of monopile supported offshore wind turbines, the vertical stiffness plays
a more detrimental role in jackets due to the propensity of rocking type of vibrations. It
has shown by Jalbi and Bhattacharya that low-frequency rocking modes of jacket vibration
must be avoided as it may coincide with the low frequency 1P rotor frequency and more
importantly the peak wave frequency [7].

Figure 2. Load transfer in different foundation systems.

Current design aims to place the natural frequency of the bottom-fixed structures
within the soft-stiff band, see Bhattacharya [4] for fundamentals of design. It is well

2
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established in literature that the natural frequency of the system is reliant on the support
condition (i.e. foundation stiffness) which in turn is a function of the properties of the
foundation and subsoil. Considering the dynamic sensitivity of the OWTs, modes of
vibration are considered a key element in the design procedure. Similar to the load transfer
process discussed above, the modes of vibration of an OWT system are primarily dependent
on the foundation and superstructure stiffness [8].

Studies carried out by Bhattacharya et al. [9] showed that the first eigenfrequency of
vibration for OWTs supported on multiple shallow foundations (such as jackets on three
or four suction caissons) correspond to low frequency rocking modes of vibration about
the principle axes. The work is based on scaled model tests on three types of foundations:
monopiles, tetrapods (4-legged jacket on caissons), and asymmetric tripods (3-legged
seabed frame on caissons). Rocking modes of vibration are also reported in offshore
structures such as the Brent B Condeep platform, see [4].

As mentioned before, rocking modes of vibration tend to have a lower frequency and
may interfere with the 1P (rotor) frequency range and wave frequency, see Figure 3 for
schematics. This is particularly challenging for large turbines where the soft-stiff target
frequency is shifting towards the wave frequency. For example, a typical 8 MW turbine
will have a target of 0.22 Hz and a 12 MW turbine will have a target frequency in the
range of 0.15 Hz. Furthermore, wave loads will have a higher energy of excitation and
may impose serious fatigue damage on the structure if rocking modes are allowed. It is
therefore advisable to avoid rocking modes for jackets supported on shallow foundations.
In addition, for asymmetric arrangements, scaled model tests showed that they have
experienced two closely-spaced natural frequencies associated with the rocking modes of
vibration [10]. This corresponds to the variability of the ground reflected in the vertical
stiffness of the foundation. Not only does it widen the range of frequencies that can be
excited by the loading conditions but also may introduce an additional design problem such
as the beating phenomenon and both can have an impact in the fatigue limit state. Moreover,
through analytical methods, Jalbi et al. [11] and Jalbi and Bhattacharya [7] showed that that
a jacket may be engineered towards a no-rocking solution by optimising two parameters:
(a) ratio of vertical stiffness of the foundation stiffness to lateral superstructure stiffness;
and (b) aspect ratio of the jacket-tower geometry. A low value of vertical foundation
stiffness values together with a low aspect ratio will promote a rocking mode of vibration.

 

Figure 3. Vibration modes in different foundation systems.

From the discussions above, it is essential to have a method to calculate the verti-
cal stiffness of foundations early on in the design stages of a project. Hence, given the
importance of SSI on the dynamic performance, the objectives of the paper are as follows:

3
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(1) Carry out review of the current methods in literature to predict the vertical stiffness
of rigid caissons.

(2) Provide static vertical stiffness functions for caissons of aspect ratio between 0.2 and
2 i.e., 0.2 < L/D < 2 for three types of ground: homogeneous, parabolic and linear
profiles. This is based on the approach laid out in Eurocodes for ground types (see
Eurocode 8 Part 5) and also a gap in the literature.

(3) Demonstrate the application of the developed methodology through a step-by-step
solved example in the context of predicting the natural frequency of the system.

It should be noted that the solutions provided in this paper are intended for the
concept design stage and for initial sizing of the foundation when information about the
structure and the ground profile is scarce. As the design progresses from conceptual to
detailed design, a higher computational complexity of the analysis is required to further
optimise the foundations. This includes using refined soil constitutive models incorporated
in 3D finite element analysis (FEA) packages. In addition, this would also require more
input such as site-specific ground investigations and geotechnical laboratory testing.

Background Literature

Ideally, each assessment of the composite system should encompass an independent
numerical analysis for the structure and foundation. For instance, the analysis of the
latter would likely involve modelling the soil as continuum which is typically carried
out using advanced geotechnical finite element methods. However, the limitation of the
high computational cost and modelling complexities make it impractical to be utilised
in preliminary design stages, yet useful in verifying the final design of the foundation.
Consequently, both approaches (i.e., analytical and numerical solutions) tend to idealise the
structural dynamics problem through replacing the foundation by a set of lumped springs
or in the case of deep foundations distributed springs. The overall stability and foundation
stiffness can be purely expressed in terms of functions that describe the force resultants and
their conjugate displacements and rotations of these lumped springs. Figure 4 illustrates
the breakdown of the structure-foundation problem.

Figure 4. Breakdown of the structure-foundation problem.

The work of this paper continues the efforts of the research group which aims at
providing simplified expressions for the computation of the foundation stiffness. For

4
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instance, Shadlou and Bhattacharya [12] studied the lateral dynamic stiffness of deep
foundations and proposed spring stiffness functions for both rigid and flexible monopiles.
In their model, the foundation is replaced by four springs; KL (lateral spring), KR (rocking
spring), KV (vertical spring) and KLR (cross-coupling spring) to capture the degrees of
freedom. This methodology was later utilised by Arany et al. [13] in designing monopile
foundations. Similarly, Jalbi et al. [14] obtained static stiffness functions for the lateral
stiffness terms of a rigid monopod caissons. Moreover, Jalbi and Bhattacharya [15] provided
closed form solutions to calculate the natural frequency of jackets supported on multiple
foundations incorporating soil-structure interaction (SSI). The foundation flexibility was
represented by a set of vertical springs which emphasizes the importance of predicting the
vertical stiffness of foundations. Thus, it is now essential to continue the work and obtain
the vertical stiffness components of the foundations.

The assessment of static and dynamic vertical spring constants has been the subject of
extensive studies in the field of machine foundations and seismic analysis. Most of the elas-
tic solutions available in the literature provide guidance regarding surface and embedded
footings. Generally, most literature reports that stiffness decreases with increasing strains
and increasing forcing frequencies. However, work on the elastic and non-linear stiffness of
a skirted caisson is inadequate. Bell [16] presented a comprehensive review of the existing
stiffness coefficients of surface footings, whereas the effect of embedment of the circular
footings was extensively discussed in Gazetas [17]. On the other hand, there is less work
assessing the stiffness of suction caisson foundations. These foundations are quite similar
to the embedded-type foundations with the difference of the soil mass is trapped beneath
the lid and within the enclosed volume. Two extreme models could be adopted to represent
the caissons: one in which the lid is treated as a rigid circular foundation on the surface
while ignoring the effect of the skirts, and another in which the caisson is completely rigid.
The latter was analysed by Doherty et al. [18] who provided tabulated coefficients for
completely rigid caisson. The analyses incorporated practical variation in soil stiffness,
embedment depth and Poisson’s ratios. It also provided correction factors to account for
the skirt flexibility. Skau et al. [19] focused on the effect of caisson flexibility following the
observations of the extensive behaviour monitoring for Borkum Riffrung 01 -Suction Bucket
Jacket (BKR01-SBJ). An elastic correction to the response of a rigid foundation response was
suggested to address the foundation flexibility particularly due to the lid which appeared
to significantly influence the total vertical stiffness of the system. Table 1 summarises the
vertical stiffness formulae found by different researchers for different foundation types
including some additional guidance found for deep foundations.

Table 1. Methods to estimate the vertical stiffness of the foundation in literature.

Source (Year) [Reference] Formulae and Their Applications

Su
rf

ac
e

Fo
un

da
ti

on

Lysmer (1965) [20]
Spence (1968) [21]

Circular rigid footing on surface of homogenous elastic half-space:
kv = 2GsD

1−ys

To account for the roughness of the footing base that allow full transmission of shear
stress, Spence [21] proposed the following:

kv =
2GsD ln(3–4 ys)

1–2ys

The results from this analytical solution showed up to 10% increase in stiffness values
at low ys values

Gazetas (1983) [22]
DNVGL (2019) [23]

Circular footing on stratum over bedrock:

kv = 2GsD
1−ys

(
1 + 1.28 D

2H

)

Gazetas (1991) [17]

Arbitrary shaped foundation on surface of homogenous half-space:

kv = 2Gsl
1−ys

(
0.73 + 1.54χ0.75

)
where χ = Ab/4l2, l is the base-length of the circumscribed rectangle and Ab is the area

5
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Table 1. Cont.

Source (Year) [Reference] Formulae and Their Applications

Sh
al

lo
w

Em
be

dd
ed

Fo
un

da
ti

on

Gazetas (1983) [22]
DNVGL (2019) [23]

Circular rigid footing embedded in homogenous stratum over bedrock; Developed for
machine-type inertial loading.

Range of validity: L/D<1

kv = 2GsD
1−ys

(
1 + 1.28 D

2H

)(
1+ L

D

)[
1+

(
0.85− 0.28L

0.5D

)(
L

H−L

)]

Wolf (1988) [24]
Wolf and Deeks (2004) [25]

General prismatic footing embedded in a linear elastic half space

kv = Gsb
1−ys

(
3.1

(
l
b

)0.75
+1.6

)(
1+

(
0.25 + 0.25 b

l

)( e
b
)0.8

)
where 2l, 2b are the base dimensions of circumscribed rectangle and e is the

embedment depth. This formulation was later simplified by Wolf and Deeks [25];
kv = 2GsD

1−ys

(
1 + 1.08

( e
D

))

Gazetas (1991) [17]

Arbitrary shaped foundation embedded in half-space

kv= kv, surface

[
1+

(
1

21

)(
L
b

)
+ (1 + 1.3χ)

][
1 + 0.2

(
Aw
Ab

)2/3
]

where kv, surface is obtained using the equation provided earlier by Gazetas [17]for
surface footings, b is the base-width of the circumscribed rectangle, χ = Ab/4l2 and

Aw is the actual sidewall-soil contact area; for constant effective-contact height, d,
along the perimeter: Aw = (d) × (perimeter).

Based on Gazetas‘ methodology, Bordón et al. [26] developed a simplified formula for
the stiffness of a rigid cylinderical foundation embedded in homogenous soil to study

the group effect of multi-bucket foundations:

kv =
2GsD ln(3–4 ys)

1–2ys

[
1 + 1.12(1 − 0.84ys)

(
L
D

)0.84
]

D
ee

p
fo

un
da

ti
on Fleming et al. (1992) [27]

Embedded piles considering shaft friction only:
kv = 2πLGs

y where St is between 3 and 5

Shama & El Naggar (2015) [28]
Single pile under axial load for seismic design of highway bridges:

kv =
1.25EpA

L

N.B: KV is vertical stiffness of the foundation, Gs is shear modulus of the soil, ys is Poisson’s ratio of the medium, D is diameter, L is
embedment depth, H is thickness of the soil layer and Ep is modulus of elasticity of pile material.

From the table above, it is evident that the available methodologies are limited either
by the shape of the footing and the idealised soil profiles which do not reflect the actual
heterogeneity in the soil. This paper aims to tackle one aspect of that where solutions
are provided for rigid caissons through numerical modelling. The solutions provide the
vertical stiffness Kv are for homogeneous, parabolic, and linear ground profiles.

2. Numerical Modelling

Finite element method using Plaxis 3D (continuum approach) was utilised to model
the soil-structure interaction. The size of the soil contour is specified such that any stress
increase on the boundary is absorbed without rebounding and disturbing the model results.
Suryasentana et al. [29] presented a mesh domain of 80D (D is the diameter of the suction
caisson) for both diameter and depth to analyse vertically loaded foundations, while
Latini et al. [30] used 100D and 30D for the diameter and depth respectively. Moreover,
Sloan [31] adopted 5D for the mesh dimensions when analysing vertically loaded rigid
circular footing. This clearly shows the wide range of possibilities to eliminate the boundary
effects. Considering the scope of this analysis, all the models have been set up with an
extent of the soil domain 10D and depth of 15D; as shown in Figure 5 (which has been
obtained through trial and error). Despite the symmetry of the problem, a full model was
adopted as to avoid a rotation of the caisson if the point load was placed at the centre.

6
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Figure 5. Mesh dimensions and shape of caissons.

Generally, the stiffness of the foundation dictating the dynamic stability of the system,
is characterised by a non-linear nature. It is dependent on the strain levels; generated
from the load cycles due to the soil-structure interaction, as well as the forcing frequency
(expressed in terms of static and dynamic stiffness) [32]. Since the natural frequency is
associated with relatively small amplitude of vibrations (linear range), the initial foundation
stiffness would be sufficient for this purpose [13]. Similarly, OWTs are considered a very
low frequency application compared to seismic actions based on design charts provided
in [12,20,33–36]. Hence, the effect of the forcing frequency on the stiffness values can
be ignored and the static stiffness value can effectively be adopted. Based on the above
justifications, the soil is modelled as a linear elastic material. This model is based on
Hooke’s law of isotropic elasticity and requires the identification of two basic elastic
parameters; Young’s modulus (E) and Poisson’s ratio (vs) which can be determined using
conventional site investigation techniques [37].

To encompass the realistic variation of the shear modulus of the soil with depth, three
idealisations of the ground profile were adopted:

• Homogenous soil: typical for overconsolidated clays that show constant variation in
stiffness with depth and can be easily defined on Plaxis 3D;

• Linear inhomogeneity: common for normally consolidated clay, sometimes referred to
as Gibson soil where the stiffness increases linearly with depth [18]; and

• Parabolic inhomogeneity: is an intermediate condition which is typical for sandy
soils [12]. Unlike the other two ground profiles, the soil stratum has to be discre-
tised into multiple layers on Plaxis 3D to incorporate the parabolic variation of the soil
stiffness. 10 distinct layers of 0.1H thickness each (H is the depth of the soil stratum
equivalent to 15D) were used to model the soil stratum. For each layer, an initial
stiffness and linear slope were used to mimic the parabolic behaviour.

Figure 6 illustrates the three ground profiles described above where the values of
Young’s modulus for the different ground profile intersect at one diameter depth. For all
the cases, Poisson’ ratio was assumed to be uniform within each model and the soil density
was set to a constant value of 18 kN/m3.

The structure forming the foundation, which consists of the skirt and the lid, has been
treated under the assumption of being rigid for all the models. In other words, the response
of the foundation system due to the applied loads is solely due to the deformations in the
soil (no structural deformations of the caisson lid and skirt). This also includes the soil
enclosed within the skirt. This assumption is considered valid considering the low aspect
ratio of the caissons modelled and the high flexural and shear stiffness of the steel compared
to those of the soil. Doherty et al. [18] investigated the effect of the skirt flexibility on the
response of a caisson foundation. Results showed that the vertical stiffness values of both
cases are almost similar for low aspect ratios of the caisson which reinforces and validates
the previous assumption. In addition, the bucket lid can in-reality deflect and alter the

7



J. Mar. Sci. Eng. 2021, 9, 573

foundation stiffness where the recent in-situ observations by Shonberg et al. [38] confirmed
that the suction bucket’s structural elements stiffness has an effect on the performance
and can be idealised as pair of vertical springs in series, such that 1

ktotal
= 1

klid
+ 1

ksoil−skirt
.

However, for simplicity, a lumped vertical spring compiling both elements is adopted for
this study rather than treating them separately.

Figure 6. Variation in stiffness with depth.

Furthermore, the push-pull nature for OWT supported on jackets requires the esti-
mation of the stiffness in both tension and compression, yet this study assumes that the
vertical stiffness is the same for both tension and compression as the intention is to use
these values for low amplitude vibrations. In reality, the computed compressive stiffness
should be higher due to the additional contribution of the bearing below the lid. Other
factors should further be investigated involving the impact of the grouted connections
and its imperfections, interaction between the adjacent jacketed caissons and imperfect
contact at the interface of the soil and foundation. All these factors form a strong basis for
the continuation of the work produced in this study. Nevertheless, it may be reminded
that the solutions provided in this paper are intended for the concept design stage and
for initial sizing of the foundation when information about the structure and the ground
profile is limited.

Methodology Verification and Comparison of Results

Normalized values for KV are plotted against L/D for 0.2 < L/D < 2 considering the
three different ground profiles. The results are then compared to the solutions provided by
Wolf and Deeks [25] and DNVGL [23] which are in turn based on the work of Gazetas [22].
Figure 7 shows the stiffness coefficients plotted for homogeneous profile at two Poisson’s
ratios (0.2 and 0.499). All the simulated cases are summarised in Appendix A.
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Figure 7. Vertical static stiffness functions for rigid caissons in homogeneous ground profiles at two
Poisson’s ratios (A) υs = 0.2, and (B) υs = 0.499.

The numerical model compares well with the formulations provided in the litera-
ture which justifies the method of extraction, the mesh used, the extent of the boundary
conditions, and the rigid body assumption applied in the finite element model. Any dis-
crepancy can be justified in terms of the foundation geometry implemented; where both
Wolf and Deeks [25] and DNVGL [23] used a solid embedded foundation rather than a
skirted caisson with soil mass enclosed within it. Another reason could be the effect of the
Poisson ratio.

The impact of Poisson’s ratio on the computed stiffness coefficients was evident
from the FE analysis. Therefore, normalised values for the vertical foundation stiffness
coefficients in a homogeneous stratum were plotted against υs, as shown in Figure 8. The
results were normalised against their respective values at υs = 0.1. The aspect ratio (L/D)
also appears to influence the effect of Poisson’s ratio as also shown in Figure 8. For all L/D
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cases, the stiffness decreases with increasing υs until υs = 0.4 and then slightly increases.
Both Gazetas [22] and Wolf and Deeks [25] considered the effect of the soil’s Poisson’s ratio
on the stiffness coefficients and incorporated it in their proposed impedance functions.
Their proposed functions show similarity with the trend predicted by this study, yet, the
impact of the Poisson’s ratio is observed to be slightly lower than the abovementioned
literature. Accordingly, a correction factor f(υs), function of both υs and L/D, will be
developed in the subsequent section.

Figure 8. Variation of vertical stiffness (Kv) with Poisson’s ratio (υs) and aspect ratio (L/D).

3. Development of the Static Stiffness Functions and Correction Factors

Functions for the vertical stiffness were developed using non-linear regression analysis
on the normalised set of stiffness coefficients. A diameter of 5m was adopted and the soil
stiffness at 1m depth was set as 100 (MPa), see Figure 5. The study then plots the change of
the vertical stiffness with increasing L (L values include 2.5, 5, 7.5 and 10 m) and υs (0.1
to 0.49).

First, a new correction factor due to Poisson’s ratio, f(υs), will be presented. The reason
for this correction is to clarify how the Poisson’s ratio modifies the vertical stiffness for
different ranges of caisson dimensions. Thus, Figure 8 shows that f(υs) is not only a function
the Poisson’s ratio itself but also a function of L/D. This has not been extensively discussed
in literature where the correction factor was only a function of the Poisson’s ratio itself.
Consequently, revised f(υs) functions dependent on both L/D and υs are suggested herein.

From Figure 8, the best fit curve for the Poisson’s ratio correction was a cubic function
in the form of f(υs)= a0υ

3
s−a1υ

2
s+a2υs+a3. The values of the coefficients a0, a1, a2, and

a3 were recorded for L/D = 0.5, 0.75, 1,1.5, 2 normalized at L/D = 0.5. The coefficients
for L/D = 0.5 are a0 = 10.028, a1 = -5.8814, a2 = 0.9092, and a3 = 0.96. Figure 9 shows
the normalized values for a0, a1, a2, and a3, thus simulating the dependency of f(υs) on
L/D. From the figure, it is evident that a0 and a1 follow a similar trend and where given
the same logarithmic function whilst a2 followed a different trend and was given another
logarithmic function. Finally, a constant value of 1 was given for a3.
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Figure 9. Variation of the polynomial coefficients with L/D.

As a result, from the analysis above, the Poisson’s ratio correction may be summarized
using Equation (1):

f(υs) =

[(
10υ3

s−5.88υ2
s

)(
−0.34 ln

L
D
+0.77

)]
+0.91υs

(
−0.57 ln

L
D
+0.6

)
+1 (1)

It may be noted that the same methodology was repeated in parabolic and linear
inhomogeneous ground profiles where the f(υs) obtained was in close proximity to the one
shown in Equation (1). Similarly, a few trials on higher aspect ratios (L/D > 2) showed no
noticeable change in the formulations:

Subsequently, the normalized values of KV
DESOf(υs)

were then computed and plotted
against L/D for all ground profiles. Therefore, a best fit curve was applied in the form of a
power function. Even though previous literature did not specifically use power functions
for static vertical stiffness functions of shallow caissons, it still performs accurately for the
rigid caissons as the R2 values shown show a good correlation as shown in Figure 10 and
the solutions are summarized in Table 2.

f(υs) =

[(
10υ3

s−5.88υ2
s

)(
−0.34 ln

L
D
+0.77

)]
+0.91υs

(
−0.57 ln

L
D
+0.6

)
+1

Table 2. Vertical stiffness for shallow skirted foundations exhibiting rigid behaviour.

Ground profile KV
DESOf(υs)

Homogeneous 2.31
(

L
D

)0.52

Parabolic 2.16
(

L
D

)0.96

Linear 2.37
(

L
D

)1.28

11



J. Mar. Sci. Eng. 2021, 9, 573

Figure 10. Best fit curves for the vertical stiffness functions.
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4. Discussion and Validation of the Results

The functions provided in Table 2 were used to calculate KV for the simulated cases
and the highest recorded percentage was found to be below 10% which is considered of low
practical significance. The results are also checked against the coefficients provided by [18]
and summarized in Table 3. As shown in the table, the results generally show a good match
with the obtained results while being applicable for a wide range of Poisson’s ratio. Slight
discrepancies exist at the higher Poisson ratio, and this is explained by the difference in the
Poisson’s ratio correction between the proposed method and existing literature.

Table 3. Comparison of vertical stiffness at υs = 0.2 and υs = 0.499. Data from Doherty et al. (2005) [18].

KV
DESO

KV
DESO

Case

υs = 0.2

Doherty, et al.,
2005 [18]

Proposed
method

υs = 0.499

Doherty et al.,
2005 [18]

Proposed
method

L/D = 0.5 Homogeneous 1.61 1.65 1.81 1.98

L/D = 0.5 Linear 1.38 1.00 2.10 1.199

L/D = 2 Homogeneous 3.29 3.146 2.86 3.21

L/D = 2 Linear 6.72 5.47 7.60 5.58

5. Application of the Methodology

In order to demonstrate the application of the proposed vertical stiffness functions, a
solved example in the context of the prediction of the natural frequency of an OWT system
is presented in this section. A 5 MW turbine supported on a symmetrical four-legged jacket
was considered for design in deep waters, as shown in Figure 11. Details about the turbine
specification and an approximate jacket dimensions were found in Jonkman et al. [39] and
Alati et al. [40], respectively, and summarised in Table 4.

Figure 11. Example problem.
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Table 4. Main input parameters of the example (Data from Jonkman et al. [39]; Alati et al. [40]).

Parameter Value Unit

Height of the jacket (hJ) 70 m

Jacket bottom width (Lbottom) 12 m

Jacket top width (Ltop) 9.5 m

Area of jacket leg (AC) 0.1281 m2

Distributed mass of the jacket including diagonals (mJ) 8150 kg/m

Tower height (hT) 70 m

Bottom diameter of the tower (Dbottom) 5.6 m

Top diameter of the tower (Dtop) 4.0 m

Distributed mass of the tower (mT) 3730 kg/m

Mass of Rotor-Nacelle Assembly (MRNA) 350 tons

Mass of transition piece (MTP) 666 tons

A homogeneous stratum over bedrock is assumed with all the foundation dimensions
and soil properties summarised in Table 5.

Table 5. Foundation details for the example problem.

Parameter Value Unit

Foundation depth (L) 4 m

Foundation diameter (D) 4 m

Depth to bed rock (H) 50 m

Soil Young’s modulus (Es) 40 MPa

Soil Poisson’s ratio (vs) 0.28 Non-dimensional

Using the equations provided in Table 2, a preliminary estimate of the vertical stiffness
for a rigid caisson foundation (with L/D = 1) is obtained as shown below:

f(υs) =
[(

10υ3
s−5.88υ2

s

)(
−0.34 ln L

D+0.77
)]

+0.91υs

(
−0.57 ln L

D+0.6
)
+1

=
[(

10(0.28)3−5.88(0.28)2
)
(−0.34 ln(1)+0.77)

]
+0.91(0.28)(−0.57 ln(1)+0.6)+1 = 0.97

KV = 2.31
(

L
D

)0.52
DESf(υs) = 2.31(1)0.52(4)(40)(0.97)= 0.36 GN

m

The target natural frequency of the system for a soft-stiff design should ultimately be
between 0.2 and 0.35 Hz to avoid 1P/3P frequencies. Following the methodology suggested
by Jalbi and Bhattacharya [15], a closed-form solution of the first natural frequency of the
system which considers the soil-structure interaction can be obtained as follows:

f0 = CJ × ffb

where ffb is the fixed base natural frequency and CJ is the foundation flexibility parameter
that is dependent on the vertical stiffness of the springs (KV).

For the purpose of this explanatory example, the computed fixed base natural fre-
quency is 0.303 Hz and the CJ is equal to 0.77. Hence, the first natural frequency of the
system (with the SSI effect) is calculated to be f0 = CJ × ffb = 0.77 × 0.303 = 0.23 Hz, refer
to Appendix A for the detailed calculation of the example. Although, the estimated value
of the natural frequency falls within the targeted range, it is still in close proximity to the
1P frequency.
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For further detailed analysis group effects can also be incorporated and readers are
referred to Bordón et al. [26] which suggests formulations on how to incorporate foundation
group effects correction factors which are dependent on the caisson aspect ratio, diameter
and spacing. These formulations are also presented in the Appendix A. This will further
lower the natural frequency and the design may have to be refined in order to allow for the
additional 10% safety margin as per the DNVGL [23] recommendations. Subsequently, the
FLS and ULS criteria should also be checked.

6. Conclusions

Offshore wind turbines supported on multiple shallow foundations can exhibit un-
desirable rocking modes of vibration strongly dependent on the vertical stiffness of the
foundation. In this paper, numerical analysis is carried out to explore the axial behaviour
of skirted caisson foundations for three idealised ground profiles (homogeneous, linear
inhomogeneous and parabolic inhomogeneous) where the soil stiffness varies with depth.
A set of static vertical stiffness functions and correction factors due to Poisson’s ratio are
derived. The results are validated against numerical and analytical solutions found in the
literature. These formulations can be utilised for optimising the caisson’s dimensions for
feasibility studies purposes and preliminary design stages of a project. An explanatory
example is provided to illustrate the usage of the derived formulation whereby natural
frequency of a typical jacket supported OWT structure is calculated.
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Nomenclature

L Foundation Depth
D Foundation Diameter
R Foundation Radius
Pile Foundation with L/D > 2
Caisson Foundation with 0.2 < L/D < 2
ESO initial soil Young’s modulus at 1D depth
ES Vertical distribution of soil’s Young’s modulus
fFB Fixed base (cantilever) natural frequency
CJ Foundation flexibility parameter
mRNA Mass of Rotor Nacelle assembly
mT Mass of tower
DBottom Tower bottom diameter
DTop Tower top diameter
υs Soil Poisson’s ratio
KV Vertical stiffness of the foundation
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Appendix A.

Appendix A.1. Summary of the Analysis Performed

Table A1. Summary of the Analysis Performed.

Ground Profiles ESO (MPa) L/D (D = 5 m) υs

Homogeneous
Parabolic Inhomogeneous

Linear Inhomogeneous
100 0.2, 0.5, 0.75, 1, 1.5, 2 0.1, 0.2, 0.3, 0.4, 0.499

Appendix A.2. Obtaining the Natural Frequency

Step 1: Calculate the fixed base natural frequency:

ffb =
1

2π

√
3EIT−J(

0.243meqhtotal + MRNA
)
(htotal)

3 =
1

2π

√
3 × 1. 635 × 1012

[0.243(4200 × 140) + 350000](140)3 = 0.303Hz

This is also presentative of the natural frequency if the jacket is supported on deep
embedded piles

Step 2: Calculate CJ for the stiffness of the springs:
Using the equations provided in Table 3, a preliminary estimate of the vertical stiffness

for a rigid caisson foundation (with L/D = 1) is obtained as shown below;

f(υs) =
[(

10υ3
s−5.88υ2

s

)(
−0.34 ln L

D+0.77
)]

+0.91υs

(
−0.57 ln L

D+0.6
)
+1

=
[(

10(0.28)3−5.88(0.28)2
)
(−0.34 ln(1)+0.77)

]
+0.91(0.28)(−0.57 ln(1)+0.6)+1 = 0.97

KV = 2.31
(

L
D

)0.52
DESf(υs) = 2.31(1)0.52(4)(40)(0.97)= 0.36 GN

m

KV1,2 = 0.36 × 2 = 0.72
GN
m

For α = 1, KR = KV1,2L2
[

α

1 + α

]
= 0.72 × 122 ×

[
1

1 + 1

]
= 52 GNm

τ =
KRhtotal

EIT−J
=

52 × 109 × 140
1.635 × 1012 = 4.45

CJ =

√
τ

τ+ 3
=

√
4.45

4.45 + 3
= 0.77

f0 = CJ × ffb = 0.77 × 0.303 = 0.23Hz

Readers are refered to Jalbi and Bhattacharya [15] for the step-by-step derivation of
EIT-J and KR. In essence, the vertical spring stiffness was factored by 2 as the method
converts the 3D representation of the system into 2D. Therefore, each spring in Figure 11 is
representative of two caisson foundations.

Additional Step: Bordón et al. [26] propose the following method to calculate group
effects correction factors:

Group Effect Factor =
1

1 + 0.06(1 + 3.08N)
[(

1 + 1.2(L/D)0.53
)

/(s/D)
]

where N is the number of foundations and s is the spacing. For the solved example, this
results in reducing the vertical stiffness of the foundations by a factor of 0.63. This further
reduces the natural frequency to 0.21 Hz after the repition of the calculation above.
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Abstract: With growing demand for renewable wind energy, the number of offshore wind turbines
increased rapidly in recent years. This paper uses the improved Tajimi model and transfer matrix
method to analyze the dynamic response of pile group supported offshore wind turbine under wind
and wave load. The vibration equation of the structure is established by tower discretization. The
calculation result is compared with the numerical simulation result. The horizontal displacement
of the structure under loads with different frequencies can be obtained. The wind speed and the
foundation impedance are found important to the structure displacement. The pile–pile interaction
factor depends on the pile spacing, the pile embedment ratio, and the incidence angle.
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1. Introduction

New energy development and utilization have become the main focus of all human be-
ings with the consumption of traditional energy. As one kind of renewable and clean energy,
wind energy is developing rapidly. With abundant energy reserves and the farmland-free
characteristic, offshore wind energy source has better development prospect rather than
onshore wind energy. Offshore wind turbine (OWT) developed rapidly in China. From
2014–2018, the installed offshore wind turbine in China increased average of 60.5% per year.

OWTs are mainly under wind load and wave load [1], sometimes even earthquake
load [2]. The structure of OWT can be divided into two parts, the tower above the seawater
and the foundation partially submerged in the seawater, and partially embedded in the
soil. The tower is under wind load, whereas the foundation is under wave load and
soil reaction [3]. OWT is a slender structure, which means its dynamic response will be
significantly influenced by the load frequency. In OWT design, it is needed to calculate
the OWT structure natural frequency to prevent it falls within the frequency ranges of
main loads [4]. As shown in Figure 1, the peak frequency of the wind load is usually
within 0.01 Hz. The peak frequency of the wave load is 0.08 Hz~0.2 Hz. Definitions of 1P
frequency and 3P frequency are presented below:

(1) The barycenter of blades and the turbine might slightly shift from the rotating shaft,
which will produce eccentric force, and its frequency is equal to the frequency of the
turbine rotation frequency. This frequency is called the 1P frequency [5–7]. Since an
OWT has different rotation speeds, the 1P frequency is not a single frequency but a
frequency range, which is related to the highest and lowest value of the rotation speed.

(2) Rotating blades will produce the air turbulence load. Once a blade runs across a
certain location, a turbulence load will be created. This load is usually called 2P or 3P
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load. Most OWTs are three-blade structures, and the model used in this paper is the
same, so it is a 3P frequency.

Figure 1. Frequency spectrum of the dynamic loads [4].

As shown in Figure 1, in OWT design, three different design methods are considered,
which are “soft-soft”, “soft-stiff”, and “stiff-stiff” methods. Most installed OWTs adopted
“soft-stiff” design method. Therefore, it is needed to analyze the dynamic response of OWT
under different frequencies.

Previous research mainly focused on the study of monopile-supported OWTs. The
numerical method is used to analyze the overall dynamic structure response, including
the finite element method [8] (FEM) and boundary element method (BEM). Kjørlaug [9]
used SAP2000 to analyze the acceleration and structure natural frequency of OWT under
lateral and vertical earthquake loads. Corciulo [10] used the OpenSees simulation platform
to investigate the dynamic response of OWT under wind and wave load. Zuo [11] used
ABAQUS to establish the model of OWT including blades and analyzed the dynamic
response of OWT under operating and steady conditions. Galvin [12] used the FEM-BEM
method and analyzed the dynamic response of OWT under earthquake load.

Another analysis method is the analytical method. The OWT structure can be divided
into the superstructure and the foundation to investigate its dynamic response [13]. As
for the foundation, the P-y curve method is used in early research [14,15]. This method
is still widely used [6,16]. Andersen [17] simplified the pile–soil interaction as the equiv-
alent coupled spring model and obtained the structure natural frequency. Adhikari and
Bhattacharya [18,19] established the foundation model with elastic supports based on the
Euler–Bernoulli beam, used horizontal and rotation springs to simulate the foundation
reaction, and validated the result with the experimental result [20].

The foundation of OWT is partially embedded in the soil, and the dynamic equation
of different pile parts is different. By using the transfer matrix method [21–23], the dynamic
response of different pile parts can be connected. Wang [24] analyzed the onshore wind
turbine structure natural frequency using the transfer matrix method. Huang [25] analyzed
the dynamic response of the pile group supported OWT using the transfer matrix method.

This paper used the Morison equation to calculate the wave load applied to the pile,
and calculates the pile–soil interaction using an improved Tajimi soil model [26,27]. By
using the transfer matrix method, the dynamic response of the pile group embedded
in the soil and submerged in the seawater are connected, and the overall pile group
impedance is obtained. The stable forced vibration equation of the multiple-degree-of-
freedom OWT system is established by discretizing the tower into multiple segments. By
substituting the pile group impedance into the equation, the dynamic response of OWT
under different load frequencies is obtained. For the pile group, the pile–pile interaction
factor is calculated, which considers the influence of the passive pile on the active pile.
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The calculated result is compared with the FEM result to validate the correctness of the
proposed calculation method.

2. Proposed Calculation Method

2.1. Model Establishment

As shown in Figure 2, the pile group supported 3.6 MW offshore wind turbine can
be divided into two parts. The first part is the pile group foundation, which is partially
embedded in the soil and partially submerged in the seawater. The second part is the
superstructure, which is under distributed and thrust wind load.

Figure 2. Pile group supported 3.6 MW offshore wind turbine.

2.2. Pile Submerged in the Seawater

The pile diameter of the pile group is relatively small compared with the wavelength
(D/Lwl ≤ 0.2). Therefore, the wave load applied to the pile can be calculated by the
Morison equation. For linear waves, at height z of the cylinder, the horizontal wave load
qG(z) can be calculated according to Equation (1) [28]:

qG(z) = 1
2 CDρwD

(
πHw

T
cosh(KZw)
sinh(KLw)

)2
cos θ| cos θ|dz+

CM
πD2

4
2π2 Hw

T2
cosh(KZw)
sinh(KLw)

sin θdz
(1)

where CD is the drag coefficient, CM is the inertia coefficient, θ = −ωt, ρw is the density
of the seawater, D is the pile diameter, Hw is the wave height, T is the wave period, and
K = 2π

Lwl
, where Lwl is the wavelength. This paper mainly discusses the dynamic response

of the pile under different frequencies; therefore, it is needed to calculate the maximum
horizontal wave load applied to the whole pile body. The wave load applied to the whole
pile body can be calculated according to Equation (2) [28]:

FT =
∫ Lw

0 qG(z) = FHD cos θ| cos θ|+ FHI sin θ

FHD = CD
γDHw

2

2 K1, FHI = CM
γπD2 Hw

8 K2
(2)

where K1 = 2KLw+sinh2KLw
8sinh2KLw

and K2 = tanhKLw. As shown in Equation (2), the value of
θ to determine the maximum of FHD and FHI is not the same. Therefore, it is needed
to determine the value of θ when the total wave force is the largest. According to the
calculation, the maximum total wave force depends on the value of FHD and FHI .
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(1) When FHI ≥ 2FHD, the maximum total wave force happens when θ = π/2, and the
maximum total wave force FTmax equals FHI .

(2) When FHI < 2FHD, the maximum total wave force happens when θ = arcsin(FHI/FHD),

Fmax = FHD

(
1 + 1

4

(
FHI
FHD

)2
)

.

In engineering, FHI < 2FHD is rarely seen. Therefore, in this paper, we consider
FHI ≥ 2FHD, which means FTmax = FHI . Then, we can calculate the wave load applied to
the cylinder at height z when the maximum total wave load happens [28]:

qG(z) = CM
πD2

4
2π2Hw

T2
cosh(KZw)

sinh(KLw)
(3)

Equation (3) is used for single piles in the seawater. However, the wave load applied
to the pile group can be complex due to the pile–pile interaction and pile–cap interaction.
According to the research [29], considering the pile–pile interaction, this paper considers
the wave load applied to each pile within the pile group as 0.8 times the wave load applied
to the single pile, and Equation (3) can be modified as:

qG(z) = 0.8CM
πD2

4
2π2Hw

T2
cosh(KZw)

sinh(KLw)
(4)

Based on the water–soil interface, the local coordinate system is established, and the
z axis is towards the seabed. The pile submerged in the seawater can be divided into n
parts, and the length of each part is hi. According to dynamic equilibrium conditions, the
dynamic equation of each pile section can be obtained:

d4wa1
i

dz4 + 4γ4wa1
i (z) =

qG(z)
Ep Ip

(5)

where w is the lateral displacement of the pile section, superscript a1 denotes the first part

of the active pile, and γ =

(
−mpω2

4Ep Ip

) 1/4
, where ω is the load frequency, mp is the unit mass

of the pile body, Ep is the modulus of elasticity of the pile, and Ip is the cross-section inertia
moment of the pile. The solution of Equation (5) is the superposition of general solution
and particular solution, as shown in Equation (6):

wa1
i (z) = e(−1+i)γz Aa1

1i + e(−1−i)γz Aa1
2i + e(1−i)γz Aa1

3i + e(1+i)γz Aa1
4i + q′G(z) (6)

where q′G = apqG, ap = 1
Ep Ip(K4+4γ4)

, Aa1
1i , Aa1

2i , Aa1
3i , Aa1

4i are undetermined coefficients,

which can be obtained according to boundary conditions.
According to differential relations, we can obtain the lateral displacement w, rotation

angle θ, bending moment M, and shearing force Q of the pile section. For simplicity, we
define M = M/Ep Ip and Q = Q/Ep Ip to represent the equivalent bending moment and
shearing force. Written in matrix form:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa1
i

φa1
i

Ma1
i

Qa1
i

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta1
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa1
1i

Aa1
2i

Aa1
3i

Aa1
4i
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(7)

where the matrix
{

ta1
i

}
is shown in Appendix A.
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Equation (7) can be used to calculate each pile section of the pile body. The transfer
matrix between the pile top and pile tip of each pile section can then be obtained, as shown
in Equation (8): ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa1(hi)
φa1(hi)
Ma1(hi)
Qa1(hi)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta1
i (hi)

}{
ta1
i (0)

}−1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa1(0)
φa1(0)
Ma1(0)
Qa1(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(8)

Let {Ta1
i } =

{
ta1
i (hi)

}{
ta1
i (0)

}−1 and Ta1 = Ta1
n · · · Ta1

i · · · Ta1
2 Ta1

1 ; the transfer matrix
between the pile tip (water–soil interface) and the pile top (water–air interface) can then be
obtained, as shown in Equation (9):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa1(Lw)
φa1(Lw)
Ma1(Lw)
Qa1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Ta1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa1(0)
φa1(0)
Ma1(0)
Qa1(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(9)

Thus, we obtain the transfer matrix of the active pile submerged in the seawater. The
solution can also be used for the passive pile and the active pile under the influence of the
passive pile. Let {Tp1} = {Ta1} = {Ta1}, written in matrix form:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp1(Lw)
φp1(Lw)
Mp1(Lw)
Qp1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Tp1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp1(0)
φp1(0)
Mp1(0)
Qp1(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa1(Lw)

φ
a1
(Lw)

Ma1
(Lw)

Qa1
(Lw)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= {Ta1}

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa1(0)
φ

a1
(0)

Ma1
(0)

Qa1
(0)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

(10)

where wp1 is the lateral displacement of the passive pile and wa1 is the lateral displacement
of the active pile under the influence of the passive pile.

2.3. Pile Embedded in the Soil
2.3.1. Pile–Soil Interaction

The pile embedded in the soil is under lateral reaction of the soil. To investigate
the influence of the soil cut-off frequency, this paper adopts the soil model proposed by
Anoyatis [26]. This model uses the improved Tajimi soil model, considers the soil as a
three-dimensional continuum, and considers the influence of soil vertical displacement
on the lateral soil displacement. The proposed dynamic Winkler modulus can reflect the
vibration of spring coefficient and damping coefficient around the soil cut-off frequency.
The proposed calculation method is shown in the equation below:

k∗ = πG∗
s s

[
s + 4 Y1

′(s)
Y0

′(s)

]
s = 1

2(ηs)χ

√
a2

cuto f f −
a2

0
1+2iβs

(11)

where G∗
s = Gs(1 + 2iβs), βs is the soil material damping, valued 0.05 in this paper,

Y′
1(s) and Y′

0(s) are the first and zero order modified Bessel function of the second kind,
ηs =

√
2 − νs/1 − νs, where υs is Poisson’s ratio, acutoff = (π/2)(L/D)−1, where L is the
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pile length, and χ is the dimensional coefficient, valued according to Poisson’s ratio, valued
3 in this paper.

As shown in Figure 3, the dynamic response of the pile embedded in the soil can be
divided into four steps:

(1) The horizonal displacement of the active pile under the pile top dynamic load;
(2) The passive pile is influenced by the incident wave from the active pile displacement

after the soil attenuation;
(3) The horizontal displacement of the passive pile;
(4) The active pile is influenced by the secondary wave from the passive pile displacement

after soil attenuation.

Figure 3. Pile–pile interaction.

2.3.2. Active Pile Displacement

The dynamic equation of the active pile under horizontal dynamic load can be written as:

d4wa2
i

dz4 + 4γ4wa2
i (z) = 0 (12)

where γ =

(
k+iωc−mpω2

4Ep Ip

) 1/4
, k = Re(k∗), wc = IM(k∗), and wa2

i means the lateral

displacement of the active pile embedded in the soil. The solution of Equation (12) is
written below:

wa2
i (z) = e(−1+i)γz Aa2 + e(−1−i)γzBa2 + e(1−i)γzCa2 + e(1+i)γzDa2 (13)

where Aa2, Ba2, Ca2, Da2 are undetermined coefficients, which can be determined according
to boundary conditions.

Similarly, according to differential relations, we can obtain the lateral displacement,
rotation angle, bending moment, and shearing force of the active pile embedded in the soil.
Written in matrix form: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa2
i

φa2
i

Ma2
i

Qa2
i

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(14)
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where the matrix
{

ta2
i

}
is shown in Appendix A. The transfer matrix between the pile top

and pile tip of each pile section is shown in Equation (15):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (hi)
φa2

i (hi)
Ma2

i (hi)
Qa2

i (hi)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta2
i (hi)

}{
ta2
i (0)

}−1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (0)
wa2

i (0)
Ma2

i (0)
Qa2

i (0)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(15)

Let {Ta2
i } =

{
ta2
i (hi)

}{
ta2
i (0)

}−1 and Ta2 = Ta2
n · · · Ta2

i · · · Ta2
2 Ta2

1 ; the transfer matrix
between the active pile tip and top (soil-water surface) can be obtained:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa2(H)
φa2(H)
Ma2(H)
Qa2(H)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Ta2}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
φa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(16)

2.3.3. Soil Attenuation Function and Soil Displacement

For the soil S m away from the active pile, its attenuation function and soil displace-
ment can be calculated according to the following equation:

Up(S, z) = ψwa2(z) =
[
ψ(S, 0

◦
) cos θ2 + ψ(S, 90

◦
) sin θ2

]
wa2(z) (17)

where

ψ(S, 0
◦
) =

√
R
S

exp
( −βω(R − S)

VLa

)
exp

( −iω(R − S)
VLa

)
(18)

ψ(S, 90
◦
) =

√
R
S

exp
( −βω(R − S)

Vs

)
exp

( −iω(R − S)
Vs

)
(19)

where R is the radius of the pile, S is the distance between the active pile and passive pile,
β is the soil damping, VLa and Vs are the shear wave velocity and Lysmer’s simulation
velocity [30], VLa = 3.4

π(1−v)Vs, and θ is the angle of incidence, which will influence the
pile–pile interaction factor, as shown in Figure 4.

Figure 4. Pile–pile interaction.

The soil displacement around the passive pile after the soil attenuation can then be
obtained. In pile groups, θ can be different between different piles, which will be considered
when calculating the overall impedance of the pile group.
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2.3.4. Passive Pile Displacement

The displacement of the passive pile due to the soil displacement can be calculated
according to the following equation:

d4wp2
i

dz4 + 4γ4wp2
i (z)− (k + iωc)

Ep Ip
Up(S, z) = 0 (20)

Substitute Equation (17) into Equation (20), the solution can be obtained:

wp2
i (z) = e(−1+i)γz Ap2 + e(−1−i)γzBp2 + e(1−i)γzCp2 + e(1+i)γzDp2+

(k+iωc)ψz
Ep Ip

[(1 − i)e(−1+i)γz Aa2 + (1 + i)e(−1−i)γzBa2+

(−1 + i)e(1−i)γzCa2 + (−1 − i)e(1+i)γzDa2]

(21)

where Ap2, Bp2, Cp2, Dp2 are undetermined coefficients.
Written in matrix form:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i

φ
p2
i

Mp2
i

Qp2
i
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

{
ta2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ap2
Bp2
Cp2
Dp2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
tp2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(22)

where the matrix
{

tp2
i

}
is shown in Appendix A. The transfer matrix between passive pile

segment tip and top can be obtained after the following calculation:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i (hi)

φ
p2
i (hi)

Mp2
i (hi)

Qp2
i (hi)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= Tp2

i1

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i (0)

φ
p2
i (0)

Mp2
i (0)

Qp2
i (0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ Tp2

i2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (0)
wa2

i (0)
Ma2

i (0)
Qa2

i (0)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(23)

where
Tp2

i1 = ta2
i (hi)

(
ta2
i (0)

)−1

Tp2
i2 =

(
tp2
i (hi)− ta2

i (hi)
(
ta2
i (0)

)−1tp2
i (0)

)(
ta2
i (0)

)−1 (24)

The transfer matrix between the passive pile tip and top (soil-water surface) can then
be obtained: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp2(H)
φp2(H)
Mp2(H)
Qp2(H)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= Tp2

1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp2(0)
φp2(0)
Mp2(0)
Qp2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ Tp2

2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
wa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(25)

where Tp2
1 = Tp2

n1 · · · Tp2
i1 · · · Tp2

21 Tp2
11 , Tp2

2 = Tp2
n2 · · · Tp2

i2 · · · Tp2
22 Tp2

12 .

2.3.5. Active Pile Displacement Due to Secondary Wave

The passive pile displacement will produce secondary wave, which will influence the
active pile displacement. The soil displacement around the active pile can be calculated
according to the following equation:

Ua(S, z) = ψwp2(z) =
[
ψ(S, 0

◦
) cos θ2 + ψ(S, 90

◦
) sin θ2

]
wp2(z) (26)
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The dynamic equation can be written as:

d4wa2
i

dz4 + 4γ4wa2
i (z)− (k + iωc)

Ep Ip
Ua(S, z) = 0 (27)

where wa2 is the lateral displacement of the active pile under the influence of the passive
pile. The solution to Equation (27) is:

wa2
i (z) = e(−1+i)γz Aa2 + e(−1−i)γzBa2 + e(1−i)γzCa2 + e(1+i)γzDa2+

(k+iωc)ψz
16Ep Ipγ3 [(1 − i)e(−1+i)γz Ap2 + (1 + i)e(−1−i)γzBp2+

(−1 + i)e(1−i)γzCp2 + (−1 − i)e(1+i)γzDp2]+
(k+iωc)ψz2

512Ep Ipγ6 [(1 − i)2e(−1+i)γz Aa2 + (1 + i)2e(−1−i)γzBa2+

(−1 + i)2e(1−i)γzCa2 + (−1 − i)2e(1+i)γzDa2]

(28)

where Aa2, Ba2, Ca2, Da2 are undetermined coefficients.
Written in matrix form:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i

φ
a2
i

Ma2
i

Qa2
i

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

{
ta2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ 1

16γ3

{
tp2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ap2
Bp2
Cp2
Dp2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

⎛⎜⎜⎜⎝{
ta2
i

}
+ 3i

1024γ7

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 − i)2 0 0 0

0 (1 + i)2 0 0
0 0 (−1 + i)2 0
0 0 0 (−1 − i)2

⎫⎪⎪⎪⎬⎪⎪⎪⎭
{

tp2
i

}⎞⎟⎟⎟⎠
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(29)

where the matrix
{

ta2
i

}
is shown in Appendix A.

Let:{
t1
i
}
=

{
ta2
i

}{
t2
i
}
= 1

16γ3

{
tp2
i

}
{

t3
i
}
=

{
ta2
i

}
+ 3i

1024γ7

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 − i)2 0 0 0

0 (1 + i)2 0 0
0 0 (−1 + i)2 0
0 0 0 (−1 − i)2

⎫⎪⎪⎪⎬⎪⎪⎪⎭
{

tp2
i

} (30)

Equation (29) can be simplified:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i

φ
a2
i

Ma2
i

Qa2
i

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

{
t1
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
t2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ap2
Bp2
Cp2
Dp2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
t3
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(31)
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The transfer matrix between active pile segment tip and top can then be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i (hi)

φ
a2
i (hi)

Ma2
i (hi)

Qa2
i (hi)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= Ti1

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i (0)

φ
a2
i (0)

Ma2
i (0)

Qa2
i (0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ Ti2

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i (0)

wp2
i (0)

Mp2
i (0)

Qp2
i (0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ Ti3

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (0)
wa2

i (0)
Ma2

i (0)
Qa2

i (0)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(32)

where

Ti1 = t1
i (hi)

(
t1
i (0)

)−1

Ti2 =
(

t2
i (hi)− t1

i (hi)
(
t1
i (0)

)−1t2
i (0)

)(
ta2
i (0)

)−1

Ti3 = −
(

t2
i (hi)− t1

i (hi)
(
t1
i (0)

)−1t2
i (0)

)(
ta2
i (0)

)−1tp2
i (0)

(
ta2
i (0)

)−1
+(

t3
i (h)− t1

i (h)
(
t1
i (0)

)−1t3
i (0)

)(
ta2
i (0)

)−1

(33)

The transfer matrix between the active pile tip and top (soil–water surface) due to the
secondary wave can then be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2(H)

φ
a2
(H)

Ma2
(H)

Qa2
(H)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= T1

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2(0)
φ

a2
(0)

Ma2
(0)

Qa2
(0)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ T2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp2(0)
wp2(0)
Mp2(0)
Qp2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ T3

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
wa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(34)

where T1 = Tn1 · · · Ti1 · · · T21T11, T2 = Tn2 · · · Ti2 · · · T22T12, T3 = Tn3 · · · Ti3 · · · T23T13.

2.4. Overall Dynamic Response of the Pile Group

The transfer matrix of pile submerged in the seawater and pile embedded in the soil
are obtained in Sections 2.3 and 2.4. According to the continuity condition at the water–soil
interface, the dynamic response of these two pile parts can be connected, and the overall
dynamic response of the pile can be obtained.

2.4.1. Active Pile

For the active pile, the continuity condition is:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
φa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa1(Lw)
φa1(Lw)
Ma1(Lw)
Qa1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(35)

Substituting Equations (10) and (35) into Equation (16), the overall transfer matrix can
be obtained: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa(L)
φa(L)
Ma(L)
Qa(L)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Ta2}{Ta1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa(0)
φa(0)
Ma(0)
Qa(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(36)
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Substituting boundary conditions:

Mz=0 = d2w(z)
dz2

∣∣∣
z=0

= 0

Qz=0 = d3w(z)
dz3

∣∣∣
z=0

= 0

wz=L = w(z)|z=L = 0
θz=L = dw(z)

dz

∣∣∣
z=L

= 0

(37)

Equation (36) can then be solved, and the displacement, rotation angle, bending
moment and the shearing force of the active pile top can be obtained; the value of single
pile swaying impedance K∗

hh, rocking impedance K∗
rr, swaying-rocking impedance K∗

hr, and
rocking-swaying impedance K∗

rh can then be obtained.

2.4.2. Passive Pile

For the passive pile, the continuity condition is:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp2(0)
φp2(0)
Mp2(0)
Qp2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp1(Lw)
φp1(Lw)
Mp1(Lw)
Qp1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(38)

Substituting Equations (10), (11) and (38) into Equation (25), the overall transfer matrix
can be obtained:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp(L)
φp(L)
Mp(L)
Qp(L)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
Tp2

1

}{
Tp1

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp(0)
φp(0)
Mp(0)
Qp(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
Tp2

2

}{
Ta1

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa(0)
φa(0)
Ma(0)
Qa(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(39)

Substituting the solution to Equation (36) and boundary conditions (37), the equation
can then be solved, and the displacement, rotation angle, bending moment, and the shearing
force of the passive pile top can be obtained.

2.4.3. Active Pile under Secondary Wave

For the active pile under secondary wave:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2(0)
φ

a2
(0)

Ma2
(0)

Qa2
(0)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa1(Lw)

φ
a1
(Lw)

Ma1
(Lw)

Qa1
(Lw)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(40)

Substituting Equations (10), (11) and (40) into Equation (34), the overall transfer matrix
can be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa(L)
φ

a
(L)

Ma
(L)

Qa
(L)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= T1{Ta1}

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa(0)
φ

a
(0)

Ma
(0)

Qa
(0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ T2{Tp1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp(0)
φp(0)
Mp(0)
Qp(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ T3{Ta1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa(0)
φa(0)
Ma(0)
Qa(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(41)
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Substituting the solutions to Equations (36) and (39), and boundary conditions (37),
the equation can be solved. The displacement, rotation angle, bending moment, and the
shearing force of the active pile top under the secondary wave can be obtained.

2.4.4. Pile–Pile Interaction and Pile Group Dynamic Response

The pile–pile interaction factor is defined as [31]:

αG =
wp

wa (42)

where wa is the displacement of the active pile and wp is the displacement of the passive
pile. To reflect the influence of the passive pile to the active pile, the definition of the
pile–pile interaction factor is modified as [32]:

αG = wp

wa−wa = wp

(1−κ)wa

κ = wa

wa

(43)

where wa is the displacement of active pile under secondary wave.
Suppose the number of piles of the pile group is n, the cap is rigid, and the mass of

the cap is ignored. Under the lateral harmonic load Peiωt, the lateral displacement of the
pile group wG can be considered equal to the displacement of each pile wi, which means
w1 = wi = wG. In the pile group, each pile plays the role of both active pile and passive
pile, so the single pile displacement can be calculated:

wi =

(
1 −

n

∑
j=1,j �=i

κij

)
wi +

n

∑
j=1,j �=i

αG
ij wj (44)

The dynamic equation of the pile group can be written in matrix form:

1
K∗

hh

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − n
∑

j=1,j �=1
κ1j αG

12 · · · αG
1n

αG
21 1 − n

∑
j=1,j �=2

κ2j · · · αG
2n

...
...

...
...

αG
n1 αG

n2 · · · 1 − n
∑

j=1,j �=n
κnj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎨⎪⎪⎪⎩
P1
P2
...

Pn

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
w1

w2

...
wn

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (45)

where K∗
hh is the single pile impedance, which can be obtained by solving the Equation (36),

Pj is the load distributed to pile j, and aG
ij is the interaction factor between pile i and j, i �= j.

The load applied to the pile group is the sum of the load applied to each pile:

P =
n

∑
j=1

Pj (46)

Then, Equation (45) can be solved, and the horizontal pile group impedance can be
calculated:

K∗
G = P/wG = KG + iCG (47)

According to the previous research [31], the swaying interaction factor, the sway-
rocking interaction factor, and the rock-swaying interaction factor between piles can be
ignored. Therefore, K∗

rr, K∗
hr K∗

rh are the sum of single pile calculation results. The pile group
impedance matrix can then be obtained:

K∗ =
{

K∗
G K∗

hr
K∗

rh K∗
rr

}
(48)
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2.5. Superstructure Dynamic Response
2.5.1. Distributed Wind Load

The distributed wind load Fd(z) can be calculated according to the equation below [33]:

Fd(z) = 1/2ρaCDDT(z)V2(z) (49)

where ρd is the density of the air, valued 1.225 kg/m3 in this paper, CD is the drag coefficient,
valued according to the Reynolds number and structure surface roughness, i.e., 1.2 in this
paper, V (m/s) is the average wind speed, and DT (m) is the tower diameter, the value of
which changes with increasing tower height.

The wind profile [34] can be calculated according to the following equation:

V(z) = Va(
z

Ha
)

αw
(50)

where Va is the wind speed at height Ha and αw is the power law coefficient, valued 0.12 in
open seas with waves.

2.5.2. Thrust Wind Load

The wind load applied to the blades and turbine will produce lateral load, which can
be considered as the concentrated load Fb, calculated according to Equation (51) [35]:

Fb = 1/2ρaπR2
TV2

T CT(λs) (51)

where VT is the wind speed at the tower top, RT is the blade radius, and CT is the thrust
coefficient, which is related to the tip speed ratio λs, as shown in Figure 5.

Figure 5. Thrust coefficient CT-tip speed ratio λs curve [35].

2.5.3. Tower Dynamic Response

The tower can be divided into n segments, numbered 1~n from the bottom to the top.
As shown in Figure 6, for the i (i = 1, 2 · · · n)th segment, the number of its bottom point is
i, and the number of its top point is i + 1. Consider each segment as equal cross-section
beam, where Hi is the length of the ith segment. Hi is valued differently between segments
to account for the varied cross-section geometry. The mass of each segment is concentrated
to the bottom point, and the 2 × 2 mass matrix of each segment can be obtained, including
the mass and moment of inertia. The mass of blades is considered as the concentrated mass
point mn+1 at the tower top. Similarly, the distributed loads applied to each segment are
concentrated to the bottom point, and the load matrix of each segment can be obtained,
including the force and bending moment. The load matrix at the tower top includes the
thrust wind force.
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Figure 6. Tower discretization.

The swaying-rocking equation of this system with 2(n+1) degrees of freedom can be
written in matrix form [25]:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K11 K12
K21 K22 K23

. . . . . . . . .
Ki,j−1 Ki,j Ki,j+1

. . . . . . . . .
Kn,n−1 Kn,n Kn,n+1

Kn+1,n Kn+1,n+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u1
u2
...

ui
...

un
un+1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F1
F2
...
Fi
...

Fn
Fn+1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(52)

where ui is the point displacement matrix, including the horizontal displacement and
rotation angle. The stiffness in Equation (52) can be calculated according to equations below.

For the first line:
K11 = K11 + K∗ − ω2m1 (53)

K12 = K12 (54)

For the second to nth line:
Ki,i−1 = Ki,i−1 (55)

Ki,i = Ki,i − ω2mi (56)

Ki,i+1 = Ki,i+1 (57)

For n + 1th line:
Kn+1,n = Kn+1,n (58)

Kn+1,n+1 = Kn+1,n+1 − ω2mn+1 (59)

where

Ki,i−1 =

[−12Ep Ii−1/H3
i−1 −6Ep Ii−1/H2

i−1
6Ep Ii−1/H2

i−1 2Ep Ii−1/Hi−1

]
(60)

Ki,i =

[
12Ep Ii/H3

i 6Ep Ii/H2
i

6Ep Ii/H2
i 4Ep Ii/Hi

]
+

[
12Ep Ii−1/H3

i−1 −6Ep Ii−1/H2
i−1

−6Ep Ii−1/H2
i−1 4Ep Ii−1/Hi−1

]
(61)
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Ki,j+1 =

[−12Ep Ii/H3
i 6Ep Ii/H2

i
−6Ep Ii/H2

i 2Ep Ii/Hi

]
(62)

When i = 1, Equation (60) is invalid, and the second part of Equation (61) should
be removed. When i = n + 1, Equation (57) is invalid, and the first part of Equation (61)
should be removed. Substitute the foundation impedance matrix K∗ into Equation (53), the
equation can then be solved, and the displacement of the tower can be obtained.

3. Validation

The calculation result is compared with the FEM result to validate the correctness of
the proposed calculation model. ABAQUS simulation software is used in this paper. A pile
group supported OWT [25] is used for validation. The total mass of blades and turbine is
177.1 ton, and the tower is divided into three segments, as shown in Table 1. The pile group
consists of seven piles, as shown in Figure 2. The pile diameter is 1.7 m and the pile wall
thickness is 30 mm. The elastic modulus of the steel is 210 GPa and the density of the steel
is 7800 kg/m3. The pile length embedded in the soil is 30 m nad the pile length submerged
in the seawater is 20 m. The elastic modulus of the soil is 40 MPa, the Poisson’s ratio of
the soil is 0.3, and the density of the soil is 1800 kg/m3. As shown in Figure 7, the offshore
wind turbine model is established.

Table 1. Tower parameters.

Tower Parts Length (m) Bottom Diameter Top Diameter
Tower Wall
Thickness

Upper segment 32 3.9 3.1 50
Middle segment 31 4.5 3.9 50
Bottom segment 15 4.5 4.5 50

Figure 7. FEM numerical simulation model.

Since the overall displacement of the offshore wind turbine is relatively small, linear
modal analysis is used to calculate its structure natural frequency. The deformation of
soil foundation is also small during the dynamic analysis; therefore, the change of soil
foundation stiffness is not considered, and the small strain linear elastic model is used for
the soil.

For the tower, the eight-node S8R shell element is used. The tower is divided into
three parts, as shown in Table 1. For each part, the tower diameter changes linearly with
increasing height. To prevent the separation between tower parts, a bonding constraint is
added between the interfaces, including the interface between the bottom tower part and
the cap. The blades are simplified as the concentrated force applied to the tower top. The
pile foundation is modeled as solid element to better simulate the pile–soil interaction. For
the side face of the soil, the lateral displacement is constrained; for the bottom side of the
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soil, displacements of all directions are constrained. The pile–soil interaction is set as small
sliding, penalty contact, while the coefficient is set as 0.4.

The dead weight is applied to the model according to parameters presented in Table 1,
and the wave load is also applied to the structure. Here, we use FORTRAN to write a
subroutine to accurately input wave load according to Equation (4). The offshore wind
turbine is fine meshed. As for the soil, the soil around the pile is refined, as shown in
Figure 8.

Figure 8. Meshing of the model.

After establishing the FEM model, the modal analysis is performed, and the first
10 structure natural frequencies are obtained. Here, we focus on the first lateral structure
natural frequency. Then, we applied a 10 kN horizontal harmonic thrust wind load to the
tower top, and the tower top displacement and load frequency curve can be obtained.

As shown in Figure 9, the FEM result and the calculating result are in good agreement,
with only some differences being observed for the maximum tower displacement, which
validates the correctness of the calculating result. The structure natural frequency can also
be obtained from Figure 9, which falls within the “soft-stiff” design frequency range.

Figure 9. Comparison between the calculation result and FEM result.

4. Parametric Analysis

4.1. Tower Displacement

The tower displacement under different wind speeds is studied. The wind speed at
sea level is 4 m/s, 8 m/s, and 12 m/s, respectively. The percentage of the thrust wind load
is 96.31%, and the percentage of the distributed wind load is 3.69%. As shown in Figure 10,
the tower displacement is largely influenced by the wind speed. When the wind speed is
4 m/s, the increasing rate of tower displacement is relatively small. When the wind speed
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is 8 m/s, the increasing rate rises to a certain degree. When the wind speed is 12 m/s, the
increasing rate is significantly larger than the increasing rate when the wind speed is 4 m/s.

Figure 10. The influence of the wind speed on the tower displacement.

The influence of the foundation impedance on the tower displacement is also studied.
Define αK = K′∗/K∗, where K′∗ is the modified foundation impedance matrix and αK is
valued from 0.1~2 to analyze the influence of the foundation impedance on the maximum
tower displacement. As shown in Figure 11, when the foundation impedance is relatively
small, the tower displacement is large. With increasing foundation impedance, the tower
displacement decreases rapidly. Additionally, with increasing foundation impedance, the
tower displacement decreasing speed slows. When the foundation impedance reaches 2.0
its original impedance, the tower displacement remains almost unchanged.

Figure 11. The influence of the foundation impedance on the tower displacement.

4.2. Pile–Pile Interaction Factor

The regressive solution (the pile is considered completely embedded in the soil) of
the proposed calculation model is compared with the solution of Kaynia [36]. In this
section, parameters below are used for calculation: the ratio of elastic modulus of the pile
to elastic modulus of the soil Ep/Es = 1000, the ratio of the pile length to the pile diameter
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L/D = 20, and Poisson’s ratio is 0.4. The ratio of the density of the pile to the density of
the soil ρp/ρs = 1.3, while the damping ratio βs = 0.05. The pile spacing S = 2D, the
pile embedment ratio Lw/L = 0.3. The dimensionless frequency a0 = ωD/Vs is used for
analysis. Here, we consider the influence of three parameters on the pile–pile interaction
factor: pile spacing, pile embedment ratio, and the angle of incidence θ.

As shown in Figure 12, when the pile spacing S/D = 10, the calculating result of
this paper and the result from the literature are in good agreement, which validates the
correctness of the calculation method. When the pile spacing S/D = 5, some differences can
be observed compared with the results from the literature. Furthermore, when S/D = 2,
the difference becomes more significant, especially in low frequencies. This is because
when the pile spacing decreases, the influence of the passive pile on the active pile is more
significant, which changes the horizontal displacement of the active pile. This analysis
demonstrates that when the pile spacing is small, the influence of the passive pile on the
active pile is important and cannot be ignored.

Figure 12. Pile–pile interaction under different pile spacings.

The influence of the pile embedded ratio is studied. As shown in Figure 13, when
the pile is completely embedded, the pile–pile interaction factor decreases with increasing
load frequency, and the value remains positive. When Lw/L = 0.1, the pile–pile interaction
factor α at all frequencies largely decreases. When Lw/L = 0.2, α changes obviously. With
increasing load frequency, α decreases rapidly when closing to a certain frequency and
rises after reaching the lowest point. When Lw/L = 0.3, the curve moves from a mainly
middle-high frequency to a middle-low frequency. This analysis demonstrates that α is
sensitive to the pile embedment ratio. When the pile embedment ratio is relatively small,
the change of α with increasing frequency is simple; when the pile embedment ratio is
relatively large, the change of α becomes complex.
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Figure 13. Pile–pile interaction under different pile embedded ratios.

The influence of different incidences angle θ is studied, i.e., 0
◦
, 45

◦
, and 90

◦
, respectively.

As shown in Figure 14, when θ = 0
◦
, the curve fluctuates significantly, the minimum value

of α is the smallest among three angles, and the maximum value of α is the largest among
three angles. When θ = 90

◦
, the value of α is slightly smaller than that of θ = 0

◦
. When

θ = 45
◦
, the change of α is moderate, and no significant fluctuation is observed.

Figure 14. Pile–pile interaction under different incidence angles.

4.3. Dynamic Foundation Impedance

As shown in Figure 15, with increasing load frequency, the change of horizonal foun-
dation impedance is not obvious. When the load frequency is around soil cut-off frequency,
the horizontal foundation impedance slightly decreases. The foundation impedance is very
sensitive to the pile length submerged in the seawater. With an increasing pile embedment
ratio, the foundation impedance decreases significantly.
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Figure 15. The influence of the pile length in seawater on the foundation impedance.

Meanwhile, the wave load can influence the foundation impedance to a certain degree.
As shown in Figure 16, when the wave load is relatively small (wavelength Lwl = 75 m,
wave height Hw = 4 m), the influence of wave load on the foundation impedance is not
significant. When the wave load is relatively large (wavelength Lwl = 120 m, wave height
Hw = 8 m), the influence of wave load on the foundation impedance is significant.

Figure 16. The influence of the wave load on the foundation impedance.

5. Conclusions

This paper establishes the model of pile group supported OWT under wind and wave
load; the main findings are presented below:

(1) With increasing wind speed, the tower displacement increases significantly. The
influence of foundation impedance on the tower displacement is more significant
when the foundation impedance is relatively small.

(2) The pile–pile interaction factor depends largely on the pile spacing. When the pile
spacing is large, the influence of the passive pile on the active pile can be ignored;
when the pile spacing is small, a secondary wave effect should be considered for the
pile–pile interaction factor.
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(3) When the pile embedded ratio is large, the pile–pile interaction is more obvious. When
the incidence angle is 45◦, the pile–pile interaction is less significant compared with
that of 0◦ and 90◦.

(4) The foundation impedance decreases significantly with an increasing pile embedment ratio.
(5) The influence of wave load on the foundation impedance is more obvious when the

wave load is large.
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Abstract: With the increase in wind turbine power, the size of the blades is significantly increasing to
over 100 m. It is becoming more and more important to optimize the design for the internal layout
of large-scale offshore composite wind turbine blades to meet the structural safety requirements
while improving the blade power generation efficiency and achieving light weight. In this work, the
full-scale internal layout of an NREL 5 MW offshore composite wind turbine blade is elaborately
designed via the topology optimization method. The aerodynamic wind loads of the blades were first
simulated based on the computational fluid dynamics. Afterwards, the variable density topology
optimization method was adopted to perform the internal structure design of the blade. Then, the
first and second generation multi-web internal layouts of the blade were reversely designed and
evaluated in accordance with the stress level, maximum displacement of blade tip and fatigue life. In
contrast with the reference blade, the overall weight of the optimized blade was reduced by 9.88%
with the requirements of stress and fatigue life, indicating a better power efficiency. Finally, the
vibration modal and full life cycle of the designed blade were analyzed. The design conception and
new architecture could be useful for the improvement of advanced wind turbines.

Keywords: offshore wind turbine blade; composites; computational fluid dynamics; topology
optimization; fatigue life

1. Introduction

Wind energy is one of the most mature forms of renewable energy and is an effective
strategy to alleviate energy shortages, reduce environmental pollution and improve climate
conditions [1–3]. The utilization of onshore wind energy has encountered bottlenecks
due to the restriction of land wind resources, noise and environmental pollution. Hence,
in the last two decades, offshore wind farms have been rapidly growing. In 2021, new
installations of more than 6 GW were generated all over the world [4]. For the offshore
wind turbine, the blade is one of the most important components to convert wind kinetic
energy into electrical energy. However, approximately 20% of the failures in wind turbine
components occurs in the blades [5,6]. Nowadays, the blade length in offshore wind
turbines has dramatically grown over 100 m, resulting in major concerns about the blades’
resistance to damage over a life period of 20–25 years [7]. Compared to the onshore wind
turbine blades, offshore wind turbine blade damage may happen in different parts due to
static, vibration and fatigue loadings [8,9]. Moreover, it is great of importance to lighten
the weight of the blades to reduce transportation costs.

Extensive studies for the design of the optimal offshore wind turbine blades have
been carried out in recent years [10–13]. Each blade includes skin and web structures,
where the skin structure determines the aerodynamic characteristics and the web structure
provides the stiffness and strength requirements of the blade. Naung et al. [14] proposed a
highly efficient nonlinear frequency-domain solution approach for elaborating the aero-
dynamic and aeromechanical performances of an oscillating wind turbine blade aerofoil.
In comparison to the time-domain method, the frequency-domain method was not only
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accurate but also computationally very efficient as the computation time was declined
by 90%. Furthermore, Naung et al. [15] also investigated the influence of the wake of
neighboring turbines on the aerodynamics of a wind turbine within windfarms based on
the aforesaid frequency-domain method. The corresponding conclusions had been also
obtained, namely that the frequency-domain solution method provided accurate results
while reducing the computational cost by one to two orders of magnitude in comparison
with the conventional time-domain method. In addition, Nakhchi and Naung et al. [16]
also developed direct numerical simulations (DNS) to reveal the aerodynamic performance,
transition to turbulence, and to capture the laminar separation bubble occurring on a wind
turbine blade. Mamouri et al. [17,18] designed different shapes of wind turbine airfoil by
incorporating entropy generation analysis. Chen et al. [19] performed the lay-up thickness
size optimization for a 2 MW composite wind turbine blade with the objective of mass
saving based on the particle swarm optimization method. Yet, only the blade stiffness
and blade tip displacement were considered, and the extension of weight reduction was
limited in accordance with the change of lay-up thickness. Ghiasi et al. [20] carried out
the optimization design for the lay-up selection of a composite wind turbine blade with
the objective of maximum stiffness. The results found that gradient-based methods were
faster than others, but the optimal solution may be a local optimal value. In addition to
the composite skin optimization, Zhang et al. [21] compared the maximum deformation,
frequency and stress between the single-web and twin-web structures inside an 8 MW wind
turbine blade, and the results showed that it was better to choose the twin-web structure
form for large-size wind turbine blades. Liao et al. [22] employed an improved particle
swarm algorithm (PSA) with the FAST program to optimize the thickness and location of
the layers in the spar caps of wind turbine blades. The comparison of the results between
the optimal and reference blades indicated that the optimization method was a feasible
strategy to obtain the global optimization solution. The aforementioned studies focused
on the local structural optimization design of wind turbine blades, whereas investigations
on the structural optimization design of blades with the objective of weight reduction are
considerably insufficient.

In the structural optimization design, topology optimization design is an effective way
to obtain a reasonable internal layout of the blade, which can provide a new configuration
and solution for engineering structural design [23]. Nowadays, the main topology opti-
mization methods include the variable thickness method [24], homogenization method [25]
and variable density method [26]. Generally, the variable thickness method and homoge-
nization method are basically used for comparatively simple structures. For the variable
density method, it has been integrated in finite element simulation software, i.e., ANSYS
Workbench. Joncas et al. [27] adopted the topology optimization method to design the end
part configuration of a thermoplastic composite wind turbine blade under waving moment
and pendulum moment loading. Burton et al. [28] also adopted the topology optimization
method to design the inner-surface structures of a wind turbine blade, and the optimization
configuration was a non-prismatic structure. Yu et al. [29] designed a novel honeycomb-
filled main beam cavity of a wind turbine blade based on the variable density topology
optimization method [26], and a reasonable layout of honeycomb cells was obtained and
the weight of the optimal blade was reduced by 8.41%. Zhang et al. [30] used the variable
density topology optimization method to optimize the thickness and location of the main
beam and twin-web of a wind turbine blade, and the optimal configuration showed that
the webs play a key supporting role for maintaining the aerodynamic shape of the blade
and the overall weight of blade obviously decreased though the dimension and location of
the inner webs. However, the challenges remain about how many webs should be placed
in the blades and the layout of the related webs.

To address this, Aage et al. [31] adopted the variable density topology optimization
method to successfully design the internal structure of an aeroplane wing based on the
full-scale internal structure. From this viewpoint, in this work, we report the design of
the internal layout of a 5 MW offshore wind turbine blade with the objective of maximum
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stiffness using the variable density topology optimization method. The aerodynamic
loads of blades were obtained though computational fluid dynamics (CFD) simulation.
Afterwards, the internal structure of the blade was optimized using the variable density
topology optimization, and two multi-web internal layouts were obtained through the
reverse design inspired by the topology optimization results. Finally, by validating the
performance indexes with respect to stress level, maximum displacement and fatigue life,
the multi-web structural layout of the second generation optimal wind turbine blade was
an optimal feasible structure, which answered the key scientific issues of how many webs
should be placed inside the blade and where to array the related webs. We hope the design
method and findings could provide novel and efficient routes to high-performance offshore
wind turbine blades.

2. Analytical Preliminaries

2.1. Topology Optimization Method

The variable density topology optimization problem [32] can be expressed as follows:

min
ρe

φ(ρ) = UTKU =
N
∑

e=1
(ρe)

PuT
e k0ue

s.t.

⎧⎨⎩
KU = F
N
∑

e=1
ρeVe ≤ V∗, 0 ≤ ρmin ≤ ρe ≤ 1

(1)

where φ means a sum of each element’s compliance. U, K and F mean the global displace-
ment, stiffness matrix and force vectors, respectively. k0 and ue mean the element stiffness
matrix and displacement vector. ρ means the design variable vector, viz element density
vector. N means the element amount of design domain. Ve and V∗ mean the unit element
volume and total volume for the design domain. To make sure of the numerically stable
iteration, ρmin = 0.001 is chosen as the lower limitation of design variable. Additionally, a
convolution-type filtering operation is used to filter the holes, viz.

ρe =
∑i∈Ne w(ri, re)vixi

∑i∈Ne w(ri, re)vi
(2)

where Ne = { i|‖ri − re‖ ≤ R} means a neighborhood set within the radius, R. ri and re
mean the spatial central coordinate of elements i and e, respectively. w(ri, re) = R−‖ri − re‖
means the weighting function. vi is the volume of element i.

2.2. CFD Model of Reference Composite Wind Turbine Blade
2.2.1. Control Equation, Geometric Model of Composite Wind Turbine Blade and Flow
Field for CFD Simulation

In this work, the Navier–Stokes equation (RANS) based on Reynolds stress averaging
was used to solve the flow field of the wind turbine blade, see Equation (1).
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)
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)
+

→
F (3)

where
→
F is the external force applied to the fluid.

The wind turbine in this work is the NREL offshore 5 MW baseline wind turbine
developed by National Renewable Energy Laboratory (NREL) [33]. The length of composite
blade in the NREL 5 MW machine is about 61.63 m. The blade is artificially divided into
17 airfoils from the root to the tip, namely: Cylinder, Du40, Du35, Du30, Du25, Du21 and
NACA64, respectively. Note: The detailed geometric parameters corresponding to the
aforesaid airfoils can be found in Table S1, Supporting Information (SI).

The geometric model of the composite wind turbine blade can be established as follows:
1© Translate the aerodynamic center of the airfoil to the coordinate origin; 2© Rotate and
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transform the airfoil coordinate in accordance with the twist and chord; 3© Calculate the
3D coordinate of nodes using the following equation:⎧⎪⎪⎨⎪⎪⎩

x′ = c · |x−xAero|
x−xAero

√
(x − xAero)

2 + y2 cos
(

arctan y
x−xAero

+ β
)

y′ = c · |x−xAero|
x−xAero

√
(x − xAero)

2 + y2 sin
(

arctan y
x−xAero

+ β
)

z = r

(4)

where x and y mean the normalized coordinates; x′ and y′ mean the 3D coordinates; xAero
means the aerodynamic center of the airfoil to the coordinate origin; c and β mean the
chord and twist. Based on the aforesaid method, the 3D geometric model of composite
wind turbine blade can be established using the Siemens NX 10.0 software, see Figure 1a,b.

Figure 1. Establishment of 5 MW wind turbine blade. (a) Normalized section data of airfoils.
(b) Wind turbine blade. (c) Geometric overall domain. (d) Geometric rotation and blade domains.
(e,f) Stereogram and side view of fluent mesh models. (g) Local fluent mesh view of blade.

The flow domain for the CFD simulation of a composite wind turbine blade was
defined as: 1© The effects of tower and nacelle were not considered in this work; 2© One-
third model was chosen for the CFD simulation to reduce the computation time. Figure 1c
exhibits the dimensions and boundary conditions of the CFD model, where the model
consists of a rotation domain and a stationary domain. The data can be passed though
the interface. The radiuses of the rotation and stationary domains were 70 m and 300 m,
respectively. The inlet was 200 m from the hub center and the outlet was 500 m from the
hub center.

The fluent mesh model for the CFD simulation of the composite wind turbine
blade was obtained as follows: The aforesaid domains were meshed using unstructured
tetrahedral element type based on the ANSYS Meshing tool. Note: although some
scholars [34,35] meshed blades using the structured mesh, the unstructured mesh for
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blade and fluid is available by calculating Y+ values at different speeds and comparing
the results of the output torque and power curves, which can obtain reasonable simulation
results, see Figure 2. The mesh sizes for the rotation and stationary domains were 3 m and
1 m, respectively. Furthermore, the meshes in the symmetry surfaces, named Side_wai1
and Side_nei1, Side_nei1 and Side_nei2, were completely controlled by the periodic mesh
matching using the periodic boundary constraint command to ensure that the periodic
surface nodes correspond to each other, see Figure 1e,f. In order to better simulate the
flow near the wall surface of the blade, the meshes around the blade surfaces were refined
and fifteen expansion layers with a growth rate of 1.9 were set. The height of the first
layer was 1 × 10−5 m, see Figure 1g.

Figure 2. Output responses of composite wind turbine blade based on the k-ω SST and k- models
and FAST. (a) Output torque response. (b) Output power response. Note: the simulation model is
one third of wind turbine.

2.2.2. Mesh Quality and Independence Verifications

The mesh quality of the constructed CFD model was checked by using the y+ value [36],
which can be calculated as:

y+ = u∗y/ν (5)

where u∗ is the friction speed; y is the nearest wall; ν is the kinematic viscosity of fluid.
If the y+ is less than 1, the mesh quality is reasonable. The y+ values were calculated
under the wind speeds of 7 m/s, 11.4 m/s, 15 m/s, 20 m/s and 25 m/s, respectively,
see Figure S1, SI. All the values were less than 1, indicating that the constructed CFD
meshing models under different wind speeds were reasonable. Apart from the validation
of mesh quality, the mesh independence was also carried out to find out an appropriate
mesh size in this work. The case under the wind speed of 11.4 m/s was chosen, where the
wind turbine speed is 12.1 RPM and the pitch angle is 0◦. Four mesh sizes of 0.3 m, 0.2 m,
0.1 m and 0.07 m were adopted to mesh the blade surface, and the interface surface and
outer surface meshes were set as 3 m and 6 m, respectively. After meshing, the amount of
elements corresponding to the aforementioned mesh sizes were 3.63 million, 4.17 million,
578 million and 808 million, respectively. Table S2 (SI) shows the relationship between
mesh number and calculated wind turbine torque. In view of the computation time and
accuracy, the mesh size of 0.1 m was taken for the blade surface in the subsequent study
of this work.

2.2.3. Calculation Method for the CFD Simulation

Considering that the subsequent topology optimization of wind turbine blade is a
static solution question, the moving reference frame (MRF) method was adopted in this
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work. Specifically, the rotation speed of the wind turbine is attached to the rotation domain,
and the flow fluxes originated from the stationary domain can be translated by the interface.
Compared to the non-constant slip grid method, the MRF method is a constant calculation
method, which is simpler, faster with less computation time to produce acceptable results
in a short time. The method has been used in CFD simulations of static wind turbine
blade [37,38].

2.3. Finite Element Model of Reference Composite Wind Turbine Blade
2.3.1. Mechanical Properties of Composite Materials of Wind Turbine Blades

Glass fiber reinforced resin unidirectional composites were used as the skin material
of blade in this work. The mechanical properties and corresponding allowable values of
composites can be found in Table 1.

Table 1. Mechanical properties and allowable values.

Mechanical Properties of Composites Allowable Values of Composites

Items Values Items Values Items Values Items Values

Ex 4.5 × 104 MPa μxz 0.3 TSx 1.1 × 103 MPa CSz −120 MPa
Ey 1.0 × 104 MPa Gxy 5.0 × 103 MPa TSy 35 MPa GSxy 80 MPa
Ez 1.0 × 104 MPa Gyz 3.8 × 103 MPa TSz 35 MPa GSyz 46 MPa
μxy 0.3 Gxz 5.0 × 103 MPa CSx −680 MPa GSxz 80 MPa
μyz 0.4 ρ 2000 kg·m3 CSy −120 MPa - -

Note: “TS”, “CS” and “GS” indicate the tension, compression and shear strength.

2.3.2. Finite Element Model of Wind Turbine Blade

As the wind turbine blade has a complex geometric configuration, the ANSYS Meshing
was used to generate tetrahedral elements for the internal room of the blade in this work.
Furthermore, to weaken the influence of mesh dependence on the blade, the mesh size was
chosen as 0.07 m. Finally, the total number of elements and nodes were 4.85 million and
6.69 million. The corresponding model can be found in Figure S2, SI.

2.4. Design and Validation Cases of Wind Turbine Blade

Three load cases are considered in this work, viz.:

(1) DLC-1 (Worst working case)

According to the IEC 61400-1 standard [39], the reference wind turbine is in the 1A
IWC wind class, which means it can only withstand wind gusts up to 21% of its rated speed.
Therefore, the first load case is when the wind turbine is operating under rated case in
severe gusts, in which the gusts suddenly occur so that the blades do not have enough time
to change pitch. As it is of great importance for the safety of turbine, this case is also used
as the design condition for topology optimization in this work. The related parameters are
given in Table 2.

Table 2. Operation parameters in different load cases.

Load Case Rotation Speed (RPM) Pitch Angle (◦) Wind Speed (m/s)

DLC-1 (Design) 12.1 0 13.8
DLC-2 12.1 23.3 25
DLC-3 0 89.3 37.5

Note: In DLC-1 case, wind speed = Rated wind speed + maximum allowable gust (11.4 + 21% × 11.4); in DLC-2
case, wind speed = cut-out wind speed; in DLC-3 case, wind speed = speed of typhoon.

(2) DLC-2 (Cut-out wind speed working case)

This case is the cut-out wind speed condition. This is the highest wind speed that
the wind turbine can reach before opening the propeller to the downwind position and
shutting it down. In this case, blade tip deflection is relatively small. The tip deflection
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acceleration is even less than that in DLC-1, and therefore the inertial load can be ignored
in this case. In this work, this case was used as a verification design case, and the related
parameters are listed in Table 2.

(3) DLC-3 (Shutdown working case)

This case is the parking brake condition, at which the blade is in the downwind
position and the incoming wind is typhoon speed (37.5 m/s). Here, the downwind position
is the pitch angle of the blade that is not affected by any torque. In this work, this case
was also adopted as a verification design case, and the relevant parameters are shown in
Table 2.

3. Results

3.1. CFD Simulation of Wind Turbine Blade

In this work, two turbulence models, viz. k-ω SST and k-ε, were adopted to elaborate
the rationality of CFD simulation. Furthermore, the rationality analyses in terms of output
torque and power were compared with the results obtained from the FAST software.
Figure 2a illustrates the output torque curves based on the k-ω SST and k-ε models and
FAST as the increase in wind speed, and the corresponding data are also listed in Table 3. It
can be seen from Figure 2a and Table 3 that the predicted torque values of turbine blade
based on the k-ω SST and k-ε turbulence models under the different wind speeds were
close to the values based on the FAST. The k-ω SST model had a higher prediction accuracy
in comparison with the k-ε model. Compared to the values obtained from the FAST, the
errors of output torque based on the k-ω SST model in the wind speed range of 7–25 m/s
were less than 7%. The predicted values for the k-ε turbulence model at high wind speeds
were relatively low, and the related errors in the wind speed range of 15–25 m/s were
within 7–12%.

Table 3. Output torques based on the k-ω SST and k-ε models and FAST.

Wind Speed (m/s) Pitch Angle (◦)
Wind Turbine Torque

FAST k-ω SST Error k-ε Error

7 0 472.70 479.05 1.34% 473.61 0.19%
10 0 1017.03 976.36 4.00% 976.36 4.00%
11 0 1293.77 1238.20 4.30% 1333.51 3.07%
15 10.45 1393.37 1309.79 6.00% 1289.05 7.49%
20 17.47 1393.37 1302.96 6.49% 1244.32 10.70%
25 23.57 1393.37 1300.84 6.64% 1237.86 11.16%

Apart from the output torque performance, the output power performance of the
turbine blade based on the k-ω SST and k-ε models and FAST was also evaluated. The
output power can be calculated as the following formula:

P = Mω (6)

where M is the torque of blade; ω is rotation speed. Figure 2b and Table 4 show the
output power values of the turbine blade based on the k-ω SST and k-ε models and FAST,
respectively. It can be noted that both the models simulated the output power performance
relatively well, and the maximum errors were basically within 10%. However, the error
based on the k-ε model at the wind speed of 25 m/s was 11.16%, probably resulting in a
relatively dangerous result. Consequently, the k-ω SST turbulence model was adopted in
this work.
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Table 4. Output power based on the k-ω SST and k-ε models and FAST.

Wind Speed (m/s) Pitch Angle (◦)
Wind Turbine Power

FAST k-ω SST Error k-ε Error

7 0 419.20 424.86 1.35% 420.03 0.2%
10 0 1217.67 1168.75 4.02% 1168.75 4.02%
11 0 1611.07 1541.70 4.31% 1660.39 3.06%
15 10.45 1765.53 1659.65 6.00% 1633.37 7.49%
20 17.47 1765.57 1651.00 6.49% 1576.69 10.70%
25 23.57 1765.57 1648.30 6.64% 1568.50 11.16%

3.2. Structural Responses of Wind Pressure on the Surface of Wind Turbine Blade

According to the design case shown in Table 2 where the pitch angle of the wind
turbine blade was adjusted to 0◦ and the meshing strategy discussed in Section 2.2.2, the
structural responses of wind pressure on the surface of blade were obtained based on the
k-ω SST turbulence model (Section 3.1). Figure 3 illustrates the pressure surface and suction
surface contours of turbine blade under the aerodynamic external load. From Figure 2, the
pressure was mainly concentrated in the blade root and trailing edge, while the suction
force in the middle of the blade was mainly focused on the blade edge. The maximum
pressure and suction force were 2723 and 5729 Pa, respectively.

 
Figure 3. (a) Pressure surface contour. (b) Suction surface contour.

3.3. Topology Optimization Results of Internal Configuration of Wind Turbine Blade

Figure 4 exhibits the topology optimization results of the wind turbine blade. The outer
shell of the blade was completely retained (Figure 4a), and in the internal configuration
appeared obvious strip-shaped “gap” and “hole” regions along the axial direction of the
blade (Figure 4b), which indicated several webs should be set in these regions. Furthermore,
from the left and right enlarged views, some vertical webs should be retained in order
to improve the bending resistance. Figure 4c shows the specific internal views cut from
12 various locations from the root to the tip of blade. More obviously, some web-like
structures were retained though the topology optimization design.

Based on the aforesaid analysis, the preliminary design of the webs inside the blade
in accordance with the topology optimization (Figure 4b,c) was subsequently carried out,
see Figure 5. Taking into account seven cross-sections at different locations along the axis
direction, the internal web structure of the blade from the root to tip generally changes from
the single-web mode to twin-web mode and then to the single-web mode (Figure 5a,b),
respectively. However, there are some discontinuous regions among the transition regions
of webs, see Figure 5a. Consequently, we proposed to connect the discontinuous region
“ 1©” by using a twin-web structure and also arranging the twin-web structure in the region
“ 2©”, but other regions were filled by the single-web structure. Four webs were reversely
designed and the specific sizes of the web cross-sections were determined by the seven
cross-sections shown in Figure 5b, in which the corresponding locations along the blade
were at 6.70, 17.13, 28.18, 50.28, 56.69, 70.30 and 74.71%, respectively. Ultimately, according
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to the dimensions of the different cross-sections shown in Figure 5b, the first generation
turbine blade inspired by topology optimization was constructed by Boolean operation
between the designed web structures and blade boundary, see Figure 5c. The corresponding
finite element model of the blade is exhibited in Figure 5c.

 
Figure 4. Topology optimization results of the wind turbine blade. (a) External shell structure. Inset:
the enlarged left and right views. (b) Retained materials in the internal blade. (c) Cross-section views
at different axis locations.

3.4. Validation of Performance Indexes for the First Generation Wind Turbine Blade

The designed first generation wind turbine blade was firstly validified in the DLC-1
case (Table 2) to ensure the feasibility of the reverse design structure. If it was a feasible
solution, the design was further validified in the DLC-2 and DLC-3 cases. Otherwise, the
aforesaid design strategy was repeated until all the work cases were satisfied.

Figure 6 and Table 5 show the simulation results of the first generation wind turbine
blade in the DLC-1 case. From Figure 6a and Table 5, the stress levels in the X direction
were the largest, resulting from the waving force (i.e., wind speed incoming flow direction).
The maximum tensile and compressive stresses were 45.56 and 49.72 MPa, which are less
than the corresponding allowable stress of GFRP. The maximum tensile and compressive
stresses in the Y direction were 27.49 and 16.76 MPa, and the values in the Z direction
were 17.66 and 12.72 MPa, respectively. The aforementioned stress values were within
the allowable stress ranges. Moreover, the maximum displacement of the blade tip was
4.38 m, which was also less than 9 m. Thus, the overall stress and displacement indexes
met the design requirements. Figure 6b illustrates the stress contours of the web of the
first generation blade. The stresses in the X, Y and Z directions were less than the overall
stresses, indicating that the reverse designed web structure satisfied the stress requirements.
Figure 6c exhibits the local stress contours of the web in the X, Y and Z directions. It can
be seen that the high stress levels were concentrated at the web notch location, which was
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due to the discontinuity of the designed web. Likewise, all the local stresses were within
the requirements of stress. Based on the above-mentioned results, the preliminary design
of the first generation turbine blade driven by the topology optimization was reasonable,
but the blade is prone to fatigue damage in the long-term service. Thus, the fatigue life
should be also considered as an important evaluation index of safety. Figure 6d and Table 5
demonstrate the fatigue life results in the X, Y and Z directions. The minimum fatigue lives
in the X and Y directions were 1.27 × 109 and 6.45 × 108, both of which meet the fatigue life
requirements. However, from Figure 6d, the fatigue life levels at the discontinuous location
of the web were considerably lower. The minimum fatigue life in the Z direction was
8.97 × 107, which does not meet the requirement. Therefore, the first generation blade
structure at the local position should be further modified. In this work, we directly con-
nected the middle discontinuous region using a web structure and the second generation
wind turbine blade was generated, see Figure 6e.

Figure 5. Reverse design of the wind turbine blade. (a) Turbine blade with the optimal internal
structure. (b) Reverse design of turbine blade inspired by the topology optimization. (c) First
generation turbine blade.
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Figure 6. Validation of performance indexes for the first generation wind turbine blade in the DLC-1
case. (a) Stress and deformation contours of overall turbine blade. (b) Stress contours of internal
structure. (c) Stress contours of localized regions of internal structure. (d) Fatigue life contours of
whole turbine blade (e) The second generation design of the wind turbine blade.

Table 5. Simulation results of the first generation wind turbine blade in the DLC-1 case.

Direction
Overall Stress of Blade Localized Stress of Web

Min. Fatigue Life Disp. of Tip
Max. TS Max. CS Max. TS Max. CS

X 45.56 MPa 49.72 MPa 39.16 MPa 45.51 MPa 1.27×109

4.38 mY 27.49 MPa 16.76 MPa 27.49 MPa 16.76 MPa 6.45×108

Z 17.66 MPa 12.72 MPa 27.49 MPa 16.76 MPa 8.97×107

Figure 7 shows the simulation results of the second generation wind turbine blade
in the DLC-1, 2 and 3 cases. Table 6 compared results of performance indexes between
the first and second generation wind turbine blades in the DLC-1 case. Compared with
the performance indexes of the first generation blade in the DLC-1 case, the overall maxi-
mum tensile stress of the blade in the X direction was slightly changed, but the maximum
compressive stress in the Y direction was reduced by 18.79%. It is worth noting that the
maximum localized tensile and compressive stresses of the web in the Z direction were
remarkably decreased by 97.05 and 95.17%, respectively. Furthermore, the maximum
displacement of the blade tip was 4.03 m, which was also reduced by 7.99%. All the stress
and displacement indexes met the design requirements. Importantly, after connecting
the discontinuous region by the additional web, the minimal fatigue life of the web was
2.25 × 108, significantly improved by 150.84%, which achieved the requirement of fa-
tigue life.

In addition, the overall stress contours of the second blade in the X, Y and Z directions
were similar to those of the first blade (Figure 7a,b). The stress levels in the X direction were
higher than those in the Y and Z directions. From Figure 7c, the stress levels at the local
region in three directions were relatively uniform, indicating that the stress concentration
had been accommodated by adding additional web structure in this region. Furthermore,
the maximum tensile stresses were still less than the allowable ones. In summary, the
design strategy for the internal structure of the second generation wind turbine blade is
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a feasible solution. In the following discussion, the performance indexes of the blade are
further evaluated in the DLC-2 and DLC-3 cases.

 
Figure 7. Validation of performance indexes for the second generation wind turbine blade in the
DLC-1, DLC-2 and DLC-3 cases. (a,e,i) Stress and deformation contours of whole turbine blade.
(b,f,j) Stress contours of internal structure. (c,g,k) Stress contours of localized regions of internal
structure. (d,h,l) Fatigue life contours of whole turbine blade.

Figure 7 and Table 7 exhibit the validation results of the second blade in the X, Y
and Z directions in the DLC-2 case. The overall stress distribution contours of the blade
in the X, Y and Z directions were totally consistent with those of the first blade, and the
maximum tensile and compressive stresses meet the stress requirements. The maximum
displacement was only 1.18 m, which also meets the design allowable value. Compared
to the performance indexes of the first blade, the stress and deformation responses of the
second blade were relatively lower. It should be noted that the wind turbine obtained
an additional torque in this case, and the outer part of the blade had a negative angle of
attack which to some extent counteracted the internal lift. Although the turbine operated
at a higher wind speed, the aerodynamic load acting at the blade tip was weaker than
that in the DLC-1 case. Additionally, the minimal fatigue life also achieved the design
requirement. Consequently, all the performance indexes of the second turbine blade met
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the design requirements, confirming that it was also a feasible solution in the DLC-2 case.
In addition, Figure 7 and Table 7 also show the validation results of the second blade in
the X, Y and Z directions in the DLC-3 case. In this case, the wind turbine was suffering
from typhoon conditions, and the blade was in the down pitch stop state. The maximum
displacement of blade tip was 2.28 m and the minimum fatigue life was 3.90 × 108, both of
which met the design requirements. Furthermore, it can be seen from the stress contours
that the middle stress levels in the X direction were slightly higher, giving an indication of
stress concentration in the region. However, those in the Y and Z directions were relatively
uniform. All the stress indexes were within the requirements. Therefore, the second turbine
blade was also a feasible design in the DLC-3 case.

Table 6. Compared results of performance indexes between the first and second generation wind
turbine blades in the DLC-1 case.

Item
Overall Stress of Blade Localized Stress of Web

Min. Fatigue Life Disp. of Tip
Max. TS Max. CS Max. TS Max. CS

First X 45.56 MPa 49.72 MPa 39.16 MPa 45.51 MPa 1.27×109

4.38 m (first);
4.03 m (second);

Δ = −7.99%

Second X 45.77 MPa 49.91 MPa 36.69 MPa 45.85 MPa 1.27×109

Δ X +0.46% +0.38% −6.31% +0.75% 0%

First Y 27.49 MPa 16.76 MPa 27.49 MPa 16.76 MPa 6.45×108

Second Y 27.86 MPa 13.61 MPa 27.86 MPa 13.61 MPa 6.24×108

Δ Y +1.35% −18.79% +1.35% −18.79% −3.26%

First Z 17.66 MPa 12.72 MPa 27.49 MPa 16.76 MPa 8.97×107

Second Z 17.70 MPa 12.84 MPa 0.81 MPa 0.81 MPa 2.25×108

Δ Z +0.23% +0.94% −97.05% −95.17% +150.84%

Table 7. Simulation results of the second generation wind turbine blade in the DLC-1, 2 and 3 cases.
Unit in stress: MPa, in displacement of tip: m.

Case Direction
Overall Stress of Blade Localized Stress of Web

Min. Fatigue Life Disp. of Tip
Max. TS Max. CS Max. TS Max. CS

DLC-1
X 45.77 49.91 36.69 45.85 1.27e9

4.03Y 27.86 13.61 27.86 13.61 6.24e8
Z 17.70 12.84 0.81 0.81 2.25e8

DLC-2
X 24.83 28.53 24.16 27.98 1.27e9

1.18Y 15.09 8.37 15.09 8.36 1.27e9
Z 9.70 7.06 0.50 0.51 5.98e8

DLC-2
X 32.82 32.90 24.16 27.98 1.27e9

2.28Y 8.53 17.71 15.09 8.36 1.27e9
Z 7.71 10.37 0.50 0.51 3.90e8

Note: “Disp” means displacement. “TS” and “CS” mean tensile stress, compressive stress.

In summary, a novel turbine blade with the optimal web structure guided by the
topology optimization was accomplished.

4. Discussion

4.1. Comparison of Performance Indexes between the Novel and Reference Turbine Blades

Table 8 lists the compared results of the performance indexes between the novel and
reference turbine blades. Overall, the stress levels of the novel blade were lower than
those of the reference blade. Note: a positive value in Table 8 represents the increase in
performance index. The displacement values of the novel blade in various load cases
were larger than those of the reference blade, indicating that a more flexible blade was
obtained in this work. Importantly, the weight of the novel blade was reduced by 9.88%
relative to the reference blade, which is a significant benefit in decreasing the cost of turbine
blades. Therefore, the novel wind turbine blade driven by topology optimization in this
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work has predictably better power efficiency than the reference blade without the loss of
load-bearing capacity.

Table 8. Compared results of performance indexes between the novel and reference turbine blades.
Unit in stress: MPa, in displacement of tip: m, in overall weight: kg.

Case Dir. Item
Overall Blade Stress Localized Web Stress

Disp. of Tip Overall Weight
Max. TS Max. CS Max. TS Max. CS

DLC-1

X
Ref. blade 32.70 30.60 14.30 16.00

3.42 (Ref.)
4.03 (New)

Δ:
17.84%

21,247
(Ref.);
19,148
(New)

Δ:
−9.88%

Nov. blade 45.769 49.91 36.69 45.85

Δ 39.97% 63.10% 156.57% 186.56%

Y
Ref. blade 13.10 19.50 13.10 19.50

Nov. blade 27.86 13.61 27.86 13.61

Δ 112.67% −30.21% 112.67% −30.21%

Z
Ref. blade 19.30 13.60 0.15 0.18

Nov. blade 17.70 12.84 0.81 0.81

Δ −8.29% −5.59% 440.00% 350.00%

DLC-2

X
Ref. blade 18.90 15.70 8.85 9.70

1.08
(Ref.)

1.18 (New)
Δ: 9.26%

Nov. blade 24.83 28.53 24.16 27.98

Δ 31.38% 81.72% 172.99% 188.45%

Y
Ref. blade 7.15 10.40 7.15 10.40

Nov. blade 15.09 8.37 15.09 8.36

Δ 111.05% −19.52% 111.05% −19.62%

Z
Ref. blade 10.80 6.14 0.07 0.08

Nov. blade 9.70 7.06 0.50 0.51

Δ −10.19% 14.98% 614.29% 537.50%

DLC-3

X
Ref. blade 23.80 25.50 6.08 5.61

1.94 (Ref.)
2.28

(New)
Δ: 17.53%

Nov. blade 32.82 32.90 24.16 27.98

Δ 37.90% 29.02% 297.37% 398.75%

Y
Ref. blade 7.67 5.29 7.67 5.29

Nov. blade 8.53 17.71 15.09 8.36

Δ 11.21% 234.78% 96.74% 58.03%

Z
Ref. blade 9.96 7.42 0.09 0.09

Nov. blade 7.71 10.37 0.50 0.51

Δ −22.59% 39.76% 455.56% 466.67%

Note: “Dir.”, “Ref.” and “Nov.” mean “Direction”, “Reference” and “Novel”, respectively.

4.2. Modal Analysis of the Novel Wind Turbine Blade

As the decrease of blade weight, the vibration problem of the novel wind turbine
blade should be discussed to further identify the dynamic properties. In this work, the
modal analysis was also carried out based on the novel blade, see Figure 8 and Table 9. It
can be seen from Figure 8, the first six orders of the novel turbine blade include: first order
waving vibration, second order pendulum vibration, third order waving vibration, fourth
order waving vibration, fifth order waving vibration and sixth waving pendulum, which
are similar to those of the reference blade. The vibration types of the blade are mainly
dominated by waving and pendulum vibrations. Moreover, from Table 9, it can be seen
that the first six order frequencies were well in agreement with those of the reference blade,
indicating that the designed internal layout is reasonable.
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Figure 8. Vibration types of the novel and reference turbine blades.

Table 9. Comparison of frequency between the novel and reference turbine blades.

Order
Frequency (Hz)

Order
Frequency (Hz)

Ref. Blade Nov. Blade Ref. Blade Nov. Blade

1 1.12 1.16 4 5.21 5.22
2 1.68 1.67 5 5.71 5.70
3 2.96 2.16 6 8.70 7.63

4.3. Full Life Cycle Assessment of the Novel Wind Turbine Blade

The service life of a wind turbine is generally more than 20 years. During long-term
service, wind turbine blades are always subjected to complex aerodynamic loads induced
by wind, with the result that it is very susceptible to fatigue damage and failure. Hence, to
ensure the long-term service safety, a full life-cycle assessment of the novel wind turbine
blade should be discussed in this work. According to the wind speed data of a full year in
Guangdong Province, the wind speed range from 5–25 m/s was considered in this work,
see Table 10. The statistical duration of wind speed in an hour can be obtained through
the Weibull distribution, see Table S3, SI. Based on the finite element analysis given in
Section 3, the stress responses of the novel blade were obtained, see Table 10. Considering
the S-N curve of GFRP used as the shell composite material (Table S4, SI), the fatigue lives
of turbine blades corresponding to the wind speed were calculated though the Goodman
curve, see Table 10. Afterwards, the fatigue damage with respect to each wind speed was
obtained via the ratio of stress range in the Weibull distribution and the related fatigue life
(Table 10). Finally, the full life of the novel blade over 20 years was evaluated based on the
linear P-M accumulative damage theory, viz:

Y = N
N′×ω×60 = 1/(∑ γi/Ni)

N′×ω×60

=
1/( 0.197

1.70×108 +
0.15

1.60×108 +
0.101

1.05×108 +
0.061

1.08×108 )

7250×12.1×60 = 21.9 Year
(7)

where Y is the full life; ω is the rated speed of turbine blade, taken as 12.1 RPM (Table 2); N′
is the sum of duration of wind speed in hours; γi is the stress range Weibull distribution; Ni
is the fatigue life corresponding to wind speed. Consequently, the full life over the 20 years
is 21.9 years, which meets the design requirement of 20 years.
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Table 10. Wind speed distribution and fatigue damage in a year.

Wind
Speed (m/s)

Duration of
Wind

Speed (h)

Max.
Stress (MPa)

Min.
Stress (MPa)

Stress Range
Weibull Distribution

Fatigue Limi-
tation (MPa) Fatigue Life Fatigue Damage

5 1526 12.84 3.85 0.210 40.4 >2 × 108 0
7 1613 21.18 6.35 0.222 40.4 >2 × 108 0
9 1425 42.43 12.73 0.197 40.4 1.70 × 108 1.16 × 10−9

11 1090 42.64 12.79 0.150 40.4 1.60 × 108 9.38 × 10−10

13 734 47.86 14.36 0.101 40.4 1.05 × 108 9.62 × 10−10

15 439 42.54 12.76 0.061 40.4 1.08 × 108 5.65 × 10−10

17 235 36.24 10.87 0.032 40.4 >2 × 108 0
19 113 33.89 10.17 0.016 40.4 >2 × 108 0
21 49 23.87 7.16 0.007 40.4 >2 × 108 0
23 19 28.33 8.50 0.003 40.4 >2 × 108 0
25 7 33.3 9.99 0.001 40.4 >2 × 108 0

5. Conclusions

This work develops an innovative multi-web internal layout for the offshore wind
turbine blade in accordance with the variable density topology optimization method, which
theoretically answers the proposed scientific issues about how many webs need to be used
inside the blade and where the related webs should be laid out. The following conclusions
can be summarized as follows:

1. The surface pressure was obtained based on the CFD simulation, and the two turbu-
lence models, viz. k-ω SST and k-ε, were adopted. By comparing the output torques
and power, the k-ω SST model was chosen to calculate the surface pressure distribu-
tion. Moreover, the simulation results obtained from the CFD were also validated in
comparison with those calculated from the FAST.

2. The topology optimization model was established based on the full-scale internal
structure of offshore wind turbine blade, considering stress, displacement and fatigue
life constraints.

3. After the full-scale topology optimization, two multi-web layouts were theoretically
obtained driven by the optimal topological configuration for the first time. By valida-
tion, the second generation optimal blade completely met all the requirements and the
weight was reduced by 9.88% relative to the reference blade, which was a significant
benefit in decreasing the cost of turbine blades.

4. Vibration modal and full life cycle of the novel blade were also evaluated. The first six
vibration types of the novel blade were consistent with those of the reference blade,
further indicating that the designed internal layout was reasonable. Moreover, the full
life cycle of the novel blade is 21.9 years, theoretically verifying that the novel blade is
able to service more than 20 years in the given sea domain.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/jmse10101487/s1, Figure S1: y+ values for evaluating the mesh quality
under the different wind speeds; Figure S2: Illustration of the relationship between the amount of
element and torque; Table S1: Distributed blade aerodynamic properties in NREL 5 MW wind turbine
blade; Table S2: Mesh independence analysis; Table S3: Statistic duration of wind speed in hour;
Table S4: S-N data of GFRP.
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Abstract: The aerodynamic performance of the floating offshore wind turbine (FOWT) is obviously
affected by the motion of the platform, and becomes much more complicated considering the effect
of tower shadow. In view of this, this paper aims at investigating the aerodynamic performance of
the floating offshore wind turbine with and without a tower under the three most influential motions
(surge, pitch and yaw) by computational fluid dynamic (CFD). The results show that the power
of the wind turbine is reduced by 1.58% to 2.47% due to the tower shadow effect under the three
motions, and the pressure difference distribution is most obviously interfered by the tower shadow
effect under yaw motion and concentrates at the root and tip of the blade. In addition, the degree of
interference of the tower shadow effect on the wake flow field is different under the three motions,
resulting in a more complex wake structure. These conclusions can provide a theoretical basis and
technical reference for the optimal design of floating offshore wind turbines.

Keywords: floating offshore wind turbine; tower shadow effect; computational fluid dynamic;
aerodynamic performance; surge; pitch; yaw

1. Introduction

With the consumption of traditional fossil fuels and serious environmental pollution,
more and more countries in the world begin to attach importance to the development of
renewable energy. As a kind of green, pollution-free and abundant renewable energy, wind
energy has great potential for development [1]. Originally, wind turbines were mainly
built on land, but due to the large noise of onshore wind turbines and relatively few wind
and land resources, the wind power industry gradually developed to the sea [2]. From a
worldwide point of view, the sea wind is rich in resources, and the wind is stable, which has
become the irresistible general trend [3]. With the large-scale capacity of the offshore wind
turbine, the size of the wind turbine and the height of the tower are increasing, resulting in
a more obvious tower shadow effect [4]. Therefore, it is particularly important to study the
unsteady aerodynamics under the tower shadow effect of FOWT.

Offshore wind power generation has obvious advantages over onshore wind power
generation; however, FOWTs produce six degrees-of-freedom (6-DOF) [5] motions under
the combined action of wind, waves and currents, resulting in more complex aerodynamics
compared with onshore and offshore fixed wind turbines. In recent years, many scholars
have studied the aerodynamic performance and structural characteristics of FOWTs from
the aspects of experiments, models, research methods, etc. The blade element momentum
(BEM) theory with two widely used engineering dynamic inflow models was used by
Vaal [6] to investigate the effect of a periodic surge on the wind turbine. Ma [7] investigated
the effects of the control system of the wind turbine and the motion of the floating platform
on the blade aerodynamic performance during the representative typhoon time history.
However, the BEM methods used to research aerodynamics lack the characteristics of
capturing the physical details of the flow field, which the reasonability and accuracy
are suspectable. Farrugia [8] used the results from the free-wake vortex simulations to
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analyze the wake characteristics of the wind turbine under floating conditions. Complex
wake phenomena under the influence of extreme wave conditions were observed. Wen
et al. [9,10] also used the FVM method for numerical simulation and found that the power
coefficient overshoot is caused by the time lag between the output power and the wind farm
power. The time lag and the resultant power coefficient overshoot increase as the platform
surge frequency increases. In pitch motion, with the increase of the reduced frequency,
the mean power output decreases at a low tip speed ratio and increases at a high tip
speed ratio. Salehyar [11] investigated the dynamic response of a spar-buoy-based floating
wind turbine to non-periodic disturbances through a coupled aero-hydro-elastic numerical
model, observing the ability of the wind turbine to recover to the balanced position after
being disturbed. Lin [12] investigated the aerodynamic characteristics in system pitch and
surge motions and the asymmetric and complicated wake was observed. Tran et al. [13–16]
performed the CFD simulation based on the dynamic mesh technique and an advanced
overset moving grid method, respectively, to accurately consider the aerodynamic loads
of a three-dimensional wind turbine. Results summarized the comparisons of different
aerodynamic analyses under periodic surge, pitch and yaw motions to show the potential
differences between the applied numerical methods. Chen [17] proposed a model of a
spar-buoy and a semi-submersible floating wind turbine to compare with the experimental
results of the two. Nguyen [18] studied the fully coupled motion of FOWT and applied
the six degrees-of-freedom solid motion solver to multi-motion coupling to study the
coupling of the surge, pitch and yaw motions. Huang [19] discussed the dynamic response
of the local relative wind speed and local angle of attack of the blade section and the wind–
wave force acting on the floating platform to reveal the interaction mechanism between
the aerodynamic load and the motion of the platform with different degrees of freedom.
Fang [20,21] applied a 1:50 model FOWT to explore the aerodynamics and characteristics
of its wake under surge and pitch motions. Chen [22,23] investigated the aerodynamic
characteristics of the wind turbine under surge–pitch coupling and pitch–yaw coupling by
the combination of dynamic mesh and sliding mesh. The results show that the fluctuation
of the overall aerodynamic performance of the wind turbine dramatically with the increase
of amplitude and frequency. Sivalingam [24] examined the predictions of numerical codes
by comparing them with experimental data of a scaled floating wind turbine.

In addition to the research on changes in wind turbine performance caused by platform
motions, a series of studies have also focused on the tower shadow effect of the wind
turbine. Kim [25] and Quallen [26] found that the diameter of the tower has a greater
effect on the wind turbine than the gap between the tower and the blade, and the root
of the blade is more affected by the tower. Ke [27] proposed an effective method for
calculating the aerodynamic load and aeroelastic response of a large wind turbine tower
blade coupling structure under the yaw condition, taking full account of wind shear,
tower shadow, aerodynamic interaction and rotation effect. Noyes [28] used unsteady
aerodynamic experiments to analyze the influence of tower shadow effect on aerodynamic
loads and blade-bending moments of downwind two-blade wind turbines. Zhang [29]
found that the maximum displacement and Mises stress increase with the increase of the
average wind speed under the tower shadow effect. Li [30] investigated the aeroelastic
coupling effect under periodic unsteady inflows, indicating that the tower shadow effect
causes dramatic changes in the tilting moment, thrust force and output power when the
blade rotates in front of the tower. Wu [31] investigated the unsteady flow characteristics
in the tip region of the blade, observing the static pressure distribution of different blades
near the leading edge of the tip is very different due to the influence of turbulence intensity
and tower shadow effect.

According to the above literature review, the influence of the six degrees-of-freedom
motions of the platform on the FOWTs has been studied to a certain extent, and the
investigations on the tower shadow effect are mostly focused on the land-based fixed wind
turbine. Nevertheless, the effect of platform motions combined with the tower shadow
effect is rarely mentioned. This paper aims to investigate the unsteady aerodynamic
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characteristics of FOWTs under surge, pitch and yaw motions based on the tower shadow
effect. The unsteady dynamic numerical simulation of the aerodynamic characteristics
of the full-size wind turbine model in the rotating process was carried out using a UDF
(user-defined function) and embedded sliding mesh, and the unsteady Reynolds-Averaged
Navier–Stokes equations (RANS) and SST k-ω turbulence model are adopted. Considering
the effect of the tower shadow effect, the power, thrust and the pressure distribution of
blade sections under surge, pitch and yaw motions are compared and analyzed, and the
near wake and far wake flow fields of the wind turbine are analyzed.

2. Model and Numerical Methods

2.1. Governing Equations and Turbulent Model

The three laws of mass conservation equation, momentum conservation equation and
energy conservation equation need to be followed in fluid mechanics. For incompressible
fluids, the continuity equation and the momentum equation (Navier–Stokes equation)
can be used to describe the law of conservation of mass and momentum of the fluid.
Regodeseves [32] and Burmester [33] validated the accuracy of the model in simulating the
aerodynamic characteristics of FOWTs by comparing the simulation results of the model
with the experimental data.

The definition of the continuity equation, Reynolds equation and scalar Φ time-
averaged transport equation expressed in the tensor form are expressed as follows:
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where ρ is the air density, t is the time, ui and uj represent the Reynolds mean velocity
components of fluid, p is the pressure, μ denotes the coefficient of dynamic viscosity, S is
the generalized source term (i, j = 1, 2, 3) and Γ represents the diffusivity. τij corresponds to
six different Reynolds stress terms, which is defined as Reynolds stress.

The SST k-w model combines the advantages of the k-w model in the near-wall region
and the far-field calculation of the k-ε model, further modifies the turbulent viscosity and
adds an orthogonal diffusion term, which can well predict the separation of the fluid under
the negative pressure gradient. For the aerodynamic analysis of the wind turbine in this
paper, the SST k-w model has obvious advantages, which is used in the later simulation.

The transport equation expression of SST k-w is as follows:
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Γw

∂w
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)
+ Gw − Yw + Dw + Sw, (6)

where Gk is the turbulent energy caused by the average velocity gradient, Gw is the
turbulent dissipation rate, Γk and Γw represent the effective diffusivity of k and w caused
by turbulence, respectively, Yk and Yw are the dissipation of k and ω, Dw is the orthogonal
divergence, both Sk and Sw represent user-defined source items.
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2.2. Floating Foundation

The floating foundation wind turbine is affected by wind, waves and currents in the
marine environment, which produces 6-DOF motions. As shown in Figure 1, the motion of
the platform includes three rotational components (pitch about X, roll about Y and yaw
about Z) and three translational components (sway in X, surge in Y and heave in Z). This
paper chooses a Spar floating wind turbine foundation for its larger draft, small vertical
excitation force and heave motion [34].

Figure 1. 6-DOF motions of a wind turbine floating foundation.

2.3. Wind Turbine Model

The NREL 5 MW wind turbine was selected as the research object, which is a three-
bladed, upwind wind turbine and the power control adopts variable speed and variable
pitch method. The diameter of the wind turbine is 126 m, and the hub height is 90 m. From
root to tip, DU series airfoils of different thicknesses are used, and NACA series airfoils are
used in the tip part. This study considers the existence of the tower, the bottom diameter of
the tower is 6 m, and the top diameter is 3.87 m. The numerical simulation of the wind
turbine is carried out under the rated operating conditions; the incoming wind speed is
11.4 m/s with the rotational speed of 12.1 r/min.

2.4. Flow Field and Boundary Conditions

As shown in Figure 2, the flow field calculation domain is divided into the external
static domain and internal rotation domain. The rotational domain is used to define the
rotation of the wind turbine relative to the external domain under the action of the inflow
wind. The origin of the coordinate system is located in the center of the hub. The rotational
domain is a cylinder with a diameter of 140 m and a height of 8 m. Considering the
vastness of the sea area, the calculation domain should be divided large enough to reduce
the influence of the boundary on the calculation accuracy [35]. The external flow field is a
combination of a hemisphere with a diameter of 6.3 R (R is 63 m radius of the wind turbine
rotor) and a cuboid with a width of 90 m. The inlet distance is 3.2 R from the rotation
domain, and the outlet distance is 8 R from the rotation domain.
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Figure 2. Computational domain of wind turbine flow field: (a) external domain; (b) rotational domain.

Due to the nested motion in the blade rotation domain, it is necessary to use the
embedded sliding mesh to define its rotation. The area where the inner and outer domains
are in contact with each other is set as the interface. There is a relative slip between the
interfaces and the flow field information is transmitted. The inlet and outlet of the external
flow field are set as velocity inlet and pressure outlet, respectively. Additionally, the
surface of the blade and the surrounding boundary of the external flow field are set as
non-slip walls.

2.5. Computational Mesh

The internal and external flow field of the wind turbine is divided into unstructured
grids by using MESH software. Figure 3 presents the grid generation in the overall
computational domain. As the blade structure of the wind turbine model is complex and
the tip position of the blade is too sharp, the grid size of the rotation region close to the
blade needs to be set smaller, and the surface grid of the blade is further refined, which
meets the requirements of the SST k-w turbulence model. As shown in Figure 3a, there are
a total of 8.27 million grids in the whole flow field, of which the internal flow field grid is
6.21 million and the external field grid is 2.06 million.

2.6. Computational Methods

The flow field of the wind turbine is simulated in ANSYS Fluent software, and the
unsteady Reynolds-Averaged Navier–Stokes equations (RANS) is solved by using the SST
k-w turbulence model considering the transition effects on the blade surface. The sliding
grid method is used to simulate the rotation of the wind turbine, which is set as a transient
calculation. The pressure-based solver is used, the SIMPLEC algorithm is selected for
pressure-velocity coupling, in which the second-order upwind scheme is used for pressure
term, convection term, turbulent kinetic energy equation and turbulent dissipation rate.
Based on the steady calculation results, the unsteady calculation for 20 s is carried out,
the additional calculation for 40 s is carried out in the case of platform motion, and the
last platform motion period after convergence is taken as the analysis result. The residual
of the continuity equation is reduced by at least four orders of magnitude in the process
of calculation.

Figure 1 has defined the form of platform motions, including surge, pitch and yaw,
which are the main factors affecting the aerodynamic performance of FOWTs. According
to the situation of the literature [36], the suitable amplitude and frequency parameters of
the floating foundation are selected, and the main motion parameters are shown in Table 1.
In order to realize the above platform motions, the additional speed change is compiled by
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the DEFINE_PFORILE macro of UDF. It is assumed that the motion of the FOWT floating
foundation is harmonic; its expression can be written as:

βi(t) = Ai sin(εit), (7)

where βi(t), Ai and εi (i = surge, pitch, yaw) denote the angle/displacement, amplitude and
frequency of the platform motion.

Figure 3. Computational mesh; (a) External domain; (b) Internal domain; (c) Hub surface mesh;
(d) Blade surface mesh.

Table 1. Floating foundation motion conditions.

Conditions Motion Displacement Amplitude Frequency

1 surge −5–5 m / 0.05 Hz
2 pitch / −5–5◦ 0.05 Hz
3 yaw / −15–15◦ 0.05 Hz

The motion of the floating foundation is described by the matrix between coordinate
systems [37]. The incoming wind speed is set to V = [Vx, Vy, Vz]T, where Vx, Vy, Vz
represents the partial velocity in the direction of X, Y and Z, respectively. the relative inflow
velocity of the platform during surge motion is converted into VS, which can be written as

VS = V(t) +

⎡⎣ 0
β′

surge(t)
0

⎤⎦ =

⎡⎣ 0
Vy + εsurge Asurge cos(εsurget)

0

⎤⎦, (8)

where β′
surge(t) denotes the velocity of surge motion at each moment.

66



Processes 2021, 9, 1047

The pitch motion corresponds to the rotation βpitch of the floating platform around
the x-axis, and the incoming flow velocity is converted to the relative velocity VP, which
can be presented as

VP =

⎡⎣ 1 0 0
0 cos βpitch sin βpitch
0 − sin βpitch cos βpitch

⎤⎦V =

⎡⎣ 0
Vy cos(Apitch sin(εpitcht))
−Vy sin(Apitch sin(εpitcht))

⎤⎦ (9)

The yaw motion corresponds to the rotation βyaw of the floating platform around the
z-axis, and the incoming flow velocity is converted to the relative velocity VY, which can be
presented as

VY =

⎡⎣ cos βyaw sin βyaw 0
− sin βyaw cos βyaw 0

0 0 1

⎤⎦V =

⎡⎣ Vy sin(Ayaw sin(εyawt))
Vy cos(Ayaw sin(εyawt))

0

⎤⎦ (10)

3. Numerical Model Verification

3.1. Model Grid Independence Verification

Table 2 exhibits the numerical value of the wind turbine torque under different mesh-
ing precision, which are refined along the circumference of wind turbine blades. The
number of simulated grids is as follows: 2.86 million, 4.77 million, 6.71 million, 8.50 million
and 10.08 million.

Table 2. Torque of different gird sizes.

Cells Number (Million) 2.86 4.77 6.71 8.50 10.08 Reference Value

Torque (N m) 3.54 × 106 3.82 × 106 3.90 × 106 3.98 × 106 4.03 × 106 4.01 × 106

Relative error (%) 11.72 4.74 2.74 0.75 0.50

It can be found that with the refinement of the mesh, the error value of torque decreases
constantly, and the decrease becomes smaller and smaller. The mesh of 8.50 million is se-
lected for in-depth research due to the consideration of calculation accuracy and efficiency.

3.2. Model Power Verification

Due to the lack of feasible experimental data, the experimental results of Jonkman [38]
were selected for verifying the accuracy of the simulation. The cut-in wind speed of the
NREL 5 MW wind turbine is 3 m/s. When the wind speed reaches more than 3 m/s, the
wind turbine starts to operate. The rated wind speed is 11.4 m/s, and the rated speed is
12.1 rpm. When the wind speed exceeds the rated wind speed, the constant power control
is realized by changing the pitch angle and reducing the lift-drag ratio.

Figure 4 illustrates the comparison of stable power between numerical simulation and
experimental data under different incoming wind speeds. All of the results exhibited a
high consistency before the incoming wind speed reached 11.4 m/s, indicating that the
current simulation method has good accuracy and reasonable results.

3.3. Validation Considering the Tower under the Unsteady Condition

It should be noted that the change of additional wind speed caused by the motion of
the platform is synchronously added to the inlet velocity. The numerical model is verified
with and without tower under unsteady calculation, respectively. A sufficient degree of
steady condition calculation is carried out for the numerical model under rated conditions
first, and the results of the steady calculation are taken as the initial flow field under
unsteady wind speed conditions.
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Figure 4. Power comparison of different wind speeds.

The uniform wind speed is 11.4 m/s, which is set at the inlet of the flow field. The
speed of the wind turbine is 12.1 rpm. The time-step corresponding to 10◦ azimuth
increment with 40 pseudo-time sub-iterations is 0.137741 s. The rotation time of the wind
turbine for 4 cycles is calculated under unsteady conditions. Figure 5 shows the power
fluctuation with and without the tower and it indicated that the power of the wind turbine
tends to be stable after the wind turbine rotates for three cycles. Furthermore, a periodic
rotation variation of the wind turbine in stable operation was observed locally. Compared
with the non-tower, the existence of the tower makes the power decrease dramatically with
an azimuth of 120◦ apart. This phenomenon is consistent with Wen [39]’s research, which
verifies the influence of the tower shadow effect on the wind turbine.

Figure 5. Power variation under unsteady rated condition.

4. Results and Discussion

Due to the obstruction of the tower to the airflow, the interference effect of the tower
on the blades is different when the blades rotate to different azimuth angles. This paper
takes the blades rotating to the azimuth directly above the tower as the starting point. The
schematic diagram of the azimuth angle of the wind turbine blades is shown in Figure 6. θ
is the angle between the two blades, γ is the influence area of the tower shadow effect and
the wind turbine rotates counterclockwise.
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Figure 6. Schematic diagram of wind turbine blade-rotation phase angle.

4.1. Unsteady Aerodynamic Analysis under Surge Motion
4.1.1. Total Performance Analysis

Figure 7 illustrates the total power and thrust comparison with and without the tower
under surge motion. It can be observed that the fluctuation period of power and thrust is
consistent with the harmonic surge. The equilibrium position divides the power and thrust
curve into rising and falling parts, mainly because the power and thrust are proportional
to the relative wind speed. For f = 0.05 Hz, As = 5 m, as shown in Figure 7b, the maximum
power of the wind turbine without the tower is 6.98 MW, while the wind turbine with the
tower is 6.85 MW. Both of these were larger than the rated power, while the existence of
the tower reduced the maximum wind turbine power by 1.86%. The minimum power was
3.37 MW and 3.24 MW, respectively, and the power of the wind turbine with the tower was
reduced by 3.86%. The average power generation was 5.12 MW and 5.01 MW, respectively;
the latter was reduced by 2.15%. Further, the power fluctuated at a frequency thrice that
of the rotation frequency under the combination of surge and tower shadow, while the
surge motion played a leading role in the influence of power fluctuation. As shown in
Figure 7c,d, the trend of the axial thrust fluctuation was similar to the power. The peak
value of thrust without the tower was 888.3 KN; the wind turbine with the tower was
881.4 KN. Additionally, the valley value of thrust was 772.7 KN and 764.7 KN, respectively.
It can be seen that the peak and valley values of thrust were basically the same with or
without the tower. In addition, the average thrust was 772.7 KN and 764.7 KN, separately;
the latter was reduced by 1.04%. It can be concluded that the influence of the tower shadow
effect on thrust was less than that on power under the same condition of surge motion.

To further explore the variation mechanism of the aerodynamic load of the wind
turbine under platform motion, the airfoil-induced velocity distribution under surge
motion was analyzed, as shown in Figure 8. The surge motion of the platform produces an
additional induced speed Vind to the wind turbine, which is obtained by superposing the
surge speed with the free flow wind speed. When the platform moves forward, the Vind is
opposite to the incoming wind speed, and the relative wind speed increases. When the
platform moves backward, the Vind is in the same direction as the incoming wind speed,
and the relative wind speed decreases. Vind can be decomposed into chord velocity Vc and
radial velocity Vr on the rotating plane, the magnitude and direction of the relative velocity
Vrel acting on the rotating plane of the airfoil changes and the angle of attack changes
accordingly. This theoretically expounds the essence of the fluctuation of the aerodynamic
performance of the wind turbine under surge motion.
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Figure 7. Total aerodynamic comparison of surge motion; (a) power versus azimuth angle; (b) ex-
treme and average values of power; (c) thrust versus azimuth angle; (d) extreme and average values
of thrust.

Figure 8. Schematic diagram of airfoil-induced velocity under surge motion.
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4.1.2. Distribution of Pressure on the Blade Surface

Figure 9 shows the surge amplitude of the platform motion with reference to time.
The second period of stable surge motion of the wind turbine is selected as the research
object. Two typical positions were selected to analyze the pressure distribution on the
blade surface.

Figure 9. The two typical positions during surge motion.

The most fundamental influence of the tower shadow effect on the aerodynamic
performance of the wind turbine is the interference of the tower on the blade; the blade
surface pressure is the basic parameter to characterize the aerodynamic performance of
the blade. This section selects two typical positions in which the blade rotates to the front
of the tower under surge motion, and analyzes the pressure distribution under the root
(r/R = 0.32), middle (r/R = 0.63) and tip (r/R = 0.94) sections of the blade. The abscissa
is dimensionless as x/c (the abscissas of different points on the section/chord length of
the section).

Figure 10 shows the distribution of pressure in each section of the blade with and
without the tower at two typical positions in a surge cycle. It can be found that the pressure
difference distribution at position 1 at the corresponding section is greater than that at
position 2. It can be explained that the Vrel at each blade section reaches larger values due
to the forward surge velocity of the platform, while the Vrel decreases when the platform
surges backward. From the numerical point of view, the maximum pressure difference
of the wind turbine without the tower at 0.32 R, 0.63 R, 0.94 R section is 1952 Pa, 4240 Pa
and 7910 Pa, respectively. It can be seen that the closer to the tip of the blade, the greater
the pressure difference on the blade surface. In addition, the tower shadow effect mainly
affects the negative pressure value of the suction leading edge and the absolute value of
the maximum negative pressure difference in each section is reduced by 10.56%, 7.61% and
5.36%, respectively. It can be inferred that the closer to the tip of the blade, the less obvious
the interference of the tower shadow effect on the negative pressure of the suction surface.

4.1.3. Near Flow Field of Each Section of Blade

Figure 11 shows the interaction between the different blade sections and the tower
when the blade rotates to the shadow area of the tower under surge motion. Position
1 was selected for further analysis. For the convenience of analysis, the variation of
pressure fields near the blade surface and the distribution of absolute velocity streamline
are discussed, respectively.
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Figure 10. Distribution of pressure in each section of blade at position 1 and position 2.

By comparing the pressure field of the wind turbine with and without the tower at
the same cross-section, it is seen that there is an obvious negative pressure field behind
the suction surface of the blades. On the root and middle section of the blade, it can be
observed that the suction leading edge negative pressure field of the wind turbine without
the tower is larger and the negative pressure value is lower, while the pressure surface
is basically the same, and the interference of the tower on the pressure field in the tip
section is relatively small. These phenomena are in good agreement with the blade surface
pressure distribution results described in the previous section. In addition, the whole
negative pressure field at the root and middle section of the blade is obviously compressed
due to the interference of the tower, which leads to a decrease in the pressure difference
between the pressure surface and suction surface of the blade, thus reducing the overall
work capacity of the blade. This further explains that the average power of the wind
turbine decreases due to the influence of the tower shadow effect in the above results.
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Figure 11. Streamline and pressure contours on different blade sections under surge motion.

Meanwhile, the streamline change of the wind turbine with the tower is not obvious
compared with the wind turbine without the tower under surge motion, and the main
change is concentrated in the wake of the tower. In the 0.32 R section, the streamline behind
the tower shifts greatly, and the tower shadow effect is the most obvious in the interference
of the flow field. In the 0.63 R section, the streamline on both sides of the tower shifts, and
the flow field in this section is affected by both the tower shadow effect and the enhanced
blade rotation effect. In the 0.94 R section, there is an obvious stall separation in the flow
field behind the tower, and the separation point shifts to the direction of blade rotation.
The area near the root of the blade is the main area affected by the tower shadow effect
under surge motion, and the effect of the tower shadow effect weakens on the near wake
flow field with the increase of blade height.
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4.1.4. Wake Field behind the Wind Turbine

The main load source of the wind turbine is axial flow; the wake flow characteristics
are particularly important for the analysis of wind turbine aerodynamics. By comparing
the wake field with or without the tower, this section further illustrates the influence of
platform motion on the aerodynamics of the wind turbine.

Figure 12 shows the velocity distribution of the wake field under platform surge mo-
tion. The symmetry of the wake field is disturbed and the flow field is slightly compressed.
When the wind turbine moves forward, the average velocity of the wake field is greater
than that of the backward motion. Considering the effect of the tower shadow, the influence
range of the high-speed wake behind the hub expands, but it has little influence on the
tip vortex, and the rear of the tower is accompanied by a large vortex shedding range and
obvious vortex motion.

Figure 12. Velocity contours of wake field under surge motion.

4.2. Unsteady Aerodynamic Analysis under Pitch Motion
4.2.1. Total Performance Analysis

Figure 13 shows the overall power and thrust variation of the wind turbine with and
without the tower. The pitch amplitude corresponds to the fluctuation of power and thrust
values. For f = 0.05 Hz, Ap = 5◦, as shown in Figure 13a, the power of the wind turbine
fluctuates violently due to the existence of the tower, and it decreases sharply three times
in one rotation cycle of the wind turbine. As shown in Figure 13b, the maximum power of
the wind turbine without the tower was 5.16 MW, while the wind turbine with the tower
was 5.11 MW. The minimum power of the former was 5.01 MW, while that of the latter
s 4.70 MW. It can be seen that pitch motion slightly increases the peak and valley values
of power, but the extreme value of the wind turbine decreases due to the existence of the
tower. The average power generation was 5.06 MW and 4.98 MW, respectively; the latter
was reduced by 1.58%. It can be found that the pitch motion of the platform increases the
power of the wind turbine, but under the combination of pitch and tower shadow effect,
the power fluctuation is larger and the increase is smaller. As shown in Figure 13c,d, the
fluctuation trend of axial thrust is similar to that of power. The peak thrust and valley
thrust of the wind turbine without the tower are 780.7 KN and 771.6 KN, and those with
the tower are 777.9 KN and 751.1 KN, respectively. The average thrust was 774.5 KN and
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769.0 KN, separately; the latter was reduced by 0.71%. That is, in terms of numerical values,
the tower shadow effect slightly reduces the average power, while the average thrust is
almost unchanged under pitch motion.

Figure 13. Total aerodynamic comparison of pitch motion; (a) Power versus azimuth angle; (b) Ex-
treme and average values of power; (c) Thrust versus azimuth angle; (d) Extreme and average values
of thrust.

Figure 14 shows the induced velocity distribution of airfoil under pitch motion. The
pitch motion of the platform changes the angle between the incoming wind speed and the
rotating plane of the wind turbine and produces an additional induced velocity Vind. Vind
can be decomposed into chord velocity Vc and radial velocity Vr on the rotating plane, in
which the direction of chord velocity component Vc depends on the positive or negative
angle of pitch motion, which changes the relative velocity and direction of the rotating plane
of the airfoil, and the angle of attack changes correspondingly. It leads to the fluctuation of
the overall aerodynamic performance of the wind turbine under pitch motion.

4.2.2. Distribution of Pressure on the Blade Surface

Figure 15 shows the pitch amplitude and angular velocity of the platform motion with
reference to simulation time. The second period of stable pitch motion of the wind turbine
was selected as the research object, and the two typical positions of the wind turbine
moving forward and backward to the front of the tower were selected for further analysis.

Figure 16 shows the pressure distribution in each section of the blade with and
without the tower at two typical positions in a pitch cycle. In terms of numerical values,
the maximum pressure difference of the wind turbine without the tower at 0.32 R, 0.63 R
and 0.94 R sections is 1711 Pa, 3630 Pa and 7030 Pa, respectively. It can be found that the
pressure difference of each section of the blade under pitch motion is smaller than that
of surge motion. Comparing the pressure difference distributions of different sections
at two typical positions, it can be seen that the pressure difference distributions on the
pressure surface and the suction surface are basically the same. The change of the pressure
difference is not obvious under pitch motion. Besides, affected by the tower shadow effect,
the absolute value of the maximum negative pressure difference at the leading edge of
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suction in each section of the blade decreases by 9.02%, 7.31% and 4.93%, respectively.
Compared with surge motion, it can be seen that under pitch motion, the interference of
the tower shadow effect on each section of the blade is also mainly concentrated in the root
and tip of the blade, but the degree of interference is less than that of surge motion.

Figure 14. Schematic diagram of airfoil-induced velocity under pitch motion.

Figure 15. The two typical positions during pitch motion.
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Figure 16. Distribution of pressure in each section of blade at position 1 and position 2.

4.2.3. Near Flow Field of Each Section of Blade

Figure 17 shows the interaction between the different blade sections and the tower
when the blade rotates to the shadow area of the tower under pitch motion. The pitch
motion of the platform to the rear and the rotation of the wind turbine to position 1 directly
in front of the tower are selected for further analysis.

Comparing the pressure field on different blade sections with or without the tower
under pitch motion, it can be seen that the pressure difference distribution of the blade
surface is still concentrated on the leading edge of the blade. Under the influence of the
tower shadow effect, the range of the negative pressure field near the suction surface of
0.32 R section and 0.63 R section is reduced, and the absolute value of negative pressure
is smaller, but the negative pressure field of the suction surface of 0.94 R section has no
obvious change. This further shows that the influence of the tower shadow effect on the
pressure field is mainly concentrated in the root and the middle of the blade.

77



Processes 2021, 9, 1047

Figure 17. Streamline and pressure contours on different blade sections under pitch motion.

Observing the streamline distribution shown in Figure 17, the main difference is still
concentrated in the near wake flow field of the tower. It can be seen that the distribution
of the streamline at 0.32 R section and 0.63 R section is similar under surge motion, but
there is an obvious stall separation vortex under the pitch motion at 0.94 R section, because
compared with the surge motion moving only in the horizontal direction, the pitch motion
applies a relative partial velocity in the vertical direction to the wind turbine when the
azimuth of the wind turbine changes. The angle between the direction of the incoming
flow velocity and the rotating plane of the wind turbine is constantly changing, which
makes the flow field more complex.
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4.2.4. Wake Field behind the Wind Turbine

Figure 18 shows the velocity distribution of the wake field under platform pitch
motion. The two moments when the wind turbine is in the balanced position and pitches
forward and backward, respectively, are selected for further analysis. It can be seen
that when the wind turbine without the tower is in the equilibrium position, the mutual
interference between the blade and the wake flow field is small, and the wake is more stable
compared with surge motion. Nevertheless, the symmetry of the flow field behind the same
wind turbine with the tower is affected, and there is an obvious low-speed disturbance
zone behind the tower, which increases the complexity of the wake.

Figure 18. Velocity contours of wake field under pitch motion.

4.3. Unsteady Aerodynamic Analysis under Yaw Motion
4.3.1. Total Performance Analysis

Figure 19 shows the total power and thrust comparison with and without the tower
under yaw motion. Similarly, the yaw amplitude corresponds to the fluctuation of power
and thrust values. For f = 0.05 Hz, Ay = 15◦, as shown in Figure 19a, it can be seen that the
power of the wind turbine with the tower is always lower than that of the wind turbine
without the tower under the same azimuth, and the power rises after three sharp drops
in a wind turbine rotation cycle, which is the result of the combined action of the tower
shadow effect and yaw motion. As shown in Figure 19b, under the effect of tower shadow,
the maximum, average and minimum power of wind turbines are reduced by 1.94%, 2.47%
and 4.16%, respectively. It can be concluded that the tower shadow effect aggravates the
change of power extremum under yaw motion. As shown in Figure 19c,d, the fluctuation
of the axial thrust value is consistent with that of the power value similarly; that is, they
reach their respective extremes at the same azimuth. Under the effect of tower shadow, the
maximum, average and minimum thrust of the wind turbine is reduced by 0.76%, 1.1% and
1.86%, respectively. It can be deduced that under yaw motion, the amplitude of the power
drop is obviously affected by the tower shadow effect, while the thrust decreases slightly.
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Figure 19. Total aerodynamic comparison of yaw motion; (a) Power versus azimuth angle; (b) Ex-
treme and average values of power; (c) Thrust versus azimuth angle; (d) Extreme and average values
of thrust.

Figure 20 shows the induced velocity distribution of airfoil under yaw motion. The
yaw motion of the platform produces an additional induced velocity perpendicular to
the rotation plane, and the direction of the Vind can be determined according to the right-
hand rule. When the platform rotates to the left, the angle between the direction of the
inflow velocity and the direction of Vind is an obtuse angle, and its relative inflow velocity
increases; on the contrary, when the platform rotates to the right, the angle between the
direction of the inflow velocity and the direction of Vind is an acute angle, and its relative
inflow velocity decreases. Vind can also be decomposed into chord velocity Vc and radial
velocity Vr on the rotating plane. Vr changes the rotation effect of the blade, and Vc causes
periodic fluctuations in the angle of attack and the sectional load of the blade.

4.3.2. Distribution of Pressure on the Blade Surface

Figure 21 shows the yaw amplitude and angular velocity of the platform motion with
reference to simulation time. The second period of stable yaw motion of the wind turbine
and two typical positions in front of the tower were selected for further analysis.

Figure 22 shows the pressure distribution in each section of the blade with and without
the tower at two typical positions in a yaw cycle. The azimuth moment of 180◦ and 900◦
rotation of the wind turbine is selected to study when the wind turbine is at a certain
yaw angle to both sides and the wind turbine is directly in front of the tower. In terms of
numerical values, the maximum pressure difference of the wind turbine without the tower
at 0.32 R, 0.63 R, 0.94 R sections is 1620 Pa, 3455 Pa and 6890 Pa, respectively. It can be
found that the pressure difference of each section of the blade under yaw motion is smaller
than that of pitch motion. Comparing the pressure distributions of the two kinds of wind
turbines at two typical positions, it can be found that the distributions are consistent. The
change of pressure difference at the different positions of yaw motion is also not obvious;
however, affected by the tower shadow effect, the absolute value of the maximum negative
pressure difference at the leading edge of suction in each section of the blade decreases
by 11.01%, 8.23% and 5.80%, respectively. It can be inferred that under yaw motion, the
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interference degree of the tower shadow effect on the negative pressure on the suction
surface of the blade is greater than that of surge motion.

Figure 20. Schematic diagram of airfoil-induced velocity under yaw motion.

Figure 21. The two typical positions during yaw motion.

4.3.3. Near Flow Field of Each Section of Blade

Figure 23 shows the interaction between the different blade sections and the tower
when the blade rotates to the shadow area of the tower under yaw motion. Position 1 was
selected for further analysis.

Under yaw motion, the distribution trend of the pressure field in each section of the
blade with or without the tower is similar to that of surge and pitch motions; the maximum
negative pressure is still concentrated near the leading edge of the suction of the blade,
and the tower compresses the negative pressure field and reduces the absolute value of
the maximum negative pressure. The main influence range of the tower shadow effect is
in the root and middle of the blade. From a numerical point of view, the blade surface
pressure difference of the same section under yaw motion is lower than that of surge and
pitch motions, which further shows that the work capacity of the wind turbine under yaw
motion is the worst among the three motions.
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Figure 22. Distribution of pressure in each section of blade at position 1 and position 2.

By comparing the streamline of each section of the blade with or without the tower,
the influence area of the tower shadow effect is still mainly concentrated in the wake flow
field of the tower, and the streamline shifts behind the tower toward the trailing edge of
the blade at 0.32 R section, which is mainly the interference of the tower. The streamline at
0.63 R section shifts in the opposite direction on both sides of the tower, which is the result
of the joint action of the tower shadow effect and the enhanced rotation effect. At 0.94 R
section, in addition to the weakening of the tower shadow effect and the enhancement of
the rotation effect, the yaw motion changes the upwind area of the incoming flow and the
rotating plane of the wind turbine, resulting in additional induced tangential velocity. The
streamline behind the tower shifts to a greater extent along the rotation direction of the
wind turbine.
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Figure 23. Streamline and pressure contours on different blade sections under yaw motion.

4.3.4. Wake Field behind the Wind Turbine

Figure 24 shows the velocity distribution of the wake field under platform yaw motion.
The two moments when the wind turbine is in the equilibrium position and begins to yaw
to the left and right side was selected for further analysis. The wake area of the wind
turbine without the tower shows a nearly symmetrical distribution under the balanced
position of yaw motion. Meanwhile, the high-speed wake area near the hub is smaller
than that under pitch motion; it can be concluded that the yaw motion could reduce the
induced velocity behind the hub. Furthermore, under yaw motion, the tower shadow effect
similarly leads to the asymmetric distribution of the wake field.
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Figure 24. Velocity contours of wake field under yaw motion.

5. Conclusions

This paper investigated the aerodynamic performance of NREL 5 MW FOWT with
a rigid blades turbine considering the tower shadow effect under surge, pitch and yaw
motions, respectively. The motion form of the platform is equivalent to the change of rela-
tive velocity of the wind turbine. The dynamic inlet wind speed is compiled for unsteady
numerical simulation using the UDF function. The accuracy of the numerical simulation
was verified by proper computational grids. Three independent platform motions and two
models with or without the tower were considered for calculation. The results illustrate
the wind turbine’s aerodynamics, including power, thrust, pressure distribution and flow
field. The conclusions can be drawn as follows:

(1) The fluctuation frequency of power and thrust is always consistent with the motion
frequency of the platform. The power is more obviously affected by the tower shadow
effect than the thrust, in which the decrease of power is the largest under yaw motion,
second-largest under surge motion, and smallest under pitch motion, with a decreased
range of 1.58–2.47%.

(2) The influence of the tower shadow effect on the pressure difference of the wind
turbine is mainly concentrated at the suction leading edge of the blade under different
platform motions, and the interference ability of the tower from the root to the tip of the
blade weakens along the blade-spreading direction. The pressure difference under yaw
motion is most obviously interfered with by the tower, and the average maximum negative
pressure is reduced by 8.35%, which is not conducive to the output power of FOWTs.

(3) For the pressure field, the tower shadow effect obviously compresses the range of
the negative pressure field of the root and middle sections of the blade, while the negative
pressure field of the tip section is less affected. For the near wake flow field, the wake of
the tower at the root section is the most seriously interfered by the tower; the influence of
the tower shadow effect decreases with the increase of the blade height and the additional
induced velocity produced by yaw and pitch motions makes the near wake flow field of
the tower more complicated.

(4) The wake field changes most violently under surge motion; the wake flow field is
relatively stable under pitch and yaw motions. Besides, the tower shadow effect leads to
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the increase of the velocity gradient near the hub, and the influence range of the high-speed
wake of the tower wind turbine hub is the farthest under surge motion.

In view of these findings, the platform motion and the tower shadow effect have a
great impact on the steady operation of FOWTs, and the combination of the two causes
greater interference to the flow field. However, this paper only considers the aerodynamic
characteristics of FOWTs under single-degree-of-freedom (surge, pitch and yaw) motion,
and future research on factors such as heave, roll, sway and multi-degree-of-freedom
coupling motions are worthy of more in-depth discussion.

Author Contributions: Conceptualization, L.D. and L.Z.; Formal analysis, L.D.; Investigation, L.D.
and L.Z.; Methodology, L.D.; Project administration, D.H.; Software, L.D.; Supervision, D.H.; Valida-
tion, L.D.; Writing—original draft, L.D.; Writing—review and editing, L.D. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was funded by the Science and Technology Commission of Shanghai Mu-
nicipality and the National Natural Science Foundation of China, grant number 18DZ1202302
and 50706025.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data are not publicly available.

Acknowledgments: This research work is sponsored by the Science and Technology Commission of
Shanghai Municipality (18DZ1202302). Additionally, the support of the National Natural Science
Foundation of China under project No. 50706025 is gratefully acknowledged.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

FOWT Floating Offshore Wind Turbine
CFD Computational Fluid Dynamic
6-DOF Six Degrees-of-Freedom
BEM Blade Element Momentum
FVM Free Vortex Method
UDF User-Defined Function
RANS Reynolds-Averaged Navier–Stokes equations
V Incoming Wind Speed

Nomenclature

VS the relative inflow velocity under surge motion
VP the relative inflow velocity under pitch motion
VY the relative inflow velocity under yaw motion
θ the angle between two blades
γ the influence area of the tower shadow effect
ω the rotational speed of the wind turbine
Vind the induced velocity of platform motion
Vrel the relative velocity
As surge amplitude
Ap pitch amplitude
Ay yaw amplitude
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Abstract: This paper presents a probabilistic framework for updating the structural reliability of
offshore wind turbine substructures based on digital twin information. In particular, the information
obtained from digital twins is used to quantify and update the uncertainties associated with the
structural dynamics and load modeling parameters in fatigue damage accumulation. The updated
uncertainties are included in a probabilistic model for fatigue damage accumulation used to update
the structural reliability. The updated reliability can be used as input to optimize decision models for
operation and maintenance of existing structures and design of new structures. The framework is
exemplified based on two numerical case studies with a representative offshore wind turbine and
information acquired from previously established digital twins. In this context, the effect of updating
soil stiffness and wave loading, which constitute two highly uncertain and sensitive parameters, is
investigated. It is found that updating the soil stiffness significantly affects the reliability of the joints
close to the mudline, while updating the wave loading significantly affects the reliability of the joints
localized in the splash zone. The increased uncertainty related to virtual sensing, which is employed
to update wave loading, reduces structural reliability.

Keywords: offshore wind substructures; reliability updating; probabilistic fatigue assessment; digital
twins; uncertainty quantification

1. Introduction

The offshore wind industry has experienced significant growth over the last decade [1].
As a result, the number of offshore wind turbines operating in Europe has reached 5402
in 2020 [2], with much more planned to be installed worldwide in the close future [3].
The typical lifetime of an offshore wind turbine ranges between 20 and 25 years, which
means that over the coming years a large number of these structures reach their intended
lifetime, and operators will have to take actions regarding their assets. Potential actions,
denoted as decision models, can be to decommission, re-power, perform inspections, or
extend lifetime. An optimal decision depends on what specific business model the operator
pursues, but, regardless of the business aspect, an accurate and precise estimation of the
structural reliability is key in making such a decision [4].

A digital twin-defined as a digital replica of a physical asset [5,6]-can help us to assess
the structural integrity of existing structures more accurately and precisely compared to
predictions from generic design practices because consistent and updated information
of the structure is available. This has been successfully demonstrated in the oil and gas
industry [7,8], in aerospace engineering [9], and in the offshore wind industry as well [10].
In fact, a number of wind standardization committees, including Det Norske Veritas
(DNV) [11,12], International Electrotechnical Commission (IEC) [13], and Federal Maritime
and Hydrographic Agency (BSH) [14], are working on design recommendations on how to
use measurement data and inspection information to optimize decision models for existing
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wind turbines. Currently, a key missing aspect is how to use the improved structural
models contained in digital twins to subsequently improve the decision models.

Although fully physics-based digital twins have not yet been applied to improve
decision models for wind turbines, some publications already indicate how measurement
data can be used to achieve such an improvement. Nielsen and Sørensen [15] applied
dynamic Bayesian networks to calibrate a Markov deterioration model based on past in-
spection data of wind turbine blades. Ziegler and Muskulus [16] investigated the feasibility
of lifetime extension for offshore wind monopile substructures, with particular focus on
identifying important parameters to monitor during the operational phase of the turbines.
Leser et al. [17] presented a general framework for fatigue damage estimation based on in
situ measurements. Mai et al. [18] focused on prediction of the remaining useful lifetime
of wind turbine support structure joints using met-ocean in situ data. Augustyn et al. [19]
extended a conceptual framework for updating decision models based on information
from a digital twin, initially proposed by Tygesen et al. [7], to be applied to offshore wind
substructures. In the framework, a digital twin is established with an updated structural
and load model, and subsequently the digital twin is used to quantify uncertainty and
update the structural reliability.

In the present paper, we outline the framework by Augustyn et al. [19] beyond its
conceptual level and propose a probabilistic method for updating the structural reliability of
offshore wind turbine substructures based on new information obtained from digital twins.
Depending on the information type available, various methods for updating reliability
can be used [20]. If information on the structural integrity becomes available, for example,
by an inspection of joints to identify potential cracks, risk-based inspection methods can
be applied [21–24]. Even though the inspection planning methodology is matured and
well-proven in industrial applications [25], its feasibility for the majority of offshore wind
applications is questionable due to the profound inspection costs [26]. A more economically
feasible alternative, in the form of condition-based monitoring, is typically investigated
for offshore wind applications [27,28]. In this context, condition monitoring data can be
applied to identify structural damage, and then the resulting integrity information can
be employed for updating reliability [29]. Application studies have been presented for
mechanical components in turbine [30] and wind turbine blades [4]. However, in these
studies, the condition monitoring data merely provide structural integrity information at a
global level-that is, if damage is present or not. In the present study, we aim at enhancing
the spatial resolution of the integrity assessment and hereby provide information at a local
(joint) level. Consequently, this paper proposes a framework where condition monitoring
data are used to update structural models; these updated models are subsequently used to
update structural reliability, including uncertainty stemming from the updating procedure.

The contribution of this paper consists of: (1) proposing a method on how the un-
certainties related to the structural dynamics and load modeling in fatigue damage ac-
cumulation can be quantified and updated based on updated distribution functions of
model parameters, which can be acquired with the aid of a digital twin. Subsequently,
(2) we present a framework where the updated uncertainty is used to update the structural
reliability based on a well-established probabilistic model [31,32]. Generally, the framework
can be used for optimization of operation and maintenance of existing turbines and design
of new structures. The framework is exemplified based on two numerical case studies, in
which digital twins established in previous studies by the authors [33,34] are included.

The remainder of this paper is organized as follows. In Section 2, we outline the
concept of structural reliability estimation and convey the motivation for the proposed
structural reliability updating framework, which is presented in Section 3. The two fol-
lowing sections address the numerical case studies used to exemplify the framework for
existing and new substructures; Section 4 describes the setup of the case studies and
Section 5 presents the appertaining results. Finally, this paper closes with concluding
remarks in Section 6.
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2. Background and Problem Statement

A wind turbine consists of structural components, for which reliability analysis is
performed using structural reliability theory [35], and electrical/mechanical components,
for which classical reliability models can be used, with the main descriptor being the failure
rate or the mean time between failure (MTBF). Regardless of the component type being
addressed in the reliability analysis, a probabilistic model describing the component’s
integrity is required. The reliability of electrical/mechanical components is typically
modeled by a Weibull model for the time to failure and the components are assumed to
be statistically independent. Using, for example, failure tree analysis (FTA) and failure
mode and effect analysis (FMEA), system reliability models can be established and the
reliability update can be performed when new information becomes available [36–38]. In
the present paper, jacket-type steel wind turbine substructures are considered, so structural
reliability techniques are required to model loads, resistances, and model uncertainties and
to account for the correlation between the components. The fatigue damage is often design
driving for the structural components of offshore wind substructures, such as joints. In this
instance, fatigue damage accumulation can be expressed in terms of probability of failure
or, equivalently, by the reliability index [39].

Let g(t) be the fatigue limit state at year t ∈ N for an offshore wind substructure;
then [32,40],

g(t) = Δ −
l

∑
i=1

z

∑
j=1

Ni,j pit

KΔs−m
i,j

(XdXlXs)
m, (1)

where Δ is the fatigue resistance and the double summation expresses the accumulated
fatigue damage. In particular, Δ is a stochastic variable representing the limit value of
the accumulated fatigue damage estimated using, for example, SN curves, including the
uncertainty related to application of Miner’s rule for linear fatigue damage accumulation.
In the expression for the fatigue damage, pi is the yearly probability of occurrence for sea
state i (including wind and wave parameters), Ni,j is the number of cycles for the ith sea
state and jth stress range Δsi,j, and K and m are the parameters related to the SN curve,
with m being the Wöhler exponent [41]. The uncertainties related to the SN curve approach
are included by modeling K as a stochastic variable. Xd, Xl , and Xs are stochastic variables
that model the uncertainties associated with the structural dynamics, load modeling and
stress concentration.

If g(t) ≤ 0, the limit state is exceeded and the structure fails, while g(t) > 0 im-
plies that the structure is safe. The probability of fatigue failure in the time interval
t ∈ [0, T], Pf (t) = P(g(t) ≤ 0) can be estimated by first-order and second-order reliability
methods [39] or, as is the case in this paper, by Monte Carlo methods [42]. The corre-
sponding reliability index, β, can be computed as β(t) = −Φ−1

(
Pf (t)

)
, where Φ is the

standard normal distribution function. The annual reliability index, Δβ, can be calculated
analogically assuming a reference period of one year.

We note that (1) Xd and Xl may be correlated, and, in this instance, they should be
modeled by a joint probability density function with correlation coefficient ρ and (2) a
linear formulation of the limit state equation can be readily generalized for a bi-linear
formulation of the SN curve. The parameters in model (1) are elaborated in Section 2.1.

2.1. Uncertain Parameters and Their Modeling

The uncertainty modeling related to structural reliability due to fatigue damage is
summarized in Figure 1. In the framework proposed in Section 3, we focus on updating
stochastic variables related to structural dynamics and loading uncertainty, as schematically
indicated by the dark blue boxes in Figure 1. The remaining part of the uncertainty (the
light blue boxes in Figure 1) can be quantified based on experiments and data. This is not
considered in the proposed framework, but a brief discussion is provided in the present
subsection for the sake of completeness.
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Figure 1. Stochastic variables modeling uncertainty in fatigue damage accumulation. The stochastic variables from the
probabilistic model (1) are represented by separate boxes. The light blue boxes indicate stochastic variables estimated based
on generic, design-based recommendations. The dark blue boxes indicate stochastic variables that can be quantified and
updated based on new information from a digital twin.

2.1.1. Met-Ocean Model

The joint probability distributions of the wind-wave climate is discretized by a finite
number of short-term sea state simulations including random wind and wave seeds to
model a stochastic process [40]. Met-ocean uncertainty is included in (1) by the yearly
probability of each sea state, denoted pi. The met-ocean uncertainty can be quantified if
long-term climate parameters are monitored [18,43].

2.1.2. Structural Dynamics

Estimating dynamic system properties is associated with uncertainties [44]. The
uncertainties stem from environmental and operational variability, non-stationary sea
states (fluctuating mean sea water level), time-variant structural conditions (corrosion,
scour), output noise, and the formulation of the structural model, including modeling of
highly uncertain parameters such as soil stiffness, joint stiffness and damping. We note
that the output noise relates to the noise in the acceleration and/or strain signals, which
is propagated through system identification procedures and results in uncertainty of the
updated structural model parameters [44]. The structural dynamics uncertainty is included
in (1) through the stochastic variable Xd.

2.1.3. Loading

Depending on the location of the wind turbine, the loading may include the following
exogenous sources and their inherent uncertainties:

• Hydrodynamic loading-uncertainty related to calculating wave loads that stems from
different wave theories (linear vs. non-linear), Morison’s equation, stretching and
mass and drag coefficients.

• Aerodynamic loading-uncertainty related to calculating wind loads that stems from
wind turbulence, wake model, and shear coefficient.

• Ice loading-uncertainty related to calculating ice loads, for example, ice thickness, ice
crushing strength and ice failure regime.

• Earthquake loading-uncertainty related to calculating earthquake loads, for example,
earthquake acceleration profile, structural response, soil-structure integration, and
force transfer.

If loading uncertainty is quantified based on information from digital twins, the main
part of the uncertainty is related to obtaining the structural response due to external loading.
This response is typically estimated based on virtual sensing methods, which are associated
with uncertainties [34,45]. The loading uncertainty is included in (1) through the stochastic
variable Xl .

2.1.4. Stress Concentration

Stress ranges in specific locations can be estimated based on simplified parametric
equations, for example, Efthymiou [46] or detailed finite element (FE) models. The stress
concentration uncertainty is included in (1) through the stochastic variable Xs. The stress
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concentration uncertainty can be quantified if a detailed FE model is used to establish hot
spot stresses [47] or if hot spot stresses are measured directly.

2.1.5. SN Curve

The uncertainty in parameter estimation from the SN curve approach [48] is included
in (1) through the stochastic variable K and the deterministic parameter m. If a bi-linear SN
curve is used, then stochastic variables are used to model the two branches of the SN curve.
The SN curve uncertainty can be quantified if fatigue testing is performed [48].

2.1.6. Fatigue Damage

Uncertainties related to the accumulated fatigue damage model (Miner’s rule [49])
and the crack propagation method (Paris–Erdogan [50] or fracture mechanics) is included
in (1) by modeling the resistance, Δ, as a stochastic variable.

2.2. Current State-of-Practice for Reliability Updating

Design standards define a specific level of reliability that offshore wind substructures
must fulfill, for example, a target annual reliability index of Δβ = 3.3 in IEC 61400-1 [31,40].
Reliability levels indicated in standards assume a generic level of uncertainty representative
for all types of substructures and locations. Because the uncertainty is assumed to cover a
wide range of structures and locations, the resulting design is, in many cases, conservative.
The level of conservatism can be quantified when new information specific to a particular
structure becomes available. One way of obtaining such information is by means of
digital twins, which can be used to quantify the uncertainty and subsequently update the
structural reliability.

3. Structural Reliability Updating Framework

In this paper, we propose a probabilistic framework in which digital twin informa-
tion is used to update the uncertainties associated with the fatigue damage accumulation,
which are then used to update the structural reliability. In particular, we use the updated
parameters from the established digital twins to quantify the model uncertainties of the
structural dynamics, Xd, and load modeling, Xl . The updated uncertainties are quantified
based on a forward propagation method, which allows quantifying separate uncertainty
sources stemming from specific model parameters. Having updated the relevant uncer-
tainty contributions from the updated model parameters, the reliability is updated based
on the linear probabilistic limit state Equation (1). Finally, the updated reliability serves as
a decision basis for a decision model update. A schematic illustration of the framework is
seen in Figure 2, and steps one to six are described in Sections 3.1–3.6.

Data Value

1) Model updating 2) Input parameters 3) Uncertainty
propagation

4) Uncertainty
quantification 5) Reliability update 6) Decision model

αi D(αi) Xd, Xl Δβ(t)

Figure 2. Structural reliability updating framework based on information from a digital twin. Updated parameters from
the digital twin are used to quantify uncertainty in fatigue damage accumulation. Subsequently, the structural reliability
is updated.

3.1. Model Updating

It is assumed that an updated structural model (step one) is available, which can be
obtained based on well-established model formulation and updating procedures [51].
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3.2. Input Parameters

The distribution functions of the updated model parameters (available from step one)
are used in step two as input for the uncertainty quantification procedure. The stochastic
variables reflect both the aleatory and epistemic uncertainties, which constitute the updated
Xd and Xl uncertainties.

3.3. Uncertainty Propagation

The effect of the updated model parameters on the fatigue damage accumulation is
established by a Monte Carlo uncertainty propagation method [52], as indicated in step
three in Figure 2. Based on the uncertainty in the input parameters (i.e., the distribution
functions of the updated numerical model parameters), we obtain the distribution of
fatigue damage, hence quantifying the uncertainties in fatigue damage due to the updated
model parameters. The uncertainty quantification procedure is described next. The aim is
to express the uncertainty as a stochastic variable multiplied to the fatigue stress ranges.

The uncertainty in fatigue damage accumulation due to an uncertain parameter, αj ∈ α,
can be quantified by simulating n realizations from this parameter’s distribution function
and calculating the corresponding fatigue damage. When calculating fatigue damage, the
remaining parameters are assumed to be deterministic. Moreover, the fatigue damage is
calculated assuming one sea state parameter. In this way, the introduced uncertainty is
solely governed by the variability of αj, hence quantifying this parameter’s contribution
to the fatigue damage accumulation uncertainty. For example, a distribution function of
updated soil stiffness implies structural dynamics uncertainty, while a distribution function
of an updated inertia coefficient in Morison’s equation implies loading uncertainty.

Among a number of uncertainty quantification methods [53], a Bayesian framework [54]
is recommended by a number of standard committees, for example, IEC and Joint Com-
mittee on Structural Safety (JCSS), due to its sound theoretical basis and wide range of
applicability. However, a main challenge in the Bayesian framework is the requirement of a
prior distribution on the parameters to be quantified. In the context of offshore wind uncer-
tainties, information on prior distributions is not available in the background documents
for the above mentioned standards and committees. Consequently, in the proposed frame-
work, we implemented a simplified method where we start with the uncertainty modeling
consistent with the design standard of wind turbines [40], and subsequently we quantify
the uncertain parameters already included in (1) using the maximum likelihood method.

Assuming the fatigue damage, modeled as a stochastic variable depending on the
uncertain parameter αj, is normally distributed, D(αj) ∼ N

(
μDj , σ2

Dj

)
, the fatigue dam-

age distribution (mean value μDj and standard deviation σDj ) can be found through the
maximum likelihood method, where the likelihood is defined as

L
(

μDj , σDj

)
=

n

∏
i=1

1√
2πσDj

exp

⎛⎝−1
2

(
Di − μDj

σDj

)2
⎞⎠, (2)

with Di being the fatigue damage associated with the ith realization of αj computed based
on the updated structural model contained in the digital twin.

The log-likelihood function becomes

ln L
(

μDj , σDj

)
= −n ln

(√
2πσDj

)
−

n

∑
i=1

1
2

(
Di − μDj

σDj

)2

, (3)

and the optimal parameters are found to be

argmax
μDj

, σDj

ln L
(

μDj , σDj

)
. (4)
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3.4. Uncertainty Quantification

The procedure outlined in the previous subsection quantifies uncertainty in fatigue
damage accumulation. However, the probabilistic model (1) requires uncertainty in stress
ranges rather than in the fatigue damage. Therefore, it is now described how uncertainty
in fatigue damage can be transformed into uncertainty in stress ranges, as indicated in step
four in Figure 2.

The fatigue damage accumulation, D, is proportional to the stress ranges, Δs, accord-
ing to D ∝ Δsm (assuming a linear SN curve), from which it follows Δs ∝ D1/m. The stress
range distribution parameters can be computed from Monte Carlo simulations. Alterna-
tively, assuming the damage distribution function is normal, the stress range distribution’s
mean, μΔs, and coefficient of variation (CoV), cΔs, can be approximated as

μΔs = μ1/m
i (5)

and
cΔs =

ci
m

, (6)

where μi and ci are the mean and CoV of the fatigue damage distribution due to the
uncertainty associated with αj.

3.5. Reliability Update

The quantified and updated uncertainties can be consistently included in the prob-
abilistic framework to update the reliability level. The probabilistic model (1) is used to
derive an annual reliability level, Δβ(t), given the updated uncertainties. This procedure is
indicated in the fifth step in Figure 2, where two reliability curves (with and without using
information from a digital twin) are schematically presented. The outcome of the reliabil-
ity update (increase or decrease) depends on the outcome of uncertainty quantification
(increased or decreased).

3.6. Decision Models

Given new information from digital twins becomes available (either during operation
or already in the design stage), the decision models can be updated as indicated by the last
step in Figure 2. The digital twin information can be included based on Bayesian decision
theory [24,55]. For existing structures, an operation and maintenance decision plan can be
optimized based on an updated reliability level, for example, an updated inspection plan or
lifetime reassessment. More specifically, a reliability-based inspection planning technique
can be implemented [56] and some of the inspections can be removed (if any were planned
during the lifetime of the structure in question) or new inspections can be included if the
structural integrity is compromised. For new structures, the expected outcome of a future
digital twin can be used to optimize structures already at the design stage (before the digital
twin information becomes available) by the use of Bayesian pre-posterior theory [54].

4. Case Study Setup

To demonstrate an application of the proposed framework, we consider an example
where information from a digital twin of an offshore wind jacket substructure is used
to update the structural reliability of the substructure. The numerical models of the
substructure and the turbine are described in Sections 4.1.1 and 4.1.2, followed by a
description of the analyzed load case scenarios in Section 4.1.3. Based on the simulation
results (in the form of stress range distributions), the structural reliability of selected
joints is calculated in Section 4.2.1 by assuming a generic level of uncertainty. The results
are nominal and are, in Section 5, compared with the results obtained by using digital
twin information.
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4.1. Modeling

We simulate a numerical model of a 7 MW jacket-supported turbine using the pro-
cedure outlined by Nielsen et al. [57] and applied by, e.g., Augustyn et al. [34]. The
simulation procedure consists of the following steps: (1) the substructure model and corre-
sponding wave loading are reduced to a Craig–Bampton superelement [58] with 30 internal
modes accounting for internal substructure dynamics. A convergence study has been
performed to ascertain that the reduced model (including 30 modes) adequately captures
the relevant modal parameters of the non-reduced system. Subsequently, (2) the wind
loading is computed through aero-elastic analyses, in which the substructure superelement
is included. Finally, (3) the force-controlled recovery run outlined by Nielsen et al. [59] is
performed, where the response of the substructure is recovered and relevant measurements
are extracted. The applied model is formulated using state-of-the-art modeling approaches
included in a typical design procedure for jacket substructures, and the model has been
validated to accurately and precisely represent the structural dynamics of a combined
substructure and wind turbine system [60,61].

4.1.1. Substructure

The jacket substructure and its appertaining wave loading were modeled using ROSAP
(Ramboll Offshore Structural Analysis Programs), version 53 [62]. The jacket substructure
considered in this study, which is depicted in Figure 3, has a total height of approximately
75 m. The substructure comprises three legs, each with a diameter ranging between 1.2
and 1.7 m, and four brace bays, each with a diameter ranging between 0.8 and 1.1 m. The
substructure model includes, i.a., soil-pile interaction, local joint flexibility, scour, marine
growth and appurtenance masses. The water depth is 55 m and the soil conditions are
characterized as clay. The substructure includes 50 m grouted piles. The soil-structure
interaction is modeled by the use of soil curves linearized according to the API method [63].
The structural damping was modeled according to a Rayleigh model [64] with 0.5% and
1% modal damping in the first and second bending modes, respectively.

Figure 3. Substructure model used in the case studies. (A) Side view, (B) side view with indication of
levels (blue circles indicate joints analyzed in the case studies) and (C) top view with indication of
directions, side and leg names. NB: a wind turbine model is not shown in the figure.

The locations of the selected joints considered in the case studies are indicated in
Figure 3B. The joint levels range between 13 (mudline) to 50 (top of the jacket). Results
for sides B and C of the jacket, see Figure 3C, are provided. The joints are named in the
following way: 50CL, where 50 indicates the level, C is the jacket side, and L indicates the
lower element in the joint.
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4.1.2. Wind Turbine

The substructure carries a representative 7 MW turbine, which is modeled in LACflex
aero-elastic code [65]. The turbine includes a 90 m tubular tower with a diameter ranging
between 4 and 6 m. Along the tower, three concentrated masses are assumed to emulate the
effect of secondary-structures. The aero-elastic code employs a modal-based representation
of the turbine (including the tower, rotor and blades). An aerodynamic damping contribu-
tion is included through the fluid-structure interaction when calculating aero-elastic forces.
The wind turbine model was originally developed for industrial purposes, where it was
applied in commercial projects. A rather similar model (albeit a 5 MW turbine instead of
7 MW), which adheres to the same modeling principles, has been applied in other studies
on structural dynamics of wind turbines [34,66].

4.1.3. Load Cases

In this study, we consider the fatigue failure mode in the normal operating condition
(design load case (DLC) 1.2 [40]). For a typical offshore wind jacket substructure, this DLC
accounts for most of the fatigue damage [67].

The met-ocean parameters applied in this study are derived based on measurements
from a representative North Sea site [68] and are summarized in Table 1. The wind speed
ranges between 4 and 31 ms−1, resulting in nb = 15 wind speed bins. For each wind speed
bin, representative wave parameters, i.e., the significant wave height and peak period,
are assigned. The significant wave height ranges from 0.1 to 7.9 m while the peak period
ranges from 3.0 to 9.6 s. The met-ocean parameters along with their yearly probability of
occurrence are derived from a site-specific joint probability distribution function, which
is a common design practice [40]. A total of nd = 12 wind directions are analyzed (wind
and waves are assumed fully aligned). For each wind speed, a total of nTI = 5 turbulence
intensity quantiles, namely, q ∈ [q10, q30, q50, q70, q90], are considered. The quantiles for
each wind speed are calculated based on the Weibull distribution according to the IEC
standard [40] for turbulence class B. The turbulence intensities for the given site ranges
from 0.09 to 0.31. The fatigue damage is scaled with the corresponding turbulence intensity
quantile probability, hence representing the target Weibull distribution. Every load case
(wind speed, wave height, peak period and turbulence intensity) is simulated with ns = 6
seeds. The total number of load cases analyzed is nt = nbndnTIns = 5400.

Table 1. Load case definitions according to IEC [40] and representative site-specific parameters.

Turbine State DLC Wind Speed, U (ms−1) Turbulence, TI (-) Wave Height, Hs (m) Wave Period, Tp (s) Direction (deg)

Operational 1.2 4–31 0.31–0.09 0.1–7.9 3.0–9.6 0–330

4.2. Nominal Results

The structural reliability of selected joints of the jacket substructure is evaluated based
on model (1) and the variables are summarized in Table 2. The stress ranges, Δσ, and
number of cycles, N, were obtained from simulations. The SN curves for tubular joints
in air and in seawater with cathodic protection are used according to [48]. The SN curve
for the air environment are applied to the joint at level 50. For the remaining joints, the
SN curve for seawater with cathodic protection is applied. For tubular joints exposed
to seawater with cathodic protection, negative inverse slopes of m1 = 3 and m2 = 5 and
intercepts of log Kc1 = 12.18 and log Kc2 = 16.13 are assumed to calculate the characteristic
SN curve. For tubular joints in air environment, the following values can be used: log Ka1 =
12.48 and log Ka2 = 16.13, while assuming the same m values as for seawater environment.
The mean SN curve for the probabilistic analysis was calculated from the characteristic SN
curve’s intercepts assuming a standard deviation of 0.20 [48].
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Table 2. Variables used in the probabilistic model to estimate fatigue damage accumulation in the
nominal case [32].

Variable Distribution Mean CoV Std. Dev. Ref.

Δ N 1.00 0.30 N/A [69]
logKc1 N 12.58 N/A 0.20 [48]
logKc2 N 16.53 N/A 0.20 [48]
logKa1 N 12.88 N/A 0.20 [48]
logKa2 N 16.53 N/A 0.20 [48]

m1 D 3 N/A N/A [48]
m2 D 5 N/A N/A [48]
Xd LN 1.00 0.10 N/A [31]
Xl LN 1.00 0.10 N/A [70,71]
XS LN 1.00 0.05 N/A [70]

Distribution: N-normal, LN-logNormal, D-deterministic.

4.2.1. Annual Reliability

The annual reliability index as a function of time, Δβ(t), is calculated based on the
state-of-the-art probabilistic methods described in Section 2. The limit state Equation (1)
was applied using the standard-based variables provided in Table 2. The reliability indices
are presented in Figure 4 and Table 3 and are denoted as the nominal results. The results
represent the situation where no additional knowledge from a digital twin is available. The
results are provided for 10 selected joints, which are typically critical for a jacket design.

The structure is designed to have a fatigue lifetime of 25 years. The fatigue lifetime
ends when the annual reliability index reaches the target value Δβ = 3.3, which serves as
the basis for reliability-based calibration of safety factors in recognized design codes [31,40].
For the considered case study, the design driving joints are 13BU and 40CU with a lifetime
of 25 and 27 years. Joint 13BU is located close to the mudline, while joint 40CU is located
slightly below the splash zone. Joints 40CL, 40BL, 25BU and 25BL have a lifetime between
50 and 100 years, while the remaining joints have a lifetime above 100 years.

Table 3. Fatigue lifetime derived based on probabilistic model (1) and stochastic variables presented
in Table 2.

Joint Fatigue Lifetime (Years)

50CL >100
50BL >100
40CL 54
40BL 77
40CU >100
40BU 25
13CU 27
13BU >100
25BL 98
25BU 86
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Figure 4. Structural reliability as function of time for the nominal model.

5. Case Study Results

In this section, we exemplify how new information from digital twins can be included
in the proposed framework to quantify uncertainty and subsequently update structural
reliability for the particular case study. We use information from previously established
digital twins [33,34]. The effect of structural dynamics uncertainty, Xd, is investigated based
on a model updating study presented in [33], where the soil stiffness, ks, was calibrated
based on in situ measurements. The effect of loading uncertainty, Xl , is investigated based
on a virtual sensing study [34], where modal expansion was used to estimate unmeasured
field quantities. The results are presented and discussed based on two design driving joints,
namely, 13CU and 40BU.

5.1. Updating Structural Dynamics Uncertainty

In this subsection, we present the updated structural reliability based on an updated
structural dynamics uncertainty. First, we present a sensitivity study on updating soil
stiffness, followed by a case study based on in situ soil stiffness calibration [33].

5.1.1. Soil Stiffness Sensitivity

The effect of updating thesoil stiffness mean value, μks , for joint 13CU is presented in
Figure 5 and in Table 4. It is assumed that new information from a digital twin is obtained;
in this particular case, the mean value of uncertainty related to structural dynamics, μXd , is
updated. The results are derived by using the limit state Equation (1) with the standard-
based variables provided in Table 2 and updated values for μXd .

As seen in Figure 5, the soil stiffness has a significant impact on the fatigue lifetime.
Updating the soil stiffness by a factor of 0.5 (resulting in reducing the mudline pile stiffness
by half) results in a reduction in lifetime by a factor of 0.3. In contrast, increasing the soil
stiffness by a factor of 2.0 results in a lifetime increase by more than fourfold (>100 years).
The effect of updating soil stiffness on joint 40BU is negligible, as indicated in Figure 6.

Note that in Figures 5 and 6 (and the other figures describing structural reliability as a
function of time), the reliability generally decreases with time, albeit non-monotonically
in some cases. For example, consider the green curve in Figure 5, where a local increase
in reliability around year 20 is observed. This is due to a limited number of Monte Carlo
simulations, but we note that this limitation does not qualitatively affect the conclusions
drawn from the analyses.
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Table 4. Fatigue lifetime derived for different distributions of Xd.

ks
13CU 40BU

μXd CoV Xd Lifetime μXd CoV Xd Lifetime

0.50 1.20 0.10 7 0.98 0.10 26
0.75 1.10 0.10 15 0.99 0.10 25
1.00 1.00 0.10 25 1.00 0.10 25
1.25 0.90 0.10 85 1.01 0.10 25
1.50 0.80 0.10 >100 1.02 0.10 24
2.00 0.70 0.10 >100 1.04 0.10 22
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Figure 5. Impact of updating soil stiffness on structural reliability-joint 13CU.
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Figure 6. Impact of updating soil stiffness on structural reliability-joint 40BU.

5.1.2. Reliability Update-Soil Stiffness

Based on the results presented in [33], we assume the soil stiffness distribution function
after the update can be approximated by a normal distribution with mean value of 4.7 and
CoV = 0.12, i.e., ks ∼ N (

4.7, (4.7 × 0.12)2). The soil stiffness uncertainty is propagated
through the numerical model, and the uncertainty on stress ranges was estimated according
to the method presented in Section 3.3. It was assumed, for illustrative purposes, that
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the soil stiffness is the only uncertain parameter affecting the Xd uncertainty, i.e., α = ks.
The Xd uncertainty is quantified and its updated value was applied together with the
nominal uncertainty values for the remaining stochastic variables in (1). The updated Xd
distribution (mean value and CoV) as a result of the soil updating is presented in Table 5.

The soil stiffness update results in a reduction in the mean value of Xd for all joints
except three joints in the splash zone (joints 40CL, 40BL and 40CU). The CoV of Xd is
reduced for all joints because the CoV of Xd is reduced from the initial value of 0.10 for
all joints. The structural reliability after the soil update is presented in Figure 7 alongside
the lifetime compared to the nominal model presented in Table 5. After the soil update,
we can observe an increase in fatigue life in four joints close to the mudline (13CU and
13BU) and in the lowest X-joint (25BL and 25BU). Compared to the nominal model, we can
conclude that for both critical joints (40BU and 13CU), the fatigue lifetime is increased after
the update. Note that the fatigue lifetime in joint 40BL is reduced despite a reduced CoV.
That is due to the fact that for this joint, two opposite effects of the soil update are merged;
namely, the positive effect of the reduced CoV (0.006 vs. 0.10) and the negative effect of the
increased mean value (1.07 vs. 1.00).

The general conclusion holds that if both the mean value and CoV are reduced, then
the fatigue lifetime is increased, while if both of the values are increased, then the opposite
result holds. If either mean or CoV is reduced while the other is increased, the fatigue
lifetime can either increase or decrease depending on the extent of the increase/decrease in
mean value and CoV.

Table 5. Effect of updating soil stiffness on fatigue lifetime.

Joint μXd CoV Xd Lifetime (Years) Compared to Table 3

50CL 0.98 0.004 >100 N/A
50BL 0.98 0.005 >100 N/A
40CL 1.04 0.004 62 +8
40BL 1.07 0.006 69 −8
40CU 1.05 0.003 >100 N/A
40BU 0.98 0.005 44 +19
13CU 0.65 0.058 >100 +
13BU 0.56 0.057 >100 N/A
25BL 0.90 0.013 >100 +
25BU 0.92 0.012 >100 +
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Figure 7. Structural reliability after the soil stiffness update. (ks update based on the study in [33]).
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5.2. Loading Uncertainty Update

In this subsection, we investigate the effect of updating loading uncertainty on the
structural reliability. First, we present a sensitivity study on wave loading calibration,
followed by updating the reliability based on load calibration using two virtual sensing
configurations. The virtual sensing study is presented based on uncertainty quantified
in [34]. In this subsection, the Xl uncertainty is updated based on an updated Cm parameter.
It is assumed, similarly as in Section 5.1, that only one uncertain parameter affects the
uncertainty modeling, i.e., α = Cm.

5.2.1. Wave Loading Sensitivity

The effect of updating the wave loading coefficient, Cm, on the structural reliability of
joint 13CU is presented in Figure 8 and in Table 6. The mean value of the wave loading
coefficient is modified by a factor of 0.8–1.2, which results in modifications of the loading
uncertainty. It is assumed that new information from the digital twin is obtained; in
this particular case, the mean value of uncertainty related to loading uncertainty, μXl , is
updated. The results are derived by using the limit state Equation (1) with the standard-
based variables provided in Table 2 and updated values for μXl .

The wave loading modification has a medium impact on the fatigue lifetime. Updating
the wave loading by a factor of 0.8 (reducing the inertia-induced wave loading by 20%)
results in an increased lifetime by a factor of 1.6. Increasing the wave loading by a factor of
1.2 results in reducing the lifetime by a factor of 0.7. The effect of updating wave loading
on joint 40BU is more pronounced, as indicated in Figure 9. For this joint, reducing the
wave loading by 20% results in a lifetime increase by more than fourfold (>100 years),
while a wave loading increase by 20% results in a lifetime reduction by a factor of 0.3.
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Figure 8. Impact of updating wave loading on structural reliability-joint 13CU.

Table 6. Fatigue lifetime derived for different distributions of Xl .

Cm
13CU 40BU

μXl CoV Xl Lifetime μXl CoV Xl Lifetime

1.2 1.06 0.10 17 1.20 0.10 7
1.1 1.03 0.10 21 1.10 0.10 12
1.0 1.00 0.10 25 1.00 0.10 25
0.9 0.97 0.10 33 0.90 0.10 55
0.8 0.94 0.10 42 0.80 0.10 >100
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Figure 9. Fatigue lifetime derived for different distributions of Xl-joint 40BU.

5.2.2. Reliability Update-Virtual Sensing Uncertainty

The virtual sensing uncertainty quantified for two virtual sensing configurations are
considered based on results presented in [34]. The following virtual sensing uncertainty
configurations are used: (1) basic setup: CoV = 0.10 and (2) extended setup: CoV = 0.05,
while the mean value for both setups is assumed to be 1.00. The basic setup includes only
acceleration sensors above the water level, while the extended one, in addition, includes
sub-sea acceleration sensors and a wave radar sensor. It is assumed that the virtual sensing
uncertainty are combined with the nominal Xl uncertainty. Furthermore, it is assumed, for
illustrative purposes, that the mean value of Xl equals 0.9. The Xl distribution parameters
used in this study are summarized in Table 7 for joints 40CU and 13BU.

The results for joint 40BU are presented in Figure 10. As each model update configura-
tion results in the same mean value update so the only difference in the stochastic model is
the CoV, the higher the CoV, the shorter lifetime we should derive. This is confirmed in the
results as the direct sensing method (measuring directly), with CoV = 0.00 resulting in a
lifetime of 60 years, followed by the extended virtual sensing method (lifetime of 50 years
and CoV = 0.05), while the most uncertain method (basic virtual sensing with CoV = 0.10)
results in a fatigue lifetime of 40 years. In this case, each configuration derives a fatigue
lifetime larger than the nominal one, i.e., 25 years. However, this is not the case for joint
13CU, where the fatigue lifetime using the basic virtual sensing configuration is 22 years,
as depicted in Figure 11. Even though the mean value of the update results in reduced
fatigue damage (μXl = 0.97 for this case), the negative effect of increased uncertainty (CoV
Xl = 0.14) results in a fatigue lifetime reduction of 3 years.

Table 7. Fatigue lifetime updated based on various uncertain wave loading calibration methods. Xl
distribution is updated (mean and CoV).

Configuration
13CU 40BU

μXl CoV Xl Lifetime μXl CoV Xl Lifetime

Nominal 1.00 0.10 25 1.00 0.10 25
Basic 0.97 0.14 22 0.90 0.14 40

Extended 0.97 0.11 30 0.90 0.11 50
Direct sensing 0.97 0.10 35 0.90 0.10 60
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Figure 10. Impact of updating wave loading based on uncertain virtual sensing methods-40BU.
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Figure 11. Impact of updating wave loading based on uncertain virtual. sensing methods-13CU.

5.3. Uncertainty Correlation

In the previous subsections, the Xd and Xl uncertainties were investigated separately,
hence neglecting a potential correlation. In this subsection, we consider updating both
Xd and Xl with varying correlation coefficients. The correlation can stem from interaction
between the structural dynamics and loading parameters. For example, the loading param-
eters can be calibrated based on responses from a previously updated structural model.

We assume the structural and loading uncertainties are quantified based on new infor-
mation from a digital twin, resulting in updated mean values of structural and load uncer-
tainties: μXd = 0.80 and μXl = 0.97 and using the reference uncertainty level CoV = 0.10.
The updated uncertainty value corresponds to increasing the soil stiffness by 50%, ks = 1.5,
and reducing the wave loading coefficient by 10%, Cm = 0.9. The results are presented for
joint 13CU.

Three scenarios of correlation between Xd and Xl are investigated: (1) ρ = 0 (no
correlation), which can be the case if the load calibration was performed without using
information from the updated structural model, (2) ρ = 1 (full correlation), when, for
example, load calibration using mode shapes from an updated structural model and (3) an
intermediate case with ρ = 0.5, where both analytical and measured mode shapes were
used for load calibration.
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The structural reliability calculated for various scenarios is presented in Figure 12. The
nominal setup yields a fatigue lifetime of 25 years, while the updated uncertainty results in
a fatigue lifetime ranging between 23 and 48 years, where the difference stems solely from
varying correlations. The largest fatigue lifetime is obtained when assuming no correlation,
while the lowest lifetime is derived for full correlation. Note that despite reducing the
mean values of Xd and Xl , the fatigue lifetime is reduced compared to the nominal result
for the full correlation case. The results are in line with expectations, because positive
correlation increases the combined XdXl uncertainty.

0 10 20 30 40 50
2.5

3

3.5

4

4.5

5
Nominal

 = 0
 = 0.50
 = 1.00

Figure 12. Impact of Xd and Xl correlation on structural reliability.

5.4. Application for New Structures

Assuming a number of digital twins for similar structures have been established in
the past, we can, by applying the proposed framework, obtain a distribution function of
XdXl , which indicates what is the expected outcome of updating the structural and load
model. This knowledge can be used at the design stage, resulting in an optimized design
given the expected model update is realized. However, the updated information may be
at a preliminary stage of validation and therefore subject to some degree of uncertainty,
i.e., the expected model update outcome only represents our (best) knowledge. Hence, we
must confirm our expectation by performing model updates during the structural lifetime
and consider all potential outcomes of the experiment (model update) in the design stage.
This is accounted for by preparing a decision rule, which for any outcome introduces
an action that guarantees that the wind turbine has a sufficient reliability level until the
intended lifetime is reached. The proposed application is based on Bayesian pre-posterior
decision theory [54] and has, in the offshore wind industry, been applied in, for example,
optimization of operation and maintenance of wind turbines [55].

In the following, an illustrative example is presented for this application to new
structures. Assume that, based on previous digital twins, we obtain a prior distribution
function of quantified uncertainties, X f = XdXl . This prior distribution can be regarded as
the future (yet to be realized) distribution of the updated uncertainties and can be used
already at the design stage.

For the sake of illustration, we assume that the future outcome of model updates can
be modeled as X f ∼ N (

0.9, (0.9 × 0.05)2), as depicted in Figure 13. The prior distribution
is used together with model (1) to design the optimized structure. This is obtained by
assuming that the generic structural dynamics and loading uncertainty are substituted
with the expected uncertainty quantified based on the future experiment, XdXl = X f . The
decision models are derived based on (1), where, depending on the outcome of the model
update, different values of X f are assumed. The X f values are summarized in Table 8. As a
result, we derive an optimized structure, which has sufficient reliability until the intended
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lifetime is reached. This is indicated in Figure 14 by the blue curve. In the design, we
have used the prior distribution of the updated uncertainty and assumed that updating the
model is performed during the operation of the structure to confirm our expectation (obtain
the posterior distribution). The point in time when updating the model must be performed
can be derived by applying model (1) with the nominal uncertainty from Table 2, as shown
in Figure 13 with the orange curve. Finally, we derive a point when the structure reaches
the target reliability level and some action is needed to confirm its structural reliability.
This is indicated by the orange curve in Figure 14.

When the model update time is reached, updating of the model is performed. As a
result of model update, we can obtain one of the three outcomes for X f , which will have
an impact on the decision models, as depicted in Figure 15. In particular, we have the
following potential outcomes:

• Most likely: the mean value of the derived model update is close to the mean value of
the prior distribution assumed in the design stage, μXdXl = μX f . In such a case, the
structure is fit for operation for the intended lifetime and no further action is required.
This scenario is indicated by the green line in Figure 15.

• Unlikely positive: the mean value is less than the value assumed in the design stage,
μXdXl < μX f . This results in a longer lifetime than expected and no further action is
required. This scenario is indicated by the yellow line in Figure 15.

• Unlikely negative: the mean value is greater than the value assumed in the design
stage, μXdXl > μX f . This results in a shorter lifetime than expected and action is
required to ensure a sufficient reliability during the intended lifetime of the structure.
This scenario is indicated by the dashed red line in Figure 15.

Given the expected or positive outcome of updating the model is realized, no further
action is required. However, if the outcome of updating the model is unexpectedly negative,
the following mitigation actions can be considered to ensure the required level of reliability
during the intended lifetime: (1) strengthening or (2) curtailing of the wind turbine (thereby
reducing fatigue damage) and operating until the end of the intended lifetime. If it is
economically infeasible to continue the operation of a particular turbine given the model
updating outcome, one can consider premature decommissioning. The reliability level
after the mitigation action is performed as indicated by the solid red line in Figure 15.

Table 8. Pre-posterior stochastic model.

Case μX f CoV X f Comment Information

Pre-posterior design 0.9 0.05 Prior knowledge on X f Generic design
Determine model update time 1.0 0.14 Using no extra information from digital twin Generic design

Model updating (expected outcome) 0.9 0.05 The same as prior knowledge, lifetime as expected, no
action

Digital twin

Model updating (positive outcome) 0.85 0.05 Positive outcome, longer lifetime than expected, potential
for lifetime extension

Digital twin

Model updating (negative outcome) 0.95 0.05 Negative outcome, shorter lifetime than expected Digital twin
Model updating (negative outcome + mitigation) 0.9 0.05 Mitigation (extra cost) required, after mitigation expected

(or longer) lifetime achieved
Digital twin + mitigation

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

5

10
Prior
Nominal

Figure 13. Stochastic model for pre-posterior design.
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Figure 14. Benefit of including pre-posterior design (including prior knowledge on X f ).
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Figure 15. Pre-posterior design at inspection time.

6. Conclusions

In this paper, we propose a probabilistic framework for updating structural reliability
of offshore wind substructures based on new information from digital twins. The digital
twin information is consistently included in the framework by updating the uncertainty
related to structural dynamics and load modeling and propagating this uncertainty to the
fatigue damage accumulation. The resulting uncertainty is then converted into uncertainty
of the stress ranges, which is included in a probabilistic model on structural reliability.
The proposed framework is applicable to offshore wind substructures whose lifetimes are
governed by fatigue damage accumulation.

The framework is applied to two case studies, where the potential for improved
decision models for existing and new structures is demonstrated. In the former case, up-
dating soil stiffness and wave loading is considered to investigate the potential for lifetime
extension of fatigue critical joints. In the latter case, the framework is applied to optimize
new structures by using Bayesian pre-posterior theory for future wave load calibration.
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Abstract: An investigation of the effects of wind gusts on the directly interconnected wind generators
is reported, and techniques toward the mitigation of the wind gust negative influences have been
proposed. Using a directly interconnected system approach, wind turbine generators are connected
to a single synchronous bus or collection grid without the use of power converters on each turbine.
This bus can then be transformed for transmission onshore using High Voltage Alternating Current,
Low-Frequency Alternating Current or High Voltage Direct Current techniques with shared power
conversion resources onshore connecting the farm to the grid. Analysis of the potential for instability
in transient conditions on the wind farm, for example, caused by wind gusts is the subject of this
paper. Gust magnitude and rise time/fall time are investigated. Using pitch control and the natural
damping of the high inertial offshore system, satisfactory overall system performance and stability
can be achieved during these periods of transience.

Keywords: direct interconnection; wind gust; offshore wind; power generation

1. Introduction

Offshore wind will play a significant role in both Ireland’s and Europe’s decarboni-
sation plans. Ireland’s large offshore territory, coupled with high wind availability across
each season [1,2], make it an ideal candidate for offshore wind development. In line with
the National Energy and Climate plan, 5 GW of offshore wind is planned for deployment
in Ireland by 2030 [3]. According to the Sustainable Energy Authority of Ireland (SEAI)’s
wind energy road map, Ireland has potential to far exceed this 5 GW of offshore wind with
a predicted installed capacity of 30 GW by 2050 [4]. This growth prediction coincides with a
general decrease in onshore wind farm planning applications. Harper et al. have evaluated
the regulatory effects of wind turbine planning and financing in the United Kingdom [5].
This study identified onshore wind as having a 44% success rate compared with 89% in the
offshore wind sector.

Wind gust analysis has been extensively performed for traditional wind turbine
systems. Turbulence and wake effects and extreme load predictions for horizontal axis
wind turbines have been studied by Brand et al. [6–8]. The effect of wind gusts on
vertical axis wind turbines using Computational Fluid Dynamics (CFD) has been examined
by Onol et al. [9]. The distribution of extreme gusts has been previously investigated
for traditionally interconnected wind turbines by Cheng et al. [10]. Gust detection and
prediction methods using Doppler LiDAR are an area of current development for wind
farms [11]. The use of LiDAR for wake management has also been explored showing a
wind farm power increase of 7.552% with a reduction in downwind turbulence [12].

This rapid expansion within the sector leaves an opportunity for the development
of new interconnection technology such as the Direct Interconnection Technique (DIT)
which is considered in this paper. This technique is a method of integrating renewable
generation first proposed by Pican et al., 2011 [13]. This technique of integration minimises
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the utilisation of Back to Back Power Converters (B2BC) in offshore turbines by connecting
each turbine to a common offshore synchronous bus which can then be transmitted back to
shore by High Voltage Alternating Current (HVAC), High Voltage Direct Current (HVDC)
or Low-Frequency Alternating Current (LFAC) [14,15]. The power conversion equipment
can be relocated to a single offshore site allowing for better access and optimisation or
where transmission constraints permit, relocated entirely onshore.

Power electronic conversion systems exhibit a high failure rate among wind turbine
subassemblies [16,17]. This resultant downtime, coupled with the difficulty and cost of
servicing offshore turbines [18], demonstrates the potential that DIT has for improving
reliability and reducing costs associated with offshore wind. While detection and pro-
tection methods can aid in reducing power electronic converter failures [19–21], offshore
maintenance of these power converters has been noted as a critical element in the levelised
cost of energy [22], given the requirement for transport of parts and technicians to these
offshore locations. According to a case study conducted by Su et al. failure of electrical
subsystems accounted for the third highest rate of failure, accounting for 14% and 26%
of total failures for the two farms studied. This accounted for 301 hours of downtime in
project 1 and 693 h in project two [23].

DIT begins by spinning a pilot generator connected to the offshore bus establishing
the bus reference voltage and frequency. Each subsequent generator is then spun up and
connected to the bus with the pilot generator governing system frequency and voltage,
and load sharing controllers optimising behaviour on subsequent generators. This high
inertia system electrical bus is then transmitted onshore through the use of HVAC, LFAC
or HVDC as required and grid interconnection is performed by a large scale B2BC. This
method has also been extended to Airborne Wind Energy (AWE) systems by Salari et al.
2018 [24]. The difference between traditional interconnection and direct interconnection
can be observed in Figures 1 and 2.

In the case of the traditional interconnection, each generator is effectively separated
from the local wind farm bus by the B2BC in the wind tower. This facilitates separation of
the generator, and transients caused by wind gusts for example, from the local farm bus, and
the individual B2BC provides a means of dealing with transient conditions on the generator
side [25]. With DIT, as multiple generators are directly interconnected to the same bus, any
gust generated transient condition experienced initially by a leading-turbine-to-wind will
affect the interconnected system of generators.

G
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G

B2BC

B2BC

B2BC

Grid Connection

Transmission Line

GG

O shore Wind Farm

Grid Connection

Onshore Infastructure

Figure 1. Traditional Interconnection.
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Figure 2. Direct Interconnection.

This paper studies the effects of wind gusts by simulating a directly interconnected
wind farm and introducing a wind gust to a leading turbine. Gusts of varying types, magni-
tudes and transient times are applied to a leading turbine and overall system responses are
investigated as described in detail in the simulation methodology section. Gust tolerance
levels are measured and discussed with comparison to real-world coastal wind data.

2. Simulation Methodology

Gusts modelled in this study are created through the use of IEC standardised descrip-
tions of gusts available in IEC 61400-3-1:2019 [26]. This offshore wind turbine standard
in section 6.4.3.1 directly refers back to IEC 61400-1:2019 [27], an onshore wind turbine
standard that describes the mean wind speed based wind gust profiles. In this standard,
five extreme wind conditions are proposed: Extreme Operating Gusts (EOG), Extreme
Direction Change (EDC), Extreme Coherent Gusts (ECG), Extreme Coherent Gusts with
direction change (ECD) and Extreme Wind Shear (EWS). This study focuses on EOG and
ECG. ECGs are considered as the increase in wind speed is sustained once the maximum
gust speed is reached. This gust profile is useful for identifying any saturation limits of
the system whereas the Mexican hat shape of EOGs present the greatest rate of change
during the gust and therefore challenge the system due to the maximum rate of change
of pitch angle. This worst-case analysis approach does not consider direction change of
the wind, as the greatest amount of energy and therefore the most challenging input for
the directly interconnected bus, occurs when the wind is directly incident on the turbine
blades [28]. All gusts are applied with the hub facing directly into the wind with no yaw
control considered. Future work may include an analysis of the other conditions. EOG
and ECG profiles are generated using Equations (1) and (2).

u(z, t) =

{
Ū(z)− 0.37Ugustsin( 3πt

T )(1 − cos( 2πt
T )) 0 ≤ t ≤ T

Ū(z) otherwise
(1)

As defined in IEC 61400-1, Ugust is the hub height magnitude defined by extreme
wind speed recurrences for a particular site along with other physical factors such as rotor
diameter. This Ugust factor is varied along with the period T to peak gust speed and settling
time. Ū(z) is the average wind speed upon which the wind gust is superimposed.
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u(z, t) =

⎧⎪⎨⎪⎩
Ū(z) t < 0
Ū(z) + 0.5Ucg(1 − cos(πt

T )) 0 ≤ t ≤ T
Ū(z) + Ucg t > T

(2)

In Equation (2), Ū(z) is the average wind speed, Ucg is the magnitude of the coherent
gust and T represents the rise time of the gust. Once the gust is complete the wind speed
remains at this new value of Ū(z) + Ucg. A sample of each gust type with the same rise
time of five seconds is shown in Figure 3.

Figure 3. EOG and ECG profiles with rise times of 5 s.

The characteristic time for ECGs/EDCs stated in IEC 61400-1:2019 6.3.3.6 is 10 s [27].
This represents a rise time of 10 s between the base wind speed and the maximum wind
speed value. However, in the case of EOGs in section 6.3.3.3, the characteristic time is
10.5 s. This time represents the length of the entire gust. Therefore the corresponding rise
time would be 5.25 s. For this study, we round down this rise time to 5 s and consider rise
times of 3 s, 5 s and 10 s to investigate these gusts on a like for like basis. These values are
representative of the gust profiles as described in the standard, but also push beyond the
values to investigate system limits.

Each turbine utilises a Permanent Magnet Synchronous Generator (PMSG) with a
rated power of 800 kVA and is based on a real-world turbine characterisation [29]. The
rated speed was selected at 14 m/s. The simulation begins with all wind turbines in-
terconnected as per the direct interconnection algorithm described in [13]. Turbine 5 is
selected as the pilot generator responsible for the maintenance of the frequency and voltage
of the interconnected bus. This turbine in the real world would be selected as a turbine
towards the centre of the wind park, thus minimising the risk of this turbine being the
first to experience a wind disturbance. Each turbine has its own local dump load for spin
up and disconnection from the main bus. A simulation diagram is shown in Figure 4.
Disconnection could be required for dispatching down, in line with Transmission System
Operator (TSO) instructions [30] or during times when the wind speed is outside of cut in
and cut out speeds.
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Figure 4. Simulation Diagram Showing the five turbines with their respective dump loads, the
directly interconnected bus and the main load for the farm.

2.1. Simulation Model
2.1.1. Permanent Magnet Synchronous Generator model

As defined in [31] the PMSG model behaviour is described in Rotor Reference Frame
(RRF) as follows:

d
dt

id =
1
Ld

vd − R
Ld

id +
Lq

Ld
pωmiq (3)

d
dt

iq =
1
Lq

vq − R
Lq

iq − Ld
Lq

pωmid − λpωm

Lq
(4)

Te =
3
2

p[λiq + (Ld − Lq)idiq] (5)

where R is the resistance of the stator windings, p is the number of pole pairs, Te is
electrical torque, Ld and Lq are the dq axis inductances, ωm is angular velocity of the rotor,
λ is amplitude of induced flux, vd and vq are dq voltages and id and iq are dq currents.
Equations (3) and (4) represent the ouput currents and volatges in dq frame and Equation (5)
calculates electromagnetic torque.

Lq and Ld represent the relation between the phase inductance and the rotor position
due to the saliency of the rotor. For a round rotor, there is no variation in the phase
inductance therefore Ld = Lq = Lab

2 .

2.1.2. Wind Turbine Model

The Wind turbine is modelled using the Matlab Simulink wind turbine model with a
nominal mechanical output power of 800 kW and a base wind speed of 14 m/s. The output
of this block is applied to the generator shaft in per unit of generator ratings. We assume a
direct drive system where mechanical efficiency (η_m) is 1. This wind turbine characteristic
can be seen in Figure 5.
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Figure 5. Wind Turbine Model Power Characteristic Curve.

A PID blade pitch angle controller is used with a rate of change limitation of eight
degrees per second. This is to account for the fact that pitch angle cannot be varied
instantaneously. This rate of change limitation value can be found in the NREL 5 MW
reference wind turbine report [32]. A full control and simulation diagram can be found for
both the pilot generator in Figure 6 and for non-pilot generators in Figure 7. For the pilot
generator, the control system utilises a frequency setpoint and feedback loop to maintain
the farm bus frequency. This pilot generator is set to a chosen power level and excluded
from the farm power control loop. Non-pilot generators use a power reference and feedback
loop to vary their active power contribution to the bus. The setpoint for these turbines is
determined by a farm power level supervisor which takes the current farm power level and
set point and distributes individual power levels to the turbines. For further information
on the direct interconnection algorithm, see [13,24,29].

Figure 6. Control and Simulation Diagram for the Pilot Generator.
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Figure 7. Control and Simulation Diagram for the Non-Pilot Generators.

2.2. Simulation Parameters

The simulation parameters utilised in this study are provided by the company JSPM, a
subsidiary of the Areva group, and represent a real-world PMSG turbine [33]. These values
are applied to each PMSG model in the simulation. This characterisation is employed to
provide a consistent simulation analysis approach for DIT. These parameters displayed
in Table 1 as used by Pican and Ebrahimi Salari [24,29], provide a basis for comparison
of DIT in varying configurations and conditions. The farm size selection of 5 turbines is
presented as the base number of turbines which would realistically be deployed in the field.
Larger farms could be made up of a single directly interconnected bus or multiple strings
of directly interconnected buses, each consisting of varying numbers of turbines due to
transmission, resource availability or geographical constraints [34–36]. A larger number of
interconnected generators, similar to the traditional AC power gird, will facilitate better
sharing of disturbances and simplify the frequency and power response of the system.

Table 1. Simulation Parameters [33].

Parameter Value

PMSG number of pole pairs 45
PMSG nominal frequency (Hz) 18.6
PMSG stator resistance (mΩ) 47

PMSG flux linkage (Wb) 6.86
Main load resistance (Ω) 0.1
Rotational Speed (RPM) 24.8

2.3. Gust Factor and Variation Limits

Gust Factor is a representation of the peak average τ second wind speed as a fraction
of the T seconds moving average wind speed [37]. This is shown in Equation (6), where
Umax,τ is the maximum τ second moving average wind speed in a T-second averaging
period and UT is the T-second average wind speed. Typical values for τ are 1–10 s with
common values for T are 10 min to 1 h [37]. The gust factors of all test gusts applied are
calculated and analysed.

GT,τ =
Umax,τ

UT
(6)

The tolerance threshold for both measured parameters of the simulation is selected as
5% (±2.5%). This threshold is selected to closely follow current grid connection codes on
the farm side of the power converter [38]. This paper shows the differing gird requirements
that the power conversion system of wind turbines are required to comply with. By limiting
variation of frequency and active power to 5%, the power conversion system will be able to
ensure grid interconnection compliance [30].
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3. Results

3.1. Baseline System Response

The baseline system response is generated applying the reference wind gust to the
leading turbine while all pitch controllers on turbines 1–5 are disabled. This shows the
reaction of the interconnected system of wind turbines in the absence of controllers assist-
ing in dealing with gust disturbances. As shown in Figure 8 without any pitch control
the system behaves similar to a single synchronous machine causing the collective bus
frequency to increase while active power is inserted at the lead turbine. This relatively
small disturbance causes both the bus active power and bus frequency responses to vary
outside the 5% (±2.5%) tolerance threshold.

Figure 8. Baseline system test for both ECG and EOG. ΔT = 3 s Vgust max = 15 m/s.

3.2. Extreme Coherent Gust Responses

The following section displays simulations results for Extreme Coherent Gusts (ECG)
as described in the IEC Standard [27]. The test gust is applied to generator one with the
system at a steady state at time zero. All generators are synchronised and interconnected
to the main bus before time zero and have reached a steady state. Extreme coherent gust
simulations are preformed at ΔT values of 3 s, 5 s and 10 s respectively. Example test gusts
for ΔT = 3 s are displayed in Figure 9.

Figure 9. 3 s ECG test gusts applied.
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For each rise time Vgust max is varied from 15 m/s to 30 m/s in 1 m/s increments. The
corresponding gust factors of these gusts can be calculated by Formula (6), where Umax,τ is
the maximum τ second moving average wind speed in a T-second averaging period and
UT is the T-second average wind speed [37]. The gust factors for the input ECG test gusts
applied are displayed in Table 2 assuming a ten minute moving average base wind speed
UT = 14 m/s and τ = 1 s.

Table 2. ECG Input Gust Factors.

Vgust max Gust Factor

23 m/s 1.64

24 m/s 1.71

25 m/s 1.79

26 m/s 1.86

27 m/s 1.93

28 m/s 2.00

29 m/s 2.07

30 m/s 2.14

Figure 10 displays the frequency responses of each gust measured at the offshore bus.
As can be clearly seen the 28 m/s gust response exceeds the limit of 5% (±2.5%) variation.
This is due to the rate of change limitation of pitch angle variation of turbines. With an
8 degree per second maximum rate the pitch control is not capable of maintaining the 5%
maximum variation. However, it can be seen that the system can damp the variation and
return to steady state in all of the input gust cases. The 27 m/s gust also approaches the
negative 2.5% limit but does not exceed it and therefore can be taken to be the maximum
boundary limit with regard to our frequency response criteria.

Figure 10. System frequency response to 3 s ECG gusts.

As can be seen in Figures 10 and 11, the active power and the frequency response are
directly linked. As the 28 m/s ECG is rejected due to the frequency response criteria it
can already be discounted. The 26 m/s, 27m/s and 28 m/s responses all fall outside the
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negative boundary leaving the 25 m/s as the maximum boundary within the limit with
regard to the active power criteria. It can therefore be said that for the system modelled
any ECG with ΔT of 3 s and magnitude up to and including 25 m/s can be tolerated.

Figure 11. Bus active power response to 3 s ECG gusts.

The remaining simulations for ECGs with Δ = 5 s and Δ = 10 s all show performance
within the 5% tolerance level. The 8 degrees/s of pitch angle control is capable of damping
response without becoming saturated. The results of all the simulations are tabulated in
Table 3. The light blue segments denote the respective criteria are satisfied while dark blue
denotes that one or both of the ±2.5% threshold levels have been exceeded. Considering
the 5 s and 10 s rise time simulations, it can be observed that ECGs up to 30 m/s can be
tolerated by the system. The maximum gust factors for these events of 1.64 through 2.14
are well beyond the gust factors measures at the coastal wind site in Frøya [37]. The 3 s
ECG is within limits up to and including a VGust max of 25 m/s. With a gust factor of 1.79
from Table 2, this 25 m/s gust is well above the measured gust factors at this site with a
mode value of 1.20.

Table 3. This table displays the results of all ECG simulations completed. Light Blue demonstrates
the respective responses remain within the ±2.5% boundary limitations with dark blue showing the
criteria has not been met. The minimum and maximum values of both frequency and active power
reached during each gust are displayed.
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3.3. Extreme Operating Gust Responses

This section outlines the Extreme Operating Gust responses for ΔT values of 3 s, 5 s
and 10 s. The same initial conditions of synchronisation and steady state are utilised with
the gust being applied to turbine 1 at time t = 0. The VGust max values are incremented by
1 m/s from 15 m/s to 30 m/s. Example 3 s EOG input gusts can be seen in Figure 12.

Figure 12. 3 s EOG test gusts applied.

The corresponding gust factors for the 3 s, 5 s and 10 s rise time EOGs are calculated
by integrating (1) with limits of ±0.5 s of the peak gust time giving the sliding window of
τ = 1 s and are displayed in Table 4. The 10 min moving average wind speed UT = 14 m/s.

Table 4. EOG Input Gust Factors.

Vgust max Gust Factor 3 s Gust Factor 5 s Gust Factor 10 s

15 m/s 1.035 1.037 1.039

16 m/s 1.126 1.137 1.141

17 m/s 1.189 1.205 1.212

18 m/s 1.252 1.273 1.283

19 m/s 1.315 1.341 1.353

20 m/s 1.378 1.410 1.424

21 m/s 1.441 1.478 1.494

22 m/s 1.504 1.546 1.565

Considering Figure 13, it can clearly be seen that the wind farm struggles to maintain
electrical frequency through EOGs, when compared with ECGs of the same magnitude
displayed in the previous section. This is to be expected as now the leading turbine first
experiences a dip in wind speed prior to the sharp rise to Vgust max. It can be observed that
EOGs with magnitudes greater than 18 m/s lead to a violation of the 5% pk-pk limitation
on bus frequency. The initial negative dip in wind speed preceding the rise causes a
greater dVGust/dt which saturates the 8 degree per second rate of change limitation on the
pitch controller.
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Figure 13. System frequency response to 3 s EOG gusts.

Figure 14 displays the active power variation on the main bus through the event. It
can be seen that the 18 m/s gust displayed in purple, while within tolerance levels for
frequency variation, fails to remain within 5% limitation on active power. However, as
the active power only exceeds this limitation by 100 kW, it is possible that it could be
considered tolerable in some electrical power conversion systems, particularly those which
incorporate storage. This simulation assumes that all wind turbines remain connected to
the bus throughout the transience however in the higher cases of Vgust max, it is likely that
the turbine would be forced to disconnect from the main bus. This case however is outside
the scope of this study and may be explored in future work.

Figure 14. Bus active power response to 3 s EOG gusts.

122



Energies 2022, 15, 168

The system frequency responses as shown in Figure 15 display a similar trend to that
of the three second EOG tests. We can see however that the 19 m/s is within tolerable limits
with the 20 m/s forming the boundary condition with regard to system frequency.

Figure 15. EOG Bus Frequency Responses ΔT = 5 s.

Figure 16 displays the bus active power variation for the 5 s EOG tests. It can be
observed that the 19 m/s EOG trace shown in green falls outside the negative 2.5% variation
limit for a short period of time. For the purposes of this study, this will be declared outside
the tolerance range.

Figure 16. EOG Bus Active Power Responses ΔT = 5 s.

All test runs are displayed in Table 5. The light blue denotes the output remains within
the respective boundary condition with dark blue showing that one or both of the ±2.5%
boundaries have been exceeded.
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Table 5. This table displays the results of all EOG simulations completed. Light Blue demonstrates
the respective responses remain within the ±2.5% boundary limitations with dark blue showing the
criteria has not been met.

Analysing Table 5, it can be observed that the EOG gusts present a much greater
challenge to the DIT bus parameters than ECGs. The 10 s rise time EOGs are the most
effectively controlled which is to be expected as they have the lowest rate of change of
Vgust max. The gust factors for these gusts are higher than the gust factors for shorter rise
time gusts of the same magnitude. This is due to the wind speed cresting the maximum
point for a greater time on either side of the maximum, therefore increasing the 1 s sliding
average value. For a rise time of 10 s, the maximum gust factor which was successfully
controlled by blade pitch angle control is 1.424. This gust factor is significantly below the
10 s for ECGs of 2.14 and above. Comparing this to the findings of Bardal et al., it can be
observed that gust factors of 1.4 and above at the 100 m hub height are very rare [37]. As
the average hub heights of modern offshore turbines are greater than 100 m, the 100 m data
is the most relevant to this study.

If we consider the 3 and 5 s EOG data the corresponding boundary gust factors of
1.189 and 1.273 are within the range of values experienced offshore [37], however, the
majority of gusts in the study fall below these values. This study also includes gust factors
of gusts which may have occurred during times when the average wind speed may have
been above the typical cut out speed of the turbine of 25 m/s and therefore the farm would
not have been operating [39]. Gusts of this nature that do occur during the operation of a
DIT wind farm would require further mitigation techniques outside of pitch angle control
to maintain the 2.5% variation parameter studied.

4. Discussions & Conclusions

Extreme Operating and Coherent wind gust responses for directly interconnected
systems have been investigated and discussed. It has been shown that through the use of
pitch control on individual turbines the majority of wind gusts can be tolerated and the
boundaries of this tolerance have been identified. The respective gust factors for these gust
events have been calculated and compared to real coastal wind data [37]. These boundaries
as presented in Tables 3 and 5 form the basis for further study on DITs interconnection to the
grid. Power converter design and location can be investigated to further improve the gust
tolerance of DIT systems. Additional analysis of large wind data sets will provide estimates
of the frequency of gusts with gust factors greater than the tolerance levels described,
facilitating comparison of DIT and traditionally interconnected wind systems in terms of
capacity factor, capital expenditure (CapEx) and operational expenditure (OpEx).

Extreme operating gusts pose a greater challenge when compared to the extreme co-
herent gust conditions due to the higher rate of change in wind speed occurring throughout
the gust. This study has not used B2BC which ordinarily provide a means on an individual
turbine by turbine basis, of dealing with variations on the wind side while maintaining
power on the grid side within specified limits of frequency and voltage. In the proposed
DIT topology it is still intended to use B2BCs for a number of turbines as shown in Figure 2.
Employing the farm level B2BC control and the pitch control as analysed in this paper
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will facilitate a greater tolerance range of gusts for DIT systems and will be the subject of
future work. It is possible that with wind prediction methods such as LiDAR and more
sophisticated machine learning-based control systems, that the boundaries could be further
improved thereby reducing the load on the pitch control system and the power conversion
systems down steam of the interconnected bus.

In conclusion, the Direct Interconnection Technique has been shown to be capable
of tolerating wind gust conditions. The boundary of tolerance has been established and
methods for further improvement have been proposed.
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Abstract: Parc Tramuntana is the first offshore wind project being promoted in the Catalonian waters,
and due to this newness, it has generated a strong social debate surrounding expected environmental
and socioeconomic impacts traditionally associated to marine wind farms, as there are no relevant
references in this area. The objective of this report is to provide a specific analysis of some of the
main potential impacts, based on detailed information and quantitative data, in order to place these
impacts in a realistic context and determine their actual magnitude. This analysis is fed by diverse
and detailed studies carried out over the last two years to assess the environmental impact of the
project, in accordance with current regulations. According to environmental impact assessment,
which is based on a standardized methodology, the impact of the project is objectively qualified
as MODERATE on vectors such as turbidity and sedimentation, underwater noise, hydrodynamic
circulation or the alteration of electromagnetic fields, and NOT SIGNIFICANT on aspects such as the
proliferation of invasive exotic species. As this is an ongoing assessment process, this report presents
initial conclusions that do not yet address all possible impacts. Nevertheless, the authors stress the
importance of framing the debate on offshore wind in Catalonia in the context of the urgency of the
climate emergency and its inevitable impacts on the natural environment.

Keywords: offshore wind impacts; turbidity; sediment dispersion; electromagnetic fields; acoustic
impact; marine hydrodynamics; invasive species

1. Introduction

Currently Catalonia, as well as the surrounding regions and countries, faces a situation
of climate emergency, a situation that has been recognized both by the Generalitat de
Catalunya [1], the Spanish Government [2], and the European Parliament [3].

It is hence a situation that involves the adoption of urgent measures to reduce the
carbon emissions for which our energy and production model is responsible. It is therefore
not only advisable, but essential, among other actions, to propose important changes in
Catalonia’s energy generation model, which involve the progressive replacement of non-
renewable sources, which currently provide more than the 80% of the electricity generated,
with renewable sources, including offshore wind. This strategy has been developed in
Catalonia through the Pacte Nacional per a la Transició Energètica de Catalunya (National
Agreement for the Energy Transition of Catalonia) and has been embodied in the Pre-
liminary Draft of the Energy Transition Law, which contemplates large, medium, and
small-scale renewable electricity generation, mainly by local sources (Strategy n◦ 12) [4].
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According to the energy prospective studies for Catalonia with a 2050 horizon (PROEN-
CAT 2050) [5], in order to meet the energy and environmental objectives Catalonia has
been committed to comply, by 2030 it will be necessary to incorporate up to 12,000 MW of
renewable production into the system (of which 1000 MW should correspond to offshore
wind), a figure that should grow to more than 61,000 MW by 2050 (with a total contribution
of 3500 MW from offshore wind). This new renewable capacity should make it possi-
ble to supply a demand characterized by a greater electrification of the economy, facing
the expected closure of nuclear power plants and drastically reducing the current depen-
dence on non-renewable sources, of foreign origin and with a high impact on greenhouse
gas emissions.

Once the need to develop offshore wind energy in Catalonia has been assumed, its
spatial development should be approached on the basis of criteria that incorporate and
allow the complexity of the marine environment to be assessed, weighing the advantages
and disadvantages of each area and the benefits and impacts of offshore wind farms on the
whole of the territory and Catalan society.

Marine spatial planning plays an important role in this task. In recent years, the
Spanish Ministry for Ecological Transition and the Demographic Challenge (MITERD) has
been working, in coordination with many other Spanish state administrations and each of
the autonomous communities of the Atlantic and Mediterranean arc, to develop Marine
Spatial Management Plans (POEM) [6], which are currently under review following the
presentation of their draft for public information and consultation, in order to incorporate
the relevant modifications resulting from the allegations received, as a step prior to their
approval by Royal Decree.

It should be noted that these plans are not arbitrary or based solely on economic or
territorial interests, but that their approach responds to the assessment of a set of criteria
that ensure that the combined pressure of activities in the marine environment is maintained
at levels compatible with the achievement of good environmental status (GES), and that
they do not compromise the capacity of marine ecosystems to respond to changes induced
by human activity. An ecosystem approach has therefore been followed for its definition,
considering both the interactions between land and sea, as well as the expected changes
resulting from climate change.

Besides that, the challenges that the development of offshore wind in Catalonia and
Spain face are not few, largely due to the newness of this type of project in Spain. One
of these challenges is the adaptation of new projects to a constantly evolving regulatory
framework to incorporate this new technology into the Spanish energy model, but also with
a certain social rejection, characteristic of any change in strategy and implementation of new
technologies for the first time in the country. The influence of this regulatory framework,
especially regarding the environmental impact assessment process of this kind of project
was already analyzed by Salvador et al. (2018) [7].

From the point of view of the possible social reticence to the development of offshore
wind power in Catalonia by some economic stakeholders and some members of the sci-
entific community, the social debate on this new technology is often justified on the basis
of the lack of specific references of similar projects in operation in the Mediterranean that
allow to accurately foresee the possible impacts that this type of projects can generate in
the area of implementation, generating uncertainty.

While onshore and fixed founded offshore wind farms are quite widely installed
around the world and provide relevant references on their impacts on the environment
along their entire life-cycle (see e.g., Verma et al., 2022 [8] or Kouloumpis and Azapagic,
2022 [9]), and the adverse environmental impacts of different wind generation technologies
have been already assessed (mainly in onshore context) [10], there are still many effects that
cannot be directly extrapolated to floating offshore wind farms, producing a significant
knowledge gap regarding the impacts of this technology in the environment.

This lack of applicable references means that some voices tend to assimilate as their
own, without a rigorous analysis, other offshore wind experiences in the North Sea or
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the Baltic, where both the technological characteristics of wind farms (mostly with fixed
foundations) and the environment (depth, dynamics, ecosystems, etc.) are very different
from those of the projects proposed in Catalonia.

It should be noted in this regard that, although there are currently no floating offshore
wind projects in operation, the French Government has already taken the first step to be
the pioneers in the Mediterranean, approving the installation of a pilot floating offshore
wind farm, called “Eoliennes Flottantes du Golfe du Lion” (EFGL), and two other pilot farms
(“Eolmed” and “Provence Grand Large”) are in progress.

The EFGL wind farm consists of three 10 MW turbines, to be installed 16 km off the
coast of Leucate, and within the perimeter of a protected area of the Natura 2000 Network,
the marine natural park of the Gulf of Lion, the due Environmental Impact Study having
been carried out and its impact considered compatible with the conservation objectives of
this protected area. The other two wind farms are also planned with three turbines each,
with power ratings between 8 and 10 MW, and at a distance from the coast of between
14 and 18 km.

In addition, on 14 March 2022, the French government confirmed its intention to build
an additional 500 MW of floating offshore wind power in the Mediterranean by 2030.

2. Motivation

In this context, given the urgency of developing new renewable generation projects,
due to the limited time available to meet emission reduction targets, and the periods
required for the processing and technical development of projects, several developers
specialized in offshore wind have begun to work, both in Catalonia and in other regions of
Spain, to respond in the imminent future to the demand for these types of facilities.

One of these developments, pioneered in Catalonia in terms of technical maturity and
coordination with the territory, Parc Tramuntana, proposes the installation of a floating
offshore wind farm off the coast of the Empordà.

This project is being developed with the premise of integrating the participation of the
territory from the earliest stages of conception, applying all the way and in all aspects of
the design the best existing practices at the state-of-the-art level to ensure compliance with
the so-called Precautionary Principle, which supports the adoption of protective measures
against the possibility of a technological risk to the environment, without yet having a
definitive scientific proof of such risk.

Likewise, the project, which has not yet been submitted for environmental processing,
will follow all the way the environmental and administrative procedures required under
current legislation, which includes the preparation and processing of the due Environmental
Impact Study, including the process of public information and consultation with all the
competent administrations.

The process leading to the selection of the most suitable site and the design proposal
of the offshore wind facility has been and will continue to be a living and evolving process.
It has started from an initial approach, based on the energy demand, the availability of
connection to the electricity grid, the conditioning factors imposed by the legislation in
force (environmental, sectorial, town planning, etc.), maritime and airspace planning and
the characteristics of the site, and has evolved (in size and technical solutions) through
the incorporation of additional requirements and conditioning factors derived from the
conversations held with different stakeholders of the territory and society.

This report analyzes some of the aspects and potential impacts of the project that have
generated some debate in the scientific community. This is the case of the recent publication
of the article by Lloret et al. (2022) in the journal Science of the Total Environment [11],
intending to serve as a reference for the evaluation of environmental impacts related to
floating wind technology in the western Mediterranean. This purpose is also oriented
towards introducing accuracy in the data analysis and promoting the debate with some
sectors who systematically express opposition to this type of renewable generation project
without a detailed analysis of its impacts on the environment.
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3. General Description of the Parc Tramuntana Project

The Tramuntana Floating Offshore Wind Farm Project consists of the installation of
an offshore renewable energy generation farm on the continental shelf of the province of
Girona, at a distance of approximately 24 km from the coast of the Bay of Roses, in a range
of depths between 120 and 180 m and on thick silty and detritic seabed, with a total absence
of rocky outcrops. The turbine closest to the coast is located 14 km from Cap de Creus.

The wind farm is located within the area designated in the draft of the POEM for the
Levantine-Balearic demarcation as a priority area for offshore wind (LEBA-2, Figure 1),
being the only area identified in Catalonia as suitable for this type of activity. This site
also partially coincides with a permanent closed area for trawling and is located outside
protected natural areas.

Figure 1. Location of the Tramuntana Floating Offshore Wind Farm Project in relation to environmen-
tal protected sites and other uses of maritime space.

The proposed solution consists of the following elements (Figure 2):
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Figure 2. General layout of the Tramuntana Floating Offshore Wind Farm Project.

• Wind farm: it will have a total of 36 renewable energy generation positions, arranged
in 7 rows perpendicular to the coast, in ENE direction (~N73◦ E). Initially, it will
consist of 33 turbines of 15 MW and an R + D + i platform equipped with 3 positions
for testing experimental devices (sandbox), with a total combined power of 500 MW.
When fully developed, this sandbox will be replaced by 2 additional turbines of 15 MW
each, with a maximum power of 525 MW;

• Submarine electrical cabling system for the interconnection of devices (inter-array
cables) and subsequent export of the energy generated to shore (export cables). The
export cables, which will be buried, run 24 km to the coast, in the municipality of Sant
Pere Pescador;

• Maritime-terrestrial transition to the cable landing area on the coast, by means of HDD
technique, and connection between the submarine cables and the terrestrial cables by
transition boxes at the landing point;

• Terrestrial underground cabling (66 kV) for the connection between the transition
boxes and the electrical substation, located approximately 1 km from the coast;

• Transformer substation, to raise the export voltage to 400 kV and provide the export
electric circuit with the appropriate characteristics for connection to the onshore
power grid.

• Terrestrial underground high-voltage conduction system (400 kV), to discharge the en-
ergy generated to the Spanish grid through the Santa Llogaia substation, near Figueres.

The estimated net energy production is approximately 1800 GWh/year, equivalent to
45% of the current consumption of the province of Girona, both household and industrial.
The project includes a research platform, which will be developed in collaboration with the
Institut de Recerca d’Energia de Catalunya (IREC) and will serve as a sandbox for different
lines of R + D + i in the field of offshore renewable energy harnessing, as well as in other
compatible uses of marine space such as aquaculture, fishing recovery, etc.

The wind farm takes up an area of approximately 95 km2 where floating turbines and
their anchoring systems are located. This area represents less than 0.12% of the surface of
the Exclusive Economic Zone (EEZ) corresponding to Catalonia.

The 15 MW turbines have a total height of 261 m and a rotor diameter of 236 m, and
are installed with a separation between turbines of between 1.2 and 2.5 km. They are
attached to the seabed by 3 or 4 catenaries, each about 650 m long, attached to an anchor
that remains buried about 14 m below the seabed.

The turbines are connected to each other by dynamic inter-array cables, which partially
rest on the seabed, and from the end of each row of turbines comes an export cable, buried
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between 1.5 and 2 m below the seabed, which carries the generated energy to land. In
the land–sea transition zone, a solution using small diameter perforations (Horizontal
Directional Drilling or HDD) has been adopted to facilitate the landing of the cable without
altering the seabed or the biological communities settled on it.

From the grounding point to the connection with the electrical grid, all the high voltage
conduits are projected buried, to minimize the environmental and landscape impact.

Keeping this development proposal as an objective, since it is considered necessary to
provide the Catalan system with this minimum capacity of marine renewable generation,
the possibility of a phased development of the project is also proposed, so that a single array
can be initially executed together with the sandbox facility. This would allow to advance
in the installation of the general energy export infrastructures, and to have for a certain
period of time a testing and demonstration facility to validate these types of wind farms in
the Mediterranean and to verify their environmental and socioeconomic compatibility.

4. Methods of Analysis

In the analysis of impacts carried out in the Environmental Impact Study of the
project, still under development, an identification and quantification methodology was
used, which is based on the methodology proposed by Conesa (1995) [12], in accordance
with the requirements included in Annex VI of Law 21/2013, modified by Law 9/2018,
regarding the identification, quantification, and assessment of the foreseeable significant
effects of the projected activities on the environment.

It is important to differentiate, regarding impacts, those occurring during the con-
struction phase, which has a more limited duration in time, from those occurring during
the operational phase, which may be prolonged throughout the service life of the facility.
In addition, due to the nature of this project, which extends over both the marine and
terrestrial areas, it is necessary to differentiate between the two areas when assessing the
environmental factors affected.

In this report, a preview of the assessment of some of the main impacts on the marine
environment, related to the conservation of biodiversity and the good environmental status
of the area, is made in order to dispel doubts regarding some of the potential impacts that
represent a major concern for the authors of the article of Lloret et al. (2022) [11]. It is
important to mention that, for each of the potential impacts preliminarily identified by
means of a Leopold matrix, each of the following attributes were characterized (Table 1).
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The combination of the valuation of the attributes described above for each analyzed
impact was carried out in accordance with the methodology proposed by Conesa (1995) [12],
according to the following formula:

I = 3IN + 2EX + MO + PE + RV + SI + AC + EF + PR + MC (1)

results in a standardized and objective characterization of its significance, which may
be COMPATIBLE, MODERATE, SEVERE, or CRITICAL impact. In order to properly
understand how these impact categories are defined, their definitions are included below:

• Compatible Environmental Impact (C): impact whose recovery is immediate after the
cessation of the activity, not requiring protective or corrective actions. I ≤ 25;

• Moderate Environmental Impact (M): impact whose recovery does not require inten-
sive protective or corrective practices, and in which the achievement of the initial
environmental conditions requires a certain amount of time. 25 < I ≤ 50;

• Severe Environmental Impact (S): impact in which the recovery of environmental con-
ditions requires the application of protective or corrective measures, and in which,
even with these measures, recovery requires a long period of time. 50 < I ≤ 75;

• Critical Environmental Impact (Cr): impact whose magnitude is greater than the ac-
ceptable threshold. This results in a permanent loss of the quality of environmental
conditions, with no possible recovery, even with the adoption of protective and correc-
tive measures. I > 75.

It is worth noting that the analysis focused on a set of negative impacts, leaving in the
background the more positive aspects of the project, mainly related to the contribution to the
reduction of GHG emissions, which will indirectly help mitigate the serious deterioration
of marine ecosystems associated with climate change.

5. Results and Discussion of the Analysis of the Main Impacts of Offshore Wind,
Applied to Parc Tramuntana

5.1. Analysis of the Impact of the Project on Water Turbidity and Sedimentation

The increase in water turbidity is one of the main impacts detected, and it happens
both during the execution phase, where it is of greater importance, and during the operation
phase. The effects that sediment resuspension can cause indirectly in the transport and
deposition of suspended sediment were also analyzed.

The installation of anchors, chains, and cables on sedimentary substrate, and the
consequent sediment resuspension, are likely to cause direct effects on water quality
(turbidity, alteration of the trophic and chemical states), and in turn indirect effects on the
biota that may be affected by the turbidity plume, particularly hard-bottom filtering and
suspension-feeding species. It should be noted that no such seabed has been detected in
the project area, the seabed affected being composed entirely of fine sands and muds.

In general, regarding the alteration in water turbidity, the main effects on marine fauna
are a decrease in visibility (affecting the behavior of certain species in their ability, among
other aspects, to capture prey or detect predators) or, if prolonged over time, affecting the
feeding and breathing capacity of suspension-feeding and filter-feeding animals, including
fish, whose gills may suffer physical damage due to the presence of abrasive particles in
the water.

Reduced light penetration also affects the depth of the photic zone (the layer where
sufficient light reaches for photosynthesis) and thus the primary production capacity of
algae and phanerogams.

The subsequent deposition of suspended sediment on the seabed would have its great-
est impact on sessile species, particularly on those species most sensitive to sedimentation.

Considering these effects, the area with the greatest sensitivity and potential impact
due to turbidity is considered to be the Cymodocea nodosa meadow in the shallower area, at
depths below 20 m, close to the exit of the route through the HDD. In the remaining area
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affected by the evacuation route and the area where the wind turbines will be installed, no
significant presence of structuring sessile species was detected.

The increase in turbidity may also have an associated impact on water quality, when
possible pollutants present in the sediment are mobilized. This potential impact is dis-
missed, given that the analysis of sediment samples taken in the area affected by the project
shows no evidence of significant contamination.

In the Tramuntana project, during construction, the foreseeable increase in turbidity is
mainly associated with the activities of drilling execution (HDD) in the maritime-terrestrial
zone and export submarine cable burial by jetting for its protection. Both actions are
temporary (with a permanence of the impact in the order of hours) and their effects on
turbidity are reversible. In this phase, anchoring activities of anchor and mooring lines are
short-time events, and have a lower capacity to generate turbidity, as well as the laying
of inter-array cables, a part of whom can rest directly on the seabed, without the need
for burial.

During operation of the wind farm, since most of the submarine cables are buried and
immobile, the only contribution to increased turbidity on the seabed is that associated with
the wind turbine anchoring systems, due to the resuspension of sediments from the seabed
that may be produced by the movements of the mooring lines under the effect of waves
and wind.

5.1.1. Impact of HDD on Turbidity and Sedimentation (Construction Phase)

The HDD is a small diameter borehole that is drilled between the entrance pit, located
on land behind the beach dunes, and the exit point in the sea 1770 m away from the
previous one, at a depth of about 16 m. This is the technical solution proposed to allow the
landing of the submarine cables without affecting the seabed surface and the biological
communities present on it, some Cymodocea nodosa meadows of high ecological value.

These boreholes are drilled using drill heads operated from land and assisted by a
jack-up structure (platform with legs) near the exit point (Figure 3).

 

Figure 3. HDD drilling scheme for land–sea transition. Source: Herrenknecht.
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The drilling system requires the use of bentonite fluid (composed of water, bentonite,
which is a natural clay, and a small proportion of polymeric additives, wetting and dispers-
ing agents), to facilitate drilling and to extract the excavated material, which is constantly
recirculated and recycled to an onshore separation plant. Only at the exit of the drilling
head at the end of drilling path is the loss of a limited volume of this fluid foreseeable. This
fluid would temporarily increase turbidity around the exit point.

To reduce the dispersion and sedimentation of these bentonite clays around the exit
point, containment measures are planned to be implemented by temporarily casing the exit
point, to allow collection and recycling of the clays.

Based on the dispersion studies of the most unfavorable bentonite fluid emission
scenarios, carried out by means of the MOHID numerical model, the predicted impact,
characterized by the exceeding of the reference turbidity level (defined in accordance
with Additional Provision IX of Law 22/1988 of 28 July 1988 on Coasts as 1.5 times the
normal average of suspended solids measured in pre-operational state, i.e., 6.75 mg/L), is
temporary (lasting less than 2 h), of low intensity (with maximum values not exceeding
40 mg/L), and limited to the immediate surroundings (distances of approximately 30 m).

5.1.2. Impact of Jetting Operations on Turbidity (Construction Phase)

The jetting technique consists of opening a trench in the seabed by applying pressur-
ized water jets that causes the soil beneath and around the cable to fluidize, allowing the
cable to sink through the suspended sediments to the bottom of the trench, to the required
burial depth (Figure 4).

 
Figure 4. Example of subsea cable burial by jetting. Source: CT Offshore.

This technique minimizes the impact footprint and sediment resuspension, being the
cable installation and burial method that generates less spatial impact (reduced trench
width) and less temporal impact (reduced execution time) of those analyzed in the project.

This burial technique would be applied from the drilling exit point (HDD) to the wind
farm site, about 24 km away.

To assess the effect of this operation, the sediment dispersion generated per m of
advance was simulated again by the MOHID numerical model, considering a conservative
hypothetical situation, in which it is assumed that all the sediment in a 2 m × 1 m trench is
resuspended. The results of suspended solids concentration in the water column under this
assumption show that the time duration of significant concentrations (above 6.75 mg/L)
near the bottom is, in all cases, low: 3 h in the shallowest areas and those closest to the
phanerogam meadows (<20 m) and up to 5 h in the deepest ones (120 m).
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The impacts are therefore temporary (no more than 3–5 h above the reference threshold
of 6.75 mg/L), of low intensity (maximum values below 40 mg/L), and limited again to
the immediate surroundings (distances of less than 30 m), and mostly in areas of soft,
non-vegetated substrate, so that the effects of the temporary increase in turbidity in the
benthic zone on the physical environment and biota are considered compatible, temporary,
and of low magnitude. By way of comparison, it should be noted that these levels of
suspended solids and their persistence are equivalent to those usually produced during
sea storms around the meadows.

Sedimentation in the shallow zone is limited to the area near the trench, and at a
distance of more than 30 m does not exceed 2 cm. In the 30 m closest to the trench, 3 cm of
thickness can occasionally be reached, between 30 and 60 m distance, 2 cm are not exceeded,
and at more than 60 m, 1 cm is not exceeded.

It should be emphasized that the numerical modeling carried out is very conservative,
since it considers the suspension of all the material present in the trench. In real observations
made in other projects for laying and burying submarine power cables [13,14], the volume
of resuspended material has been less than 30% of the trench volume, and the mobilized
material accumulates mostly in a short radius around the trench (at a distance of less
than 10 m).

5.1.3. Turbidity Impact of the Movement of Turbine Mooring Lines (Operation Phase)

The anchoring systems for floating turbines are composed of three to four mooring
lines, consisting of chains connecting the floating platforms with anchors buried more than
10 m below the seabed (Figure 5). Part of these catenaries rest on the seabed to counteract
the movement of the turbines under the effect of wind and waves with its weight.

 

Figure 5. Schematic of the subsea mooring and cabling system of a floating turbine. Source: SENER.

A part of this resting section, approximately 330 m long, will be subject to certain
movements that may cause the sediment to resuspend along its contact with the bottom,
which may have indirect effects on the biota present in the area, in this case mostly benthic
macrofauna that colonize the soft bottoms, as well as demersal species (e.g., hake).

It is estimated that the area affected by this effect is of the order of 1650 m2 for each
catenary (along the resting section and with a maximum arc of movement of 4◦), or up to
6600 m2 for each turbine (considering 4 mooring lines). Considering the area affected by
the 35 planned turbines (0.23 km2) compared to the total area where the wind farm would
be installed (about 95 km2), the area affected by this impact is about 0.24%. By contrast, the
area currently subject to resuspension and turbidity on the seabed due to trawling activities
in the Gulf of Roses (assuming a fleet of 21 vessels with an average operation of 180 days
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per year, with 5 h of fishing periods) is estimated at 950 km2 (95,000 Ha). In addition, this
activity generates turbidity values much higher than those associated with the mobility of
the mooring lines of a wind farm [11].

Based on the studies carried out, analyzing the possible movements in the catenaries,
low speed movements are expected and the effects are not likely to reach a distance greater
than 5 m at both sides of the chain, but will be limited to the furrow of maximum amplitude
of the footprint considered for the catenary. The level of turbidity generated would therefore
be close to that observed due to natural variability, and lower than that usually produced
during episodes of strong currents or anthropogenic activity (e.g., if compared to the effect
on turbidity produced by trawling, which turbidity plumes can exceed 100 m of thickness
and reach suspended solids concentration of 200 mg L−1 close to the sea bottom [15]).

The temporal effects of turbidity, although significant, will therefore be of low mag-
nitude and low periodicity occurrence, considering the slowed movement of the chains.
These effects on the physical environment are considered compatible, considering the
adaptive capacity of the species that colonize the affected sedimentary bottoms.

5.1.4. Overall Assessment of the Impact on Turbidity and Sedimentation

During the construction phase, the impact on the increase in turbidity and sedimenta-
tion is considered significant in the shallow area, considering that it happens in waters of
protected natural areas (RN2000) and the presence of the marine phanerogam Cymodocea
nodosa meadow in the landing area, despite the fact that the effect is temporary (hours) and
the rate and spatial extent of sedimentation is limited.

By assessing the different descriptors of each impact (turbidity and sedimentation),
according to the described methodology, a Moderate impact rating is obtained for both
during the construction phase, as shown in Table 2:

Table 2. Overall assessment of the impact on turbidity and sedimentation during the construction phase.

Attribute
Turbidity Sedimentation

Characterization Rating Characterization Rating

Sign Negative (−) Negative (−)
Extension Partial 2 Partial 2

Persistence Temporary 2 Permanent 4
Synergy Synergistic 2 Synergistic 2

Effect Direct 4 Direct 4
Recoverability Immediate 1 Immediate 1

Intensity Medium 2 Low 1
Moment Immediate 4 Immediate 4

Reversibility Short period 1 Medium period 2
Accumulation Simple 1 Cumulative 4

Periodicity Continuous 4 Continuous 4
TOTAL RATING MODERATE −29 MODERATE −32

In terms of the impact on this vector during the operation phase, the expected impacts
on turbidity are very limited, restricted to less than 1% of the project area, which in relation
to the current impact of trawling in the area occupied by the park where this activity would
cease (about 600 ha, equivalent to 6% of the park’s surface), represents, both in terms of the
extent and magnitude of the impact, a relative improvement in terms of turbidity conditions
and recoverability of the seabed from sediment resuspension. From the modeling carried
out, it is concluded that the levels of suspended solids in the water column derived from
the movement of the chains are scarcely significant (less than 2 mg/L at distances of less
than 25 m) at all times, being considered of low intensity and persistence (levels of less
than 1 mg/L in less than 2 h).

The assessment of these impacts in the operation phase is summarized in Table 3:
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Table 3. Overall assessment of the impact on turbidity and sedimentation during the operation phase.

Attribute
Turbidity Sedimentation

Characterization Rating Characterization Rating

Sign Negative (−) Negative (−)
Extension Partial 2 Partial 2

Persistence Permanent 4 Permanent 4
Synergy Synergistic 2 Synergistic 2

Effect Direct 4 Direct 4
Recoverability Immediate 1 Immediate 1

Intensity Low 1 Low 1
Moment Immediate 4 Immediate 4

Reversibility Short period 1 Medium period 2
Accumulation Simple 1 Cumulative 4

Periodicity Continuous 4 Continuous 4
TOTAL RATING MODERATE −28 MODERATE −32

5.2. Analysis of the Project’s Impact on Underwater Noise

The project has the potential to alter the acoustic environment of the area, both during
the construction and operation phases.

In the study area, background underwater noise (reference situation), which is related
to natural sources (e.g., wind) and artificial sources (e.g., maritime traffic, professional
fishing), was measured by means of PAM (Passive Acoustic Monitoring) equipment. The
recorded noise values reach peaks (SPL) of 156–159 dB re 1 μPa and cumulative averages
(SEL) of 134–139 dB re 1 μPa at the wind farm proposed location. The greatest contribution
is from maritime traffic, highlighting the important fishing activity linked to the port
of Roses.

Underwater noise has the potential to alter the acoustic environment of the area and
affect several species, especially marine mammals, with special attention to cetaceans
present in the study area (mainly bottlenose dolphins), and chelonians such as loggerhead
turtles (with less presence in the area).

The acoustic impact will depend on the distance to the source of the receptor. Con-
sidering the distribution of cetaceans in the study area, observed during the monitoring
campaigns carried out during the last year, the main type of detected cetaceans are dol-
phins (bottlenose and striped dolphins), associated with a medium frequency hearing range
(150–160 kHz), and to a lesser extent species with a low frequency hearing range (7–35 kHz),
such as the fin whale.

In relation to the potential effect on turtles (loggerhead turtle), a reference level RMS
of 166–175 dB re 1 μP [16] is considered to be the range for behavioral change effects, based
on experimental measurements with species in captivity.

According to MAGRAMA [17], the reference levels for the definition of exclusion zones
are 160 and 180 dB rms, corresponding to thresholds for which behavioral changes and
physiological damage are detected in cetaceans, respectively.

5.2.1. Noise Impact during the Construction Phase

During the construction phase, the main source of noise is associated with the vessels
that will install the wind turbines and their anchoring systems and lay the cable. The
underwater noise emission is proportional to the speed of the vessels, which, due to the
nature of the work to be carried out, will generally be low (between 3 and 5 knots).

Other sources of noise identified in this phase are the use of acoustic devices for
positioning during cable laying or anchor installation (echo sounders, sonars, acoustic
positioning systems), the use of pumping equipment and the pressurized water jetting
system (jetting), displacement along the bottom, sliding (dragging), and finally machinery
on board for lifting and lowering equipment.
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One of the main differences between the projected wind farm (with floating founda-
tions) and most wind farms in the world (which have fixed foundations) is that in this case
no pile driving activities are carried out for the execution of foundations. Pile hammering
is the main source of underwater noise impact identified by the scientific community in
association with offshore wind farms, having been analyzed in a large number of studies
that show its impact on certain marine species, particularly cetaceans. Consequently, this
important impact does not happen in a project such as Parc Tramuntana, as no impulsive,
high-energy noise will be generated during construction.

Thus, the noise that may be generated during the construction phase does not differ
much from noise associated with other types of maritime works, associated with low
frequencies (e.g., navigation), and is of a temporary nature.

According to the consulted literature, the noise generated by cable-laying ships in
shallow waters is of the order of 164–188 dB re 1 μPa, at 1 m from the source, acting at
frequencies between 0.7 and 50 kHz: surface ship 180 dB (CEDA, 2011) [18], 164–170 dB
(Nexans Skagerrak). In relation to underwater activities, a reference of burial works at 1 m
from the source is available, with emissions up to 188.5 dB (at 11 kHz) [19] or 174 dB [20].
It should also be noted that modern newly built vessels reduce acoustic emissions and
vibrations from engine operation very significantly.

The effects of the construction phase on this variable are considered significant, al-
though the existing risk of direct effects is limited to the presence of wildlife in the vicinity
of the noise source, noting that the negative effects would be temporary and that noise
generation would be progressive, with a chasing effect that avoids further damage to the
animals. The assessment of this impact in the installation phase is therefore moderate
(Table 4):

Table 4. Assessment of the impact on submarine noise during the construction phase.

Attribute Characterization Rating

Sign Negative (−)
Extension Extensive 4

Persistence Temporary 2
Synergy Synergistic 2

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Simple 1

Periodicity Continuous 4
TOTAL RATING MODERATE −28

As the main corrective measure, the use of modern workboats with low noise emission
certifications (e.g., Silent-E) is proposed [21].

5.2.2. Noise Impact during the Operation Phase

During the operation phase of the wind farm, the main source of underwater noise
generation will be the wind turbines themselves, which will produce continuous noise due
to the movement of the blades, transmitted mainly through vibrations along the floating
platform and the bottom-anchoring chains, and to a much lesser extent directly through the
water surface, since the change in medium (air/water) produces a significant attenuation
of atmospheric sound.

There will also be transient noise related to the movement of the anchor chains on the
bottom due to the movement of the floating turbines.

In addition to the noise from the wind turbines, there will be noise from the vessels
responsible for maintenance/repair tasks, similar in nature to that expected during the con-
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struction phase. The impact of these vessels will have a limited frequency (20 days/year),
similar to those currently caused by marine and fishing traffic.

In order to characterize the impact of underwater noise produced by the turbines, the
existing literature on the subject was analyzed, coming from the scarce experiences in other
floating offshore wind farms, specifically the studies and measurements of underwater
noise in the Hywind Tampen wind farm [22], the first floating technology wind farm
installed off the coast of Norway, in the North Sea.

In this wind farm, the noise recorded during operation was characterized as contin-
uous and low frequency (25, 50, and 125 Hz). The results did not exceed in any case an
SPL of 160 dB re 1μPa (reference level adopted as a threshold to determine the limit of
the cetacean disturbance zone, according to MAGRAMA recommendations [17]), and the
isophone range of 120 dB re 1 μPa, assimilable to the background noise recorded at the
Hywind Tampen wind farm site), occurs, according to the developed acoustic modeling on
the basis of measurements, at circa 2 km from the wind turbines, with a maximum noise
footprint of approximately 40 km2.

Similar experiences in the environmental monitoring phase of a fixed foundation
(jackets) wind farm operating at a depth of 25 m off New York Bay, the Block Island Wind
Farm [23], show maximum noise values generated during operation of up to 120 dB re 1 μPa
at a distance of 50 m from the turbines, at a site with a background noise of 110 dB re 1 μPa.

These levels are considered an approximation to the underwater acoustic footprint
that may be produced by Parc Tramuntana, whose increase in the acoustic scenario around
the wind turbines will be cumulative depending on the number of wind turbines and the
environmental conditions of the surroundings. It is estimated that this acoustic increase
will be attenuated to the background noise levels existing at a distance of approximately
2 km or less (since in the case of Tramuntana the background noise is more intense than
that existing in the other reference wind farms analyzed).

The expected RMS levels from this distance (around 120 dB re 1 uPa) are significantly
lower than the background noise and the thresholds that would cause annoyance to the
most sensitive species identified (dolphins and sea turtles), which are not highly abundant
in the wind farm site area.

After this analysis, the effects of the operation phase on this variable are considered
significant, of partial extension (affecting the area near the wind farm’s footprint), and
of medium magnitude due to the acoustic levels generated. The risk of direct effects is
limited to the presence of fauna in the vicinity of the noise source, which is irregular and
periodically distributed. The assessment of this impact during the operation phase is shown
in Table 5:

Table 5. Assessment of the impact on submarine noise during the operation phase.

Attribute Characterization Rating

Sign Negative (−)
Extension Extensive 4

Persistence Permanent 4
Synergy Synergistic 2

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Cumulative 4

Periodicity Continuous 4
TOTAL RATING MODERATE −38

The applicable measures are the monitoring of acoustic levels and the recording of
cetacean activity in the area, through visual censuses and the installation of hydrophones,
to verify the levels and activity of potentially affected fauna.

142



J. Mar. Sci. Eng. 2022, 10, 898

5.3. Analysis of the Project’s Impact on Electromagnetic Fields (EMF)

This potential impact is only likely to occur during the operation phase, as it is
associated with the transmission of electricity generated by the wind farm through the
submarine cables.

The interconnection cables (inter-array) installed in the offshore wind farm and the
export cables will operate in alternating current at 66 kV–50 Hz. An analysis of the EMF
generated by these cables was carried out using numerical modeling based on the Biot–
Savart analytical calculation for the different cable segments (both the dynamic inter-array
cables, which connect the turbines to each other, and the buried export cables, which connect
the wind farm to shore). This model adopted a conservative calculation, considering the
most unfavorable possible scenario (cable operation at full load), and without considering
the shielding effects due to the cable protection armor.

This simulation of EMF levels (see Figure 6) obtains magnetic field levels (B) for the
maximum inter-array cables at the surface of the conductors of 90 μT and, for the evacuation
cable, a maximum level of 5 μT on the seabed.

  
(a) (b) 

Figure 6. EMC modeling for the inter-array (a) and export (b) cables.

The electric field (E) induced by the 66 kV conductors will be zero on the outside of
the cables, since it is blocked by the metallic screen of the cable itself.

The potential effects of EMF on aquatic fauna include the possible disorientation of
migratory species that use the terrestrial magnetic field for orientation during navigation,
behavioral alteration with attraction or repulsion effects (barrier effect), as well as potential
physiological damage at the cellular level.

As a reference, it should be noted that normal values of the earth’s geomagnetic field
can range from 20 to 75 μT, depending on the geographical location.

In order to assess which of these effects could be relevant to the project, a large amount
of literature was consulted to analyze the effects of EMF on different species (Table 6):
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Table 6. Documented effects of EMF on marine species.

Species Threshold Value Effect Source

Eel (Anguilla anguilla) 5 μT (direct current) Course deviation during migration Westerberg and Begout-Anras
(2000) [24]

Turtle (Caretta caretta) 4.9 μT_ Disorientation of juveniles during
migrations periods Fuxjager et al. (2011) [25]

Mussel (Mytilus
galloprovincialis) 300–1000 μT_ Alteration of cellular processes for

adults in the laboratory
Ottaviani et al. (2002) [26]
Malagoli et al. (2004) [27]

Shrimp (Crangon crangon) 10–100 μT_ Behavioral disturbance in adults
Hutchinson et al. (2018) [28]800 μT_ Attraction effect on adults

Fish and macroinvertebrates 1–3.2 mT_ No significant long-term behavioral
effects detected

Woodruff et al. (2012) [29]
Bochert and Zettler (2004) [30]

Elasmobranchs
91 μV/m Alteration of behavior by attraction

or repulsion
CMACS (2003) [31]

Gill and Taylor (2001) [32]
60,000 μV/m Narcosis Smith (1974) [33]

Elasmobranchs and rajoids 1/8 to 8 Hz Electrosensitivity within the
frequency range

Kalmijin (2000) [34]
Walker et al. (2003) [35]

In relation to species sensitive to electric fields, elasmobranchs would be the most
potentially affected group, whose ability to detect these fields is very sensitive, detecting
levels of less than 0.5 V/m (5 nV/cm).

Among the species considered in the bibliography, the most important because of
their potential presence and migratory habits are the loggerhead turtle (Caretta caretta), the
bottlenose dolphin (Tursiops truncatus), devil fish (Mobula mobular), and the main protected
species of elasmobranchs with a potential presence in the study area due to their conserva-
tion status: common thresher (Alopias vulpinus), basking shark (Cetorhinus maximus), tope
shark (Galeorhinus galeus), bluntnose sixgill shark (Hexanchus griseus), shortfin mako shark
(Isurus oxyrinchus), smooth-hound (Mustelus spp.), blue shark (Prionace glauca), and spiny
dogfish (Squalus acanthias).

The maximum magnetic fields generated by the project are within the range of values
detectable by marine fauna.

The field generated by the inter-array cables in the wind farm area (up to 90 μT) will be
detectable by potentially present species of interest. Considering that the cables analyzed
do not alter the electric field, significant effects on elasmobranchs are dismissed, although
their behavior will be analyzed during the operation phase. This effect is localized in the
closeness of the cables, as the magnetic field levels attenuate rapidly a few meters away.

The potential effects on fauna are considered locally limited; it should be noted that
the cable’s footprint in the sea bottom is approximately 10,000 m2, less than 1% of the wind
farm’s area, and barely perceptible (<5 μT) at short distances (<1 m). Due to the extent of
these fields and the magnitude of EMF and derived effects, they are not considered to have
a significant barrier effect on migratory species.

In the case of the fields associated with the export cables (<5 μT), these are of limited
magnitude, close to the levels of natural electromagnetic disturbances that regularly happen
(Nyqvist et al., 2020) [36], and are therefore expected to be barely perceptible by potentially
affected fauna, as the cable is buried deep enough for the field to attenuate to levels that
are practically imperceptible at the seabed surface.

It should be noted that in EMF monitoring surveys of buried electrical interconnections,
levels of the order of nT are usually detected. Considering its continuous route to the coast,
the species of interest potentially affected would be the loggerhead turtle, in the event of
passing through to nest on nearby beaches, and the bottlenose dolphin, due to its local
presence. However, due to the magnitude of the impact, as described above, the effect
on these species is considered insignificant. These values can also be extrapolated to the
subway cable line through the HDD.

On the other hand, it should be noted that it is foreseeable that in the operating phase
the EMF generated will be lower than that modeled, considering the maximum regular
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operating loads contemplated and the additional shielding provided by the cable protection
armor; according to the literature consulted, these levels would not be capable of causing
physiological damage or significant changes in the behavior of the fauna present in the
project area.

Anyway, the increase in EMF during the wind farm’s operation phase was considered
a significant effect, mainly in the wind farm’s footprint area (where the inter-array cables
are located). This impact is considered moderate, according to the following attribute
classification (Table 7).

Table 7. Assessment of the impact of EMF on marine fauna.

Attribute Characterization Rating

Sign Negative (−)
Extension Partial 2

Persistence Permanent 4
Synergy Simple 1

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Simple 1

Periodicity Continuous 4
TOTAL RATING MODERATE −30

Among the main mitigation measures, in addition to the design of the cables to reduce
EMF through shielding and burial in the evacuation route, it is proposed to monitor EMF
levels in the inter-array cables and in the evacuation route, as well as the monitoring of
cetaceans, turtles, pelagic communities (including elasmobranchs), and benthic macrofauna.

5.4. Analysis of the Project’s Impact on Marine Circulation and Nutrient Distribution

Once the offshore wind farm is in operation, the operation of the wind turbines
could generate changes in the atmospheric and oceanic dynamics due to the capture and
modification of wind energy. On the other hand, the floating platforms, with a draft of
−15 m, could generate a certain wave reduction effect or local alteration of the currents.

The main expected effect could be the reduction in wind energy in the area of the
wind farm, associated to the wake effect, which consists of the reduction of wind speed
and kinetic energy downwind of the wind farm.

It is considered that the capacity of the underwater structures to alter the hydrody-
namic regime of the Gulf of Roses is very low, considering the depth at which the wind
farm is located (>100 m) and that the installed structures (floating platform, chains, anchors,
and inter-array cables) are not large enough to produce a significant reduction in current
flows, stratification, or vertical transport phenomena in the water column.

Although these effects may happen, they will be very localized in the immediate
surroundings of the structures and of little entity at the level of the Gulf of Roses (where
they will probably be imperceptible), which does not confer the ability to become cumu-
lative or synergistic downstream. The effect of this potential reduction in the wind and
hydrodynamic regime on the development of species and habitats is assumed to be low,
due to the expected low incidence of the reduction in physical effects on the column and
seabed of the installed wind turbines, as well as the capacity of biological adaptation of the
species potentially affected to small changes in the circulation.

This impact has first been assessed on the basis of a critical analysis of the existing
literature, and a rigorous study by IHCantabria about the impact of the project on wind
fields and marine currents has also been undertaken, by means of numerical modeling. This
study, whose methodology has been presented to the Spanish National Research Council
(CSIC) experts for their approval, and no objections have been received from them, will
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provide quantitative information on the foreseeable variation in current speeds in the area
of the Gulf of Roses.

As a result of the bibliographic analysis, some scientific publications that analyze
and document wind field alteration effects were identified, mainly based on wind farms
located in the North Sea [37]. In some cases, it is suggested that these alterations could lead
to increases in precipitation, although the predicted changes are so small in magnitude
that it is difficult to distinguish them from natural variability. According to Platis et al.
(2018) [38], the wake effect is greater under stable atmospheric conditions than under
turbulent conditions. When conditions are turbulent, such as those associated with the
Tramuntana winds that will feed the wind farm, the wake effect is restricted to the local
area inside the wind farm and the immediate surroundings.

It should also be noted that in general, regarding wind disturbance, the numerical
models give overestimated values with respect to the field measurements. This divergence
between modeled and measured values indicates deficiencies in the knowledge of the
effects. Measurements made in the “Horn Rev” and “Nysted” fields in the Baltic Sea
show reductions of 8–9% immediately after the field, and 2% at distances between 5 and
20 km [39]. As for the regional effect, it is estimated to be small, the energy loss in the first
kilometer of the atmosphere being 0.007%. The conclusion is that floating wind farms may
have a minor to moderate impact on atmospheric and oceanic dynamics (depending on
the location and size of the wind farm), although there is insufficient specific knowledge
of the cascading effects of large-scale atmospheric and oceanic processes to reduce the
current uncertainty.

In relation to the possible effect of the alteration of currents on the distribution of
nutrients, Van Berkel et al. (2020) [40] point to the potential upwelling effect associated
with the wake, causing the upwelling of deep-water mass to the surface. However, this
effect depends on the relative direction between the wind and the coast, being a frequent
phenomenon on the Atlantic coast but not so in the western Mediterranean.

It should be noted that the bibliographic references in which appreciable variations
in the current regime have been observed as an indirect consequence of the presence of
a wind farm correspond to cases in shallow areas, with fixed foundation wind farms,
and with a high concentration of turbines, being scenarios not very comparable with the
project scenario.

The results of the hydrodynamical study by means of numerical modeling developed
by IHCantabria show that the effect of the wind farm over the surface currents and those
averaged over the water column in the coastal area is very small, with an averaged differ-
ence in the currents magnitude below 1 cm/s and maximum values of 1 cm/s during 98%
of the time.

In the proximities of the wind farm in the open sea, the differences obtained, in both
surface and averaged water column, remain below 1 cm/s at the north, east, and west from
the farm, while at the south this difference is up to 2 cm/s, which represents an averaged
variation inferior to 3.5% of the average speed registered in the study area by the buoy of
Puertos del Estado.

In any case, to confirm the potential impact, the mitigation measures and Environ-
mental Monitoring Plan propose monitoring the wind and current regime of the involved
area, as well as monitoring the thermohaline structure of the main indicators of the water
masses (temperature, salinity, turbidity), nutrients in the water column, and monitoring
the evolution of the main pelagic and benthic communities in the affected area, whose
evolution will be analyzed with a Before-After Control-Impact (BACI) study approach.

The impact is considered significant, permanent (during the life of the wind farm),
and synergistic. Due to the uncertainty of the effect and the fact that mitigation measures
cannot be developed, a medium magnitude is assigned to it. The resulting classification is
shown at Table 8:
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Table 8. Assessment of the impact on marine hydrodynamics.

Attribute Characterization Rating

Sign Negative (−)
Extension Extensive 4

Persistence Permanent 4
Synergy Synergic 2

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Cumulative 4

Periodicity Continuous 4
TOTAL RATING MODERATE −38

5.5. Analysis of the Impact of the Project on the Proliferation of Invasive Alien Species

Another aspect that has been identified by scientists as a possible threat to marine
biodiversity, in association with offshore wind farms, is their potential to promote the
proliferation of invasive alien species.

According to the available knowledge by the scientific community on the proliferation
of allochthonous species in the Mediterranean, either introduced intentionally or by chance
by different ways, it is currently considered that this phenomenon could be one of the main
causes of biodiversity loss in the Mediterranean. The number of invasive alien species
inventoried in this sea in 2012 reached almost a thousand (more than 5% of the species
present in this sea), with more than 300 identified in the western basin [41].

There is a wide variety of species with the potential to become invasive, although
organisms with the ability to attach to hard surfaces (biofouling), including mollusks, are
generally the most notorious. The known introduction ways are numerous, one of the
most relevant being the opening of the Suez Canal in 1869, which involved communication
between the Red Sea and the Mediterranean Sea, favoring the migration of numerous
species from the Red Sea to the Eastern Mediterranean, some of which have come to spread
throughout the Mediterranean basin [42].

Other known ways of anthropogenic introductions are the transport of sessile species
attached to the hull of merchant ships or other structures moving from one place to another,
the discharge of ballast water, which carries planktonic and nektonic organisms (some
of which are larval stages of invasive species), the introduction of species of interest for
mariculture and fish farming (which often carry parasitic organisms), the intentional or ac-
cidental release of specimens by aquariums, or even the recent proliferation of microplastics
in the seas [43].

Regarding this threat, it is also worth noting the effect that climate change is likely to
have on this phenomenon, since it is expected to affect, by modifying water temperature,
the structure of marine communities, providing more opportunities for exotic species to
disperse and compete with and displace native species [42].

Based on current knowledge, and in relation to the structures and actions foreseen in
the project, the following possible routes of entry of allochthonous species into the project
area are contemplated:

• Through adherence to the structures of the foundation floaters, during their towing
from the manufacturing or assembly port:
The structures are expected to be manufactured either in western Mediterranean ports,
with a low probability of introduction of new species, or from the Atlantic ports of the
Iberian Peninsula. The rest of the elements that will remain on the seabed (submarine
cables, anchors, and chains) are not expected to be exposed to marine colonization
outside the park, since they will be transported aboard ships.
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In both cases, the main means of transport will be semi-submersible vessels between
the manufacturing port and the wind turbine assembly port (e.g., in Tarragona), so
possible adhesions will only occur during transport between the port of Tarragona
and the wind farm site. The probability of introduction of allochthonous species is
therefore very low, and comparatively lower than that which may be due to the transit
of merchant ships coming from the Strait of Gibraltar or the Suez Canal to ports in the
western Mediterranean.

• By attachment to working vessels during construction (cable-layers, tugboats, etc.):
These vessels are highly specialized and generally work in all the world’s oceans, so
there is a possibility that they may carry allochthonous species attached to their hulls,
with potential for invasion and displacement of native species.
However, this is not a significant threat, in relation to the number of vessels with which
it is associated, compared to the intense maritime traffic of merchant ships, pleasure
craft, fishing boats, or cruise ships that sail the waters of the western Mediterranean
from other seas.

• By releasing ballast water from the foundation platforms:
The floating turbine foundation platforms have ballast systems that involve filling or
emptying tanks integrated into their structure to contribute to the stability of the whole.
The partial filling of these tanks will be carried out at the assembly port (Tarragona),
ending at the location of the wind farm.
It is therefore not foreseeable, as has been argued above in the case of the adhesion
entry route, that these ballast waters will constitute a significant entry route for
invasive non-native species.

Finally, the potential effect of the floating structures themselves, as well as the an-
choring system and the inter-array cables, which will be the only elements exposed to
marine colonization, should be evaluated as possible elements of attraction and settlement
of invasive alien marine species. This effect, far from introducing new species, could only
contribute to a greater growth of the species present in the area. Its effect would be equiva-
lent to that provided by any structure capable of providing a substrate for the settlement of
sessile organisms, especially if it is located within the photic zone, where photosynthesis
occurs and with it the greatest growth of biomass. That is, it would be equivalent to that
associated with boat hulls, buoys, fishing gear, artificial reefs, or shallow rocky bottoms.

It should also be noted, in the case of platforms, that these structures are protected
against corrosion and biofouling by means of cathodic protection systems and/or impressed
current, which significantly minimizes biological adhesion. Therefore, only the surface of
the chains and inter-array cables would be exposed to colonization at a relevant level.

It is possible that the presence of the floating structures may generate slight changes in
the behavior of pelagic species, which may be attracted or repelled in their immediate envi-
ronment depending on their feeding, predatory, shelter, or reproduction habits. However,
these effects are not considered to be relevant in terms of compromising the conservation of
these species, especially when compared to other pressures on these species in the project
area, such as trawling or maritime traffic.

For all of the above reasons, the effect of the project on the proliferation of invasive
alien species was considered not significant for the purposes of impact assessment.

6. Conclusions

The social controversy related to the introduction of offshore wind power in Catalonia
has scaled to a scientific debate about its environmental compatibility, and specifically in
relation to the Parc Tramuntana project. Recent publications have contributed to sustaining
this debate, without being adequately based on rigorous analysis of both the characteristics
of the project and its specific location within the Gulf of Roses, so it has been considered
appropriate to provide an exhaustive analysis of the main impacts identified by the scientific
community in relation to offshore wind farms.
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The aim of this report was therefore to dispel some of the uncertainty that motivates
this opposition, based on detailed information and quantitative data, in order to place these
impacts in a realistic context and determine their true magnitude.

This is possible because a series of diverse and detailed studies have been developed
over the last two years to assess the environmental impact of the project, which are rela-
tively advanced and ready to provide some well-founded conclusions. In the meantime,
the study continues to be prepared and, once the relevant studies are completed, it will
be submitted as part of the documentation required by current legislation for the environ-
mental processing of the project. Although this procedure contemplates a 30-day public
information phase, it is desired to maintain a less limited channel of dialogue and prior
communication, for which reason the promoter commits to advance as far as possible the
conclusions that emerge from the environmental studies and to make them available to any
interested person through the project’s web page.

It should be noted that both the project and the corresponding environmental impact
study are being developed in accordance with current environmental processing regulations
and based on the Scope Document submitted by the General Directorate for Environmental
Quality and Assessment of the Ministry of the Environment. Likewise, the design of the
wind farm’s infrastructure is in accordance with the conditions established by urban and
sectorial regulations.

Based on the studies carried out, which are based on a standardized methodology, the
impact of the project is objectively classified as MODERATE on vectors such as turbidity
and sedimentation, underwater noise, hydrodynamic circulation, or the alteration of elec-
tromagnetic fields, and NOT SIGNIFICANT on aspects such as the proliferation of invasive
exotic species (Table 9).

Table 9. Summary of analyzed environmental impact ratings and characterization.

Impact Assessment Phase Rating (-) Characterization

Turbidity Construction 29 MODERATE
Operation 28 MODERATE

Sedimentation
Construction 32 MODERATE
Operation 32 MODERATE

Submarine noise
Construction 28 MODERATE
Operation 38 MODERATE

EMF on marine fauna
Construction N/A N/A
Operation 30 MODERATE

Marine hydrodynamics Construction N/A N/A
Operation 38 MODERATE

Proliferation of invasive
exotic species

Construction N/A N/A
Operation N/A N/A

Impacts on turbidity and sedimentation are expected along the evacuation cables track
during construction stage and only in the close vicinity of turbine moorings during the
operational stage.

Submarine noise is expected also during both stages, mainly associated to construction
equipment and ships during construction and to both maintenance ships and turbine
structure vibrations during operation, although emission levels are not expected to be
higher than current background noise in the area or to cause severe damage to sensitive
species present in the area.

EMF are only expected in operational stage, being significant mainly in the close
vicinity of the floating inter-array cables. Generated fields are expected to be detectable by
sensitive species, but not strong enough to cause severe alterations in their behavior.
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The impact on marine hydrodynamics, based on numerical modeling, is expected to
be low, limited to changes in currents magnitude of 1–2 cm/s in the vicinity of the wind
farm during operational stage.

Finally, the effect of the project on the potential proliferation of invasive species was
considered not significant, as there are small chances for the introduction of alien species
associated to project structures, being irrelevant when compared with other identified
introduction vectors in the area.

In general, the studies carried out allow to anticipate a low impact of the floating
offshore wind farm project on marine biodiversity in the area of implementation, which
makes it compatible with the conservation of such biodiversity.

In addition, most of the significant impacts identified allow the application of measures
to mitigate their effects, as well as their follow-up during the environmental monitoring
derived from the environmental processing, which will make it possible to know the evolu-
tion of the wind farm’s effects on the environment, as well as the adoption of additional
measures if necessary.

These initial conclusions address only certain environmental aspects of the project
that have been identified as being of greatest concern to some members of the scientific
community. As the environmental impact study progresses, it is expected that conclusions
regarding other potential environmental or socioeconomic impacts will also be published.

It is clear that any project, of whatever nature, introduces certain changes in the
environment and therefore has an associated impact. However, it is equally true that
it is imperative to slow down climate change by all available means, among which the
transformation of the energy generation model to a renewable model is a priority.

It should be remembered that the effects of climate change predicted by the IPCC for the
coming decades (many of which are already occurring today, including in the Mediterranean)
include an increase in the temperature of the planet and its oceans, the extinction and
anomalous migration of species, colonization by invasive species, the modification of marine
currents and acidification of the seas, droughts, and catastrophic climatic phenomena.

Therefore, the suitability or otherwise of offshore wind power in Catalonia should not
be evaluated solely from the perspective of its effect on biodiversity, especially considering
that climate change itself will certainly introduce much more drastic changes in Mediter-
ranean ecosystems than those that can be attributed to any individual project, resulting in
more severe, lasting, and irreversible impacts on marine biodiversity.

Thus, from an equanimous and global vision, the assessment of a project such as Parc
Tramuntana should be carried out with scientific rigor and without falling into the tunnel
vision that only focuses on the local negative impacts, without placing them in context.
Because, according to environmentalists [44], even if it is accepted that, like any other
renewable energy project or any other type of project, it may have a certain level of impact
on local biodiversity, the relationship between this impact and the protection of biodiversity
throughout the Mediterranean is largely in favor of the latter.

Finally, in response to the arguments calling for a halt to marine renewables under a
precautionary principle that only greater scientific knowledge can overcome, it is necessary
to indicate that unfortunately the time available for the study is limited, since the climate
emergency is already a reality and requires an urgent response. It is therefore a priority
to join efforts to ensure the optimal response to the climate challenge, as is being done in
neighboring countries.
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Abstract: Wave energy converters (WECs) usually require reactive power for increased levels of
energy conversion, resulting in the need for more complex power take-off (PTO) units, compared to
WECs that do not require reactive power. A WEC without reactive power produces much less energy,
though. The concept of Variable Shape Buoy Wave Energy Converters (VSB WECs) is proposed to
allow continuous shape-change aiming at eliminating the need for reactive power, while converting
power at a high level. The proposed concept involves complex and nonlinear interactions between the
device and the waves. This paper presents a Computational Fluid Dynamics (CFD) tool that is set up
to simulate VSB WECs, using the ANSYS 2-way fluid–structure interaction (FSI) tool. The dynamic
behavior of a VSB WEC is simulated in this CFD-based Numerical Wave Tank (CNWT), in open sea
conditions. The simulation results show that the tested device undergoes a significant deformation
in response to the incoming waves, before it reaches a steady-state behavior. This is in agreement
with a low-fidelity dynamic model developed in earlier work. The resulting motion is significantly
different from the motion of a rigid body WEC. The difference in the motion can be leveraged for
better energy capture without the need for reactive power.

Keywords: ocean wave energy; flexible wave energy converters; Computational Fluid Dynamics;
fluid–structure interaction; highly nonlinear dynamics

1. Introduction

Wave energy conversion has been attracting more research attention due to the ris-
ing demand for renewable energy and its advantages including high power density [1],
large energy potential, and consistency. Yet, wave energy conversion is still in the pre-
commercial phase. In the last decade, the dynamics and control of WECs were significantly
investigated. Starting from linear models, which are widely applied in developing optimal
controls [2–5], to nonlinear hydrodynamics (especially nonlinear FK force) [6,7], to high-
fidelity CNWT simulations of wave energy converters [8,9]. In recent years, significant
research effort has been made to improve the economic index of wave energy conversion.
Yet, some challenges still exist; one of which is the need for reactive power to optimize en-
ergy production. Some conventional optimal control methods [4] aim to achieve resonance
between the device and ocean waves to maximize energy production; yet a complex PTO
unit would be required to produce reverse power flow, which represents a high expenditure
and the generated power quality is poor (large fluctuation) [10,11]. On the other hand,
using damping control does not require reactive power, but the performance of the WEC is
degraded in terms of power production.

The concept of VSB WECs was recently proposed to address this challenge. The VSB
WEC has a‘soft’ buoy, allowing relatively rapid shape-changing in response to pressure
variations. This is unlike the conventional rigid WECs and unlike the concept of variable
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geometry WECs [12–15] in which a rigid WEC changes shape occasionally and slowly
in response to changing wave conditions. The VSB WEC involves nonlinear interaction
between the device and the waves (continuous deformation in response to the waves).
This interaction can be leveraged to produce more power without the need for reactive
power. The motion of the device can be excited due to the deformation as pointed out in
reference [16], which employs a physics-based low-fidelity model.

Since the proposed device involves complex and nonlinear hydrodynamics, a tool for
high-fidelity simulation is developed in this paper to investigate the behavior of VSB WEC.
Due to the nature of this problem, a FSI tool that can handle variable-shape (morphing)
structure is needed in the CNWT. This is unlike most existing high-fidelity WEC simulation
tools [8], which can handle only rigid body FSI. The FSI capability employed in this paper
implements 2-way FSI; the data is transferred between the solid domain (finite element
analysis (FEA) model) and the fluid domain (CFD model). As far as the simulation software
is concerned, ANSYS® and OpenFOAM are both widely applied in developing CNWTs
and solving FSI [17]. The ANSYS 2-way FSI (system coupling simulation) is used in this
paper. As detailed in this paper, this type of problem requires large mesh motions; this is
accommodated in this paper using the diffusion-based mesh smoothing method.

The main contribution of this paper is to develop a high-fidelity simulation tool that
enables the investigation of the recently proposed VSB WECs, which are characterized by
their nonlinear hydrodynamics. The tool presented in this paper will enable the validation
of other low fidelity models for VSB WECs that are usually used for WEC control design
and analysis. The paper is organized as follows: numerical modeling is introduced in
Section 2 and mesh generation is introduced in Section 3. Sections 4 and 5 present the
simulation results and discussion, respectively. Finally, the conclusion is drawn in Section 6
with the plan for future work.

2. Numerical Modeling

The details of the numerical simulation approach applied in this study are introduced
in this section. A schematic view of the proposed device and the computational domain is
presented in Figure 1. As shown in the figure, the dimensions of the computational domain
are 80 × 60 × 60 m. The height of the Free Surface Level (FSL) is 40 m measured from the
global coordinate system, which is also shown in the figure. Since the proposed device is
allowed to change the shape in response to the waves, a significant interaction between the
device and waves is expected. By applying ANSYS 2-way FSI, the data transfers between
solid and fluid are created on the interface between solid and surrounding fluids (denoted
as FSI 1) and the interface between solid and internal gas (denoted as FSI 2). The device
initially has a shape of a hollow sphere with a radius of 2 m and a thickness of 0.3 m.

Figure 1. Computational domain layout.

2.1. Governing Equations

Three stratified phases including the environmental air, environmental water and
chamber gas are applied in this simulation. Although the environmental air and water
are assumed to be incompressible, the chamber gas is assumed to be compressible since
the chamber has a large volumetric change due to the interaction between VSB WEC and
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waves. The conservation equations for unsteady compressible fluid simulation can be
written as:

∂ρ

∂t
+∇ · (ρ�v) = 0

∂

∂t
(ρ�v) +∇ · (ρ�v�v) = −∇p +∇ · (τ) + ρ�g + �F (1)

∂

∂t
(ρE) +∇ · (�v(ρE + p)) = ∇ · (ke∇T)

where ρ is the fluid density, �v is the flow velocity vector in the continuity equation. In the
momentum equation, τ is the stress tensor, and ρ�g represents the gravitational body
force. Since in this study, the wave absorption zone is included near the pressure outlet,
the source term �F is added in the momentum conservation due to the applied numerical
beach treatment. Further, in the energy equation, E is the energy, and ke is the effective
thermal conductivity. A transient Reynolds Averaged Navier Stokes (RANS) solver is
applied with the governing equations discretized over the fluid domain by using finite
volume method. The fluid simulation (CFD) is further coupled with transient structural
analysis (FEA).

2.2. Physics Modeling

The turbulence model applied in this study is the realizable k − ε model, which is
considered robust and computational efficient [17]. Compared to the widely applied
standard k − ε, the applied model provides more robustness, which is more suitable in
this study since the interaction between the device and the waves is highly nonlinear.
The transport equations for turbulent kinetic energy (k) and dissipation rate (ε) will be
solved. Details about the mathematical modeling of the k-epsilon turbulent model can be
found in [18,19]. Furthermore, since the chamber gas has a negligible motion with respect
to the device, the internal fluid domain is considered to be laminar.

The Volume of Fluid (VOF) method is applied to simulate the multi-phase flow.
Environmental air is assumed to be the primary phase, and the environmental water
and chamber gas are both assumed to be the secondary phase. To track the interface
(e.g., free surface) between different phases, the volume fraction equation is applied:

∂(αqρq)

∂t
+∇ · (αqρq�vq) = 0 (2)

where ρq and αq are the density and volume fraction of the qth fluid (phase q). The volume
fraction αq varies between 0 and 1 in a cell. For each cell, it is possible that:

αq = 0 if the cell is empty of phase q

0 < αq < 1 if the cell contains interface

between phase q and other phases (3)

αq = 1 if the cell is full of phase q

Furthermore, the summation of the volume fraction of all phases should be unity:

n

∑
q=1

αq = 1 (4)
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To further sharpen the free surface between environmental air and water, the interfacial
anti-diffusion is enabled by adding a negative diffusion source term in the volume fraction
equation [20]:

∂αq

∂t
+∇ · (�vqαq) = −∇ · (�vcαq(1 − αq)) (5)

�vc = γ|�vq| ∇αq

|∇αq|
where�vc and�vq represent the compression velocity normal to the interface and cell velocity,
respectively, and γ is the compression factor.

Moreover, the large mesh motion due to the highly nonlinear interaction is accounted
by diffusion-based smoothing dynamic mesh method. The pressure–velocity coupling
problem is solved by the coupled algorithm to achieve aggressive convergence in transient
simulation of the proposed challenging model. The density, momentum, turbulence, and
energy are spatially discretized based on the second-order upwind scheme. The applied
transient formulation is first-order implicit.

2.3. Domain and Boundary Conditions

The boundary conditions applied in this study are summarized in Figure 2. The waves
are generated from the velocity inlet, and the downstream boundary is specified as a
pressure outlet. Symmetry boundary conditions are applied for the top, bottom, and sides
boundary conditions. The purpose of setting the symmetry boundary conditions is to
construct an open sea condition for the simulation where the deep water and infinite
air assumptions are applied. As addressed in [21], velocity inlet and slip wall are also
considered as appropriate selections for the top, bottom, and sides boundary conditions
if the boundaries are located far away from the device (which is the case in this study).
The interface between the surrounding fluids and the solid and between the chamber gas
and the solid are both defined as adiabatic walls. A mesh will be morphed around the solid
to account for the motion and deformation of the device.

Figure 2. Boundary conditions applied in the simulation.

Since open sea conditions are applied in this study, the generated waves are assumed
to be deep water waves with regard to a water depth 60 m. To prevent the drifting of the
device, the flow current velocity is assumed to be zero. The Person–Monskowitz (PM)
wave spectrum is applied as the irregular wave spectrum:

SPM(ω) =
5

16

H2
s ω4

p

ω5 e−
5ω4

p
4ω4 (6)
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where Hs is the significant wave height and ωp = 2π
Tp

is the peak frequency. The irregular
wave that has a significant height of Hs = 1 m and a peak period of Tp = 6 s is applied
in this paper given the fact that typical peak period of ocean waves varies from 6 s to
12 s. The frequency range of the wave is from 0.2 rad·s−1 to 4 rad·s−1 and the number of
frequencies is 20. Moreover, deep water waves are normally multidirectional waves, thus
the directional spreading function also needs to be specified. The widely applied cos-2s
directional spreading function [22–24] is applied in this study:

G(θ) = G(s) cos2s(
π

2θs
(θ − θp)) (7)

where s is the frequency independent cosine exponent, which is a positive integer. θp is the
mean wave heading angle, and θs is angle spreading from θp. In this paper, s is selected
as 30 for deep water waves as suggested in [25]. The mean wave heading angle is 0◦
and the spreading angle is 90◦, which is found to be a good assumption for directional
spreading when s > 5 [25]. Additionally, the number of angular components is chosen
as 10. The resulting wave spectrum is the multiplication of the frequency spreading and
directional spreading:

S(ω, θ) = SPM(ω)G(θ) (8)

The final wave field will be generated based on the wave spectrum by taking superpo-
sition of different wave components:

η(r, t) =
Nf

∑
i=1

Na

∑
j=1

aijcos(kx,ijx + ky,ijy − ωit + φij) (9)

where a =

√
2
∫ θ+ δθ

2
θ− δθ

2

∫ ω+ δω
2

ω− δω
2

S(ω, θ)dωdθ is the amplitude of each wave component. Further,

kx,ij = ki cos(θj) and ky,ij = ki sin(θj), where ki is the wave number of the ith wave compo-
nent (which has a frequency of ωi) and θj is the jth wave heading. Random phase shift φij
is used in generating the wave field, which is uniformly distributed in [0, 2π].

A multiple-directional numerical beach (as shown in Figure 1) is implemented in the
vicinity of the downstream and the sides to suppress the wave reflection. A damping sink
term is added in the momentum equation for this damping zone:

S = −[C1ρV +
1
2

C2ρ | V | V] f (z) f (x) (10)

where C1 = 116.24631/s and C2 = 3192.6571/m are the linear and quadratic damping
resistance, respectively. V is the vertical velocity, z is the distance measured from FSL, and
x is the distance along the flow direction. The length of the multi-directional beach in the
downstream (beach direction [1, 0, 0]) is specified as twice the wave length (D = 2λ) [26,27]
and the length of the damping zone in the sides (beach direction [0, 1, 0] and [0,−1, 0]) is
defined as one wave length (D = λ).

3. Mesh Generation

Mesh quality is critical for free surface flows and the proposed challenging model,
which involves highly nonlinear interaction between VSB WEC and the waves. Although
a structured mesh provides better efficiency and accuracy in the simulation, it has the
difficulty in tracking curved or complex geometries. On the other hand, the unstructured
mesh is suitable to track complex geometries and change the mesh size locally, while a
significant number of cells are required to ensure accuracy [28]. Therefore a hybrid mesh
generation is performed in the fluid domain using ANSYS FLUENT meshing application.
The structured mesh is applied in the background with a larger element size and the
unstructured mesh is applied near the hull of the device and the internal gas domain with
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smaller element size. Though hybrid mesh has the advantages of computationally efficient
and tracking features accurately, the resulting mesh is non-conformal due to different mesh
topologies applied in different zones. Thus, the meshes are matched in the faces that are
meshed with different topologies in the calculation.

The mesh of the overall computational domain is presented in Figure 3. As shown in
the figure, the unstructured mesh is applied in a refined region, which has a box shape and
internal gas domain with a smaller mesh size. The mesh is also locally refined in the regions
that require extra accuracy. It is clearly visible in Figure 3 that the mesh in the expected
free surface is refined. In addition, as shown in Figure 4, the mesh is also refined in the
interface between surrounding fluids and solid and the interface between the internal fluid
and the solid to capture the geometry and motion of the device. Moreover, inflation layers
are placed in the boundary layer along the surface (with respect to the surrounding fluids)
of VSB WEC to capture the rapid velocity change. As shown in Figure 5, the unstructured
mesh is also applied in the solid domain to capture the geometry. Since the applied
geometry is a simple hollow sphere, no local mesh refinement is used in the solid domain.

Figure 3. Mesh generation of the overall computational domain. Faces selected for presentation are
bottom, outlet, and a cross-sectional face located at y = 30 m.

Figure 4. Mesh generation around the body surface with the mesh refinement at the interfaces and
the boundary layer.
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Figure 5. Mesh generation for the solid domain.

To select an appropriate grid resolution, a mesh sensitivity analysis is performed with
three different levels of mesh resolutions (coarse, medium, and fine). The device is assumed
to be rigid body (fixed-shape) in this analysis, and the details of each grid resolution are
summarized in Table 1. The structured mesh is applied in the background, which occupies
around 99.8% of the fluid domain, while only 18.4% of the cells of the fluid domain are
formed in the background when the medium mesh is applied. On the other hand, nearly
81.6% of the cells (unstructured mesh) are concentrated in less than 0.2% of the fluid
volume. The presented mesh arrangement allows a significantly reduced number of cells in
the background to accelerate the calculation and keeps the accuracy of the simulation near
the wave and structure interaction. The three-dimensional motions of the center of gravity
(CoG) of the device (assumed rigid body) versus different mesh resolutions are plotted in
Figures 6–8. As shown in the figures, the medium mesh is considered to be an appropriate
mesh resolution since it provides close accuracy as the fine mesh while significantly saves
the computational cost. Notably, the motion of the device in the y-direction is predicted
inaccurately by applying the coarse mesh. The corresponding mesh size applied in different
domains of the medium mesh is summarized in the following. The grid resolution applied
on the body surfaces is 0.06 m (most refined) and applied in the background is 1.7 m.
Moreover, the mesh is refined in the Refined Region (unstructured) with a mesh size of
0.42 m and the free surface is locally refined with a grid resolution of 0.17 m. The resulting
minimum cell volume and maximum cell volume of the fluid domain are 2.12 × 10−6 m3

and 3.25 m3, respectively. The similar mesh size (medium mesh) will be applied for the
following simulations of VSB WEC (without assuming fixed-shape).

Figure 6. x-directional motion of the center of gravity of the device with different mesh resolutions.
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Figure 7. y-directional motion of the center of gravity of the device with different mesh resolutions.

Figure 8. z-directional motion of the center of gravity of the device with different mesh resolutions.

Table 1. The breakdown of different types of mesh applied in mesh sensitivity analysis.

Mesh Types Number of Cells Total

Background Refined Region

Coarse 112,536 281,661 394,197
Medium 144,300 640,014 784,314

Fine 331,996 1,628,346 1,960,342

4. Numerical Results

The system coupling simulations are carried out on Iowa State University’s High-
Performance Computer (HPC). The number of processors used in the parallel simulation
is 36 and the corresponding elapsed time for the simulation of VSB WEC with medium
mesh is approximately 96.6 hrs including post-processing. To guarantee the flow current
number is close to 1, the time step is selected as 0.01 s and a total of 3000 steps will be
solved (simulation end time is 30 s). Although, a more robust analysis (may be conducted
in the future) can be conducted by significantly extending the simulation timeseries (e.g.,
20 min simulation for varied wave conditions). Giving that the computational cost of this
simulation is extremely high, only a short time period (30 s) will be simulated and analyzed.
Additionally, the applied simulation end time covers part of the steady-state responses,
which provides meaningful results for both transient and steady-state analysis.
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4.1. Free Decay Test

To validate the proposed simulator, a free heave decay test is first performed. The de-
vice (assumed rigid body in the decay test) is initially placed 1.3 m away from the equi-
librium point with no initial velocity. As shown in Figure 9, the natural decay period of
the device is found to be around 2.6 s. Moreover, the energy given to the device can be
successfully dissipated by the implemented multi-directional numerical beach, and the
device stays at the equilibrium without being excited by reflected waves (absorbed).

Figure 9. Heave decay test.

4.2. Irregular Wave Generation

As described in Section 2.3, multi-directional irregular waves will be applied in this
study to simulate open sea conditions. A wave probe is placed between the inlet and
the device (at y = 30 m) to monitor the free surface elevation (as shown in Figure 1).
As suggested in [29], the distance between the inlet and the wave probe is 1L = 11 m.
The surface elevation measured at the free surface (αair = 0.5) by the wave probe is shown
in Figure 10.

The wave pattern on the free surface is presented in Figures 11–14 at different time
instants when the most significant interaction between waves and the device happens
and at the end of the simulation. It is visible in the figure that the wave pattern (which is
multidirectional) is significantly affected around the device due to the strong interaction.
Although, a wavy water surface is assumed initially, the wave pattern near the outlet and
the sides is flattened during the simulation (as shown in Figure 14). To better illustrate the
influence of the wave forces on the motion and deformation of VSB WEC, Figures 15 and 16
show the dynamic pressure field around the device at two different time instants. A large
dynamic pressure acts on the bottom of the device at t = 0.5 s with a peak pressure around
2.89 × 103 Pa, which not only causes a motion, but also a deformation of the hull (compress
the device). At t = 1.5 s, there is also a significant deformation of the bottom half of the
device (mainly at the sides) and peak dynamic pressure is around 0.696 × 103 Pa acts on
the wet surface in upstream. By presenting these figures, we can claim the challenging
interaction between the waves and the device is successfully captured by the proposed
CFD model.
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Figure 10. Free surface elevation measured at the wave probe.

Figure 11. Wave pattern on the free surface at t = 0.5 s.

Figure 12. Wave pattern on the free surface at t = 1 s.
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Figure 13. Wave pattern on the free surface at t = 1.5 s.

Figure 14. Wave pattern on the free surface at t = 30 s.

Figure 15. Dynamic pressure field measured around the device at t = 0.5 s.
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Figure 16. Dynamic pressure field measured around the device at t = 1.5 s.

4.3. VSB WEC Deformation

Since the proposed device allows significant deformation in response to the waves, it is
interesting to study the geometry variation in free motion. As shown in Figure 17, although
the geometry of the device varies significantly from 0 s to 1.5 s, the shape of the device at
1.5 s indicates a trend of recovering to the original shape (at 0 s). Thus, a periodic change
of the shape is expected, which is also reasonable since the gas chamber is a restoring
mechanism. This periodic phenomenon can be better explained in the following figures.
Figures 18 and 19 show the vertical motion of two nodes where the U=pper Node denotes
the node defined originally at (40, 30, 42) m and the Lower Node denotes the node defined
at (40, 30, 38). Figure 18 shows the individual motion of two nodes with respect to their
original location. For a conventional fixed-shape buoy WEC (FSB WEC), the motions of
these two nodes are expected to be identical since rigid body motion is assumed. Although,
in this study, their motion patterns are different. The relative vertical distance between
these two nodes is plotted in Figure 19. The original distance between these two nodes is
4 m, which will be kept as a constant for a FSB WEC. While the vertical distance of these two
nodes for the VSB WEC changes periodically and finally reaches a steady-state deformation
(approximately when t > 15 s). The natural period of steady-state deformation is around
1.96 s, which is almost one third of the wave peak period. The relation between the natural
period of the shape deformation and the wave period can be more rigorously studied in
the future by simulating the dynamic behavior of VSB WEC with varied wave conditions,
which may benefit future optimization of the proposed device.

Figure 17. Snapshots of the deformation of VSB WEC at different time instants.
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Figure 18. Motions of the upper node and the lower node with respect to their original location.

Figure 19. Relative vertical distance between the upper node and the lower node during operation.

4.4. VSB WEC Motion

The motion of VSB WEC is presented in detail in this section and it will be compared
with FSB WEC motion under the same wave condition to highlight the difference in
motions introduced by changing the shape. The motion difference can be later controlled
and utilized to produce more wave power. Additionally, the mass and dimensions of FSB
WEC are the same as VSB WEC (undeformed shape). The motions of the center of gravity of
VSB WEC and FSB WEC in x, y, and z directions are shown from Figures 20–22, respectively.
The motion of VSB WEC significantly differs from FSB WEC in three dimensions both in
terms of phase and magnitude. The difference in vertical motion between the two devices
is presented in Figure 23. The maximum difference is around 0.26 m, and the maximum
z-directional motion of FSB WEC is around 0.64 m, which indicates a maximum 40.6%
change in the heave motion caused by the introduction of geometry variation. This large
difference represents a room for improving the performance of wave energy conversion by
introducing appropriate control.
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Figure 20. x-directional motion of center of gravity compared between FSB WEC and VSB WEC.

Figure 21. y-directional motion of center of gravity compared between FSB WEC and VSB WEC.

Figure 22. z-directional motion of center of gravity compared between FSB WEC and VSB WEC.
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Figure 23. Difference in motions of FSB WEC and VSB WEC in heave direction.

5. Discussion

In this paper, a 3D numerical simulation architecture is introduced to simulate the
fluid–structure interaction of the proposed VSB WEC. The simulation results show the
proposed device has a significant shape-changing due to the highly nonlinear interaction
between waves and the device. The resulting motion of VSB WEC also significantly differs
from the motion of a conventional FSB WEC with the same mass and dimensions. It is
noted that the design of VSB WEC can be further optimized in terms of energy extraction
since this paper focuses on presenting a framework of the high-fidelity simulation of this
device. The applied design is simple in terms of geometry and mechanism. For instance,
a possible design presented in [16] is a VSB WEC that has a rigid body part (cylindrical
shape) and a shape-changing part (truncated conical shape). A control valve is included to
control the pressure oscillation in the gas chamber. As found in [16], a restoring mechanism
(gas chamber in this study) is required to keep a steady-state deformation of the device
in order to harvest more energy. The presented framework is applicable to simulate the
performance of other designs of VSB WEC.

Hyperelastic material is applied in this study since the proposed device is required
to be ‘soft’. The material applied in the simulation obeys Neo-Hookean hyperelasticity
with an initial shear modulus of 0.1 Mpa and an initial bulk modulus of 2000 Mpa, and the
density of the material is 1000 kg·m−3. The corresponding strain–stress curve of the applied
material is shown in Figure 24. Unlike vulcanized rubber [30] (initial shear modulus is
0.41 Mpa and initial bulk modulus is 414.5 Mpa), which only allows small deformation,
the material used in this study is ’softer’, which allows more deformation. In addition,
unlike neoprene rubber (initial shear modulus is 0.027 Mpa and initial bulk modulus
is 13.86 Mpa), which is too soft such that the deformation is too large to keep a stable
simulation. More advanced dynamic mesh techniques need to be applied to address this
challenging mesh motion. The study of the effect of different materials is interesting, though
beyond the scope of this paper, therefore a material that has the hyperelastic properties
between vulcanized rubber and neoprene rubber is applied such that the simulation is
stable with a considerable deformation of the device.
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Figure 24. Material properties of the applied hyperelastic material.

6. Conclusions

A high-fidelity CFD-based numerical wave tank simulation for a VSB WEC is pre-
sented in this paper. This numerical tool is demonstrated to be able to simulate a VSB
spherical WEC. This highly nonlinear interaction between the device and the waves is
simulated using a 2-way FSI technique. Open sea conditions are applied in this study
by assuming infinite air, deep water, and multi-directional waves. The numerical results
in this paper capture the shape deformation in response to the varying surface pressure
from the simulated ocean waves. It was shown that the VSB spherical WEC exhibits a
transient response period before it reaches a steady-state motion and deformation. It was
shown that this resulting motion of the VSB WEC significantly differs from that of a FSB
WEC of the same shape as that of the non-deformed VSB WEC. This difference in response
characteristics (difference in motion trajectories) is key for investigating the advantage of
the VSB WEC power production over the FSB WEC.
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Abstract: Hydraulic power take-off (HPTO) is considered to be one of the most effective power
take-off schemes for wave energy conversion systems (WECs). The HPTO unit can be constructed
using standard hydraulic components that are readily available from the hydraulic industry market.
However, the construction and operation of the HPTO unit are more complex rather than other types
of power take-off, as many components parameters need to be considered during the optimization.
Generator damping, hydraulic motor displacement, hydraulic cylinder and accumulator size are
among the important parameters that influence the HPTO performance in generating usable electricity.
Therefore, the influence of these parameters on the amount of generated electrical power from
the HPTO unit was investigated in the present study. A simulation study was conducted using
MATLAB/Simulink software, in which a complete model of WECs was developed using the Simscape
fluids toolbox. During the simulation, each parameters study of the HPTO unit were separately
manipulated to investigate its effects on the WECs performance in five different sea states. Finally,
the simulated result of the effect of HPTO parameters on the amount of generated electrical power
from the HPTO unit in different sea states is given and discussed.

Keywords: ocean wave energy; wave-activated-body; hydraulic power take-off

1. Introduction

Ocean waves are considered as one large untapped and predictable renewable energy
resource on earth. Ocean waves contain tremendous of usable energy and have the potential
to contribute to a significant share of global renewable energy sources. Ocean wave
energy has many advantages such as high energy density, high source availability, source
predictability and low environmental impact compared to other renewable energy (RE)
sources [1]. The energy density of ocean waves is the highest among all renewable energy
sources, which is around 50–100 kW/m [2]. Approximately, 8000–80,000 TWh/year ocean
wave energy is available globally [2]. Due to its advantages, electrical energy production
from the ocean waves has received a great deal of attention over the past several decades.
Numerous wave energy converter systems (WECs) with different harnessing methods
have been invented to convert the kinetic energy contained in the ocean waves into usable
electricity, as reported in [3–6]. The existing WECs can be classified into wave-activated-
body (WAB), oscillating water column (OWC) and overtopping device based on their
working principles.

The WAB wave energy converters (WAB-WECs) are also known as oscillating bodies
wave energy converters and point absorber wave energy converters. WAB-WECs can be
defined as a single body or multiple bodies devices being oscillated by the wave excitation
force [7]. WAB-WECs covers a kinds of WEC and recent development of WAB-WECs
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around the world has been reported in [4,6,8,9]. In general, these WAB-WECs consist
of three main subsystems, namely wave energy converter (WEC), power take-off (PTO)
unit, and control system (CS) unit. WEC is a front-end device that absorbs the kinetic
energy from the ocean waves. The absorbed energy is then converted to electricity through
the PTO unit, whereas the control system unit is used to optimize the electrical energy
produced from the WECs during its operation.

PTO is one of the most essential subsystems of WAB-WECs. In recent decades, a wide
variety of PTOs have been designed, developed and experimentally tested for numerous
types of WEC device, as reported in [10]. The various kinds of PTO concepts can be
classified based on their main working principles, such as mechanical–hydraulic, direct
mechanical, direct electrical drive, air and hydro turbine. The hydraulic power take-off
(HPTO) unit is one of the most reliable and effective PTOs for the WECs [11,12]. The HPTO
unit has excellent characteristics, such as high efficiency, wide controllability, well-suited
to the low-frequency and large power density of ocean waves, etc. The HPTO unit can
also be assembled using standard hydraulic components that are readily available from
the hydraulic equipment suppliers. In [11], a review of the most popular HPTO concepts
used in WAB-WECs is reported. From the study, the HPTO concepts can be classified into
two main groups, i.e., a variable-pressure and a constant-pressure concept. The constant-
pressure concept has received more attention. Based on the report in [13], the efficiency of
the constant-pressure concept is much higher than that of the variable-pressure concept,
which can reach up to 90%. According to [14], several crucial parameters may influence the
efficiency of the HPTO unit, such as the mounting position and piston size of the hydraulic
actuator, volume capacity and pre-charge pressure of the accumulator, displacement of
hydraulic motor and damping coefficient of the electric generator.

Recently, several kinds of research into the HPTO in WAB-WECs have been published
for various objectives, for example in [15–21]. From the literature, most of the studies have
concentrated on the performance of the HPTO unit without investigating the influence
of the important parameters of HPTO. Only a few studies have discussed this issue,
e.g., [14,16]. In [14], the influence of the HPTO unit parameters on the power capture
ability of two-raft-type of WEC was studied. However, the HPTO concept used in [14]
is very different from the HPTO concept considered in the present study. The effects of
the HPTO unit on the percentage of power reduction were not discussed in this study.
Meanwhile, in [16], the sensitivity of the generator damping coefficient on the average
generated electrical power was investigated. From the simulation results, the authors
concluded that the generator damping coefficient is relatively sensitive to the changes
in wave height and period. However, the sensitivity of the other HPTO parameters was
not discussed in [16]. Since there is a lack of published articles on this issue, the present
study proposes an investigation of the HPTO unit parameters on the performance of the
WAB-WECs. The main objective of the study is to investigate the effect of these important
parameters on the electrical power generated from the HPTO unit. The findings can be a
useful reference to other researchers for improvement of WECs in future.

The remainder of this paper is organized as follows. Section 2 presents the design of
the considered WECS and Section 3 describes the simulation study for investigation of the
HPTO parameters. Section 4 presents the results and discussion. Finally, the conclusion
and future work are discussed in Section 5.

2. Design of WEC with HPTO Unit

The WEC concept based on [20] is considered in the present study. The simplified
concept is shown in Figure 1A. The WECs consist of a single floating body (floater) attached
to the fixed body via a hinged arm, which is also known as the WEC device. This WEC
device design is almost similar to the concepts used in [13,22–24]. The WEC device is unique
due to its ability to convert both wave kinetic energy and wave potential by utilizing the
pitch motion of the floater and hinged arm, as presented in Figure 1A. In this system, the
WEC is connected to the fixed-body directed to the dominant wave direction to optimally
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absorb the kinetic energy from the ocean waves. The WEC device is then connected to the
HPTO and the CS unit is placed in the HPTO house to convert the mechanical energy from
the WEC device into usable electricity.

Figure 1. An illustration of WEC with the HPTO unit concept. (A) A complete layout design, and (B) Enlarge image of the
interconnection between HA, floater’s arm and fixed structure.

Figure 1A presents the simplified diagram of the HPTO unit which includes a hy-
draulic actuator (HA), hydraulic hose (HH), check valve rectifier module (CV1, CV2, CV3 &
CV4), oil tank (OT), high-pressure and low-pressure accumulators (HPA & LPA), pressure
relief valve (RV1 & RV2), hydraulic motor (HM) and electric generator (G). In this concept,
double-acting with a single rod type of HA is considered. HA is used as a linear pump
to absorb the mechanical energy from the reciprocating motion of the WEC. The piston
rod of the HA is attached to the floater’s arm using a rod end clevis while the barrel of the
HA is attached to the fix-structure. Then, the HA is connected to the check valve rectifier
module, an arrangement of four check valves in a bridge circuit configuration, as shown
in Figure 1A. The check valve rectifier used in this HPTO unit is similar to the Graetz
bridge concept, which is used for conversion of an alternating-current (AC) input into
a direct-current (DC) output. For the HPTO, the check valve rectifier module is used to
control the fluid flow direction (QA & QB) from the HA to the HM. Thus, the large chamber
(chamber A) of the HA barrel is connected to the inlet and outlet of CV1 and CV4, while
the small chamber (chamber B) of the HA barrel is terminated to the inlet and outlet of
CV2 and CV3, respectively. The check valve rectifier module is then connected to the HPA
and LPA. The HPA is included in the HPTO unit to constrain the pressure of the HM in
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the desired ranges. Finally, the generation module which consists of fixed-displacement
of HM coupled to G is placed between the HPA and OT. In addition, the pressure relief
valves RV1 & RV2 are placed to prevent the HPTO unit from over-pressurized fluid flows.

During the operation of WECs, the passing of ocean waves causes a WEC device to
pitch upward and downward simultaneously. Then, the reciprocating motion of the WEC
device causes back-and-forth motions of the piston and directly generates the high-pressure
fluid flow from the HA chambers. During the upward movement of the WEC device, the
high-pressure fluid flows from chamber A to chamber B through CV1, HPA, HM, LPA, and
CV2. On the other hand, during the downward movement, the high-pressure fluid flows
from chamber B to chamber A through the CV3, HPA, HM, LPA, and CV4 of the WEC
device. The high-pressure fluid flowing through the HM causes the HM and G to rotate
simultaneously in one direction and thus produces usable electricity. Overall, the speed
and torque of the HM depend highly on the characteristics of ocean wave motions such
as speed, frequency, wavelength, and amplitude [25]. They also depend on the important
parameters of the HPTO unit itself.

2.1. Formulation of Hydrodynamic Pitch Motion of WEC

The hydrodynamic pitch motion of WEC in real waves can be formulated in the time
domain to account for the non-linear effects such as the hydrodynamics of a floater, HPTO
force, etc. So, the equation for the pitch motion of the WEC device can be expressed by:

MD = Mex − Mrad − Mres − MHPTO (1)

where MD is the D’Alembert moment of inertia, and Mex, and Mrad are the moments due
to the diffracted and radiated ocean waves. Mres and MHPTO are the moments due to
hydrostatic restoring and HPTO unit interactions, respectively. The hydrodynamic pitch
motion of the WEC equation above can be extended as follows:

(JWEC + Jadd,∞)αWEC(t) +
t∫

0

krad(t − τ) ωWEC(t) + kres θWEC(t) + MHPTO(t) =
∞∫

−∞

hex(t − τ)ηW(τ)dτ (2)

where JWEC is the moment of inertia of WEC (includes floater and hinged arm), Jadd, ∞
is the added mass at the infinite frequency. τ is the time delay. θWEC, ωWEC and αWEC
are the angular position, angular velocity and angular acceleration of WEC during the
pitch motion, respectively. θWEC = 0 corresponds to the WEC device at rest. krad and
kres are the radiation impulse response function and the hydrostatic restoring coefficients.
hex is the excitation force coefficient and ηW is the undisturbed wave elevation at the
center point of the floater. The coefficients of krad, kres and hex can be determined from
the dynamic diffraction analysis using computational fluid dynamics (CFD) software,
such as ANSYS/AQWA, as previously implemented in [20,26–30]. Alternatively, these
coefficients also can be obtained using the boundary element method (BEM) toolbox in
WAMIT software, as suggested in several studies [31–35].

Since the non-linear effect of the HPTO unit is considered in Equation (2), the moment
due to the HPTO unit MHPTO can be described using Equation (3). According to Figure 1B,
FHPTO is the feedback force of the PTO unit applied to the WEC device. L1 is the perpendic-
ular distance between HA and point C, which can be obtained using Equation (4), where L2
and L3 are the distance between points A-C and B-C, respectively. L4,0 is the initial distance
between points A-B. θWEC,0 and θWEC are the initial and instantaneous angle of the WEC
device. xp is the linear displacement of the piston. Based on Equation (4), L1 is always
relatively changes according to the change of the arm angle, as illustrated in Figure 1B.

MHPTO = FHPTOL1 (3)

L1 =
L2L3 sin(θWEC,0 − θWEC)

L4,0 + xHA
(4)
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xp = L4,0 −
√

L22 + L32 − 2L2L3 cos(θWEC,0 − θWEC) (5)

2.2. Formulation of HPTO Unit

Technically, the force generated by the HPTO unit, FHPTO is represented by the feed-
back force applied by the HA to the WEC device. The nonlinear FHPTO is generated due to
the dynamic pressure in chambers A and B (PA & PB) and the piston friction force (Ff ric)
of the HA. The FHPTO can be expressed using Equation (6), where Ap,A and Ap,B are the
sectional areas of the piston in chambers A and B, respectively. Ap,A and Ap,B can be
obtained using Equations (7) and (8), where dp and dr are the piston and rod diameter of
the HA. Meanwhile, the dynamics of PA and PB can be calculated according to the fluid
continuity function, as described in Equations (9) and (10), where βe f f is the bulk modulus
of the hydraulic fluid. QCV1 to QCV4 are the flow rates across the check valves CV1 to CV4.
Ls, xp and

.
xp are the stroke length, linear displacement and linear velocity of the piston,

respectively.
FHPTO = PA Ap,A − PB Ap,B + Ff ric (6)

Ap,A = πdp
2/4 (7)

Ap,B = π
(

dp
2 − dr

2
)

/4 (8)

d
dt

PA =
βe f f

Ap,A
(

Ls − xp
) ( .

xp Ap,A + QCV4 − QCV1
)

(9)

d
dt

PB =
βe f f

Ap,B
(

Ls − xp
) ( .

xp Ap,B + QCV2 − QCV3
)

(10)

The flow rates QCV1 to QCV4 can be generally calculated using Equation (11), where
Cd and ACV are the discharge coefficient and the working area of each check valve. PCVin
and PCVout are the inlet and outlet pressure of each check valve. ρoil is the hydraulic oil
density.

QCV =

⎧⎨⎩Cd ACV

√
2

ρoil
|PCVin − PCVout| , i f PCVin > PCVout

0 , i f PCVin < PCVout
(11)

On the other hand, the fluid volume (VHPA) and flow rate (QHPA) which enters the
accumulator can be calculated using Equations (12) and (13), where VHPA,cap is a capacity,
PHPA,0 is the initial pressure and PHPA,in is the inlet gauge pressure of HPA, and n is the
specific heat ratio, respectively. The initial pressure in the accumulators depends on the
pre-charge pressure of the nitrogen gas in the HPA bladder.

VHPA =

⎧⎪⎨⎪⎩VHPA,cap

[
1 −

(
PHPA,0
PHPA,in

) 1
n
]

, i f PHPA,in > PHPA,0

0 , i f PHPA,in ≤ PHPA,0

(12)

QHPA =
.

VHPA =

⎧⎨⎩ 1
n VHPA,cap

(
1 − PHPA,0

PHPA,in

) 1−n
n PHPA,0

.
PHPA,in

PHPA,in
2 , i f PHPA,in > PHPA,0

0 , i f PHPA,in ≤ PHPA,0

(13)

Meanwhile, the flow rate across the HM (QHM) and the actual torque of HM (τHM)
can be obtained using Equations (14) and (15), where DHM, ωHM and ΔPHM are the
displacement, angular speed and the internal pressure difference of HM. ηHM, V and
ηHM, M are the volumetric and mechanical efficiency of HM.

QHM = DHMωHM/ηHM,V (14)

τHM = ΔPHMDHMηHM,M/2π (15)
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Finally, the electric power generated by the electric generator (PG) can be expressed
using Equation (16), where ωG, τG and ηG are angular speed, the torque and overall
efficiency of the electrical generator. Since the electrical generator and HM are rotating
simultaneously, the ωG and τG are equal to ωHM and τHM, respectively.

PG = 2πωGτGηG = 2πωHMτHMηG (16)

2.3. Main Parameters of HPTO Unit

As previously mentioned in [14], there are several important parameters affecting
the performance of the HPTO unit such as piston diameter, the volume capacity of HPA,
displacement of HM, etc. Table 1 provides the important parameters of the HPTO unit
that are summarized from Equations (3)–(16). For some parameters, the higher and lower
values can reduce the performance of the HPTO unit. To investigate this problem, a detailed
study regarding the influence of these parameters on the overall performance of WECs is
performed in the present study.

Table 1. Important parameters of the HPTO unit.

No. Important Parameters of HPTO Unit

1 Vertical mounting of HA, L2 m
2 Piston diameter, dp m
3 Volume capacity of HPA, VHPA,cap L
4 Pre − charge gas pressure of HPA, PHPA,0 bar
5 Displacement of HM, DHM cc/rev
6 Damping coefficient of the generator, dG Nm/(rad/s)

In the present study, the complete simulation investigation of HPTO unit parameters
was implemented in the MATLAB/Simulink software (Version: 2018b). The detailed
methodology of the present study is described in the following subsections.

3. Simulation Investigation of HPTO Unit Parameters

3.1. Simulation Set-up of WEC with HPTO Unit

The MATLAB/Simulink software was used in this study to model a complete WEC
system shown in Figure 1. The WECs consists of two main parts, the WEC model and the
HPTO model. The WEC model was developed using a mathematical function block based
on Equations (1)–(5). The wave elevation data, ηW and FHPTO are the inputs, while the xp
is the output of the WEC model. According to Equations (1) and (2), the hydrodynamics
parameters of the WEC device such as krad, kres, hex, added mass coefficient (kadd) and
impulse response function (kimp) are required to develop the considered WEC model. The
hydrodynamic parameters of the WEC model from the previous study in [20] were used,
since a similar WEC concept was considered in this study. In [20], these hydrodynamic
parameters were obtained from the frequency domain analysis study that was carried out
using ANSYS/AQWA software. The obtained hydrodynamic parameters are presented in
Figure 2.
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Figure 2. Hydrodynamic parameters of WEC device. (A) Excitation force coefficient, (B) Added mass
coefficient, (C) Radiation damping coefficient, and (D) Impulse response function.

Meanwhile, the Simscape SimHydraulic toolbox in MATLAB/Simulink was used to
develop the HPTO unit model. The snapshot of the developed model in MATLAB/Simulink
is depicted in Figure 3. As illustrated in the figure, xp is the input of the HPTO unit. Using
xp signal, the linear velocity of the piston,

.
xp is obtained using a first-order lag-based linear

displacement to linear velocity converter. The double-acting hydraulic cylinder (DAC)
component was used as HA. In the Simscape SimHydraulic toolbox, the DAC component
is constructed based on the translational hydro-mechanical converter and translational
hard stop blocks. The rod motion is limited with the mechanical translational hard stop
block. The ideal force sensor block was connected to the HA rod to measure the FHPTO.
The pressure and flow rate sensor blocks were also connected to the HA to measure the
dynamic pressure and flow rate of HA. To account for the friction loss along the pipe length
and the fluid compressibility, the hydraulic pipeline blocks were used to connect some
of the components, as illustrated in Figure 3. The thermodynamic transformation in the
HPA was assumed to be isentropic, which is reasonable considering the cycle time in the
device. Furthermore, for ease of control, a simple rotational damper with varying damping
coefficients was used to represent the electric generator unit. In this way, the resistive
torque imposed by the electric generator can be manipulated by varying the value of the
damping coefficient (dG). The generated electric power from the electric generator can be
calculated using Equation (16). In this study, the initial parameters of the HPTO unit were
manual tuned. However, these parameters are not optimal yet. The detailed specifications
of each component in the developed HPTO model are provided in Table 2. Finally, the
developed HPTO unit model in MATLAB/Simulink was then experimentally validated
using an actual HPTO test rig in the dry lab environment.
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Figure 3. A complete model of WEC with HPTO unit in MATLAB/Simulink. (A) WEC device model, and (B) HPTO unit
model.

Table 2. Detailed specifications of the developed HPTO unit.

Component Descriptions Value Unit

Hydraulic actuator

Piston diameter, dp 0.035 m
Piston rod diameter, dr 0.022 m

Stroke length, Ls 0.3 m
Initial stroke length, Ls,0 0.15 m

Vertical distance mounting, L2 0.5 m
Horizontal distance mounting, L3 0.5 m
Initial rod length (point A to B), L4 0.766 m

High-pressure accu-
mulator

Pre-charge pressure, PHPA,0 46.9 bar
Volume capacity, VHPA,cap 2.8 L

Adiabatic index, γ 1.4 -

Low-pressure accu-
mulator

Pre-charge pressure, PLPA,0 3.2 bar
Volume capacity, VLPA,cap 4.0 L

Adiabatic index, γ 1.4 -

Hydraulic motor

Displacement, DHM 8.4 cc/rev
Nominal shaft angular velocity, ωHM, nom 200 rpm

Volumetric efficiency at nominal condition, ηHM, V 0.92 -
No-load torque, τHM, no 0.05 Nm

Electric
generator

Rated power, PG, rated 100 W
Rated speed, ωG, rated 200 rpm
Rated torque, τG, rated 6.0 Nm

Damping coefficient, dG 0.03 Nm/(rad/s)
Moment of inertia 0.0036 kg/m2

Fluid
properties

Density, Doil 50 kg/m3

Viscosity, Visoil 850 cSt
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3.2. Simulation of WEC with HPTO Unit Using Five Irregular Sea States

The simulation analysis was started with the performance evaluation of the WEC with
the HPTO model, using five different irregular wave input conditions. This simulation
was intended to evaluate the effect of the significant wave height (HW) and the peak wave
period TW on the electrical output power produced by the HPTO unit. Five different sea
states were considered as summarized in Table 3. Sea state A is the nominal wave condition
for the developed WEC with the HPTO model, in which the significant wave height and
the peak wave period were set to 0.8 m and 2.5 s, respectively. Sea state B and C were
considered for wave height case studies, while sea state D and E are for wave period case
studies. For sea states B and C, the significant wave heights were set to 0.6 m and 1.0 m,
which is ±0.2 m of the wave height in sea state A. Meanwhile, the peak wave periods for
both states were maintained at the nominal value. For sea states D and E, the significant
wave height was maintained at the nominal value, while the peak wave periods were set
to 2.0 s and 3.0 s, which is ±0.5 s of the nominal wave period.

Table 3. The parameters of five different sea states.

Sea State
Significant

Remarks
Wave Height, HW (m) Wave Period, TW (s)

A 0.8 2.5 Nominal wave condition
B 0.6

2.5 Wave height case
C 1.0
D

0.8
2.0 Wave period case

E 3.0

3.3. Investigation Studies of HPTO Unit Parameters

A further simulation proceeded with the investigation of the HPTO unit parameters
study. As previously mentioned, the main purpose of the study is to investigate the
influence of the important parameters on the performance of the HPTO unit. Thus, from
this study, how the performance of the HPTO unit varies to its configuration parameters
was discovered. To achieve the objective, several case studies were conducted on the
developed simulation model of WECs. A summary of the case studies is provided in
Table 4. The regulating condition of each case was selected based on the availability of the
components from the hydraulic equipment market.

Table 4. Detailed of the case studies.

Case Important Parameters of HPTO Default Value
Regulating Condition

Unit
Ranges Step

1 Vertical Mounting of HA, L2 0.5 0.1–0.7 0.1 m
2 Piston diameter, dp 0.035 0.025–0.060 0.005 m
3 Volume capacity of HPA, VHPA,cap 2.8 0.5–10.5 2.0 L
4 Pre-charge gas pressure of HPA, PHPA,0 46.9 20–80 10.0 bar
5 Displacement of HM, DHM 8.4 6–18 2 cc/rev
6 Damping coefficient of the generator, dG 0.287 0.1–1.3 0.2 Nm/(rad/s)

4. Results and Discussion

The results from the investigation simulations are presented and discussed in three
sections. The first Section 4.1 presents the experimental validation of the developed WEC
with the HPTO unit model. The second Section 4.2 provides the performance analysis
of the developed WEC with the HPTO unit model in different sea states and the third
Section 4.3 presents the finding from the investigations of the influence parameters on the
HPTO unit performance.
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4.1. Experimental Validation of the HPTO Model

Figure 4A shows the hardware in the loop (HIL) test rig of the HPTO unit. In general,
the HIL test rig was developed based on the design of WECs in Figure 1 and several sensors
were installed to monitor the variations of HPTO force, oil pressure, the oil level in the oil
tank and as the hydraulic motor shaft speed, as illustrated in Figure 4B. The servo-electric
actuator was also installed in the HIL test rig to replicate wave-induced relative pitch
motion to drive the HPTO unit to capture the wave energy. A servo motor controller based
on Labview/Arduino integration and the data acquisition system for data collection from
the sensors were placed in the control system unit. The relative pitch motion generated by
the electric actuator is according to the input wave state. To simulate the condition that
is close to real-world application, the hydrodynamic parameters from the CFD analysis
and the feedback HPTO force were considered to calculate the produced excitation force
applied to the floater’s arm. The sinusoidal wave input with the amplitude and period of
0.4 m and 2.5 s were considered for the validation of HPTO model. The captured image of
maximum upward and downward motions of the HIL test rig during the experimental
validation of the HPTO unit is depicted in Figure 4C,D.

Figure 4. Experimental evaluation of WEC with hydraulic PTO unit. (A) A complete dry-lab test rig, (B) Enlarge image of
HPTO unit setup, (C) Maximum upward, and (D) Maximum downward position of the WEC device.

Figure 5 shows the results of the behaviour of the HPTO unit in a regular wave
condition with an amplitude and period of 0.4 m and 2.5 s. From the figure, it can be
seen that the simulation results of the developed WEC with the HPTO unit model in
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MATLAB/Simulink is in good agreement with the results obtained from the HIL test
rig. However, slight differences and some fluctuations in hydraulic motor speed and
HPTO force results were obtained during the experiment, as depicted in Figure 5A,B.
These differences and fluctuations may be attributed to the errors in the manufacture
and assembly of the test rig, the measuring errors of the transducers, the vibration of the
hydraulic motor, and the leakage in the hydraulic motor, cylinders and joints. Such a
good agreement presented in Figure 5A,B indicates that the developed WEC with HPTO
unit model in MATLAB/Simulink presented in the present study would be effective and
reliable as a tool for predicting the amount of power that can be generated from the ocean
waves.

Figure 5. Behaviour of HPTO unit in a regular wave condition. (A) Speed of hydraulic motor and (B)
HPTO force applied to the floater’s arm.

4.2. Performance of WEC with HPTO Model in Five Irregular Sea States

The simulations of the developed WEC with the HPTO unit model using different sea
states was first carried out in the present study. This simulation was intended to evaluate
the performance of the developed model against the different wave heights and periods.
The simulation was started with the nominal sea state (sea state A) and the results from
the simulation are presented in Figures 6 and 7. Figure 6A shows the responses of WEC
and the hydraulic cylinder piston against the irregular wave input in sea state A. The
figure shows that the displacement of the WEC device was slightly lower than the wave
elevation, particularly during the upward motion. This is due to influencing factors such
as the hydrostatic restoring moment, the moment due to the HPTO unit and the initial
moments of floater and arm [36]. Based on the results, the average displacement of the
WEC device and hydraulic piston was 70% and 15% of the wave elevation. The figure
also depicts that the displacements of the WEC device and piston were slightly delayed
from the wave elevation. Figure 6B presents the profile of the HPTO force applied to the
WEC device. On average, the HPTO forces applied to the WEC device during upward and
downward motion equaled 3.64 kN and 1.99 kN, respectively. The unbalanced HPTO force
applied to the WEC device is due to the unsymmetrical effective area of the piston. A larger
effective area of piston produced a higher force rather than a smaller effective area piston.
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Figure 6C shows the profile of HPA pressure. From the figure, the pressure of HPA reached
up to 49 bar several times, which was a 4.5% increased from its pre-charge pressure setting.

Figure 6. Performance of WEC with HPTO unit in sea state A, (A) Displacement of Wave, WEC and
hydraulic cylinder piston, (B) HPTO force applied to WEC device, and (C) Pressure of high-pressure
accumulator.

Meanwhile, Figure 7A,B show the pressure and speed profile of the HM. It can be
seen from the figures that the pressure and the speed of the hydraulic motor reached up
to 49 bar and 200 rpm. The smoothing effect of the HPA unit on the hydraulic motor
pressure can be seen in Figure 7A. The HPA was able to reduce the fluctuation of the
hydraulic motor pressure, particularly after 50 s of HPTO operation. Figure 7C illustrates
the profile of the generated power from the HPTO unit. The average power generated
from the generator was 70.9% of its rated capacity (100 W). The figure also demonstrates
that some fluctuations exist in the generated power from the generator, particularly at the
early stage of the operation. The comparison simulation results of the WEC with HPTO
unit in each sea state are summarized in Table 5. From the table, the simulation result
showed that the significant wave height and peak wave period were affected by the overall
performance of the WEC with the HPO unit. First, the table reveals that the averaged
angular displacement of the WEC device was increased and decreased, relatively, with
increases and decreases of the significant wave height and peak wave period. From the
table, the angular displacement of the WEC device in sea states B and D were reduced by
38% and 33% (upward) and 24% and 21% (downward) of its angular displacement in the
nominal sea state. Meanwhile, the angular displacement in the sea states C and E were
increased by 21% and 16% (upward) and 28% and 18% (downward), respectively. The
increase and decrease of the angular displacements are due to the increase and decrease
HPTO force applied to the WEC device, which can be obtained in Table 5. The increase
and decrease of WEC displacement, relatively, also increase and decrease the generated
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output power from the HPTO unit. As can be seen, the average power generated from the
HPTO unit in sea states B and D were decreased by 41% and 34% of power from sea state A,
while 15.5% and 10.4% were increased in sea states C and E. Overall, the generated power
from the HPTO unit in each sea state is below its rated capacity. Thus, several parameter
optimization methods, as suggested in [20], can be further implemented to increase the
generated power from the HPTO unit.

Figure 7. Performance of WEC with HPTO unit in sea state A (continue), (A) Pressure of hydraulic
motor, (B) Speed of hydraulic motor, and (C) Electrical power generated from HPTO unit.

Table 5. Performance of WEC with HPTO unit in different sea states.

Performance Description (Unit)
Sea State

A B C D E

Averaged Angular Displacement of WEC (◦) upward 5.73 3.53 6.94 3.84 6.67
downward 6.95 5.26 8.87 5.49 8.17

Averaged piston displacement (m) upward 0.033 0.019 0.041 0.022 0.038
downward 0.035 0.026 0.043 0.028 0.040

Averaged HPTO force (kN) upward 3.64 3.49 4.45 3.54 4.09
downward 1.99 1.63 2.42 1.73 2.24

Averaged operating pressure of HM (bar) - 36.5 27.4 41.9 29.2 39.7
Averaged speed of generator (rpm) - 149.5 109.1 173.6 117.2 164.4

Averaged generated electrical power (W) - 70.9 41.7 81.8 47.1 78.2

4.3. Investigation Studies of HPTO Unit Parameters

In this subsection, the influence of each HPTO unit parameter on the generator power
in five different sea states is discussed. From this subsection, how the power of the
generator varies with the considered HPTO parameters and their corresponding to the sea
states can be discovered in the following subsection.
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4.3.1. Case 1: Position of Hydraulic Cylinder

The influence of HA position on the power of the generator was firstly investigated in
this study. For this case, the position of HA was manipulated by adjusting the L2 and L3,
as indicated in Figure 1. In this case, L2 was incrementally varied by 0.1 m within the range
of 0.1 to 0.7 m. To be fair, during adjustment of the HA position, the initial rod length of
HA from point A to B (L4) was maintained as default for every sequence. Figure 8 depicts
that the averaged power generated from the generator varies with the vertical mounting
distance of HA for different sea states. The figure clearly illustrates that the averaged power
generated from the generator increases along with the increase of the horizontal mounting
of HA for all sea states. Then, it decreases after reaching the optimal mounting position.
From the figure, the optimal values for L2 are different for each sea state. For the small
wave height and period sea states (sea states B and D), the optimal value for L2 is smaller
than for the case of large wave height and period sea states. At the optimal mounting
position, averaged generated power for the sea states A to E were around 72 W, 42 W, 84 W,
47 W and 79 W, respectively. At the lower L2, averaged generated power for all sea states
were significantly reduced compared to the bigger value of L2, as depicted in Figure 8. For
example, at L2 equal to 0.1 m, the averaged generated power from the generator for the sea
states A to E were reduced by 88%, 91%, 82%, 90% and 84% of their optimal values. While
at L2 equal to 0.7 m, the averaged power generated from the generator for sea states A to E
were reduced by 43%, 53%, 32%, 51% and 38% of their optimal values, respectively. The
percentage of averaged power reduction also indicates that the mounting position of HA
relies on the wave height and wave period. The percentage of averaged power reduction
shows that the mounting position of HA was more affected by low height and a small
period for the sea states. Technically, the huge reduction of the averaged power generated
at the lower L2 is due to the larger HPTO force applied to the WEC device. So, from these
investigation results, it can be suggested that the distance of L2 should be equal or larger
than L3 to prevent huge losses due to the mounting position of HA.

Figure 8. Averaged power of generator versus horizontal mounting distance corresponding to
different sea states.

4.3.2. Case 2: Piston Size of the Hydraulic Actuator

The influence of the effective area of the piston in both hydraulic actuator chambers is
also a concern in this study. As previously shown in Equation (6), the effective piston area
relatively affects the amount of feedback HPTO force FHPTO applied to the WEC device.
From Equations (7) and (8), the effective area of the piston in both hydraulic chambers can
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be calculated via the diameter size of piston and rod (dp and dr). Since a double-acting
with single rod hydraulic actuator was considered in this study, the effective piston area in
chamber B is affected by the rod size. This means that the effective piston area in chamber
A is larger than that in chamber B. To investigate, the wide range of dp was used to examine
the performance of the HPTO unit. In this case, the values of dp was incrementally varied by
0.005 m within the range of 0.025 to 0.060 m. In this case, the minimum range was selected
based on the smallest piston size that is currently available in the hydraulic equipment
market. While the value of dr remains as the initial parameter setting. Figure 9 presents the
effect of the piston and rod diameter on the averaged power generated from the generator
in different sea states. From the figure, it can be observed that the averaged generated
power is influenced by the piston size of the hydraulic actuator. The figure depicts that
the averaged generated power first increases with the increase of the piston diameter size
and then starts to decrease after obtaining the optimal value of dp. From the figure, it is
clearly shown that the smaller significant wave height and peak period sea states were
more affected by the piston size. The result shows that the average generated power for
sea states B and D started to decrease after 0.045 m size of the piston, while for the bigger
wave height and period sea states, such as sea state A, C and E, the average generated
power started to decrease after 0.050 m and 0.055 m, respectively. This may be due to the
lower wave forces during sea states B and D compared to wave forces for sea states A, C
and E. Technically, more high-pressured fluid can be supplied to the hydraulic motor by
a hydraulic actuator with a larger piston size. As a result, the average generated power
at the optimal point for sea states A, C and E were found to be 94 W, 118 W and 110 W.
Meanwhile, the average generated power at the optimal point for sea states B and D were
found to be 64 W and 70 W, respectively.

Figure 9. Averaged power of generator versus piston diameter corresponding to different sea states.

4.3.3. Case 3: Volume Capacity of HPA

The accumulator plays an important role in mitigating the power fluctuation during a
dynamic process of wave power conversion. By using HPA and a robust control strategy,
the HPTO unit enables conversion of the high fluctuating wave power into a smooth and
continuous electrical power. Since the HPA is more important to the HPTO unit, a further
investigation into the main parameters of HPA, such as volume capacity (VHPA,cap) should
be conducted. Hence, the effect of the volume capacity of HPA on the HPTO performance
was explored in the present study. A wide range of VHPA,cap was used to evaluate its
effect on the averaged generator power corresponding to the different sea states. In this
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case, the value of VHPA,cap was incrementally varied by 2 L within the range of 0.5 to
10.5 L, as previously mentioned in Table 4. Figure 10 presents the effect of VHPA,cap on
the averaged generated power from the generator for the different sea states. The figure
showed that the averaged power generated from the generator is influenced by the increase
of VHPA,cap, particularly for large significant wave height and peak period sea states, while
there was a less significant effect for small significant wave height and peak period sea
states. From the result, the average generated power, particularly for sea states C and E
significantly reduced by the increase of VHPA,cap. By changing the value of VHPA,cap from
0.5 L to 10.5 L, the average generated power for sea states C and E were reduced by 28%
and 20%, respectively. This power reduction can be attributed to more energy accumulated
in the HPA, rather than directly flowing to the hydraulic motor when the large capacity of
the HPA is implemented.

Figure 10. Averaged power of generator versus volume capacity of HPA corresponding to different
sea states.

4.3.4. Case 4: Pre-Charge Pressure of HPA

The pre-charge pressure of HPA (PHPA,0) is another important parameter of the HPTO.
Technically, PHPA,0 determines how much hydraulic fluid will remain accumulated in
the HPA. The charging process of HPA begins when hydraulic fluid flows into the fluid
chamber when the HPTO unit pressure is greater than the PHPA,0. During charging, the
gas is compressed to store energy. Once the HPTO unit pressure is below PHPA,0 level,
the high-pressure nitrogen gas in the ballast forces hydraulic fluid from the fluid chamber
into the hydraulic motor. For such a dynamic process, the investigation of the effect of the
PHPA,0 on the power of the generator was considered. In this case, the value of PHPA,0 was
incrementally increase by 10 bar within the range of 20 to 80 bar. Figure 11 presents the
variation of PHPA,0 on the averaged generated power from the generator for different sea
states. As can be seen in the figure, for all sea states the average power of the generator
slightly increased, and then tended to be steady after the PHPA,0 reached an optimal of
PHPA,0. The figure showed that a higher level of PHPA,0 can be used for large significant
wave height and peak period sea states. For example, the level of PHPA,0 can be set up to
70 bar for sea states C and E, while, the highest PHPA,0 for sea states, B and D was only
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up to 40 bar. This difference is due to the different operating pressure of HPTO in each
sea state, in which the operating pressure of HPTO is higher in sea states C and E rather
than sea state B and D. The averaged generated power at the optimal point for sea state
A, C and E were reached up to 80 W, 124 W and 108 W, while for sea states B and D the
averaged generated power at the optimal point only reached 43 W and 49 W, respectively.

Figure 11. Averaged power of generator versus pre-charge pressure of HPA corresponding to
different sea states.

4.3.5. Case 5: Displacement of Hydraulic Motor

The fluid displacement of the hydraulic motor (DHM) is another important influencing
parameter in the HPTO unit. Referring to Equation (14), DHM directly affects the power and
torque of the hydraulic motor. Therefore, it is necessary to explore the effect of the DHM on
the power of the hydraulic motor and generator. From the preliminary survey, the smallest
size hydraulic motor currently available from the available hydraulic equipment for HPTO
application 6 cc/rev. Thus, the variation range of DHM was set within 6 to 20 cc/rev and
the value of DHM was incrementally varied by 2 cc/rev. Figure 12 illustrates the effect of
DHM on the averaged generated power from the generator corresponding to different sea
states. From the figure, it is clearly shown that the averaged generated power increases
with the increase in DHM and then starts to decrease after reaching an optimal value of
DHM for all sea states. The figure shows that a higher value of DHM can be implemented
with a large significant wave height and peak period sea states. The result indicates that
the value of DHM can be considered up to 10 cc/rev for sea states C and E, but only up to
8 cc/rev for sea states B and D. This may be due to the high operating pressure of HPTO
during the large significant wave height and peak period sea states. At the optimal value of
DHM, the average generated power for sea states A to E can reach up to 72 W, 44 W, 102 W,
50 W and 90 W, respectively. Apart from that, the result also shows that the overestimated
value of DHM was more affected in HPTO performance at the small significant wave height
and peak period sea states. For example, the average generated power in sea states B
and D was reduced by up to 59% and 60% once the value of DHM was increased from
the optimal (8 cc/rev) to 18 cc/rev; while for sea states C and E, the average generated
power in sea states C and E were reduced by up to 46% and 47% once the value of DHM
was increased from the optimal (10 cc/rev) to 18 cc/rev. However, this was vice-versa
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during the underestimated value of DHM, in which the HPTO performance in the large
wave height and period sea states was more affected by the DHM. The figure clearly shows
that the averaged generated power for sea states C and E were significantly reduced by
53% and 50%. Therefore, the result reveals that the underestimation and overestimation of
the DHM can significantly reduce the power generated from the generator.

Figure 12. Averaged power of generator versus fluid displacement of HM corresponding to different
sea states.

4.3.6. Case 6: Damping Coefficient of Electrical Generator

The damping coefficient (dG) is different for each generator. As mentioned in [11], the
dG of each generator is subjected to its type, capacity, etc. Technically, generated output
power is affected by the dG. Since the generator is one of the major components of the
HPTO unit, the effect of the dG on the performance of the HPTO needs to be investigated.
Thus, the effect of dG on the generated power from the HPTO unit was investigated in
this study. In this case, the dG was varied from 0.1 to 1.2 Nm/(rad/s) with increments
of 0.1 Nm/(rad/s) in each sequence. Figure 13 depicts the effect of dG on the averaged
generated power corresponding to five different sea states. From the figure, it can be seen
that the optimal dG that achieves the highest averaged power was sensitive to changes in
significant wave height and peak wave period. During the nominal sea state, the optimal dG
was found to around 0.3 Nm/(rad/s), while, for the short and long peak wave period sea
states (sea states B and C), the optimal dG was found to be around 0.35 and 0.26 Nm/(rad/s).
Meanwhile, for the small and large significant wave height sea states (sea states D and E),
the optimal dG was found at around 0.34 and 0.24 Nm/(rad/s), respectively. The result
also indicates that the overestimation of dG badly reduced the averaged generated power
for all sea states, particularly sea states A, C and E. As can be seen in the figure, the average
generated power for sea states A to E was reduced by 73%, 62%, 72%, 63% and 74% of its
optimal value, respectively, due to overestimation of dG by up to 1.3 Nm/(rad/s). Hence,
from the results, it can be said that the generator damping coefficient needs to be optimally
controlled to maximize power absorption from the ocean. Thus, the use of several damping
control strategies, as suggested in [17], can be considered in the HPTO unit.
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Figure 13. Averaged power of generator versus damping of generator corresponding to different sea
states.

5. Conclusions

A comprehensive analysis of the effects of the important HPTO parameters on per-
formance in generating usable electricity was conducted in the present study. Six critical
parameters of the HPTO unit, including vertical mounting and the piston size of the HA,
volume capacity and pre-charge pressure of HPA, displacement of HM and damping
coefficient of the generator were considered. A simulation study was conducted using
MATLAB/Simulink software, in which a complete model of WEC with the HPTO unit was
developed using the Simscape fluids toolbox in MATLAB/Simulink. Five different irregu-
lar sea state inputs were used to evaluate the effect of each HPTO parameter against the
different significant wave heights and peak periods. From the investigation, the following
conclusion can be drawn:

(1) For case 1, the effect of the vertical mounting position (L2) of the hydraulic actuator
on the power generated by the generator was obtained. From the simulation result, it
was found that the averaged power generated increased along with an increase of L2
for all sea states and then decreased after reaching the optimal distance. At smaller L2
(0.1 m), the averaged generated power for sea states A to E was reduced by 88%, 91%,
82%, 90% and 84% of their optimal values, respectively. The value of L2 is sensitive to
the significant wave height and peak wave period, in which the best of L2 is larger
during the large significant wave height and peak wave period sea state.

(2) For case 2, the averaged power generated was increased along with the increase of
piston size (dp) for all sea states. However, the average power was decreased for the
over-sized of dp state. The simulation result shows a dp sensitive to the significant
wave height and peak wave period. Thus, a large size of dp should be used in the
large significant wave height and peak wave period sea state.

(3) For case 3, the simulation results demonstrate that the volume capacity of HPA
(VHPA,cap) is less sensitive to changes in small significant wave height and peak wave
period sea state, and inversely for a large significant wave height and peak wave
period sea state, where the increase of VHPA,cap reduced the averaged power generated.
This is due to more power accumulated in the HPA rather than directly flowing to
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the hydraulic motor. Thus, an appropriate VHPA,cap should be selected based on the
HPTO capacity to avoid this power reduction.

(4) For case 4, the simulation result shows that the pre-charge pressure of HPA (PHPA,0)
should be higher for the large significant wave height and peak wave period sea state
rather than the small significant wave height and peak wave period sea state.

(5) For case 5, the investigation results reveal that the underestimated and overestimated
hydraulic motor displacement (DHM) was significantly sensitive to wave height and
peak wave period. Thus, a variable displacement hydraulic motor with a robust
control strategy should be considered.

(6) For case 6, the simulation results found that overestimated damping coefficient of
the generator (dG) hardly reduced the averaged generated power. Thus, dG needs to
be optimally controlled using appropriate damping control strategies to maximize
power absorption from the ocean waves.

The present investigation studies may help researchers and engineers of WECs to
improve the efficiency of their systems. The optimization of the critical parameters above is
another attractive issue in terms of maximizing the generated power from the HPTO unit.
Thus, it is suggested that further research regarding the HPTO parameter optimization
using heuristic optimization algorithms should be conducted.
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Abstract: Although the technologies involved in converting saline gradient energy (SGE) are rapidly
developing, few studies have focused on evaluating possible environmental impacts. In this work, the
environmental impacts of a hypothetical 50 kW RED plant installed in La Carbonera Lagoon, Yucatan,
Mexico, are addressed. The theoretical support was taken from a literature review and analysis of
the components involved in the pressure retarded osmosis (PRO) and reverse electrodialysis (RED)
technologies. The study was performed under a three-stage scheme (construction, operation, and
dismantling) for which the stress-inducing factors that can drive changes in environmental elements
(receptors) were determined. In turn, the possible modifications to the dynamics of the ecosystem
(responses) were assessed. Since it is a small-scale energy plant, only local impacts are expected.
This study shows that a well-designed SGE plant can have a low environmental impact and also be
of benefit to local ecotourism and ecosystem conservation while contributing to a clean, renewable
energy supply. Moreover, the same plant in another location in the same system could lead to huge
modifications to the flows and resident times of the coastal lagoon water, causing great damage to
the biotic and abiotic environment.

Keywords: salinity gradient energy; RED; PRO; coastal systems; stress factors; receptors; environ-
mental impact

1. Introduction

As the supply of fossil fuels diminishes, the opportunity of switching to renewable
sources of energy will put an end to some of the negative environmental impacts seen since
the first industrial revolution [1,2]. The oceans are a major source of renewable energies,
such as marine and tidal currents, wave energy, thermal, and salinity gradients, which can
all be harnessed [3,4].

Chemical energy known as salinity gradients (SGE) or saline gradient potential (SGP)
is available in coastal zones where two water flows of different saline content coincide,
e.g., where a river meets the sea [5,6]. By controlling this mixture and capturing the energy
before it is released, electricity can be produced without greenhouse gas emissions. It is
possible to use only naturally occurring water flows, but it is also possible to employ hybrid
systems, which use effluents of anthropic origin, such as residual waters from desalination
plants [7–9]. Similarly, the effluent from wastewater treatment plants, of low salinity, could
be used as input for an SGP system [10,11].

The methods for producing energy from a saline gradient are varied, but the most
advanced methods are reverse electrodialysis (RED) and pressure retarded osmosis (PRO),
both of which have already been tested outside the laboratory. Regarding RED, the companies
WETSUS and REDstack have developed a 50 kW device in the Netherlands [12,13], while for
PRO, the company Statkraft developed a 10 kW plant in Norway [14].

Energies 2021, 14, 3252. https://doi.org/10.3390/en14113252 https://www.mdpi.com/journal/energies
195



Energies 2021, 14, 3252

The International Energy Agency has reported that 15,102 TWh of electricity could
be produced through salinity gradient in river mouths worldwide; that is 74% of global
electricity consumption [15]. However, various physical and environmental limitations
were not included in this estimation. Today, taking some of these restrictions into account,
and counting only river mouths where this type of energy plant would be feasible, the
estimation is 625 TWh, 3% of world consumption [5].

There have been many technological advances in PRO and RED around the world,
but there is little information on the impacts the operation and maintenance of SGE plants
could have on the functions of nearby ecosystems. The scientific literature surrounding
the implementation of SGE at a given study site is scarce. Early works addressing en-
vironmental conditions to be monitored mention the amount of water to be extracted
(defined as environmental flow, maximum extraction factor, extraction flow, design flow,
the annual variation of flow, etc.), the physicochemical characteristics of the water, the
physical and chemical characteristics of the input solutions (fresh, marine, treated) and
other characteristics, such as salinity structure and temperature (temporal and annual
variations) at the extraction and discharge sites [5,12,16–19]. Few works address the very
important effects that the SGE implementation could cause on the sediment balance, care
in the use of cleaning products (which when accidentally released pollute), and care and
disposal of final effluents and membranes [16]. Other studies mention the importance
of hydrodynamic studies and environmental forcings that may affect the thermohaline
structure and therefore the amount of energy generated from the saline gradient [16].
Even so, there are very few case studies that mention potential environmental impacts. A
study proposing a potential site for SGE at Lake Urmia, in Iran, (a Ramsar wetland with
a Biosphere Reserve status with endemic species) only assessed in detail the economic
implications of implementation [17]. One reason for this is that no operational devices
exist.

Some papers mention that the impacts are similar to those of water treatment, desali-
nation, or other renewable energy plants [1,18,20–22]. These works give an overview of
potential impacts to habitat, local vegetation and associated fauna, water quality, sediment
properties, and social issues related to fisheries and navigation rights and hydrodynamic
modifications (changes in flows and their directions and mixing zones). All these impacts
are caused by the location of the devices or their interactions with the environment. Specific
work on the impact of saline gradient technology highlights potential impacts regarding
water intake, final effluent disposal, and impacts associated with infrastructure [23]. How-
ever, the study in [22] summarises the overall potential impacts of SGE implementation
using a three-phase scheme (construction, operation, and decommissioning).

This paper aims to present a scheme for an environmental impact assessment (EIA)
that allows the identification of possible environmental impacts from the implementation of
SGE in a coastal lagoon within an environmentally protected area. Through the description
of stressors, receptors, and responses, an EIA is developed for the coastal system of La
Carbonera, in the state of Yucatan, Mexico.

2. Materials and Methods

2.1. Study Area

The area considered in this work is La Carbonera lagoon, in the northeast of the
Yucatan Peninsula, Mexico (21◦13′41.80”–21◦14′4.79′′ N, 89◦53′21.66′′–89◦54′0.45′′ W)
(Figure 1) [24]. This coastal lagoon lies in a region of karst characteristics and is ap-
proximately 16.5 km2 in area. More detailed information concerning the geology of the
region can be found in Appendix A. The channel connecting it to the sea, the Gulf of Mexico,
is quite recent, a result of the passage of Hurricane Gilbert, in 1988. The fresh water of the
system comes from submarine groundwater discharges, or springs, carrying continental
water, which is the result of regional precipitation. The main inlet of fresh water, locally
called a ‘peten’, is located southwest of the system. ‘Peten’ is a colloquial Mayan name that
refers to islands of vegetation which are associated with freshwater springs that allow the
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development of perennial rainforests, frequently exposed to flooding [25]. It is a shallow
lagoon, 0.30–2.0 m, and as such is very much influenced by the local atmospheric climate.
The bathymetry of the lagoon and the coastal zone are presented in Appendix A. The mean
annual rainfall is 1025 mm and there are three seasons: dry (March to June), rainy (July
to October), and ‘Nortes’, characterised by a decrease in temperature, storm clouds, and
heavy rains (November to February) [26–28]. The region is influenced by the transit of
tropical storms during the summer months, which commonly intensify into hurricanes.
Appendix A contains more detailed information on the climate of the study area.

Figure 1. Location of La Carbonera lagoon, Yucatan, Mexico, showing areas with significant saline properties, the location
of the CTD sensors (red dots), and sites proposed for the RED power plant (A and B). The polygons SZR1, SZAE1, and
SZUR6 are areas with protection categories within the Cienegas and Manglares State Reserve of the North Coast of Yucatán
(RECMY).

La Carbonera is part of a system of wetlands along the coast of Yucatan. It has a sand
bar of 1.5 km in length, a sandy beach, and coastal dunes of medium height. Mangroves lie
behind the dunes, around the lagoon, and sometimes further inland. There are springs and
an area of swampland around the lagoon [29]. Geological data on the lagoon are given in
Appendix A.4.

On the coast, the waves have low energy, except in the Nortes season or tropical storm
or hurricane conditions, when the waves, currents, wind, and precipitation are extreme.
The tidal regime is mixed, predominantly diurnal, with tides ranging from 0.40 m spring
tides to 0.08 m neap tides. Appendix A has more information on the hydrodynamics,
currents, and tides. The mean air temperature is between 24 ◦C and 26 ◦C, with variations
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of up to 10 ◦C throughout the day, minimums in December and January and maximums in
July and August [30].

2.2. Legal Framework

This lagoon system is part of a Natural Protected Area (NPA) in the region known as
the Cienegas and Manglares State Reserve of the North Coast of Yucatan (RECMY), which
has a total surface area of 55,000 ha and covers several municipalities of the State of Yucatan.
The aim of officially recognising the ecological importance of the region was to protect the
coastal ecosystems there, which are mainly well-conserved mangroves. La Carbonera is
in the west of the reserve, and within it, several polygons have been assigned categories
according to their uses. The lagoon is within polygon SZR1, which has the category of Buffer
Zone/Public Use. In this zone, current or future actions are given permits if they lead to
sustainable development and, at the same time, create conditions to conserve the reserve′s
ecosystems in the long term. Recreation, leisure activities, group or individual tours are
allowed in designated sites, approved for this purpose. Overnight stays and camping are
permitted, as well as the development of low-impact infrastructure, in accordance with the
Ecological Use Plan for the Coastal Territory of Yucatan. Such infrastructure must be subject
to the corresponding authorisations and permits in terms of land and environmental use;
including lodging infrastructure, walkways, trails, conditioning of water crossings, signage,
and surveillance, which are aimed at sustainable use and the inspection and surveillance
of such sites. The construction of new infrastructure, as well as actions that have an effect
on hydrological flows, must comply with the relevant environmental impact requirements
(Figure 1, polygon SZR1).

Within polygon SRZ1, there is a smaller polygon of category Core/Subzone Restricted
Use Zone, SZUR6. This is a peten zone within the lagoon. It is better conserved, or
little altered; an area that contains ecosystems, natural phenomena, and geohydrological
processes of special interest, as well as species of flora and fauna that have special protection.
In this polygon, only exceptional activities that do not modify the ecosystems and that are
subject to strict control and supervision measures are allowed, subject to having a permit
from the Reserve’s authorities [31].

There is also another polygon with the category of Buffer Zone/Subzone of Special
Use, SZAE1. This is where the main groundwater discharge to the lagoon is located.
It is an area composed of vegetation mosaics with a certain degree of conservation. It
contains natural resources which are essential for the social development of the inhabitants
of the area. The exploitation of these resources must be carried out without damaging
the ecosystem and without substantially modifying the landscape or causing irreversible
environmental impacts, in appropriate ways, subject to limited, supervised load capacities.
Ecotourism is therefore allowed if it is sustainable and compatible with the environment.
For this, operators must have the corresponding permits and management plans, from the
Reserve’s authorities. The promotion of environmental management units for the intensive
and extensive use of wild flora and fauna is also allowed, with the corresponding registers
and authorised management plans. Similarly, artisanal and subsistence fishing activities
are permitted, subject to surveillance and supervision, with fishing gear that has been
authorised, for each case, in the specific sites of these subzones [31].

2.3. Geographical Boundaries and Current Uses

Within its geographic margins, La Carbonera lagoon has no human settlements or
infrastructure around it, although it is located between two towns, to the west, Sisal, and
to the east, Chuburna. The current anthropic activities in the lagoon are local fishing, small-
scale tourism promoted in the surrounding localities, and scientific research by various
local and national institutions.

In the scientific literature, some characteristics are mentioned which imply that moni-
toring is necessary before and after the implementation of SGE exploitation: a very marked
saline structure (a horizontal gradient, in this case), low tidal amplitude, and substantial
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control of hydrodynamics with atmospheric forcings [16]. More specific biophysical details
of La Carbonera are presented in the following sections.

2.4. Thermohaline Structure

The thermohaline structure of this lagoon, similar to many coastal systems, has
important variations at different temporal scales throughout the year, giving variations
in the potential energy obtained from SGE. According to the salinity and temperature
characteristics, La Carbonera has four defined zones [32–35] (Figure 1) as follows:

• A permanent fresh water effluent in the southwest of the lagoon (<5 psu (practical
salinity units) with an almost constant temperature (27 ◦C));

• An estuarine zone in the central west of the system (where the salinity concentration
varies with tides between 5 and 35 psu);

• A marine zone in the mouth of the sea inlet (around 35 psu);
• A hypersaline zone in the east of the system (60–100 psu).

The temperatures in zones 2, 3, and 4 show seasonal (15–37 ◦C) and daily variations
of up to 10 ◦C and 20 psu or more in salinity. This lagoon has a strong horizontal salinity
gradient, with hypersaline characteristics in the east, marine in the centre, estuarine in the
west, and a freshwater zone in the southwest. In Appendix A, the salinity patterns of the
lagoon are shown.

2.5. Theoretical Potential for Generating SGE

Reyes-Mendoza et al. [35] have reported the theoretical potential of SGE available
in La Carbonera lagoon, based on the thermohaline structure and environmental factors
(evaporation, air temperature, etc.). There are three possible plant configurations to harness
the saline gradient of the lagoon: freshwater/seawater (FW/SW), freshwater/hypersaline
water (FW/HW), and seawater/hypersaline water (SW/HW). The energy available from
these are the following:

• FW/SW: 0.244 ± 0.0889 kW, with a maximum of 0.527 kW in May, in the dry season;
• FW/HW: 1.111 ± 0.277 kW, which is the maximum average of the three plants’

configurations;
• SW/HW: 0.413 ± 0.194 kW, with a maximum of 0.916 in December, in the Nortes

season.

On the other hand, the great variations in the thermohaline structure determine the
variability of the power potential throughout the year. For a capacity factor of 90%, the
installed capacity for the FW/SW configuration should be 0.133 kWh, for the SW/HW
configuration 0.25 kWh, and for the FW/HW configuration, 0.527 kWh [35]. These figures
were obtained considering the mixing of 1 m3/s of saline and fresh water.

2.6. Biological Characteristics

In this region, there are several species of economic importance (regional and local
fisheries), ecosystemic and anthropogenic applications (medicinal, construction, tourism),
or areas with some category of risk, according to the 059-Semarnat-2010 [36] or the Interna-
tional Union for Conservation of Nature (IUCN) (Table 1). Although many more species
are reported, only those with anthropic importance and/or uses, or a protection category
were assessed.
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Table 1. Species reported in the north of Yucatan, detailing their ecological and commercial importance, anthropic uses, and
protection category.

Scheme 37 Category of Protection Importance and/or Uses
VEGETATION [37,38]

Mangrove
Conocarpus erectus

Avicennia germinans
Rhizophora mangle

Laguncularia racemosa

Threatened
Erosion control and soil conservation/construction. Key in

the life cycle of various organisms (fish and crustaceans).
Carbon reservoirs, natural filter for water quality.

Coastal dune
Cordia sebestena

Jacquinia macrocarpa Uncategorised Ornamental, medicinal, substrate fixation

Bravaisia berlandieriana Uncategorised Construction, medicinal, substrate fixation

Metopium brownei Uncategorised Toxic, substrate fixation

Capparis incana
Gomphrena serrata

Rivina humilis
Capparis flexuosa

Uncategorised Medicinal, substrate fixation

Acanthocereus tetragonus
Sideroxylon americanum Uncategorised Edible, substrate fixation

Pithecellobium keyense Uncategorised Substrate fixation
Peten

Ficus cotinifolia Uncategorised Reclamation of degraded land
Manilkara zapota

Sabal yapa Uncategorised Medicinal, construction, and handicrafts

Lowland flooded forest
Sporobolus pyramidatus Uncategorised Primary cover resistant to saline soils

Solanum nigrum Uncategorised Edible
Haematoxylum campechianum Uncategorised Textile

Ipomoea carnea Uncategorised Medicinal, ornamental
Seagrasses

Thalassia testudinum Minor concern Key in the life cycle of various organisms (fish and
crustaceans). Carbon reservoirs.

FISHES [39]
Fundulus persimilis

Fundulus grandissimus Subject to special protection Endemic

Gambusia yucatana Uncategorised Endemic

Sphoeroides testudineus
Strongylura notata
Harengula clupeola

Uncategorised Traded for bait, resident, abundant species (vital in the food
chain)

Trachinotus falcatus
Lutjanus griseus

Lutjanus synagris
Floridichthys polyommus

Archosargus probatocephalus
Eucinostomus gula

Eucinostomu argenteusMugil curema
Mugil trichodon

Hyporhamphus unifasciatus
Chriodorus atherinoides

Uncategorised Marketed for local and regional consumption

Poecilia velifera Subject to special protection -

Aetobatus narinari Almost threatened Commercial importance in the region
CRUSTACEANS [40]

Callinectes sapidus Uncategorised Marketed for local and regional consumption
BIRDS [41]

Phoenicopterus ruber
Phalacrocorax brasilianus
Cochlearius cochlearius

Platalea ajaja
Ardea alba

Minor concern For tourism (birdwatching)

Campylorhiynchus yucatanicus Near threatened Endemic

Egretta rufescens Subject to special protection For tourism (birdwatching)
REPTILES [42]

Crocodylus moreletii Subject to special protection For tourism (sighting)
Eretmochelys imbricate Critically endangered Tourism (controlled releases at turtle camps)

Chelonia mydas Endangered Tourism (controlled releases at turtle camps)
Caretta caretta Endangered Tourism (controlled releases at turtle camps)

ARTHROPODS [43]
Limulus polyphemus Near threatened Medicinal
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2.7. Environmental Impact Assessment

To ascertain the potential impacts of SGE implementation at La Carbonera, an Environ-
mental Impact Assessment (IEA) was conducted [44–47]. The selection of the environmental
impacts was based on the available scientific literature, such as [1,21–23].

The impact analysis used the [48] classification framework proposed for the impact
assessment of other ocean renewable energies. The analysis was conducted for three phases:
construction, operation, and decommissioning. This EIA considered stressors, receptors,
and environmental responses and impacts. Stressors are those characteristics of the envi-
ronment that may change due to the implementation of SGE in construction, operation,
and decommissioning. Receptors are elements of the ecosystem with the potential for some
form of response to the stressor, including the various biotic and abiotic components of the
ecosystem with the potential to be affected. Effects, or responses, are how these receptors
change, without indicating magnitude or significance. Finally, impacts address the severity,
intensity, or duration of the effects and cover the direction of the effect, which can generate
positive or negative outcomes.

The impacts of this technology are similar in the construction phase to those of sea-
water desalination plants, wastewater treatment plants, or other renewable energy plants.
Since there is currently insufficient on-site experience on the impacts, the stressors con-
sidered were based on the analysis of the components of the PRO and RED technologies
(Figure 2). This figure gives a general view of the main components of both technologies.
In section A, the pipes and the filtering system are shown. In section B, depending on the
technology used, and the expected production, the site will require several, repeated PRO
or RED modules (membranes in both cases, in RED also electrolyte solutions), as well as
hydraulic installations (turbines in PRO), sanitary installations and storage facilities for in-
puts and waste. Section C shows the electrical installations for power distribution/storage
(should include cabling, towers, etc.). In both PRO and RED, a final by-product is a brackish
water or seawater, depending on the scheme used (SW/FW, SW/HW, or FW/HW).

Figure 2. Components and processes involved in RED and PRO technologies that may produce environmental impacts in
coastal systems. Abbreviations: PE (pressure exchanger), SE (electrolyte solution), AEM (anion exchange membrane), CEM
(cation exchange membrane). The components by sections are shown (A, B and C).

201



Energies 2021, 14, 3252

For the determination of receptors, shown in Figure 2 (A–C), general impacts, similar
to other engineering projects in coastal systems, are expected, including the following:

1. changes to land use (excavation, land newly used, etc.);
2. emission of pollutants (atmosphere, water, land, solid waste, etc.);
3. storage of waste (in situ, transport, waste sites, etc.);
4. overexploitation of resources (raw materials, energy consumption, water, flora, and

fauna, etc.);
5. alterations in species composition and abundance (emigration, reduction in numbers,

extinction, etc);
6. deterioration of the landscape (topography, vegetation, watercourses, surroundings,

etc.);

Finally, from the revision of biotic and abiotic features of the system shown in the case
study, an analysis of Stressors, Receptors, and general Responses to the implementation of
SGE in potential systems was presented.

It is hoped that this work can serve as a guide for other cases elsewhere.

3. Results and Discussion

A general analysis of the environmental impacts of PRO and RED technologies in three
phases (construction, operation, and decommissioning) is presented. These impacts can
also be applied to other potential systems that use salinity gradients for energy production
(river mouths, estuaries, coastal lagoons). The receptors highlight those characteristics
of coastal environments that may be susceptible to change due to the SGE (Figure 3).
The responses were analysed for each receptor, revealing the potential impacts of this
technology (Figure 3).

In this overview of possible impacts on potential systems, it is important to mention
that these may be minor or major impacts, depending on several factors, such as the size
of the plant, the characteristics of each system (biotic and abiotic), and scheme used for
energy harvesting (natural solutions or anthropic effluents). In the case of La Carbonera,
the exploitation scheme proposed is in line with the regulations in force and adapted to the
specific characteristics of the site.

The scheme for La Carbonera is the hypothetical implementation of net output of
50 kW RED power plant of the size and production of the RED prototype located in Afsluit-
dijk, in the Netherlands. This plant included three water storage tanks, two pretreatment
systems (concentrated and dilute solution), and eight membrane stacks. The proposed
infrastructure is therefore low impact.

For the size and energy production of this hypothetical plant, it is important to
consider first that many of the environmental impacts in each phase will depend on the
characteristics of the site where the plant is built. Therefore, some aspects taken into account
to select a location, with consideration to possible responses, are reported in Figure 3 and
include the following:

• Consider the proximity of the resource (freshwater, marine, hypersaline);
• Choose building sites on land with sparse vegetation;
• Consider smaller areas for excavation and the introduction of pipelines;
• Consider that permanent effects (such as changes to hydrodynamics) have greater

effects on receptors than temporary effects (such as construction noise or increased
turbidity) in resilient systems, such as coastal lagoons [41];

• Consider final effluent discharge area;
• Consider areas accessible to tourism;
• Consider species conservation.
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Figure 3. Stressors, receptors, and possible effects due to the implementation of SGE in La Carbonera lagoon in a three-stage
scheme (construction, operation, and decommissioning) for the main components of the PRO and RED technologies. The
letters indicate the number of stressors according to the phase of the project.

From these considerations, installing the RED plant behind a small jetty in the lagoon,
A in Figure 1, would induce significantly greater environmental impacts than with option
B of Figure 1. First, this result is because the excavation for the pipelines would be greater,
as the hypersaline water must come further, and all the impacts associated with the various
stressors (C1, C2, and C3, Figure 3) must be considered. Second, the pipeline would pass
through several mangrove patches, and therefore, the vegetation here and its associated
fauna would be severely affected. Thirdly, although the availability of seawater at this
location (at the mouth of the lagoon) would be close to the RED plant, the interruption
to the tidal flow entering the lagoon, due to the constant intake of this solution, would
generate various negative impacts. One of the main impacts possible is that large areas
of the hypersaline zone that depend on this sea–lake exchange could dry out. Exposed
sediments would therefore be salinised, and large areas of mangroves would dry out. In
addition, the interruption of this flow would change the hydrodynamic conditions that
favour the distribution and abundance of the various fish species reported in Table 1.
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Likewise, this would affect the sedimentation processes at the lagoon mouth. On the other
hand, the discharge of effluent from this location into the sea would also imply greater
excavation and the laying of pipes and damage to the mangrove and associated fauna
(Figure 3).

Although the proposed infrastructure is small, the correct location of a plant and
especially of the collecting and discharging zones may result in huge differences in terms
of impacts: in this example, locating the plant at site A may generate several negative
impacts that can be avoided with the location and design of plant at B (Figure 1). The
design process, including location selection and analyses to be considered, are presented
next.

3.1. Construction Phase

The proposed location for the RED plant is on the coastline between La Carbonera
lagoon and the coastal dune, outside the main SRZ1 polygon, and under the jurisdiction of
the Federal Maritime Terrestrial Zone (ZOFEMAT) (A, Figures 1 and 4). At this location,
several elements need to be constructed (roads and other infrastructure related to basic
services). In the literature, as an example, the design of a PRO plant with a production
capacity of 50 kW net output covers approximately 7000 m2 (the approximate size of
a football field) [49], while the area of the Afsluitdijk RED plant covers approximately
2750 m2 (measured from Google maps). The total area proposed at La Carbonera is 5250 m2,
the RED plant elements will be distributed in 3000 m2 (Figures 4 and 5), which includes
three tanks for the concentrated (hypersaline), diluted water (marine or fresh), and the
resulting effluent (brackish marine). There will also be space for the membrane modules
and for a test laboratory. Finally, spaces for storage, waste storage, sanitary facilities, and
an electrical station will be added (Figure 5).

Figure 4. Potential location of the RED pilot power plant; the dotted lines indicate the pipelines.
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Figure 5. Distribution of space for the proposed RED plant and ecotourism centre at La Carbonera
site, 5250 m2.

La Carbonera, in spite of being a natural protected area, is becoming increasingly
popular with tourists. This is encouraged since tourism is more profitable than fishing
and agriculture. In line with regulations that allow minor infrastructure in the area, it is
proposed that alongside the SGE plant a small ecotourism centre is built (with a total area
of 2000 m2), with cabins, viewpoints, rest areas, and a section for supplies, such as kayaks
and boats. (Figures 4 and 5). This centre could include a turtle camp, as the area receives
three protected species (E. imbricata, C. mydas and C. caretta, Table 1), arriving to lay their
eggs. The incubation of the eggs, laid on the beach, would improve hatching success. The
huts and nesting pens could be made using local palms (Sabal yapa, Table 1), widely used
for this type of construction [50].

The ecotourism centre would benefit from the electricity generated at the RED plant.
This energy could be used to charge mobile phones, cameras, or torches, in addition to the
electricity needed for the turtle camp (mainly the nurseries), and in the future, could also
supply energy for electric boats. The energy generated would be sufficient to make the plant
self-sufficient in electricity. An ecotourism centre would provide well-paid jobs and also
limit the pressures associated with the present mode of tourism; visitors coming into the
area on day trips from other towns and villages which has brought various environmental
problems to this area. The biological richness of the region is accessible in only a few places,
and many features of the tourism model are misguided. Excessive growth in some of these
areas has led to the infilling of swamp areas to build homes, damage to the coastal dunes
due to road construction, and poor management of solid waste and residual water, in
particular [42] (Figure 6). Using this site solely for ecotourism, scientific development, and
species conservation could help to curb such chaotic, harmful growth around La Carbonera.
In addition, the mangroves, swamps, and dune vegetation would be preserved because
the ecotourism centre would not be built in these ecosystems. It would also promote
environmental awareness among the local population.
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Figure 6. Aerial view of the villages around La Carbonera lagoon (the jetty is shown as a reference).

The stressors examined (Figure 3) include excavation, site preparation, placing pipelines,
and the construction of platforms and modules. The impacts are similar to those of
any other engineering project: removal of vegetation, habitat loss, erosion, unwanted
sedimentation, soil compaction, temporary increase in turbidity, avoidance behaviour of
birds and fish (due to construction noise), damage or removal of benthos, change of land
use, temporary air pollution, and landscape disruption. Nevertheless, all of these will
depend on the construction techniques and on the precautionary measures taken. The plant
would be located on the seashore (Figure 2, section B), and as it would be affected by the
tides, it is proposed that the RED plant be built on pillar-supported infrastructure (palafitte)
that will allow water to flow beneath. These low-impact structures do not require extensive
excavation [51] and would minimise some impacts on geomorphology and vegetation.
They would also permit the free passage of wildlife, particularly useful in storm surge
events. In terms of landscape disruption and land use change, as it is a small project,
the impacts are expected to be minimal. Given that the site proposed for the plant will
not modify the hydrodynamics of the lagoon, natural sediment transport changes are not
expected. Additionally, any increase in turbidity, damage or elimination of benthos, erosion
or soil compaction, and air pollution will only be temporary. In the case of vegetation and
habitat loss, this location was chosen (Figure 4) precisely because there are no large patches
of vegetation, except for some coastal dune species in the vicinity (Table 1).

During construction, in order to lay pipes, excavation work is required, which can
lead to temporary increases in turbidity (due to sediment movement), loss of vegetation
cover (terrestrial and aquatic) and associated habitat loss, removal of benthic organisms,
and the release of nutrients and pollutants from the bottom of the lagoon (Figure 3).

The pumping system should be low cost and easy to maintain (to avoid algal blooms,
oxygenation, and suspended particles). Three schemes are possible for the water intake in
the lagoon: Marine Zone and Freshwater Zone (MW/FW); Marine Zone and Hypersaline
Zone (MW/HW); or Freshwater Zone and Hypersaline Zone (FW/HW) (Figure 1). Water
intakes should be close to the plant, both to minimise the impact of pumping losses on
net power production and to avoid environmental impacts associated with some stressors
(excavation) [52]. One option to avoid impacts from the excavation is to lay pipes on the
surface and thus avoid the impacts associated with this stress factor. In the MW/FW and
FW/HW schemes, the first problem is that the area where the fresh water emerges is within
polygon SZAE1, and although ecotourism activities and the exploitation of flora and fauna
can occur in this area with a permit, laying pipelines may not be compatible with the
conservation laws of this polygon [31]. On the coasts of Yucatan, groundwater is used to
supply fresh water to nearby settlements. Thus, the MW/FW and FW/HW schemes could
be a possibility using wells or pumping to extract fresh or brackish water [53] in order to
avoid negative effects on other processes and activities.
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In the MW/HW scheme, which the plant is designed to use (Figure 4), hypersaline
water would be taken from the hypersaline zone to the plant, and the pipeline would pass
through parts of the SRZ1 polygon; however, low impact sustainable infrastructure would
be used (Figure 4). Seawater would be brought to the plant directly from the sea, under
the jurisdiction of the ZOFEMAT (Figure 4). Although another possibility for this region,
where there is high radiation and evaporation, generating hypersaline conditions, would
be to use seawater evaporation ponds. The volume of hypersaline water needed would
therefore not be an impediment.

For the energy production expected, an inflow of 200 m3/h of both solutions is
required [52]. These inflows will pass through a hydraulic network, which includes the set
of pipes, pumps, and other accessories (elbows, valves, etc.) that will allow the entry and
exit of the solutions. For a flow of this volume, 10-inch diameter pipes are required; hence,
the impacts associated with excavation will be less. The hypersaline water must be piped
to the plant; options to avoid the mangrove patches in its path exist, and special attention
must be paid to the protected mangrove species (C. erectus, A. germinans, R. mangle and L.
racemosa) [36]. For the discharge pipe, the same factors apply. These species are important
because they provide shelter and protection areas for birds and various species of fish, and
they deliver ecosystem services such as filtering water discharges from the mainland to the
sea [54] and protection from wind and waves that prevents coastal erosion in an area that
is also affected by hurricanes [55].

In the construction phase of the proposed design, no large-scale pipes would be
installed within the lagoon; therefore, the loss of seagrasses, the release of pollutants and
nutrients from the bottom of the lagoon, and the removal of organisms from the benthos
would be practically nil, and the increase in turbidity due to the movement of sediments
would be only temporary (weeks). Regarding the seagrass ecosystem, in areas with high
salinity, seagrasses are not found; therefore, in the water intake in the hypersaline zone,
there will be no damage to seagrasses [56,57]. In the hypersaline zone, the depths are
50 cm or less (Figure 2), and therefore, the hydraulic network here should be able to pump
hypersaline water from different points to prevent it from drying out.

On the other hand, regarding the avoidance behaviour of birds due to construction
noise (Table 1), emblematic species such as the flamingo (Phoenicopterus ruber, Table 1)
would probably modify their distribution in the area only temporarily (weeks). In addition,
with RED technology, no turbines will be used in the operation phase; hence, noise pollution
would only occur during construction.

3.2. Operation Phase

In this phase, the impacts associated with water pumping and water pretreatment
(Figure 3) are the first that should be considered. Pretreatment of the water intake is
crucial for the operation of a RED system [58]. Such a system must ensure low-cost
performance and effective sediment filtration [52]. In the RED plant of Afsluitdijk, the
filtration system is of the drum and gravity type, and even with small intakes of very
good quality water cartridges, filters can be used [52]. The impacts associated with water
pumping and pretreatment are related to the amount of fresh water and hypersaline water
that will be taken from the system and pass through it. These impacts include changes to
natural watercourses, as well as changes in the nutrients and salinity of the water. Possibly,
and depending on the intensity, these alterations may affect native species and natural
ecosystems. For instance, it is known that changes in salinity alter the reproductive and
feeding behaviour of flamingos and horseshoe crabs (Limulus polyphemus) [59].

Another impact is the possible decrease in phytoplankton biomass retained in the
filtration system. The latter is a concern at the Afsluitdijk pilot plant because large quantities
of plankton, fish, and larvae must be filtered, which has ecological implications and may
also have economic implications [60]. Since the biomass of microorganisms at the base
of food chains is affected by this, it can lead to imbalances in the food chain and local
fisheries [23,48].
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Detailed hydrological studies are therefore needed to determine the amount of water
that can be extracted from the lagoon and how much it can be altered without generating
the above-mentioned impacts. In the case of the Afsluitdijk pilot plant, the intakes in the
sea and in the lagoon area of 200 m3/h, assuming a technical potential of 1 MJ/m3 of
seawater and freshwater, can produce up to 50 kW net power output [52]. In La Carbonera,
taking the concentrated solution from the lagoon (hypersaline water) counteracts the effects
on the biomass of microorganisms to a certain extent, since the biomass is reduced due to
the hypersalinity of the area [59]. The diluted solution could be taken from wells on the
coast, in which case there would be no phytoplankton, due to the lack of light. On the other
hand, it could be taken directly from the sea, and this would have fewer microorganisms
than that of the estuarine and marine zones of the lagoon [61].

Another stress factor is the disposal of the final by-product of the RED process—the
brackish water. Even if the intended scheme is MW/HW, the water mix would have a
similar or higher salinity than seawater. The change in salinity of the effluent must be
calculated in the laboratory. The effluent must be discharged in an appropriate area, at the
appropriate time, and the dispersion of this effluent by the hydrodynamic actions of the
system should not alter the natural salinity patterns in that ecosystem [32,33].

Depending on the volume of the water, pump diffusers may be needed (alternating
or slanted) in the hydraulic network, to distribute the flows in different directions within
the lagoon, or into the sea [62]. The discharge of water used may not induce negative
impacts at sites where the hydrodynamic performance and salinity concentrations are
known prior to the design for the effluent flow. This is so at sites where there has been
salinity deterioration as a result of previous anthropogenic activities.

The change in salinity is only one of the environmental conditions responsible for
the variety and abundance of fish reported for this lagoon (Table 1) [39]. In addition,
salinity indirectly affects the distribution of species through its role in water density and
the resulting hydrodynamics [63].

The spatial/temporal variation of water masses and their salinity is important for the
distribution of organisms, especially of fish, which only live under certain salinity ranges,
according to their tolerance to this parameter [64–66]. This is important for the distribution
of various marine species of commercial interest (Table 1). Discharging a saline effluent
into the lagoon, of marine salinity or slightly higher, in the hypersaline zone, will lower the
salinity in this zone and thus limit the amount of hypersaline water available for power
generation. In consequence, the impact on different species may be significant.

It is important to mention that there are many characteristics that make this an environ-
ment that harbours great diversity in fishes, but high salinities have been associated with a
lower richness and diversity of fish [67]. Thus, for species distributed in marine/estuarine
environments, such as S. testudineus, S. notata, H. clupeola, T. falcatus, L. griseus, L. synagris, F.
polyommus, A. probatocephalus, E. gula, E. argenteus, M. curema, M. trichodon, H. unifasciatus, C.
atherinoides and A. narinari, (Table 1) [39], a potential decrease in salinity in the hypersaline
zone would alter the extent of their distribution areas.

However, to avoid changes in salinity and resulting limitations in resources, it is better
to discharge this effluent into the sea since, being saline and of a small volume, it will
not have the same effects as if it were brine [68]. On the other hand, stressors such as the
accidental release of cleaning and maintenance chemicals and electrolyte solutions must be
regulated against any facility handling hazardous chemicals.

Both in the pretreatment of solutions and in the cleaning of membranes and facilities,
products such as chlorine are used, which can be toxic to the environment [23,48]. Usually,
chlorine is used to avoid degradation of the membranes caused by biological growth in
them. There is evidence that even small amounts of chlorine (e.g., 0.1 ppm) can have
ecological impacts which induce a significant reduction in the productivity of dragged
phytoplankton and species diversity [23]. Similarly, electrolyte solutions should be han-
dled with caution [69]. The electrolyte solutions are stored in the electrode compartment
which also contains the electrodes and is sealed with membranes that generally have
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special properties to ensure the confinement of the electrolyte, recirculating it in a closed
circuit [70]. There are reports of the toxicity of this type of element [23], but there is not
much information on the toxic gases or compounds that are generated in the redox process
within such a compartment (depending on the redox couple and the electrolyte used).
Furthermore, in these compartments, some instability in pH control sometimes occurs
since anion exchange membranes have a non-negligible proton transport number. This
may allow an increase in the pH of the electrode solution, accompanied by a decrease in
the pH of the effluent, and this may not be environmentally acceptable if it is too high [70].
Although the pH of the effluent would only change in the event of an accidental release,
it is important to note that this parameter is an indicator of water quality. It affects the
toxicity of certain compounds, such as ammonia, by controlling their ionisation, as well as
the bioavailability of certain pollutants, such as heavy metals. For example, water with a
pH range of 6.5 to 8.5 is suitable for many biological systems. Values of over 9.0 and lower
than 5.8 limit the development and physiology of aquatic organisms [71].

Finally, it is worth noting the positive impacts that an SGE plant could have on La
Carbonera. In the operational phase, the pipes will provide new spaces for colonization
(bioincrustation) by sessile species [1]. These structures offer heterogeneity to the habitat
and appropriate surfaces for algae and sessile organisms to colonise, especially on the
muddy bottom. Fish and other invertebrates will be attracted by the hard surface, the shade,
the changes in turbulence, the small spaces, and eventually, by the availability of food
sources [48,72]. However, this type of infrastructure can also encourage the establishment
of non-native species, invasive species, and blooms of harmful algae; therefore, the extent
and composition of the colonisation are difficult to predict [73,74]. In the case of La
Carbonera, pipes in the hypersaline zones would be easily colonised in the short term by
barnacles, which live in the carbonated structures which stick to the surfaces and may cause
deterioration. For this reason, their colonisation should be treated cautiously since they also
damage RED membranes, encouraging the proliferation of microorganisms which impede
the free passage of water or ions and thereby reduce the functionality of the system [75].
Although the production of 50 kW of electric energy from renewable sources is by no
means a technological challenge, this work aims to provide electric power using the best
technologies available, producing the smallest possible footprint, in harmony with the land
use of this area (i.e., [76]).

With the present technological maturity of SGE techniques, these objectives do not yet
yield low costs. Firstly, because the cost of the energy depends on the establishment of the
market and industry; if the technological development is successful, the manufacturing
of the parts will become cheaper. In the meantime, support from public funding is to be
expected [77]. On the other hand, when environmental and social aspects are prioritised,
a cost–benefit analysis based only on economic variables is not sufficient [78,79]. If the
community face expensive-energy versus no-energy, their decision will be controversial.

For this specific case, the goal is not to urbanise the area or provide services that
will promote urbanisation. The goal is to offer services that may assist environmental
protection and conservation activities held in La Carbonera Lagoon and its surroundings
where only low-density ecotourism is allowed. In this sense, a pilot plant using emergent
technology is both suitable and affordable. Other technologies may not be feasible at this
site. For example, although an established solar energy industry exists, the installation
of solar panels may increase the air temperature around them, which is undesirable in
environmentally sensitive areas. Additionally, a strategy for energy storage would be
needed, thus increasing the final cost. There are similar disadvantages for wind energy,
with additional construction difficulties [21]. Thus, an SGE plant, with the proposed
additional facilities, seems to be a good strategy for promoting education, environmental
conservation, and technology development.
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3.3. Decommissioning Phase

In this phase, few impacts are expected. A RED plant built on palafittes should not
require large-scale activity using heavy machinery. In the case of the pipes that have
been colonised by algae and sessile organisms, their removal will eliminate this artificial
habitat and also the organisms that installed themselves there. The soil is not expected
to be severely impacted by the type of foundations used. On the other hand, the noise
associated with demolition may temporarily affect the behaviour of birds and fish. Finally,
the infrastructure of the proposed ecotourism centre should not be demolished since these
facilities offer attractive spaces for tourism and assist in the conservation of species in the
area.

4. Conclusions

A preliminary environmental assessment of the potential impacts of a 50 kW net
output RED power plant using SGE on the coastal lagoon of La Carbonera was carried out.
Many impacts depend on the size and location of the SGE plant and the water intake or on
the technology to be implemented. In this case, a small-scale SGE power plant, using the
RED technology, combined with an ecotourism centre, would provide renewable energy
and protection of resources for the lagoon system and the nearby area around it, as well as
providing well-paid jobs for local people that may eventually encourage an improvement
in the care of coastal ecosystems.

Although several water schemes can be used in this ecosystem (FW/MW, FW/HW,
and MW/HW), everything will depend on the availability of saline water. In both cases,
there are alternatives; for instance, to use the dilute solution (FW) through wells on the coast,
and the concentrated solution (HW) directly from the lagoon (according to hydrological
studies) or through marine water evaporation ponds.

In terms of the potential impacts, the most concerning are the change in the volume of
water in the lagoon and the disposal of the final effluent. While many negative potential
responses could be expected, if the EIA covers information on the biotic and abiotic
characteristics of the ecosystem at a given point in time, in addition to the site characteristics,
many of these impacts could be minimised or avoided.

While the study in [22] suggested that most of the impacts due to the implementation
of SGE occur in the construction phase, this study shows that although the impacts then
may be very evident, even with mitigation measures, the ecosystems in La Carbonera
could recover from these temporary effects. More damaging to the ecosystems would be
the permanent and constant changes in characteristics which an SGE plant would induce,
such as in the hydrodynamics (changes in water flows or volume) and salinity gradients.
Therefore, it must be taken into account that since they are highly variable ecosystems that
have close hydrological connectivity with the surrounding systems, any modification can
have implications for neighbouring systems.

From the results of the Receptors and Responses analysis, the importance of monitor-
ing these features during and after the construction phase must be underlined [79]. Many
of the Receptors analysed are also present in other systems with potential for SGE. Even
though methodologies for their characterisation already exist for most of them, it is still
difficult to find quantitative criteria which demonstrate how positive or negative these
Receptors are when SGE technology is applied.

Even so, this work offers the first attempt to evaluate the potential changes induced by
SGE plants. This analysis for La Carbonera is important at the present time even though the
technology discussed is as yet untested at a large scale, and there are no plants using it in
Mexico. Small pilot plants, such as that suggested here, could offer insights for successful
larger developments in the future.

Finally, although this system is healthy at present, an EIA would serve to minimise
negative impacts. In this way, the benefits of SGE, zero greenhouse gas emissions, and the
use of renewable sources could be successfully harnessed at La Carbonera.
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Appendix A

Appendix A.1. Precipitation, Evaporation, and Atmospheric Temperature

The heaviest rains, associated with tropical systems in the peninsula, occur between
June and October. In the winter, from November to February, it is also common for rain
associated with the passing of cold fronts, or ‘Nortes’. The annual precipitation varies
between 444 mm and 1290 mm and is greater north to south, and east to west, in the state
of Yucatan. The dry season, March to June, has very little rain, with high levels of solar
radiation which generate extremely high temperatures [80].

As is typical in tropical areas, the evaporation exceeds the precipitation (approximately
1800 and 1290 mm/year, respectively). The atmospheric temperature has a defined annual
oscillation, with maximums in summer. The annual average temperature is 26 ◦C, the
maximum monthly average is around 36 ◦C, in May, and the minimum monthly average is
16 ◦C, in January [35,81].

Appendix A.2. Tides, Winds, and Waves

According to [82], the tides are diurnal, with higher high water = 0.590 m; mean high
water = 0.461 m; mean water level = 0.326 m; mean low water = 0.238 m, and mean lower
low water = 0.000 m.

As explained by [83], winds in the Yucatan Peninsula are mostly Trade winds, from the
east and northeast, locally modified by a marked system of coastal breezes, with sustained
averages of 5.5 m/s. The waves are of low energy, with a mean annual significant wave
height of Hs = 0.78 m, mean peak period Tp = 4.6 s, and a predominant northeast direction
(see Figure A1).
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Figure A1. Roses showing the direction and magnitude of (a) wind velocity, (b) wave height, and (c) peak period. Reanalysis
data from [83].

In addition, the region has atmospheric systems of short duration which modify
these patterns: in summer there are tropical cyclones, which can become hurricanes, with
sustained winds of up to 44 m/s, Hs > 10 m, and Tp > 12 s, and in winter, strong ‘Nortes’
can have winds of up to 15 m/s, Hs = 4.5 m, and Tp = 8.7 s [83].

Appendix A.3. Bathymetry

The inlet linking the lagoon with the sea has depths of 1.5–2 m, the shallow interior is
only 0.5 m deep, with the exception of the channel that links the freshwater inflow area
with the lagoon (southwest), where depths are 2 m close to the inflow, and 0.5 m towards
the lagoon interior (Figure A2). The depths in the marine area show the shallow, extensive
nature of the continental shelf off Yucatan.

Figure A2. Bathymetry of the lagoon of La Carbonera and nearby marine area [33].
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Appendix A.4. Hydrogeological Characteristics

La Carbonera is part of the karst system of the Peninsula of Yucatan (Batllori-Sampedro
et al., 2006). In the lagoon, three types of sediment lie on top of the karst strata: sand, rocky
sediment, and mud [24]. The orientation of the sandy beaches on the coast is predominantly
north–northwest. The mean grain diameter is 0.2–0.5 mm [84,85].

The main hydrological feature of the coastal systems of the peninsula es that freshwater
emerges from underground springs or seeps into lagoons and wetlands [86]. Once in the
lagoon systems, it begins to mix and patterns of salinity and temperature develop between
the fresh water and the water of the lagoon, producing a complex thermohaline circulation
system [27]. Such is the case with the inflow in the southwest of the lagoon, where an
estuarine gradient is produced.

Appendix A.5. Hydrodynamics

The main hydrodynamic drivers are the tides, the predominant winds of the region
(Trade Winds, sea breezes, and Nortes). The study in [33] reported that inside the system,
the residual currents are around 0.05 m/s, both when influenced by the local breezes as
well as the winds (Figures A3 and A4). As can be seen, the tides entering through the inlet
spread east, west, and southwards in the lagoon system (Figure A3). In the centre, south,
and east of the lagoon, there are mixing zones, with higher values (close to 0.2 m/s) which
are greater during ‘Nortes’ (Figure A4).

Figure A3. Example of the residual circulation pattern (m/s) during a spring tide with sea breeze forcing [33].
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Figure A4. Example of the residual circulation pattern (m/s) during a spring tide with forcing from NE winds [33].

Appendix A.6. Salinity Patterns

The general patterns of salinity in the lagoon of La Carbonera are seen in Figure A5. During
a tidal cycle, these patterns are very dynamic [33]. At high and low tides the estuarine,
marine, and hiperhaline zones move, due to the influence of the tides and dominant winds,
as well as the inflow from the underground spring, which can increase or decrease the
salinity in the lagoon. At the highest tide level, and under the effects of strong winds, the
seawater can move further into the hiperhaline zone. At low tide, brackish water can reach
the mouth of the lagoon [33].

Figure A5. Example of salinity patterns in the La Carbonera lagoon. The hiperhaline zone can reach levels of over 80
ups [33].
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Abstract: There is a huge energy demand from offshore renewable energy resources. To maximize
the use of various renewable energy sources, a combined floating energy system consisting of
different types of energy devices is an ideal option to reduce the levelized cost of energy (LCOE) by
sharing the infrastructure of the platform and enhancing the power production capacity. This study
proposed a combined concept of energy systems by combing a heave-type wave energy converter
(WEC) with a semisubmersible floating wind turbine. In order to investigate the power performance
and dynamic response of the combined concept, coupled aero-hydro-servo-elastic analysis was
carried out using the open-source code F2A, which is based on the coupling of the FAST and AQWA
tools by integrating all the possible environmental loadings (e.g., aerodynamic, hydrodynamic).
Numerical results obtained by AQWA are used to verify the accuracy of the coupled model in F2A
in predicting dynamic responses of the combined system. The main hydrodynamic characteristics
of the combined system under typical operational conditions were examined, and the calculated
responses (motions, mooring line tension and produced wave power) are discussed. Additionally,
the effect of aerodynamic damping on the dynamic response of the combined system was examined
and presented. Moreover, a second fully coupled analysis model was developed, and its response
predictions were compared with the predictions of the model developed with F2A in order for the
differences of the calculated responses resulted by the different modeling techniques to be discussed
and explained. Finally, the survivability of the combined concept has been examined for different
possible proposed survival modes.

Keywords: wind–wave energy structures; wind turbine; fully coupled analysis; hydrodynamic
response; aerodynamic damping; wave energy converters

1. Introduction

In recent years, the field of offshore wind power generation has developed rapidly
and has become the fastest-growing energy source for marine renewable energy. As of
the end of 2020, the global wind power capacity reached 744 GW, with 50% increase over
2019 [1]. With the rapid development of offshore wind technology, offshore wind turbines
are increasing in scale and size, and the scale of wind farms is also increasing. The national
renewable energy laboratory (NREL) 5-MW reference wind turbine [2] and DTU 10-MW
reference wind turbine [3] have been widely used in comparative studies. The largest
offshore wind turbine MySE 16.0-242 16 MW with rotor diameter of 242 m was launched
by Ming Yang Smart Energy in August of 2021. To further exploit the offshore wind from
deep water, various floating offshore wind concepts were proposed including mainly spar,
semisubmersible, tension leg platform (TLP), and barge. Compared to TLP and spar, the
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semisubmersible platform is more feasible in various water depths and has low installation
costs of the mooring system. At present, the concepts of semisubmersible wind turbines
mainly include WindFloat [4], Dutch Tri-floater [5], Windsea [6], Windflo [7], braceless [8],
V-shaped [9], OC4-DeepCwind [10], and so on. Wave energy is also a large energy source,
with a much higher power density than wind power, but this energy technology is not fully
commercialized at present due to its high cost and reliability issue. WECs can generally be
categorized as oscillating bodies, oscillating water columns, and overtopping devices [11].

By sharing space, supporting structures, cables, and other infrastructure, combining
floating wind turbine system and WEC can not only reduce the cost of the device but also
capture wind and wave energy and greatly improve the utilization of renewable energy of
the ocean. At present, many studies on numerical simulations and model tests based on
different floating offshore wind concepts (barge, TLP, spar, and semisubmersible) combined
with WEC have been carried out. Aboutalebi et al. [12,13] proposed to install an oscillating
water column WEC on the barge platform to reduce the fatigue movement of the plat-
form. In Michailides et al. [14], the required wind–wave analysis for harsh environmental
conditions has been examined. Ren et al. [15] carried out an experimental and numerical
study of dynamic response of a new combined TLP wind turbine and wave energy con-
verter. Bachynski et al. [16] proposed a TLP combined three-point absorber WECs system
and studied the performance under operational and extreme sea cases. Russo et al. [17],
Tomasicchio et al. [18], and Xu et al. [19] carried out experimental studies of the dynamic
characteristics of Spar Buoy Wind Turbine and studied its dynamic behavior. Hu et al. [20]
carried out the optimal design of WEC and dynamic characteristics analysis of a hybrid sys-
tem combing a semisubmersible floating wind platform (WindFloat) and WECs. Sarmiento
et al. [21] carried out a new floating semisubmersible structure combined with WECs (three
oscillating water columns, OWC) in order to characterize the performance of the platform
and OWCs. The MARINA Platform project funded by the European Union [22] proposed
a combined system of semisubmersible platforms with point absorption and oscillating
water column WEC. Peiffer et al. [23] and Aubault et al. [24] carried out coupled dynamic
analysis through numerical models and experimental models. Muliawan et al. [25,26]
proposed a comprehensive concept that combines a spar-type floating wind turbine with a
torus WEC (named STC). Wan et al. [27–29] studied the dynamic response of an STC under
typical operational conditions and extreme conditions based on numerical and experimen-
tal methods. Another concept that combines a floating semisubmersible wind turbine and
a flap-type WEC (named SFC) was proposed. Michailides et al. [30–32] systematically
studied the integrated operation of SFCs through numerical and experimental models. Ren
et al. [33] carried out experimental and numerical studies on the hydrodynamic response
of a new combined monopile wind turbine and a heaving-type WEC under typical opera-
tional conditions. In addition, Wang et al. [34] studied the hydrodynamic response of the
combined system of the semisubmersible platform and heaving-type WEC.

With the development of the field of offshore wind turbines, the aero-hydro-servo-
elastic coupling tool has become the key to solve the equation of motion and calculate
the dynamic response of floating wind turbines. Different simulation tools have been
developed so far. DeepLines [35,36], DARwind [37], Bladed, HAWC2, and FAST are the
most well-known tools for fully coupled analysis of wind turbines. Jonkman et al. [38,39]
developed a hydrodynamic module to consider the diffraction and radiation effects of
floating platforms. Due to its open-source nature, it has also been used to participate in the
development of a fully coupled framework. Kvittem et al. [40] combined AeroDyn with the
non-linear finite element software SIMO/REFLEX. Shim [41] developed an interface that
combines FAST with the fluid dynamic analysis tool CHARM3D. Recently, Yang et al. [42]
developed a new aero-hydro-servo-elastic coupling framework based on FAST and AQWA
(F2A) for dynamic analysis of FOWTs, combining the advantages of aero-elastic-servo of
FAST and hydrodynamic analysis of AQWA [43].

In this study, with use of the recently proposed coupled analysis tool F2A, a fully
coupled analysis is performed for a combined system consisting of a semisubmersible
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platform and a heaving-type WEC. A numerical model of the combined structure that was
capable of simulating its motion and dynamic responses under different typical operational
conditions was developed and used with F2A. A second model with use of a different
analysis tool is developed for performing fully coupled analysis. Different types of analysis
and comparison were performed to examine the fully coupled responses of the combined
structure but also for emphasizing the effect of different modeling methods/techniques
on the response quantities of the combined system. The time-domain dynamic response
characteristics, mooring characteristics, and PTO-produced power of the combined system
are examined and presented in this study. Under the excitation of only waves, there was
small difference between the two numerical models, while under irregular wave and
turbulent wind conditions, the difference between two models was larger. The impact of
aerodynamic loads as well as aerodynamic damping is significant. When the wind velocity
is small, aerodynamic damping has a significant effect on reducing the resonance of surge
and pitch, and there is an obvious positive relationship. When the wind velocity increases,
wind thrust has a greater impact than aerodynamic damping. The rationality behind the
efficient use of the two examined numerical tools for studying combined concepts has
been presented. Finally, an extreme condition is studied to ensure the survivability of the
combined system. The results show that the two models had significant differences in
dynamic motion and mooring force prediction under irregular wave and turbulent wind
condition due to the wind–wave coupling effect at low frequency range.

2. Theoretical Background

Different from offshore oil and gas platform, a floating wind turbine experiences the
aerodynamic load and hydrodynamic load simultaneously. These loads are both important
in the system design at the same order. The basic theories used in the combined system
analysis are described in this section.

2.1. Aerodynamic Loads and Aerodynamic Damping

Blade element momentum (BEM) theory is one of the efficient and most commonly
used methods for calculating induced loads on wind turbine blades [44]. In this theory,
the wind turbine blade is divided into many sections along the span direction, and these
sections are called blade elements. The wind turbine blade is simplified as a finite ele-
ment that is superimposed in the radial direction, so the three-dimensional aerodynamic
characteristics of the wind turbine blade can be obtained by integrating the aerodynamic
characteristics of the element in the radial direction [42].

The axial velocity V2 and the circumferential velocity V3 at the rotor plane are calcu-
lated as follows:

V2 = (1 − a)V1 (1)

V3 = Ωr
(
1 + a′

)
(2)

where V1 is the incoming wind velocity, a is the axial induction factor, and a′ is the angular
induction factor. The axial velocity and the circumferential velocity vector are combined to
obtain the resultant velocity V0. The lift force (L) is formed perpendicular to the resultant
velocity, and the drag force (D) is formed in the same direction as the incoming velocity.
They can be calculated by the following equations:

L =
1
2

ρV2
0 ACL (3)

D =
1
2

ρV2
0 ACD (4)

where A is the rotor sweeping area, ρ is the air density, CL is the lift coefficient, and CD is
the drag coefficient.
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The lift coefficient CL and drag coefficient CD of the aerofoil are projected in the normal
and tangential directions, respectively, to obtain the normal force coefficient CN and the
tangential force coefficient CT , as shown in the following equations:

CN= CL cos ϕ + CD sin ϕ (5)

CT= CL sin ϕ − CD cos ϕ (6)

Finally, the thrust force and torque on the blade section are calculated by the
following equations:

dT =
1
2

ρV2
0 cCNdr (7)

dM =
1
2

ρV2
0 cCTrdr (8)

where c is the aerofoil chord length.
When studying aerodynamic loads, the influence of aerodynamic damping cannot

be ignored. Analyzed at the micro level, the aerodynamic damping of the wind turbine
essentially comes from the relationship between the aerodynamic load of the wind turbine
blades and the inflow wind velocity. Without considering the platform motion and elastic
structure deformation [45], the following equation can be used:

V0 = V1

√
(1 − a)2 +

[
Ωr
V0

(1 + a′)
]2

= V1 f1 (9)

The factor f1 indicates that the relative inflow wind velocity at the blade is simultane-
ously affected by the axial induction factor, angular induction factor, structural deformation
of the wind turbine, and rotational velocity [46].

Considering the relative movement of the platform, the relative velocity is written
as follows:

V0 = V1 f1 − L
.
x5 cos(x5)− .

x1 (10)

where x5 is the pitch motion of the platform,
.
x5 is the pitch velocity of the platform, and

.
x1

is the surge velocity of the platform.
From Equation (7), the total thrust T on the blade can be obtained as follows:

T∞V2
0 ∞

(
V1 f1 − L

.
x5 cos

( .
x5

) − .
x1

)2 (11)

Ignoring the velocity components above the second order, the following equation
is obtained:

T∞(V1 f1)
2 − 2V1 f1L

.
x5 cos

( .
x5

) − 2V1 f1
.
x1

∞(V1 f1)
2 − 2V1 f1L

.
x5 − 2V1 f1

.
x1

(12)

The last two terms in the above equation represent aerodynamic damping and can be
added to the left side of the equation of motion. The aerodynamic thrust is proportional
to the square of the wind velocity, and the aerodynamic damping is proportional to the
first power of the wind velocity. This shows that when the wind velocity is not particularly
high, the effect of aerodynamic damping on the offshore floating wind turbine may be
more obvious, and the relationship between them is positive. However, as the wind
velocity increases, the influence of aerodynamic thrust may be much greater than that of
aerodynamic damping. Of course, the aerodynamic damping force of offshore floating
wind turbines is affected not only by wind velocity but also by other complex factors, such
as aerodynamic induction factor. Thrust coefficient may even be affected by pitch angle
and stall effect. Since F2A and AQWA were used for simulation in this study, the largest
difference between them is whether considering aerodynamic damping.
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2.2. Potential Flow Theory

The potential flow theory may be to calculate the hydrodynamic loads on marine struc-
tures. It is usually assumed that the fluid is non-rotating, non-viscous, and incompressible,
and the fluid is assumed to be an ideal fluid [47,48]. Derived from the conservation of mass
and the conservation of momentum, the governing equations of fluid motion, the Laplace
equation are expressed as follows:

∇2φ= 0 (13)

∂u
∂t

+ (u · ∇)u = −∇
(

gz +
p
ρ

)
(14)

where φ represents the three-dimensional velocity potential function and φ = φ(x, y, z, t).
The velocity potential can be decomposed into the following equation:

φ = φi + φd + φr (15)

where φi is the velocity potential function of the incident wave, φd is the diffraction potential
function, and φr is the radiation potential function.

For the fluctuation problem of linear periodic motion, the time factor can be separated
by the variable separation method, and the velocity potential can be expressed as follows:

φ = Re
[

ϕe−iωt
]

(16)

where ω is the angular frequency and Re represents the real part.

2.3. Viscous Loads

In potential flow theory, since the assumption is inviscidity, viscosity needs to be
considered in practice. In this study, the Morrison model was added to consider the
viscosity [48,49]. In AQWA, the viscosity was simulated by adding Morrison elements as
follows:

fd = 0.5CdρDμ|μ| (17)

where Cd represents the drag coefficient, and in this study, Cd = 1.2 was selected due to
d/L ≥ 0.2 and H/d ≤ 0.2; H, d, and L represent the wave height, water depth, and wave-
length, respectively; μ, D, and are the incoming flow velocity, structure diameter, and fluid
density, respectively; and fd represents the drag force on a unit height of the structure.

2.4. Equation of Motion
In this study, the wind and wave energy combined system consists of two bodies

having in total 12 degrees of freedom (six degrees for each body), which requires com-
prehensive consideration of multiple degree-of-freedom systems [29]. The multi-body
equation of motion is given as follows:(

(M + m)11 m12
m21 (M + m)22

)( ..
x1(t)..
x2(t)

)
+

∫ t
0

(
κ(t − τ)11 κ(t − τ)12
κ(t − τ)21 κ(t − τ)22

)[ .
x1(τ).
x2(τ)

]
dτ

+

(
(R)11 0

0 (R)22

)[
x1(t)
x2(t)

]
=

[
f wind(t)

0

]
+

[
f1

wave(t)
f2

wave(t)

]
+

[
f1

drag(t)
f2

drag(t)

]
+

[
f1

inter f ace(t)
f2

inter f ace(t)

]
+

[
F1

PTO(t)
F2

PTO(t)

] (18)

where m is the added mass matrix, x,
.
x, and

..
x are the displacement, velocity, and accel-

eration matrix in the time domain, respectively, κ(τ) is the retardation function, which is
based on the added mass and potential damping matrix, and f is the summation of the
external forces in time domain. The subscripts 1 and 11 refer to the variables of body 1
(braceless); subscripts 2 and 22 refer to the variables of body 2 (WEC); and subscripts 12
and 21 present the coupling terms between the braceless and WEC. The vertical (heave)
quadratic damping of the braceless and WEC terms is modeled by the quadratic damping
matrix on the left side of Equation (18). The term f wind denotes wind load on the turbine
rotor, while f wave is the wave forces applied on the braceless platform and WEC. The
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interface forces f1
inter f ace between the two bodies include horizontal contact forces and

vertical friction forces. FPTO is the PTO forces. Each term of the interface and PTO forces is
applied on the two bodies with the same value but in different directions.

2.5. Brief Description of F2A

The baseline version of AQWA was incapable of predicting the aero-servo-elastic of
floating offshore wind turbines, but it accepted time domain analysis of external forces
implemented by dynamic link library (.dll). In order to enable AQWA to form a fully
coupled analysis of floating offshore wind turbines, FAST was integrated in AQWA with
some simulation function implemented [36]. Therefore, the coupling framework was
“FAST2AQWA”, denoted as F2A. The coupling of AQWA and FAST was accomplished by
user_force.dll and source code subroutine of FAST. Related simulation capabilities of FAST
were completely implemented in time domain analysis in the DLL that can be called by
AQWA during the simulation.

3. Numerical Model of Combined System

The combined system was composed of a semisubmersible platform and a heaving-
type WEC connected by a guide-roller system in the middle and an upper connecting
system [50]. The wind turbine model used for this study is the NREL 5-MW baseline wind
turbine. The main parameters of the 5-MW wind turbine are shown in Table 1 [2]. An
illustration of the combined system is shown in Figure 1, and the main parameters of the
combined system are shown in Table 2. In this study, the time-domain hydrodynamic
simulation of the combined system was based on AQWA. Hydrodynamic panel models
are shown in Figure 2.

Table 1. The main parameters of the 5-MW wind turbine.

Rotor-Nacelle-Assembly t 350

Center of Gravity (CoG) m (−0.2,0.0,70)
Tower mass t 347.46

Total WT mass moment of inertia about X axis (Ixx) kg*m2 3,770,000,000
Total WT mass moment of inertia about Y axis (Iyy) kg*m2 3,660,000,000
Total WT mass moment of inertia about Z axis (Izz) kg*m2 112,000,000

Figure 1. Sketch map of the combined system.
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Table 2. The main parameters of the combined system.

Parameters Values

Semisubmersible
platform

Semisubmersible mass t 9738
Diameter of the central column m 6.5

Diameter of the three side columns m 6.5

Water displacement m3 10,298
Water depth m 200

Operating draft m 30
Center of semisubmersible m (0,0,24.36)

WEC

Outer/Inner diameter m 16/8
FigureHeight/Draft m 8/3.5

Mass t 463.5
Water displacement m3 452.2

Center of mass m (0,0,1)

Figure 2. Panel models for the hydrodynamic analysis.

The PTO system (shown in Figure 3), which captures the wave energy through the
relative heave motion of the semisubmersible platform and the WEC, was simplified as a
linear spring and a linear damper. This model was accomplished by establishing a fender
element in ANSYS/AQWA. Based on the discussion of damping coefficient of Fender and
stiffness coefficient of linear spring [27–29,33,34,50], it was found that a large value of Bpto
value may lead to air compressibility that cannot be ignored, while a small Kpto coefficient
may ignore the influence of stiffness coefficient on the produced power [19]. Therefore,
1.5 × 106 Ns2/m was selected for Bpto and 1 N/m for Kpto in this study. The force of PTO
was calculated by the following equation:

Fpto = Bpto · (v2 − v1) + Kpto · (x2 − x1) (19)

where Bpto and Kpto are the linear damping coefficient and linear spring stiffness coefficient,
respectively; v1 and x1 are the velocity and displacement of the semisubmersible platform;
and v2 and x2 are the velocity and displacement of the WEC, respectively.

Figure 3. Simplified dynamic coupling model between the WEC and braceless.
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Knowing the damping force of the PTO system and the relative velocity between
the platform and WEC, the produced power of the WEC can be calculated through the
following equation:

PPTO = FPTO · (v2 − v1) (20)

4. Results and Discussion

The simulations conducted in this study were primarily carried out under typical
operational conditions and extreme conditions from a typical site at 61◦21’ N latitude and
0◦0’ E longitude near the Shetland Islands, northeast of Scotland, UK. The water depth at
the site was 200 m [51]. The examined load cases are listed in Table 3. For regular wave
case (LC1), the 1800 s–1900 s was used in the comparison to get rid of transient effect. For
irregular wave cases (LC2–LC4), the total simulation time is 4600 s, and the first 1000 s has
been excluded to avoid the transient effect. It should be noted that the time series results of
the motion and force responses between 3500 to 3700 s are displayed to better present the
difference between different codes.

Table 3. Load cases table.

Load Case Wind Velocity Uwind (m/s)
Wave Height H/Hs

(m)
Wave Period T/Tp

(s)

LC1 / 2.0 9.0
LC2 8.4 2.0 14.8
LC3 11.4 2.4 10.9
LC4 23.8 5.5 13.5
LC5 50.0 13.8 19.2

4.1. Free Decay Test

A free decay test was performed in the numerical simulation to determine the natural
frequencies of the surge, heave, and pitch of the platform. The natural frequencies are
listed in Table 4. Figure 4 was the time domain curve of free decay test of platform. The
results showed that the natural frequencies of the surge (Figure 4a) and heave (Figure 4b)
of the platform were the same from two codes, and there is a difference of about 11.7% of
the natural frequency of the platform pitch from two codes.

Table 4. Natural frequencies (rad/s) of platform.

Surge Heave Pitch

F2A 0.078 0.256 0.239
AQWA 0.078 0.256 0.210

Figure 4. Cont.

226



J. Mar. Sci. Eng. 2021, 9, 1101

Figure 4. Time domain curve of free decay test of the semisubmersible platform: (a) Surge; (b) Heave; (c) Pitch.

4.2. Regular Wave Condition

In this study, the simulation of typical regular wave conditions (LC1) was performed,
and the characteristics of the motion response, mooring response, and produced power of
multiple bodies (F2A and AQWA simulation) were compared.

4.2.1. Motion Response

In this section, the motion response under a regular wave (H = 2.0 m, T = 9.0 s) was
selected, and a motion response of three degrees of freedom (DOF) of the platform (surge,
relative heave, pitch) is presented (Figure 5). The results were compared between the fully
coupled framework F2A and the hydrodynamic software AQWA.

The surge motion of the platform is shown in Figure 5a. Compared with the multibody
simulation results of F2A and AQWA, the amplitude was basically the same, but the
simulation results of F2A at the wave peak were slightly larger. The relative heave motion
responses simulated by F2A and AQWA were basically the same (Figure 5b). Slightly larger
pitch response from F2A could be identified compared with AQWA results. Under only
wave conditions, F2A and AQWA had good consistency in simulating multibody motion
characteristics, especially in relative heave.

Figure 5. Cont.
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Figure 5. Time domain motion response of the semisubmersible platform: (a) Surge; (b) Relative Heave; (c) Pitch.

4.2.2. Mooring Line Force

Figure 6 shows the time-domain response of the mooring force of Mooring Line 1
(ML1) and Mooring Line 2 (ML2). The mooring line force of ML1 (downwind direction)
was smaller than that of ML2 (upwind direction) when subjected to waves in the heading
direction. Results from F2A have slightly larger mooring line force than those from
AQWA simulation.

Figure 6. Mooring force of: (a) ML1; (b) ML2.

4.2.3. Produced Wave Power

The wave energy was captured by PTO system. The relative heave velocity from both
codes are similar to each other (Figure 7a). From Equation (19), the damping force can
be observed in Figure 7b. Based on the relative heave velocity and damping force, the
produced wave power could be identified, which is similar from F2A results and AQWA
results (Figure 7c).
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Figure 7. Time series of different responses of the combined structure under regular waves: (a) Relative Heave Velocity;
(b) Damping Force; (c) Produced Power.

Under only wave conditions, F2A and AQWA had good consistency in simulations of
the multibody dynamic response. This was because F2A integrates the AQWA hydrody-
namic module.

4.3. Irregular Wave and Turbulent Wind Conditions

This section presents the motion response, mooring force, and produced power under
irregular wave and turbulent wind conditions.

4.3.1. Motion Response

Figure 8 shows the motion response in surge, pitch, and heave directions under normal
operation conditions in LC2 and LC3. The responses of surge and pitch in both load cases
from F2A (Figure 8a,b) simulation are smaller than those predicted by AQWA (Figure 8e,f).
This is due to the fact that the wind load in F2A and AQWA is differently implemented.
In F2A, the wind field is pre-generated and both wind aerodynamic load and damping
are considered due to the rotating turbine rotor. However, in AQWA, the wind load is
implemented as an external load using dll function and no interaction and aerodynamic
damping is included. The difference for the relative heave motions simulated by two tools
was limited for both LC2 and LC3 (Figure 8c,d).
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Figure 8. Time domain motion response of the semisubmersible platform: (a) Surge in LC2; (b) Surge in LC3; (c) Relative
Heave in LC2; (d) Relative Heave in LC3; (e) Pitch in LC2; (f) Pitch in LC3.

Figure 9 shows motion response in LC4, in which the wind speed is larger than rated
wind speed. Similar as the load case LC2 and LC3, the motion responses in surge and pitch
direction from F2A are lower than those motions from AQWA due to the aerodynamic
damping. The relative heave motions predicted from two codes are similar to each other.
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Figure 9. Motion responses of the semisubmersible platform in LC4: (a) Surge; (b) Relative Heave; (c) Pitch.

4.3.2. Mooring Line Force

The mooring line forces of ML1 and ML2 from LC2, LC3, and LC4 were compared for
F2A results and AQWA in Figure 10. Basically, the mooring line force of ML2 in the upwind
direction is larger than the mooring line force of ML1 in the downwind direction because
wind and wave will drive the combined system to move in a downwind direction from its
equilibrium position. Therefore, ML1 will get relaxed and ML2 will get tensioned. For the
mooring line force of ML1, the reduction of the mooring force from its force at equilibrium
position from F2A simulation is less than the reduction of the force from AQWA simulation
due to the difference of the surge motions from two codes in all three load cases. Thus, the
mooring line forces of ML1 from F2A are larger than those from AQWA (Figure 10a,c,e).
However, for mooring line force of ML2, the increasing of the mooring force from its force
at equilibrium position from F2A simulation is less than the increasing of force from AQWA
simulation. Therefore, the mooring line forces of ML2 from F2A are less than those from
AQWA (Figure 10b,d,f). Due to the pitch control above the rated wind speed (LC4), the
wind thrust force is much smaller than that in LC2 (below rated wind speed) and LC3 (at
rated wind speed). Therefore, the aerodynamic damping effect is much smaller. In this case
(LC4), the contribution from wave load is much larger than wind load, and the discrepancy
from two codes is minimal. Therefore, there is a slight difference in the mooring line force
of ML2 for LC4.
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Figure 10. Mooring force of: (a) ML1 in LC2, (b) ML2 in LC2, (c) ML1 in LC3, (d) ML2 in LC3, (e) ML1 in LC4, (f) ML2 in LC4.

4.3.3. Produced Wave Power

The relative heave velocities between the semisubmersible platform and the WEC,
the damping force and produced power from WEC in LC2, LC3, and LC4, are presented
in Figure 11. Due to less effect of aerodynamic damping on heave motion, no significant
difference is identified for the relative heave velocities, damping force, and produced
power. When the wave height increases from LC2 to LC4, the relative heave velocity
(Figure 11a,c,e) also increases due to the large relative heave motion in a severe sea state,
which is beneficial to capture wave energy. Figure 11b,d,f present the vertical damping
force. The F2A and AQWA simulation results were similar. As the wave height increases,
the vertical damping force increases significantly. Figure 11g,h,i show the produced energy
power from WEC. With the sea state moving from mild to severe (LC2 to LC4), more
power can be produced from the wave. Figure 11i is the produced power under severe sea
conditions (LC4). It can be seen the maximum power in LC4 is even as large as 3.5 MW (not
shown in Figure 11f), which is comparable to the power produced from the wind turbine.
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However, the mean produced power is less than 600 kW, and it shows obvious instability,
while the produced power of WEC is much smaller. Therefore, the wind power production
for NREL 5 MW WT will make the main contribution to the total power production of the
combined system under the severe sea conditions.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 11. Cont.
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(g) (h) 

(i) 

Figure 11. Time series of different responses of the combined structure: (a) Relative Heave Velocity of LC2, (b) Damping
Force of LC2, (c) Relative Heave Velocity of LC3, (d) Damping Force of LC3, (e) Relative Heave Velocity of LC4, (f) Damping
Force of LC4, (g) Produced Power of LC2, (h) Produced Power of LC3, (i) Produced Power of LC4.

4.3.4. Statistical Analysis

Figure 12 displays the statistics of responses in operational conditions from both F2A
simulation and AQWA simulation. The maximum and minimum values are determined
as the highest crest and lowest trough of the corresponding time series. Figure 12a–c
show that the simulation results of F2A and AQWA were different in the surge and pitch
motion, and the heave motion results were slightly different, which was consistent with
the previous results. When the wind velocity was the rated wind velocity of the wind
turbine (12.4 m/s), the surge and pitch motion amplitudes of the platform were the largest,
and the heave motion was greatly affected by the hydrodynamic load. When the wave
height increases (LC2–LC4), the heave amplitude increases accordingly. Figure 12d shows
that under the three operational conditions, the statistical values of the mooring force
of ML2 simulated by F2A and AQWA were slightly different. Similarly, when the wind
velocity was the rated wind velocity of 12.4 m/s (LC3), the mooring force of ML2 was the
largest. Figure 12e shows that as the sea state becomes worse (LC2–LC4), the damping
force and the produced power increase sharply. By comparing, aerodynamic loads were
confirmed to have significant effects on surge and pitch motion and mooring forces, while
hydrodynamic loads had significant effects on the vertical responses (heave, damping force,
and produced power).
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Figure 12. Comparison of the statistical results of in LC2, LC3, LC4: (a) Surge Motion; (b) Relative Heave Motion; (c) Pitch
Motion; (d) Mooring Force of ML1 and ML2; (e) Damping Force (Df) and Produced Power (Pp).

4.4. Spectrum Analysis

In this section, the power spectral density (PSD) of platform motion response, mooring
line force, damping force, and produced wave power were presented and compared for
F2A simulation and AQWA simulation.

4.4.1. Motion Spectrum

Figure 13a,d,g display the PSD of the platform surge under the three load cases.
The energy was mainly concentrated in the natural frequency of the surge and the wave
frequency. For the mild sea state (LC2) in Figure 13a, there is a reduction for surge motion
at the surge resonance peak in F2A simulation compared with AQWA simulation due to
the aerodynamic damping effect. However, this reduction is not significant for worse sea
state (LC3 and LC4) for surge motion in Figure 13d,g. For the relative heave motion, the
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responses are dominated by the frequency from 0.3 to 0.9 rad/s which is related to the
wave peak frequency. Therefore, both F2A simulation and AQWA simulation are very
similar to each other (Figure 13b,e,h). Figure 13c,f,i are the PSD of the platform pitch
motion. Observing the PSD curves of surge and pitch, the reason for the difference in
the low frequency area around pitch resonance peak was the influence of aerodynamic
damping considered in F2A simulation. It was obvious that when the wind velocity
was small, aerodynamic damping obviously reduced the resonance response in the low-
frequency region but had little effect on the wave frequency range. This phenomenon
conforms well to the known characteristics of the general damping effect. However, when
the wind velocity gradually increased (LC2–LC4), the influence of air damping gradually
decreased. This was because the aerodynamic thrust acting on the rotor increases rapidly
with increasing wind velocity, offsetting the increase in the aerodynamic damping effect
caused by surge. Among these effects, aerodynamic damping and wind velocity had a first-
order relationship, and aerodynamic thrust and wind velocity had a quadratic relationship.
Therefore, at low wind velocities, aerodynamic damping had a greater influence, and at
high wind velocities, aerodynamic thrust had a more obvious influence. It can be found that
aerodynamic damping had a greater impact on pitch than surge and a stronger reduction
in pitch motion.

Figure 13. Cont.
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Figure 13. Comparisons of the PSD of the motion for LC2, LC3, and LC4: (a) Surge Motion of LC2; (b) Relative Heave
Motion of LC2; (c) Pitch Motion of LC2; (d) Surge Motion of LC3; (e) Relative Heave Motion of LC3; (f) Pitch of LC3;
(g) Surge Motion of LC4; (h) Relative Heave Motion of LC4; (i) Pitch Motion of LC4.

4.4.2. Mooring Tension Spectrum

The mooring line responses in the frequency domain in the head sea under different
load cases from F2A simulation and AQWA simulation are shown in Figure 14. For all
the load cases, the most significant contribution to the ML 1 and ML2 tension comes from
the low-frequency region (surge mode response). The contributions from pitch mode
response are also identified. For worse sea state (LC4), the contributions to the ML1 and
ML2 tension from the wave frequency range from 0.3 rad/s to 0.9 rad/s are comparable
to the contribution from surge mode response. Similar to the PSD of the motion response,
in the F2A simulation, aerodynamic damping had a weakening effect on the response
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at surge and pitch natural frequencies. With the wind velocity increases (LC2–LC4), the
aerodynamic damping effect gradually decreased.

Figure 14. Comparisons of the PSD of the mooring line force of: (a) ML1 of LC2; (b) ML2 of LC2; (c) ML1 of LC3; (d) ML2 of
LC3; (e) ML1 of LC4; (f) ML2 of LC4.

4.4.3. Damping Force and Produced Wave Power Spectrum

Figure 15 shows the damping force in the vertical direction and the produced wave
energy power. The simulation results of the two simulation tools are slightly different.
The energy was mainly concentrated in the wave frequency. Figure 15b,d,f are the PSDs
of the produced power. The produced wave power frequencies are located in the dou-
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ble wave frequency and low frequency regions. There was no significant effect from
aerodynamic damping.

Figure 15. Comparisons of the PSD of: (a) Damping Force of LC2; (b) Produced Power of LC2; (c) Damping Force of LC3;
(d) Produced Power of LC3; (e) Damping Force of LC4; (f) Produced Power of LC4.

4.5. Dynamic Responses in Extreme Conditions

Under extreme condition (LC5), the WEC and the semisubmersible platform were
locked to each other, and there was no relative motion. The PTO system and the wind
turbine were parked. As shown in Figure 16a, the WEC and the semisubmersible platform
had the same heave motion and were in a locked state. Figure 16b,c show the PSDs of the
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platform surge and heave. The PSD of the platform surge was mainly dominated by the
wave frequency and the natural frequency of the surge. The PSD of the platform heave was
mainly dominated by the wave frequency. From the PSD of the pitch (Figure 16e), it can
be seen that the energy was mainly concentrated on the wave frequency and the natural
frequency of the pitch, but the resonance effect on the pitch simulated by AQWA was much
smaller than the result of the F2A simulation. When using F2A simulation, the upper wind
turbine was parked, and the pitch angle was set to 90◦. Figure 16e,f show the mooring
forces of ML1 and ML2. The energy was mainly dominated in the wave frequency range.

Figure 16. Motion and mooring force response of the platform under LC5: (a) Heave motion time series; (b) PSD of platform
surge; (c) PSD of platform heave; (d) PSD of platform pitch; (e) PSD of ML1; (f) PSD of ML2.
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5. Conclusions

In this study, through a recently proposed fully coupled analysis framework (F2A),
a fully coupled analysis of a combined system consisting of a semisubmersible platform
(braceless) and a heaving-type WEC was carried out. A numerical model of the combined
structure that was capable of simulating its motion and dynamic responses under different
typical operational and extreme conditions was developed and used. Different types of
analysis and comparison were performed to examine the fully coupled responses of the
combined structure. The primary results are summarized as follows:

(1) Under regular wave conditions, regardless of wind conditions, the simulation results
of F2A and AQWA were basically similar in time domain motion, mooring force, and
generated wave power. Since F2A integrated the AQWA hydrodynamic module, it
shows that F2A has good consistency with AQWA.

(2) Under irregular wave and turbulent wind conditions, F2A and AQWA had significant
differences in time domain motion and mooring force. It shows that F2A effectively
reduces the dynamic response amplitude because of the aerodynamic damping effect
in F2A; as the wave and wind velocity increased, the amplitude of time-domain
motion and mooring force (ML2) are significantly affected by aerodynamic loads, and
the dynamic response amplitudes are the largest at rated wind velocity. The trends of
relative heave motion, damping force, and produced wave power were similar.

(3) Through the PSD analysis of the dynamic response, it was more obvious that aero-
dynamic damping used F2A effectively inhibited the resonance at the low frequency
range, which was the largest difference compared to the prediction calculated with
the simulation tool of AQWA. The relationship between aerodynamic damping and
wind velocity was linear, and the relationship between aerodynamic thrust and wind
velocity was quadratic. Therefore, when the wind velocity was small, the influence
of aerodynamic damping was significant, and especially the resonance of surge and
pitch was significantly reduced. When the wind velocity increased, the aerodynamic
thrust had a significant effect. The inhibition effect of aerodynamic damping was
mainly concentrated in the low-frequency region and had no obvious effect on the
resonance caused by the wave frequency. The resonance was mainly excited near the
wave frequency; there was a slight difference between F2A and AQWA simulation
results close to resonance.

(4) Under extreme conditions, the WEC was locked on a semisubmersible platform as a
way of survival to withstand the impact of large wave force. From the PSD analysis
of time domain motion and mooring force, the energy was mainly concentrated near
the wave frequency, and the wave influence was obvious.
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Abstract: Biofouling is an important factor to consider when calculating the energetic efficiency of
tidal farms. Despite the fact that biofouling effects have been widely investigated in the past for naval
applications, very few studies concern tidal turbines. This paper proposes a numerical approach to
assess the impact of biofouling on tidal turbines, which is efficient for testing many configurations.
Two turbulence models are tested (RANS k-ω SST and LES Smagorinsky) for the motionless blade
case to validate them. Then we chose to use the Smagorinsky model for the case of a complete tidal
turbine rotor with realistically fouled blades. The pressure coefficient is strongly affected by the
barnacle in the motionless blade case and the power coefficient is slightly degraded in the complete
rotor case. Motionless blade cases do not represent the real biofouling behaviour for two reasons.
First, sessile species settle in the down flow part of the chord where their impact is less important.
Then, the surrounding turbulence provoked by the blades rotation in the rotor case reduces the
impact of biofouling. In the wake, biofouling generates small vortexes that propagate into the larger
ones, causing them to spread their energy.

Keywords: marine renewable energy; tidal energy; fluid–structure interaction; biofouling; turbulence;
numerical modelling

1. Introduction

When a surface is submerged in natural water, it is submitted to colonisation by
numerous species. The accumulations of biological organisms on this surface is called
biofouling. The first step of this phenomenon is the colonisation by micro-organisms like
bacteria or micro-algae into a thin layer a few millimetres thick (biofilm) [1]. This thin
film serves as a base for larger sessile species such as barnacles and mussels [2], which
often organise in habitats allowing the arrival of mobile organisms (shrimps, crabs, . . . ).
The speed, the kind and the arrangement of the colonisation depend on many factors [3]:
depth, salinity, kind of surface, region, temperature, etc. Larvae are also able to select the
substrate suitable for their development depending on the water streaming and chemical
properties. Moreover, specific conditions can lead to particularities among the species. For
example, in the Alderney Race located between France and United Kingdom, where the tidal
stream is extremely energetic, the species evolving in such conditions are mainly smaller,
with more developed fixing organs and a smoother surface [4]. Some studies show that
biofouling also occurs on moving solids like ship propellers or tidal turbines. The biofouling
is the origin of the artificial reef effect created by off-shore artificial constructions such as
the wind turbine farms described in [5]. However, despite this positive effect, biofouling
is a real challenge for the marine renewable implantation in sea water. Ref. [6] shows
its negative impact on boat hulls. The experimental study shows a higher resistance on
heterogeneous rough parts of the hull, which is very dependent on the position of the
roughnesses [7]. More generally, studies of the effects of small roughnesses on the flow
along a flat plate are well-understood in both air [8] and water [9]. Small structures promote
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the boundary layer transition by making the boundary layer transition move upstream and
also increase the rate of turbulence. With the development of renewable marine energies
and some special cases in aviation, studies are aiming towards understanding the effects
of various roughnesses on wing profiles [10]. Ref. [11] looks into the effect of ice accretion
located on the leading edge and finds that the aerodynamic performance of the profile is
significantly deteriorated by ice. Ref. [12] experimentally studied the effects of numerous
cones distributed homogeneously over the surface of a blade in a wind tunnel. The study is
carried out in stationary flow with solid cones ranging from 0.0035 c (chord) to 0.0285 c in
height. Results show a strong increase in the drag. Ref. [13] investigates the aerodynamic
impact of an isolated barnacle-shaped excrescence on a blade in a wind tunnel. The barnacle
is 0.02 c high and is located at 60% of the chord. Three angles for the flow incidence are
studied: 5°, 10° and 15° under two different operating modes: a stationary or oscillating
blade. On the motionless blade, the barnacle has no impact on lift but considerably increases
drag. The pressure coefficient field is very different between the 5° and 15° cases in the
motionless case but seems very similar once the blade is set in motion.

Nevertheless, the marine environment at tidal sites is not easy to study in realistic
conditions. So, the main parts of these studies are conducted in ideal conditions, easily
replicable experimentally. In fact, marine currents are really strong and numerical approach
is more suitable to predict biofouling in more realistic conditions. Most papers aim at
developing models for small roughnesses. However with the development of CFD, more
and more 2D studies are emerging: Ref. [14] investigates the effects of biofouling on
a NACA0018 profile using numerous turbulence models (Reynolds Averaged Navier–
Stokes (RANS): k-ε, k-ω SST (Shear Stress Transport) and Large Eddy Simulation (LES):
Smagorinsky). RANS k-ω-SST and LES-Smagorinsky gave close results for the blade
performances but RANS models are less efficient than LES models to compute the vortexes
in the wake. The results show that if the biofouling species are placed on the first half of
the blade chord, their effects are maximised. Conversely, when biofouling is in the second
half, the effects are reduced.This phenomenon is explained by the isolated roughnesses
that create an early detachment of the boundary layer. Nevertheless, biofouling generates
three-dimensional effects in the flow [15,16]. A 2D study is therefore not sufficient to fully
understand such effects.

To our knowledge, the only work relating to the impact of biofouling on the perfor-
mance of tidal turbines applied to a complete turbine is [17], where biofouling is a surface
finish applied with a wall function on the whole turbine. In this paper, we propose to
investigate the impact of a realistic fouling on an entire turbine. After a short introduction,
Section 2 explains the methodology and methods used to carry out the numerical tests.
Section 3 is the validation of the model and its comparison with the experimental data
of [13]. Section 4 shows our results that are discussed. Section 4 draws the conclusion.

2. Materials and Methods

The numerical simulations are divided into two parts. The first part is a 3D model of
a single blade with only one barnacle. This aims to validate the numerical model using
the experimental results. The second part relates to the modelling of a complete biofouled
rotor. That allows us to study the impact of a realistic implantation of sessile species on
the performance and the wake of the tidal turbine. Unlike the work of [17], biofouling is
explicitly represented in the mesh by integrating the barnacles into the 3D structure and
not by using a roughness model applied to the turbine.

2.1. Experimental Setups

Experiments were carried out by [13,18] and their data were used for comparison with
the numerical results.

The results of the motionless blade experiment chosen for the validation of the
numerical model comes from [13]. Their experimental method is described hereafter. The
tests were carried out in the Handley–Page wind tunnel with dimensions of 1.61 m high ×
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2.13 m wide × 2.74 m long. The air flow velocity was 45 m·s−1 with 2.5% turbulence. The
blade is made from a NACA 63-619 foil of 0.55 m chord. It passes completely through
the height of the wind tunnel. The barnacle is represented by a solid cone with a radius
of 20 mm at its base and 10 mm at its top and a height of 11 mm, dimensions nearby to
the Balanus crenatus found in the Alderney Race [4]. A total of 25 pressure orifices are
positioned on and around the barnacle in order to follow the evolution of the pressure
field. Three angles of attack are studied: 5°, 10° and 15°. Sensor HDI series gauge sensors
measured the dynamic stall while pressure transducers were used to sample the pressure
evolution along the blade. The experimental setup also allowed blade oscillation, but
unsteady tests were not used here.

The full rotor simulation is built according to [18] and uses the IFREMER-LOMC1

horizontal axis turbine. The water velocity was fixed to 0.8 m·s−1 with 3% of turbulence
intensity. The rotor rotation was forced by a motor to fix the Tip Speed Ratio (TSR) to 4.
TSR is defined as follows :

λ =
|Ωx|R

U∞
, (1)

where Ωx is the angular velocity, R is the radius of the tidal turbine and U∞ is the inlet
flow velocity. The rotor characteristics are presented in Table 1.

Table 1. General characteristics of the IFREMER-LOMC turbine

Turbine IFREMER-LOMC
Unit

Profile NACA 63418

Rotor Radius (R) 350 mm
Hub Radius 46 mm

Pitch 0 degrees
TSR 4 -

Torque sensors were used to measure the power and drag coefficients of the entire
structure, including the hub. Laser Doppler Velocimeters (LDV) were used to monitor the
wake and vortexes.

2.2. Governing Equations

The numerical model is used for validation (in air) and investigation (in water) cases.
For the numerical simulations, the following hypothesis are considered:

(i) Air and water are considered as viscous fluids.
(ii) Both fluids are considered incompressible. This hypothesis can be questioned in the

case of air, but the validation cases in air have a Mach number of 0.14. It is generally
accepted that for a flow with a Mach number below 0.3, the fluid can be considered
incompressible.

(iii) Gravity is neglected.
(iv) The study is carried out in the middle of the water column, so wave and bottom effects

are neglected.

The 3D Navier–Stokes equations are suitable to solve the fluid motion under the incom-
pressible assumption (with i = 1, 2, 3 representing the 3 directions in a Cartesian framework):

∂ui
∂xi

= 0, (2)

∂ui
∂t

+
∂uiuj

∂xj
= −1

ρ

∂p
∂xi

+
1
ρ

fi + ν
∂2ui

∂xj∂xj
, (3)

where ui is the fluid velocity in the i-direction, t is the time, ρ is the fluid density (kg·m−3),
p is the pressure, fi represents the volumetric forces in the i-direction, and ν is the kinematic
viscosity.

247



J. Mar. Sci. Eng. 2021, 9, 1288

The RANS k-ω SST and LES Smagorinsky turbulence models give close results for
the calculation of blade forces. However, the RANS approaches, including the k-ω SST
model, known to be cheaper, do not give accurate results for the calculation of the wake.
On the other hand, LES models like Smagorinsky offer better results for the generation and
development of vortices in the wake but the computational cost is high. Thus, the both
turbulence models are compared in this work.

2.2.1. Reynolds-Averaged Navier-Stokes Turbulence Model

In RANS models, the velocity ui is decomposed into an averaged part (ui) and a
fluctuating part (u′

i) such as:
ui = ui + ui. (4)

The low-frequency component is obtained by applying the Reynolds average (·) to
the instantaneous velocity. This average is also applied to the pressure leading to the same
decomposition.

In this framework, the Navier–Stokes equations are :

∂ui
∂xi

= 0, (5)

∂ui
∂t

+
∂ui uj

∂xj
= −1

ρ

∂p
∂xi

+
1
ρ

fi + ν
∂2ui

∂xj∂xj
−

∂u′
iu

′
j

∂xj
, (6)

where p is the mean pressure.
The mean value ui is considered as varying slightly in time compared to the variation

of fluctuation whereas the mean value of u′
i is zero. In order to solve Equations (5) and (6),

the knowledge of the Reynolds stress tensor u′
iu

′
j is necessary. After approximating this

term using a turbulence viscosity depending on both turbulence kinetic energy (k) and
specific dissipation rate (ω), the evolution equations for k and ω need to be solved to
determine these quantities [19]. They are initialised as :

k =
3
2
(I|U∞|)2, (7)

where I is the turbulence intensity and U∞ is the reference velocity (undisturbed velocity),

ω =
k0.5

0.0090.25L
, (8)

where L is a reference length scale equal to the chord of the profile (c) for the motionless
blade simulation and to the rotor radius (R) for the full rotor simulation.

2.2.2. Large Eddy Simulation Turbulence Model

For LES, flow characteristics are separated into two parts according to the turbulent
scales by applying a mathematical filter (·̃). ũi is composed of the large eddies whose size
is greater than the size of the filter. u∗ carries the smaller eddies with a size inferior to the
filter size. In the Smagorinsky turbulence model, the filter size is correlated with the mesh
size and ũi is solved explicitly by solving :

∂ũi
∂t

+
∂ũiũj

∂xj
=

1
ρ

(
− ∂ p̃

∂xi
+ f̃i

)
+ (ν + νsgs)

∂2ũi
∂xjxj

− ∂τij

∂xi
, (9)

where p̃ and f̃i are the filtered pressure and volumetric forces, respectively. νsgs is the
turbulent eddy viscosity.In the original Smagorinsky model, νsgs is computed as :

νsgs = (CkΔ)2
√

2SijSij, (10)
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where Δ is the width of the filter and Sij is the resolved-scale strain rate tensor. However, the
Sub Grid Scale Kinetic Energy (SGS TKE) variation of the Smagorinsky model is used here.
This choice is made because of the ability of the SGS TKE to evaluate the forces and model
the flows in the near walls. The classical Smagorisky model does not allow modelling of
the viscous sub-layer of the boundary layer without drastically increasing the number of
cells [20]. Thus, νsgs is written:

νsgs = CeΔk0.5
1 , (11)

where Ce is a constant of the SGS Kinetic Energy model constant and k1 is the turbulent
kinetic energy computed according to:

∂k1

∂t
+ ũi

k1

∂xi
= ceΔx

√
k1S̃ijS̃ij − Cε

k
3
2
1

Δx
− 1

∂xj

[(
ν +

ce√
k1

Δ
√

k1

)
∂k1

∂xi

]
, (12)

2.3. Boundary Conditions

The boundary conditions are given by the following equations:

ui|δΩ1 = U∞x1, (13)

p|δΩ2 = p∞, (14)
∂ui
xi

ni|δΩ3,4,5,6 = 0, (15)

ui|walls = 0, (16)

where δΩ1 is the inlet, δΩ2 is the outlet and δΩ3,4,5,6 are the four other surfaces (bottom,
up, front and back). walls represents solid structures, the blade surfaces here. ni is the
normal vector of the surface on which it is applied. p∞ is the undisturbed pressure.

Equation (13) is a velocity inlet condition set to a constant value (U∞) in the flow
direction. Equation (14) describes the pressure outlet value (usually chosen to avoid to
over-constrain the system). A slip velocity condition is considered on the surrounding
surfaces to limit the side effects Equations (15) and (16) is a no-slip condition applied on
the blades. This condition is only valid in the solid surface datum.

Meanwhile, the initial conditions were set to:

ui|Ω = 0, (17)

p|Ω = p∞, (18)

where Ω is the computational domain.

2.4. Geometries, Meshes and Numerical Setups

For both cases, the 3D blade geometry is made using the open source software QBlade [21]
that allows building of a blade using its various sections and twist. Two kinds of barnacles
are studied to investigate the differences between them: a conical barnacle according to [13]
experiment and a realistic barnacle generated using 3D digital imaging (Figure 1). The
open CAD software Blender [22] is used to fix the barnacles to the structures.

SnappyHexMesh is a module of OpenFoam that generates unstructured meshes [19].
This module allows one to control the parameters of the mesh such as the number of
refined layers near the walls, the size of the smallest computational cells, the skewness,
the orthogonality, etc. Thus, all the meshes respect the following characteristics: skewness
smaller than 4 and a non-orthogonality parameter lower than 60°. Near the walls, cells
are always structured. The smallest cell length scale is 2.1875 × 10−4 c and 5.6 × 10−2 c
for the biggest one. The meshes contain around 2 million cells for the motionless blade
case and around 9 million for the full rotor simulation. The time step (ΔT) is computed by

249




