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Abstract: Wind and solar PV have become the lowest-cost renewable alternatives and are expected
to dominate the power supply matrix in many countries worldwide. However, wind and solar are
inherently variable renewable energy sources (vRES) and their characteristics pose new challenges
for power systems and for the transition to a renewable energy-based power supply. Using new
options for the integration of high shares of vRES is therefore crucial. In order to assess these options,
we model the expansion pathways of wind power and solar photovoltaics (solar PV) capacities and
their impact on the renewable share in a case study for Germany. Therefore, a numerical optimization
approach is applied on temporally resolved generation and consumption time series data to identify
the most efficient and fastest capacity expansion pathways. In addition to conventional layouts of
wind and solar PV, our model includes advanced, system-friendly technology layouts in combination
with electric energy storage from existing pumped hydro storage as promising integration options.
The results provide policy makers with useful insights for technology-specific capacity expansion as
we identified potentials to reduce costs and infrastructural requirements in the form of power grids
and electric energy storage, and to accelerate the transition to a fully renewable power sector.

Keywords: variable renewable energy sources; wind power; solar energy; Germany; pumped hydro
storage; system-friendly renewables

1. Introduction

The rapid expansion of renewable energies worldwide has resulted in a steep increase in installed
capacities in recent years. Wind and solar photovoltaics (solar PV) in particular have seen a significant
increase in global installed capacities and have displaced conventional sources in terms of annually
added capacities worldwide. Climate protection is one of the key drivers for renewables, and especially
wind and solar PV have become cost-competitive in comparison to established non-renewable
sources [1].

Despite this dynamic expansion of renewables, there are several challenges ahead, since climate
protection aims call for an even faster transition to keep on track with greenhouse gases (GHG) emission
reduction [2]. Wind and solar PV are variable renewable energy sources (vRES). These inherently
volatile sources pose major challenges for their integration into the power supply system [3–9] and the
transition to a fully renewable power supply system [10–13].

Approaches to integrate the growing capacities from vRES are therefore the focus of much
research. For the technical integration of vRES, three important elements have been identified: (a)
electric energy storage; (b) an optimized capacity mix of different vRES; and (c) the introduction of
advanced technologies in wind and solar PV systems, also called system-friendly layouts of vRES.
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Electric energy storage is regarded as a key element for the integration of vRES to address the
volatility of vRES, to utilize excess energy (EE) and to balance supply and demand to maintain a secure
power supply [14–17]. Nevertheless, new storage technologies face either technological or economic
constraints and are still not available in the required TWh range. Mature, large-scale electric energy
storage solutions such as pumped hydro storage (PHS) face limitations in the physical potential of
many countries, as well as restrictions due to nature conservation. In fact, electric energy storage
capacities have not kept pace with vRES expansion in recent years [6,11,18–23].

A second important option is the optimization of the capacity mix of wind and solar PV [7,12,24–29].
Optimizing their shares allows exploiting the complementary production patterns of wind and solar
PV over various time scales, ranging from the apparent daily patterns of solar PV production to
seasonal patterns for both wind and solar PV [25,30]. In contrast, achieving high shares of vRES using
either wind or solar PV alone leads to higher variability in power supply and higher EE [29,31–33]
for a set renewable share (REN share) target. EE itself is likewise associated with a decline in the
marginal utility of additional vRES capacities, as the energy produced in times of EE is not substituting
non-renewable energy sources [3,5,10,34]. With many countries pursuing REN strategies with annual
capacity targets for specific REN technologies, optimal mixes of vRES can contribute to effectively
attaining these targets. Tenders for new renewable generation capacity in many countries could,
in principle, allow governing the future capacity mix through the expansion pathways for each REN
technology. However, there is to date little knowledge about an effective pathway for wind and solar
PV regarding REN shares to achieve future REN share goals.

A third option for the integration of vRES has been identified in technologically advanced wind
energy converters (WEC) and solar PV systems. Advanced technologies entail WEC with increased
hub heights and low specific power ratings compared to the rotor swept area (W/m2), as well as
solar PV panels facing east or west instead of the traditionally south-facing panels in the northern
hemisphere or north-facing panels in the southern hemisphere [35,36]. East-west-facing solar PV offers
improved technical system integration compared to standard technology, especially when introduced
in power systems with high shares of vRES [34,37,38]. The International Energy Agency (IEA)
“Grid Integration of Variable Renewables” research project (GIVAR) published a report in 2014 [39]
describing the contribution of advanced technologies in wind and solar PV to addressing the challenges
associated with the expansion of significant vRES capacities. These “advanced technologies” [38]
or “system-friendly” layouts of wind and solar PV installations [40] are important options for the
improved integration of high shares of vRES into power systems [39,41–43].

Existing studies cover only one or two of the three selected options: either optimized generation
mixes of vRES [11,28,44,45], the interplay of vRES with electric energy storage [15], or advanced
technologies for future vRES-based power systems [38,40,46]. Among these, Killinger et al. [46]
introduced advanced technology from solar PV with different azimuth and inclination angles and
determined the optimal regional vRES mix regarding economic efficiency, environmental sustainability
and the security of supply. This therefore covers a wide range of important options and targets.
Nevertheless, the article does not include electric energy storage capacities or the expansion pathways
towards the identified optimal mix from vRES. Becker et al. [28] investigated wind and solar PV
build-up pathways for different regions in the United States. Their analysis covers pathways for the
minimization of back-up energy as well as for economic cost. Central to the approach is the mismatch of
vRES power production and power consumption. A variety of cost-minimal pathways were identified
for the different regions, underlining that region-specific factors like the spatio-temporal potentials for
vRES as well as power demand play an important role, meaning that the analysis has to be performed
specifically for each region of interest. Unlike the approach presented in this article, two of the three
identified options for the integration of vRES are not covered: storage (option a) and system-friendly
technologies (option c). The incremental efficiency of every added capacity of wind and solar PV
on the renewable share is likewise not directly addressed, as build-up pathways are calculated in
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dependence of REN shares, which are not directly linked to capacity expansion as REN shares are
negatively affected by EE from vRES.

To overcome the identified limitations in the research for optimized pathways in vRES capacity
expansion, the approach presented here examines the effect of all three options on the efficiency
of vRES expansion pathways. This will allow identifying the most effective pathways to achieve
future REN goals from an overall capacity and REN share point of view and will enable us to assess
the performance of alternative configurations of vRES capacities and electric energy storage. Using
capacity expansion as the basis and calculating the resulting REN share offers a direct linkage to
renewable support schemes, as many countries implement technology-specific tenders that allow
directly governing capacity expansion for every vRES technology.

The main objectives of this paper are therefore to (i) provide a broad picture of how wind and solar
PV can be combined to achieve efficient pathways in capacity expansion to fulfill future REN targets,
(ii) identify the impact of advanced technologies in wind and solar PV against baseline technology,
and (iii) to investigate the impact of electric energy storage. Therefore, we developed an algorithm to
assess the incremental expansion of wind and solar PV by its impact on renewable shares (REN shares).
This is built on the vRES optimization model published in 2014 [38] and is extended to calculate a wide
range of capacity combinations, including electric energy storage from PHS as well as the identification
of efficient pathways in capacity expansion in wind and solar PV.

For our case study we selected Germany, as it is one of the countries that has already seen a large
expansion of vRES since 2000, exceeding 36.2% in REN share in 2017 [47]. Renewables, excluding wind
and solar, made up for 11.2% in power consumption in 2017, so that wind and solar PV will have to
provide more than 85% for the transition to a 100% renewable power supply at current consumption
levels. In combination with the implemented tenders for the expansion of wind and solar PV capacities,
Germany is a very suitable case study region.

The paper is structured as follows: in Section 2 we describe the input data, the investigated
technologies and the study cases. Section 3 provides details on the methods and modeling. The results
of the study are presented in Section 4, followed by a discussion in Section 5 and our conclusions in
Section 6.

2. Input Data, Technology and Study Cases

2.1. Input Data

We used hourly electricity feed-in (from onshore wind and solar PV, including capacity factors)
and net load data (representing electricity demand) for the years 2012 to 2015 for Germany, provided by
the Open Power System Data Platform [48]. Net load data was adjusted on an annual basis to comply
with the governmental projections for power consumption of 535.4 TWh/a [49,50]. The normalized
feed-in time series for wind and solar PV covers the variability in vRES production over a time period
of four years, and are up-scaled in order to model the future expansion of vRES capacities [38].

2.2. Technology Options

In accordance with [38–40,51], advanced technologies or system-friendly layouts include
technologically advanced WEC with low specific rated power and solar PV in a mixed setup of
south, east and west-oriented systems.

2.2.1. Advanced and Baseline WECs

The technology options considered in this study included onshore WEC with low specific rated
power which were developed for application in low wind regimes. In recent years, a decline in
specific rated power per rotor swept area from values in the range of 380–520 W/m2 (baseline
technology) to values well below 350 W/m2 (advanced technology) can be observed for new WEC
models [38,40,43,52,53]. Larger rotor diameters and increased hub heights allow increasing the energy
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output per installed capacity in terms of full load hours (FLH) (this principal relation, called the
Capacity Factor (CF), is another performance parameter. CF is defined as the ratio of the energy
actually produced by an energy converter to the energy that could have been produced if the converter
ran at its rated power over a given time period. For the period of one year, the CF can be converted
to FLH by multiplying the dimensionless CF with the 8760 h of one year.). Legacy onshore WEC
achieved only 1576 FLH per year on average in the 2012–2015 period according to the feed-in time
series data, whereas advanced WEC enable almost double the FLH and accordingly productivity per
installed capacity [54,55]. Furthermore, advanced WEC offer significant advantages in the reduction of
EE generation and the required overall installed capacity to achieve set REN share goals along with
reduced economic costs at high penetration rates [56,57].

Figure 1 provides an impression of the significant differences between baseline and advanced
WEC based on a short period of registered wind speed data from a wind farm in Germany (a) and
the effects on the annual duration curves (duration curves are created by ordering all hourly feed-in
or RL values in a descending order. The highest value is located on the very left of the graph and
the lowest value on the right side.) (b). It becomes apparent that although the two different WEC
(Enercon E-70 and Nordex N-117) have comparable rated power of 2.3 to 2.4 MW, their temporal
production characteristics (Figure 1a) and annual duration curves (Figure 1b) differ significantly, as
advanced WEC deliver twice the energy per installed capacity (equivalent to the area under the curve
in Figure 2b).

(a) 

 
(b) 

Figure 1. Comparison of the time series for power production based on actual wind and performance
data from a wind farm in Germany (a) and generalized feed-in duration curves for baseline and
advanced wind energy converters (WEC) (b).
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Figure 2. Comparison of normalized baseline feed-in (PV(S) vs. modified advanced feed-in PV (E) and
PV (W) installations over 24 h.

The modeling of the time series data for advanced WEC was performed according to [38] based
on the registered time series of WEC feed-in in Germany. A scaling factor was iteratively determined so
that the time series reach 3000. The applied modeling has been published and cross-checked [38,40,58]
and a similar approach to modify feed-in time series is documented and used in the ENERGY Plan
Simulation model [59].

2.2.2. Advanced and Baseline Solar PV

Advanced layouts in solar PV, especially an east or west azimuth angle of solar panels and solar
PV systems, have been identified as an option to improve the integration of solar PV into the power
system [39,60–63]. Solar PV modules in an east-west orientation show a positive effect on the reduction
of EE as they enable a better coverage of temporal demand profiles [64] (Figure 2). With increased
capacities of solar PV systems in a south-facing azimuth, instances of EE production rise at mid-day,
while residual loads in the morning and evening hours remain unmet. Solar PV systems with fixed
azimuth angles facing east (PV(E)) and west (PV(W)) shift the feed-in pattern towards morning PV(E)
and evening PV(W) hours and therefore smooth feed-in profiles and reduce EE [65]. As a trade-off,
these solar PV setups have slightly reduced FLH in comparison to south-facing setups that maximize
energy production [35,36,61,66].

A composition of solar PV systems with an equal distribution of solar PV setups oriented south,
east and west were selected for the modeling of advanced solar PV. Solar PV systems facing east
PV(E) are modeled with feed-in one hour earlier and solar PV systems facing west PV(W) with feed-in
delayed by one hour compared to south-oriented setups. East and west systems also have reduced
FLHs of 869 compared to the 1000 FLHs assumed for baseline setups facing south PV(S) (see Figure 3).
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Figure 3. Illustration of the incremental evaluation of additional capacity from either wind or solar PV
on the REN share surface plot with higher gradient for wind compared to solar PV (red: REN share
delta solar PV, green REN share delta wind).

2.2.3. Electric Energy Storage

To implement the effect of electric energy storage [11,14] into the modeling, we included existing
electric energy storage from pumped hydro storage (PHS) currently installed in Germany. For the
modeling, we refered to the 9 gigawatt (GW) of PHS with a storage capacity of approximately 66
gigawatt hours (GWh) installed in Germany [14,50].

Other options for the integration of vRES, such as interconnectors for import and export or
demand side management (DSM), [67] were not considered.

2.3. Study Cases

This study aims to determine efficient vRES development pathways for both “baseline” and
“advanced” technologies and with and without electric energy storage from PHS. Therefore, we
established four cases illustrating the respective options (Table 1).

Table 1. Introduction of the four study cases.

Case Wind Power Solar PV Electric Energy Storage

Case (B)—Baseline
(non-advanced) technology

380–520 W/m2

1576 FLH
oriented south 100% no storage

Case (BS)—Baseline
(non-advanced) technology

+ electric energy storage

380–520 W/m2

1576 FLH
oriented south 100% PHS: 9 GW/66 GWh

Case (A)—Advanced
technology

<350 W/m2

3000 FLH
east 33%, west 33%,

south 33% no storage

Case (AS)—Advanced
technology

+ electric energy storage

<350 W/m2

3000 FLH
east 33%, west 33%,

south 33% PHS: 9 GW/66 GWh

For Cases B and BS, we used baseline or non-advanced setups from wind and solar PV, whereas
in Cases A and AS we applied advanced setups [38]. Cases BS and AS also included the modeling of
storage from PHS, so that EE production from wind and solar PV can be utilized and consequently
contribute to achieving higher REN shares (see storage section).

The overall annual net electricity demand for Germany was set constant at the projected
level of 535.4 TWh/a [50]. Other important factors for the integration of vRES into power supply
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systems, especially conventional Must-Run or other renewable energy sources (bioenergy, hydropower,
geothermal), can be included but are not presented here [15,39,68–70], primarily because the focus
of this study is on the inter-temporal patterns of demand and supply from vRES, and secondarily
because the simplicity of the approach should be maintained to provide a better understanding of the
basic interplay of vRES in power systems.

3. Methods

This study aims to investigate pathways for the effective capacity expansion of volatile renewable
energy sources. As key indicators, we calculated the renewable energy share (REN share) and the
cumulated negative RL, or simply EE. By comparing the indicators for different development pathways,
we can identify efficient pathways in the sense of maximizing REN share per additionally installed
capacity. All calculations were performed using MATLAB and all key components are presented in
this section.

3.1. Calculation of Key Indicator Renewable Energy Share

The renewable energy share (REN share) is the amount of wind and solar PV energy generated
and directly serving the power demand. EE from vRES does not contribute to the REN share in Cases
B and A, whereas in Cases BS and AS we modeled electric energy storage from PHS as an integration
infrastructure to make EE available to serve power demand and contribute to REN shares accordingly.
The resulting direct REN share over the course of the 4-year time series was calculated for every
capacity combination as:

REN share = 100 − 100 ∗
(

∑ RL post

∑ Demandt

)
[%], (1)

where REN share = renewables share, Demandt = electricity demand, RL post = positive Residual Load
(see Equation (3)), t = time step of 1 h in the 2012–2015 time-series data. RL neg or EE from vRES is not
accounted for. The Residual Load (RL) is the result of the scaled feed-in time series data for wind and
solar PV subtracted from the hourly time series data for demand:

RLt = Demandt − (Swind ∗ Windt + Ssolar PV ∗ Solar PVt), (2)

where Windt and Solar PVt are the normalized time series data for wind and solar PV representing the
feed-in of 3 GW installed capacity each, and scaling factors Swind and Ssolar PV range stepwise from 1 to
100 in order to reach from 3 to 300 GW in the calculation runs (see Section 2.3 Input Data). We selected
a step size of 3 GW, which is roughly equivalent to the annual capacity expansion target for wind and
solar PV in Germany.

Positive and negative RL is separately accounted for over the course of the 4-year time series data:

∑ RL post in case o f Demandt > (Swind ∗ Windt + Ssolar PV ∗ Solar PVt), (3)

∑ RL negt
∗ in case o f Demandt < (Swind ∗ Windt + Ssolar PV ∗ Solar PVt). (4)

* or simply EE from vRES.
For the cases including electric energy storage (BS and AS), Equations (2)–(4) were extended so

that the discharge from the combined electric energy storage is likewise subtracted from the hourly
demand data and thus increases the REN share accordingly.

RL < 0 AND CPHS < CPHS max then,
RLt = Demandt − (Swind∗ Windt + Ssolar PV∗ Solar PVt) + PPHS ∗ η,

(5)
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RL > 0 AND CPHS > CPHS min then
RLt = Demandt − (Swind∗ Windt + Ssolar PV∗ Solar PVt)− PPHS ∗ η.

(6)

The variables used in Equations (5) and (6) are:
CPHS = energy stored in PHS. Further constraints were set for CPHS max = maximum storage

capacity (=66 GWh), CPHS min = minimum storage capacity (=0 GWh), PPHS = maximum storage power
in/output (=9 GW) and a single cycle efficiency η of 90% [16] in the model code.

We modeled electric energy storage to identify how it enables the use of EE production from
vRES which is otherwise not contributing to the REN share and progressively curtailed. The modeled
PHS stores any EE in times of negative RL from vRES, and discharges the stored energy in times of
positive RL to contribute to the power supply whenever vRES are not fully meeting power demand.
This presented technical modeling of PHS is deterministic, so that no uncertainties are introduced.
Its performance was checked by a comparison to a spreadsheet calculation and proved to be adequate
for this specific approach.

All four investigated cases cover all combinations of wind and solar PV installations ranging
from 0 to 300 GW with a step size of 3 GW, resulting in a 100 × 100 array with 10,000 possible capacity
combinations. The calculated results for REN shares and EE were visualized as a surface plot and are
given in the Results section.

3.2. Algorithm for Efficient Pathways

To identify efficient pathways, we applied an incremental evaluation of the discrete values for
a REN share compared to its neighboring value in the 100 × 100 array by calculating the discrete
gradient between the neighboring REN share values on the surface (7):

Δ REN share ws

Δ added capacity ws
, (7)

where w is the indexed capacity from wind power in the 100 × 100 array and s is the indexed capacity
from solar PV in the 100 × 100 array.

By dividing the increase in REN share through the 3 GW of additionally installed wind or solar
PV, we calculated the resulting gradient per additionally installed capacity for every neighboring
grid node in the REN share array (see Figure 3). Following the highest gradients from grid node to
grid node forms a pathway in capacity expansion, which results in the highest increase in REN share
per installed capacity of wind or solar PV. This way, the most efficient pathways in the calculated
100 × 100 REN share array are identified, beginning at an initial point and performing an incremental
assessment and selection (this approach is, in principle, also applicable to more than two RES sources.
The necessary higher dimensional space needed to integrate more RES sources in one graph would be
less suited for a quick visual interpretation and is therefore not realized in this study). All resulting
REN share surface plots in this study show a convex or concave surface, enabling this basic algorithm
to identify efficient pathways.

The necessary discrete starting point can be, for example, a combination of 0 GW of wind and
0 GW of solar PV for no initial vRES deployment, or the capacity combination of 50.5 GW of wind
and 42.4 GW of solar PV installed in Germany at the end of 2017 [47]. This overall approach was used
to check the various combinations in vRES technologies and identify efficient pathways, as a higher
value for the gradient leads to a more efficient capacity expansion pathway compared to a lower value.
In Section 4.4 we will apply this algorithm to the calculated results to identify optimal pathways and
we will present residual load duration curves (RLDC) of selected results to showcase the immense
impact different pathways have on the structure of the residual load and especially on EE.
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4. Results

In this section, we present the results calculated for all four cases: baseline and advanced
technology, with and without pumped hydro storage. The results are presented through surface
plots and tables.

4.1. Baseline Technology Case B

4.1.1. Key Indicator REN Share Case B

The resulting REN share surface plot of the various capacity combinations on the 100 × 100 array
forms a bi-directional concave surface. Figure 4 shows a surface plot for the resulting REN share in
Case B, with REN share plotted on the vertical axis and installed capacities of wind on the horizontal
right hand axis and of solar PV capacities on the horizontal left hand axis.

Figure 4. REN share surface plot for Case B, including the 2017 capacities from wind and solar PV
(point marking), and the 50% REN share marking for various combinations resulting in a 50% REN
share (mixed dotted-dashed line).

Starting either at a 0% REN share with 0 GW installed capacity for both wind and solar PV or
with 50 GW of wind and 42 GW of solar PV which were installed in Germany at the end of 2017, every
unit of capacity added results in an increase in REN share in the surface plot. Initially, additional
wind capacities on the right hand axis of the surface plot result in a steeper increase in REN share
compared to adding the same amount of solar PV capacities on the left hand axis. The initial gradient
on the left hand axis, representing additional solar PV capacities, is lower (0.89% per 3 GW of solar
PV) than the initial gradient for additional wind capacities (1.48% per 3 GW of wind). Furthermore,
a sole solar PV deployment of 300 GW only achieves a maximum REN share of 36%, compared to the
62% for wind for the same amount of installed capacity. REN shares above 62% can only be achieved
through a combination of both wind and solar PV. Overall, a declining gradient of the REN share
for a sole deployment of either wind or solar becomes apparent in the surface plot, which forms a
concave surface.
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4.1.2. Key Indicator EE (Negative Residual Load) Case B

Figure 5 shows the development of EE production in Case B. EE is also presented as a surface plot
and plotted on the vertical axis, with installed capacities of wind on the horizontal right hand axis and
of solar PV capacities on the horizontal left hand axis.

Figure 5. Excess energy (EE) surface plot Case B including the 2017 capacities from wind and solar PV
(point marking).

After a threshold of roughly 20 GW from wind or solar is surpassed, a progressive production
of EE is apparent in Figure 5. In contrast to the REN share surface plot in Figure 4, the EE surface
plot forms a bi-directional convex surface. The convex surface of the progressive increase in EE is the
reason for the concave surface of the REN share surface plot in Figure 4, as without electric energy
storage EE does not contribute to serve the power demand and thus does not increase REN share.

Figure 6 demonstrates that EE is generated progressively when additional vRES capacities surpass
a threshold of roughly 20 GW from wind or solar PV. This is the tipping point of the marginal
improvement of additional capacities in the REN share plot given in Figure 5.
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Figure 6. REN share surface plot for Case A, including the 2017 capacities from wind and solar PV
(point marking), and the 50% REN share marking for various combinations resulting in a 50% REN
share (mixed dotted-dashed line).

4.2. Advanced Technology Case A

4.2.1. Key Indicator REN Share Case A

The corresponding surface plot for the advanced technology case (Figure 6) shows significant
differences from the baseline REN share plot (Figure 4).

While advanced solar PV again reaches about 40% REN share in a sole deployment of 300 GW,
additional capacities from advanced wind power boost REN shares faster than in the baseline case,
and a sole deployment of 300 GW of wind pushes REN share above 80%. The initial gradient on the
left hand axis for additional solar PV capacities is significantly lower (0.78% per 3 GW of solar PV)
than the gradient for additional wind capacities (2.87% per 3 GW of wind). REN shares beyond 80%
are only achieved by a combination of both wind and solar PV.

The results reflect the much higher energy production per installed capacity of wind compared to
solar PV in the advanced technology case (3000 FLH from advanced wind compared to 1536 FLH in
the baseline case; 869 FLH for advanced solar PV compared to 1000 FLH in the baseline case). As a
consequence, it is possible to achieve higher REN shares with the same installed capacities using
advanced technology in wind power.

4.2.2. Key Indicator EE (Negative Residual Load) Case A

The corresponding EE surface plot (Figure 7) indicates a much higher EE production compared to
the baseline case (Figure 5), especially from advanced wind power along the right hand horizontal
axis. However, the higher EE production does not contradict the greater effectiveness of advanced
WEC from a REN share point of view, as shown in Figure 7.
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Figure 7. EE surface plot Case A including the 2017 capacities from wind and solar PV (point marking).

4.3. Cases BS and AS Including Electric Energy Storage from PHS

As described in Section 2.3, we modeled electric energy storage from PHS to identify its impact.
The modeled storage enables the recovery of some of the EE from vRES, thus achieving higher REN
shares from a given vRES capacity.

To visualize the results, we have chosen a surface plot showing only the differences in REN share
between the cases with and without storage by subtracting the non-storage case from the storage case
(and thus not providing any information about the absolute increase in REN share). The resulting
differences surface plot (Figure 8) shows how storage boosts REN shares at different combinations of
wind and solar PV capacities.

(a) 

Figure 8. Cont.

160



Energies 2019, 12, 324

(b) 

Figure 8. Differences surface plot for REN share illustrating the additional REN share enabled by
electric energy storage from pumped hydro storage (PHS); (a) for the differences between the baseline
cases and (b) for the differences between the advanced technology cases.

Comparison with Cases Including Storage

For wind and solar PV capacities below the already identified threshold of 20 GW, no EE is
produced and thus there is no effect from electric energy storage. For higher vRES capacities, the overall
REN share increase from the modeled storage reaches up to 2.9% in the baseline case (BS) compared to
the non-storage case B (Figure 8a). For high solar PV capacities, the addition of electric energy storage
enables higher relative gains in REN share compared to the gains enabled for the same amount of
wind capacities.

For the advanced technology case AS, a quite similar overall characteristic of the differences
surface plot is obtained (Figure 8b). The higher productivity of advanced WEC leads to an earlier
stabilization of the additional REN share.

The maximum additional improvement in REN share through PHS is about 2.9% at a 63% REN
share provided by a wind capacity of 135 GW and a solar PV capacity of 300 GW (for the advanced
technology case it is 2.8% additional REN share at 62% from 63 GW wind and 300 GW from solar PV).
For lower and higher overall REN shares, this additional improvement is reduced as either less EE is
available for storage or too much EE cannot be stored, either because of the limitations in installed
power from PHS or storage capacity from PHS. This peak in additional improvement in REN share is
therefore specific for each combination of power and storage capacity of PHS.

4.4. Efficient Pathways

Applying the algorithm for efficient pathways (see Section 3.2), the efficient capacity expansion
from wind and solar can be identified and illustrated as pathways on the REN share surface plot.
Efficient pathways starting from a zero wind and solar PV capacity combination are represented by the
dashed red line in Figures 9 and 10, and the pathway starting at the 2017 capacities in Germany (yellow
dot) is represented by the yellow dotted line. Figures 9 and 10 illustrate the identified pathways for
cases BS and AS. Cases B and A without electric energy storage show only minor deviations below 3%
in REN share (see Figure 9) and are therefore not depicted.

161



Energies 2019, 12, 324

Figure 9. REN share surface plot and efficient pathway for Case BS, including the efficient pathway
starting at 0 GW wind and solar PV deployment (dashed line), the efficient pathway starting at the
2017 capacities from wind and solar PV (dotted line), and the 50% REN share marking for various
combinations resulting in a 50% REN share (mixed dotted-dashed line).

Figure 10. REN share surface plot and efficient pathway for Case AS, including the efficient pathway
starting at 0 GW wind and solar PV deployment (dashed line), the efficient pathway starting at the
2017 capacities for wind and solar PV (dotted line), and the 50% REN share marking for various
combinations resulting in a 50% REN share (mixed dotted-dashed line).

As apparent from Figure 9, for Case BS wind power was solely prioritized for REN share levels up
to 47%. Solar PV capacity was added only before this threshold, after which an alteration of additional
solar PV and wind forms the efficient pathway. When reaching the boundaries of the 100 × 100
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array, the pathway for Case BS reaches 76% REN share, with wind power clearly dominating the
capacity mix.

The same characteristics can be registered in Figure 10 for Case AS including advanced technology,
although the first deployment of solar PV is pushed back to 76% of REN. When reaching the boundaries
of the 100 × 100 array, the pathway calculated surpassed 87% REN share.

As shown in Table 2, the higher efficiency of wind power regarding the REN share per installed
capacity is significant and is responsible for the initial dominance of wind power along the pathways.
Efficient pathways do not include solar PV for REN shares below 47%. A comparison of Cases B
and BS with Cases A and AS for a 50% REN share clearly shows that PHS can reduce the capacity
requirement slightly but pushes the introduction of solar PV even further back along the efficient
pathways. Interestingly, comparing baseline cases against advanced technology cases reveals that
advanced wind allows for a reduction of almost 50% in required wind capacity.

Table 2. Overview of selected results from the calculated pathways.

Case B Case BS Case A Case AS

Initial Δ REN share/Δ 3 GW
wind

Solar PV

0.89%
0.56%

0.89%
0.56%

1.68%
0.51%

1.68%
0.51%

REN share at which solar PV
is first introduced to
complement wind

47%
@

186 GW
wind

49%
@

192 GW
wind

74%
@

234 GW
wind

76%
@

240 GW
wind

Minimum capacity
requirement to attain 50% in

REN share

186 GW wind +
15 GW

solar PV

192 GW wind +
6 GW

solar PV

105 GW wind +
0 GW

solar PV

102 GW wind +
0 GW

solar PV

To complement the findings on pathways, we provide residual load duration curves (RLDC) in
Figure 11 to add one additional aspect associated with efficient pathways and capacity mixes for vRES.
The RLDC presented are directly derived from Equation (2) for three different wind and solar PV
capacity combinations, each enabling a 50% REN share in Case B. The duration curves are created by
ordering all hourly RL values in a descending order [14,29]. The highest RL value is located on the
very left of the graph and the lowest value on the right side. Values below 0 GW indicate negative RL
and the connected enclosed area between the RLDC and the zero line is equivalent to the EE produced.

On the right side of the duration curve, where excess power is located below the 0 GW RL level,
significant differences become apparent. For both solar PV and wind-dominated mixes (like the case
for 60 GW wind and 300 GW of solar PV in a solar PV-dominated mix or 186 GW of wind and 15 GW
of solar PV in a wind-dominated mix that is also part of the efficient pathway in Case B, see Table 2),
higher maximum excess power can be identified and the enclosed area under the curve (equivalent to
EE) is significantly enlarged compared to a balanced mix from wind and solar PV (108 GW wind and
114 GW solar PV). Especially for the solar PV-dominated capacity mix, high EE is generated with a
three-fold higher maximum excess power.

As indicated by Ueckerdt [10], the RLDC continuously becomes steeper on the right hand side
of the RLDC for high shares of wind and solar PV. Wind slightly covers peak load and increasingly
contributes to cover mid and base load, but also contributes to EE production, whereas a solar
PV-dominated capacity mix increases excess power and EE significantly.

The examination of RLDCs makes clear that different pathways have a huge impact on the
magnitude and volume of the EE produced. It is possible to deduce the energetic and temporal
structure of EE from the RLDC and identify how integration options like storage, demand side
management or interconnectors have to be developed in order to make use of EE from vRES.
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Figure 11. Residual load duration curve (RLDC) of different combinations of wind and solar PV all
achieving a 50% REN share in Case B.

5. Discussion

The results provide a broader perspective on the interplay of wind, solar PV and power demand,
the effect of electric energy storage form PHS, as well as pathways towards high REN shares in a
case study for Germany. For power systems with a low initial REN penetration, wind power boosts
REN share per installed capacity more than solar PV. This is primarily due to the higher productivity
(full load hours) of wind compared to solar in the German case. Up to levels of installed wind
capacity equivalent to more than 47% in REN share, wind power is more efficient from a required
capacity perspective than solar PV, although significantly more EE is produced. Above this level, a mix
from additional solar PV and wind shows a better performance regarding the boosting of REN shares
compared to the sole addition of wind capacities. This is due to solar PV’s different temporal production
profile, which complements wind power to better match temporal demand patterns [20,31,32,46,71].
An indicator for this complementariness is the two-fold bend (bi-directional) concave surface of all
the REN share plots, as neither wind nor solar PV alone reaches very high values for REN share (e.g.,
>62% in Case B), so that a combination of both sources is required. Additional renewable sources,
enlarged electric energy storage, and DSM are key requirements for a fully renewable power supply.

5.1. Impact of Advanced Technology

Advanced wind power allows a significant increase of REN shares compared to the baseline
technology, as apparent from the sharp gradient of the REN share surface plot in Case A (Figure 5)
compared to Case B (Figure 7). In contrast, advanced solar PV, although allowing for a better coverage
of daily load profiles, falls short of delivering equal benefits regarding its contribution to REN shares.
Consequently, advanced solar PV is pushed back even further along the efficient pathways compared
to the baseline setups and is only effective after high REN share levels of 74% are reached in Case
A. Even considering the fact that EE production from advanced wind is increased, advanced wind
performs better than solar PV.

Advanced wind has been identified as the most effective measure for achieving high REN shares
from vRES. However, it comes at a trade-off of higher EE for REN shares at high penetration rates
(Figures 6 and 8).
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5.2. Effect of Electric Energy Storage

By adding storage capacities from PHS, EE from vRES can be recovered, which allows for higher
REN shares compared to a progressive curtailment in the non-storage cases. The REN share differences
plots showed a distinct effect of the modeled storage from PHS and that the interplay of PHS with
solar PV performed better than in combination with wind power. The specific power-to-capacity ratio
of the modeled PHS can be characterized as short-term electric energy storage, which is capable of
integrating EE with a high frequency (several hours for a storage cycle) and high number of storage
cycles but limited storage capacity. This characteristic of the existing PHS is ideal for the integration of
the daily production pattern of solar PV. However, contrary to our expectation, PHS does not shift
efficient pathways towards an earlier introduction of solar PV, as the generation from wind power also
benefits from electric energy storage. Therefore, for all cases calculated, wind power dominated in the
optimal pathways, especially in the advanced technology Cases A and AS.

5.3. Efficient Pathways

Efficient pathways for the capacity expansion of wind and solar PV show significant differences in
their required overall capacities of wind and solar compared to all other possible pathways presented.
The higher productivity of wind in terms of FLH in the case study region leads to wind-dominated
pathways in the presented cases, regardless of whether PHS was included or not. Storage and especially
advanced wind technology reduce the capacity requirement to achieve a 50% REN share, with an
almost 50% reduction in overall required capacity from vRES (Table 2). As far as overall installed
capacities are a criterion from an economic or technical point of view, wind power is identified as a
preferable vRES source until substantial REN shares of at least 47% are reached, although it comes at
the cost of increased EE production.

5.4. Transferability and Uncertainties

The presented findings cannot be fully generalized and directly transferred to other regions, as
load and vRES complementarities are specific to individual regions [29,72]. For instance, the findings
of Solomon [20] for the California state power system are affected by significant differences in demand
and vRES production profiles. This makes it necessary to identify efficient combinations and pathways
specifically for each region.

Since no field data for future cases of higher vRES shares in Germany are available, no direct
comparison of the calculated outcomes is possible, but results are in line with the findings of relevant
publications in the field regarding the effect of high vRES shares and the impact of electric energy
storage [3,15,24,29,40,45]. Input time series data have likewise been checked by the authors, as well as
by the scientific community using the data source [48]. To the best of our observation, all presented
calculations are reproducible as expected due to their deterministic nature. Selected results were
successfully checked based on alternative spreadsheet calculations of the modeling. Furthermore,
published studies for selected elements of the approach underline the validity of the presented
approach [11,25,31,40,45,59,73].

Clearly, the presented model is a simplified model in relation to the actual power system
and many other relevant aspects are not considered. Consequently, the results only highlight the
temporal integration aspects of vRES and do not cover other relevant aspects like economic costs,
land availability, acceptance etc.

6. Conclusions

This case study for the German power system widens the existing systems analysis approaches
with regard to the discourse of vRES integration in electricity systems and adds additional criteria for
the transition towards a vRES-based power supply system.
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The main objectives of this paper were to (i) provide a broad picture of how wind and solar PV
can be combined to achieve efficient pathways in capacity expansion to fulfill future REN share targets
in a storage-restricted energy system, (ii) compare the impact of advanced technologies from wind and
solar PV against baseline technology, (iii) and study the impact of electric energy storage from PHS to
make use of EE production from wind and solar PV. With these objectives in mind, our results indicate
the following conclusions.

The results show that the higher power production from wind energy per installed capacity leads
to a higher effectiveness of wind power, and effective pathways all depend on wind power in the first
place, with solar PV added only after a certain REN share provided by wind is surpassed.

The positive impact of advanced technologies was confirmed for the case of wind power, as less
capacity is required to achieve set REN share targets. For solar PV in a mixed setup of south, east and
west-oriented systems, the lower productivity of these setups is not compensated by their better
temporal matching with the demand profile from a REN share point of view.

Existing electric energy storage from PHS enables a better integration of wind and solar PV
into the power system and allows for a faster achievement of REN share goals in the modeled cases.
However, PHS does not result in an earlier introduction of solar PV along the efficient pathways.
For all different cases calculated, wind power dominated the efficient pathways, especially in the
advanced technology case, regardless of whether PHS was included or not.

To sum up: taking efficient pathways as a criterion for the future capacity expansion of vRES
in the investigated case, a wind-based capacity expansion provides a faster transition towards high
REN shares, even considering existing electric energy storage infrastructure from PHS in the region.
Per unit of installed capacity, a considerably larger fraction of renewable energy can be provided
from wind than from solar PV. Advanced wind power in particular provides higher productivity and
effectiveness along with benefits regarding system integration [39,40].

Support schemes and especially tenders for renewable generation capacities should therefore
ensure a steady capacity expansion of wind power, especially in the form of advanced system-friendly
wind turbines. The reduced overall capacity requirement additionally offers substantial potential to
reduce land use conflicts and environmental impacts, so that the results provide various connecting
points for an analysis of land use implications [74], environmental impacts and economic comparison.

Specifically for the case of Germany, which has an almost equal proportion of existing wind and
solar PV installations, the results underline the importance of wind power expansion in the coming
years to reach the governmental goals for 2030 and beyond.

7. Outlook

The assessment of advanced technology is the focus of ongoing research [16,40,42,52,65] and an
economic evaluation of the combined perspective of advanced technology and efficient pathways will
be helpful to prioritize renewable policies. With specific investment costs and levelized cost of energy
for wind and solar PV currently in the same order of magnitude in Europe [10,75–80], non-economic
aspects are likewise relevant to decide on future capacity expansion pathways. The possibility for
a quick capacity expansion of solar PV, contested public acceptance, as well as availability of sites
for wind power and environmental impacts, are additional aspects to be considered. Given the mid-
to long-term perspective that was taken in this case study, further advancements in technology and
innovations in vRES technologies and electric energy storage will influence the outcome of efficient
pathways as well.

Furthermore, a successful and fast transition to a fully renewable power supply system also
depends on the extent to which other renewable sources such as bioenergy, hydro and geothermal can
complement vRES in order to contribute to a secure power supply. Without additional contributions
from these non-vRES sources and at current consumption levels [47], wind and solar PV have to
provide more than 85% of the power supply in Germany. Therefore, additional integration options like
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new storage technologies, demand side management or a better coupling of the sectors for electricity,
heat and mobility are key factors for integrating high shares of vRES on power supply systems.
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Abbreviations

The following abbreviations are used in this manuscript:

Case A advanced technology study case
Case AS advanced technology + electric energy storage study case
Case B baseline (non-advanced) technology study case
Case BS baseline (non-advanced) technology + electric energy storage study case
DSM demand side management
EE excess energy (equivalent to the cumulated negative residual load)
FLH full load hours, equivalent to the capacity factor of a power converter
GW gigawatt
GWh gigawatt hour
MW megawatt

RL
residual load (power demand minus renewable feed-in; renewable feed-in is limited to
wind and solar PV in the modeling)

REN renewable energy
REN share renewable share on power demand
solar PV solar photovoltaics
vRES variable renewable energy sources (primarily wind and solar PV)
WEC wind energy converter
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Abstract: Solid State Transformers (SST) may become, in the near future, key technological enablers
for decentralized energy supply systems. They have the potential to unleash new technologies
and operation strategies of microgrids and prosumers to move faster towards a low carbon-based
economy. This work proposes a paradigm change in the hierarchically and distributed operated
power systems where SSTs are used to asynchronously connect the many small low voltage (LV)
distribution networks, such as clusters of prosumers or LV microgrids, to the bulk power system.
The need for asynchronously coupled microgrids requires a design that allows the LV system to
operate independently from the bulk grid and to rely on its own control systems. The purpose of this
new approach is to achieve immune and resilient by design configurations that allow maximizing the
integration of Local Renewable Energy Resources (L-RES). The paper analyses from the stability point
of view, through simplified numerical simulations, the way in which SST-interconnected microgrids
can become immune to disturbances that occur in the bulk power system and how sudden changes
in the microgrid can damp out at the Point of Common Coupling (PCC), thus achieving better
reliability and predictability in both systems and enabling strong and healthy distributed energy
storage systems (DESSs). Moreover, it is shown that in a fully inverter-based microgrid there is
no need for mechanical or synthetic inertia to stabilize the microgrid during power unbalances.
This happens because the electrostatic energy stored in the capacitors connected behind the SST
inverter can be used for a brief time interval, until automation is activated to address the power
unbalance for a longer term.

Keywords: microgrid; microgrid by design; energy community; net metering; prosumer; regulation;
resilience; immunity; Solid State Transformer; electrostatic-driven inertia

1. Introduction

Background

Today the power systems operate under the paradigm of bulk networks, synchronously
interconnected over wide areas (e.g., the continental zone of ENTSO-E), where a disturbance that
occurs at the highest voltage level can be experienced down to the low voltage level. In the 20th century,

Energies 2018, 11, 3377; doi:10.3390/en11123377 www.mdpi.com/journal/energies172



Energies 2018, 11, 3377

the electricity sector was driven by the expansion of long-distance transmission lines to allow power
transmission from large power plants to any remote consumer. Under these conditions, wide area
stability and control became the necessary coordination strategy in ensuring the quality of the electrical
energy supplied to the customers [1]. With the advent of power electronics and IT&C technologies,
the supply of electrical energy can be seen as a service [2], and the reliable operation of the grid is
mandatory in ensuring the quality.

The microgrid concept was developed, similar to other smart grid concepts, as a solution for
power system decentralization designed to enhance the controllability within local communities and
to mitigate the technical problems that affect the synchronously interconnected power systems [3,4].
Microgrids are decentralized energy supply systems that could form the cells of a smart, adaptive
and resilient power grid of the future [5]. Furthermore, microgrids are recognized as innovative
environments able to maximize the integration of Local Renewable Energy Resources (L-RES) [6].
Their role is motivated by more and more stringent challenges on a global scale: climate change,
economies in need for higher efficiency, resilience, sustainability of energy policies and capacity to
mitigate disturbances in the energy supply [7]. However, the unpredictability of the power generation
from RES is a barrier in advancing towards 100% clean energy [8], along with other aspects, such as
reduced or no inertia, which is a consequence of higher share of power electronic converters mediated
energy transfer (and less rotating generators) [9]. Moreover, there is also an increased need for
addressing the power system resilience following the increasing frequency of occurrence of the natural
or man-induced extreme phenomena [10]. In fact, resilience is one of the characteristics recognized
as an essential value of the future energy grids [11] and the mission orientated goal for Europe is
formulated as “A secure, efficient and digitalized European energy system, fully decarbonized by 2050,
coupling all energy sectors.” [12].

In line with this latter challenge, DC medium and low voltage power distribution systems are also
on the verge of research and development interests from both academia [13,14] and global industry
players, such as Mitsubishi Electric or Siemens [15,16]. For instance, the distribution system operator
from Finland carried out a feasibility study that concluded that low voltage DC (LVDC) electrical
lines with lengths up to 8 km long can replace the existing AC infrastructure, with several advantages,
among which, to increase the power transfer capacity up to 20% [17]. Other specialists concluded
also that replacing medium voltage (MV) AC lines with DC lines can result in significant investment
savings because of fewer induction transformers needed in the distribution grid [18]. Such vision is
also a strong reason for deploying SSTs in future grid configurations, because they could easily allow
access to a DC link.

A bottom-up development into an adaptive and resilient power system architecture implies a
wide spread of low-voltage microgrids. A set of emerging technologies allows the implementation of
multiple low-voltage microgrids, connected asynchronously with the main grid through SSTs. These
technologies envisage distributed energy resources, especially renewables, and are derived from more
recent trends in large adoption of storage (especially electrochemical type), while the core component
for a seamless integration with the main grids is the solid-state transformer [19].

SST technology has been enabled by the advancements in power electronics. Power electronics
got relevant importance in the energy domain especially for high voltage, when first High Voltage
Direct Current (HVDC) lines were constructed, and Flexible Alternating Current Transmission Systems
(FACTS) applications proved to be also needed especially in long distance power systems [20,21].
The development of renewables and lately of electrical vehicles brought the economy of scale and new
technologies, such as Silicon Carbide (SIC) switching devices, thus enabling the integration of low cost
and high-quality devices in their designs [22].

For more information about SST technologies and power electronics possible configurations the
reader may consult [23] and a comprehensive state of the art literature review from [24].

Even if the SST technology is not yet on the market, recent projects report on SST being
demonstrated in pre-commercial stages, which can advocate that the SSTs need only a final push
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to arrive on the market. In this respect, proven SST prototypes are already reported in the project
“The Highly Efficient and Reliable Smart Transformer, a new Heart for the Electric Distribution System”
(HEART) for smart grid applications developed by Kiel and Aalborg Universities [25], in ETH Zurich,
application of SSTs is targeting locomotives and fast charging for electrical transportation [26], or from
North Carolina State University [27] where the first target already achieved is fast charging and direct
connection to (MV) networks. Furthermore, SST efficiencies of 97% and 98% are already reported
in References [26,27], while in Reference [26] the SIC technology is particularly mentioned as one
of the reasons for improvement. New enablers are a prerequisite for new paradigms. Some of the
most important are indeed decentralized deployments of RES and distributed storage clustered in
microgrids configurations. However, none of these works investigate an architecture where the SST
could play a crucial role in providing stability for low inertia microgrids. They are rather application
specific, either on traction systems or on fast charging capabilities.

Although the L-RES can contribute to supply the load during some time periods, one major
drawback of RES is the intermittent behavior which requires additional solutions. This problem has
been addressed until now through wide area balancing solutions [28].

The problem of matching the local generation and load are about to be solved, as the new
storage technologies, especially based on Li-Ion batteries, are gaining momentum and the prices are
in continuous decline [29]. The 129 MWh battery recently commissioned in Australia [30] and the
plans for large new storage facilities in Hawaii [31] are only some of the many examples of battery
applications used today at large scale.

In the case of microgrids, however, a usual approach for an islanded operation mode is possible
only after disconnection from the main grid, which inevitably implies a short period of interruption,
which can take a period from seconds to minutes. This is because the energy sources in microgrids are
connected with anti-islanding protections required by the actual grid codes [32]. Also, it is because the
inverter-based sources are designed to operate in a “grid following” mode, which means that they
can be synchronized to the grid only if the frequency and its voltage are provided by an external part,
which normally is the bulk grid.

The possibility of mitigating on short to medium term a match between production and
consumption during the post-disconnection moment (when starting to work in islanding operation
mode) are discussed in recent works [33]. In this case, the under investigation micro-grid was
considering a diesel generator as a master in order to keep the stability of the microgrid while the
photovoltaic (PV) and storage was in a grid or generator follower mode. However, in full inverter-based
networks able to commute to island mode is not yet fully considered for most of today’s microgrids.

Moreover, there is yet an unclear technical solution to be pursued for microgrids in the case of
high system stability threats, such as the case of inertia reduction in large power systems (due to
reduced rotational inertia capable to inject or absorb energy), which may bring instability and even
collapse during unbalance transients. The microgrids are facing, in most cases, zero rotational energy
source inertia, as they may include only grid-follower inverters. Therefore, their stability problem is
even worse in the case of emergency islanding from the main grid.

As a consequent drawback of these uncertainties, there is yet no “microgrid by design architecture”
in place, to be used for mediating large quantities of renewables and resilience or even immunity for
the grid end-users. The key vision of the paper is that the SST allows an asynchronous interconnection
between the bulk power system and the many small low voltage (LV) distribution networks.
This enables implementing local optimization strategies of the energy supply service while meeting the
requirements for relying more and more on clean energy production at the local level. The purpose of
this new approach is to achieve immune and resilient by design configurations that allow maximizing
the integration of Local Renewable Energy Resources (L-RES). The need for asynchronously coupled
microgrids requires a design that allows the LV system to operate independently from the bulk grid
and rely on its own control systems. Therefore, all necessary design measures are to be taken, such
as generation-load balancing, local demand-response, local energy markets or other similar energy
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services. Such a microgrid is not intended to have an installed generation capacity capable to fully
cover the load, and thus the power difference can be supplied from the bulk power systems through
the SST, which is the only point of connection of the microgrid to the bulk grid, based on an ex-ante
schedule. Moreover, today electronics are capable to address complex equipment such as, SSTs in
a more cost-effective way, thus allowing SST to become a standard equipment, which improves the
microgrids functionality, surpassing the classic transformer through functionalities, which are not
possible with traditional solutions, such as flexible coupling between the medium and the low voltage
networks, possibility to enable an additional DC grid by design and other advantages to be developed
in next section.

The main contributions of this work are summarized below:

1. Proposing a new architecture for interconnections between the main grid and the LV distribution
grids by eliminating the need for synchronicity and by obtaining microgrids by design (always
operating in island mode versus the main grid, which only injects a constant power in the
SST DC busbar); it is shown that the architecture brings resilience and immunity by design in
the microgrid;

2. Proposing suitable test cases for the evaluation of the proposed architecture in terms of microgrid
stability, in a situation with power electronics-only energy injection and no classical mechanical
inertia (no rotating machines to stabilize the grid); the test cases are also showing that the
microgrid has resilience and immunity, which is supported by the proposed design;

3. Showing with the selected test cases that in microgrids with power electronics only generation,
the microgrid stability is based on electrostatic energy in the capacitors behind the inverters. Thus,
a different stability principle applies compared with the classical main grid mechanical-inertia
dependent principle. This is the most important contribution, as in most of the studies one tries
to keep an acceptable mechanical or mechanical-simulated inertia within the grid, in order to
keep the frequency around the nominal value;

4. Summarizing the possible multiple roles of SSTs to ensure resilience, sustainability, adaptability
and expandability of the architecture in a smart grid vision with SST separated LV microgrids.

The rest of this paper is organized as follows. In Section 2, the description of the new architectures
based on SST enabled microgrids are presented. Section 3, describes the test-cases used for simulations,
while Section 4 details the simulations, interpret and discusses the results, while the conclusive remarks
are given in Section 5.

2. New Architectures Based on SST Connected Microgrids

Solid State Transformers (SSTs) or smart transformers are key technological enablers for several
types of applications, such as traction systems, distribution electricity networks, including microgrids,
storage deployment etc.). They have attracted significant attention during the last two decades,
especially due to needs related to the smooth integration of RES into the main power grid [34]. SSTs are
devices that use power electronics to ensure power flow from a voltage level (focus on MV) to another
voltage level (focus on low voltage) by using high frequency transformer (HFT) coupling (e.g., 5 kHz
to 50 kHz) instead of standard industrial frequency (50 or 60 Hz). Several topologies can be considered,
going from single stage to multi stage or considering, or not, the existence of an intermediate DC
bus. Being potentially highly modular, SST can be described using Power Electronics Building Blocks
(PEBBs) as described in Reference [34].

The idea of using SSTs as an interface between the MV grid and a microgrid based on local RES
generation is not new [35]. In Reference [36], one of the promoted features of this architecture was
related to control capabilities of the power flow exchange. However, the stability of the microgrid
under these architectures was not investigated.

The most feasible SST topology is the three-stage configuration, where both MV and LV DC-links
available [37]. An adaptation of this type of architecture is presented in Figure 1.
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Figure 1. Solid state transformer design example.

Figure 1 shows that the HFT works between an MV DC bus and a LV DC bus, while the AC
grid compatibility is solved with rectifiers (one direction, as shown in Figure 1, or bidirectional in
general case, with the later not addressed in this paper) and three-phased inverters. The internal
graphical representation of the three blocks is generic. The most feasible SST topology is the three-stage
configuration, where both MV and LV DC-links available, and it can be implemented in different
ways (e.g., the rectifier can be a more complex Vienna rectifier) and with different topologies (e.g.,
HFT can be mono or with three phases etc.). Even if the arrow demonstrating the power flow is
monodirectional—which is a proposed situation which only allows the absorption of energy towards
LV—as a friendly approach in the business as usual frame (the “sponge” model), a general design
allows also bidirectional energy exchange. This particular SST architecture has, by nature, a MV DC
bus and a LV DC bus. By adding suitable internal connection and protection devices and making
available the DC buses, additional DC grids can be developed outside the SST, with minimal added
complexity inside it. This architecture is presented in Figure 2.

 

Figure 2. Solid State Transformers (SST) enabling DC grids (medium and low voltage).

Figure 2 shows that new DC grids can be deployed from an SST, starting from the internal
DC buses (the one-way energy flow continues to be pursued, for keeping the business as usual
consumption only power flow, for which the existing distribution grids have been designed). Thus,
it provides the first steps in solving the “chicken-egg problem”, by making available both, the AC and
the DC, connections on each voltage level.

A third natural extension is the provision of storage means connected at one or at both DC buses,
as it can be observed in Figure 3.
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Figure 3. SST with a flexible connection through storage included by design. Example for unidirectional
power flow.

Figure 3 depicts the potential to include storage connected at any of the two DC buses, however,
as microgrids are essential for achieving resilience and large-scale integration of geographically
distributed renewable energy sources, the first place for storage to be considered is at the LV side of
the DC bus.

The architecture described in Figure 3 does not use the low voltage DC grid (but stays as an
expandable feature). However, the microgrid can be supported by several features, which have been
pointed before as challenges, such as:

• The balancing between the microgrid consumption and locally connected production (renewable,
mainly PV) is now possible locally with the means of storage within the SST, acting as an
equilibrium node of the whole microgrid;

• The SST LV AC connection module can operate as grid forming device, thus giving the frequency
and the nominal voltage signals, while all other RES can act in the standard grid-following mode;

• Intense disturbances of the main grid cannot actually affect the microgrid, due to the SST
AC/DC/AC interconnection. Further, intense variations, voltage sag events, low power quality
in the main grid are smooth out by the SST and thus, the microgrid resilience and power quality
can be enhanced (and it is decoupled from the resilience/quality of the main grid)

• The connection with the main grid (MV network) becomes buffered, which can be translated into
flexible, predictable and even constant power flow, thus drastically reducing the uncertainty in
system operation (which may remain only on special cases), and asking for less ancillary services
while improving the stability in the main grid;

• The buffered energy in the SST (or associated with SST, as the battery can be physically outside
SST, but logically integrated), allows setting different degrees of resilience and even immunity,
as the microgrid may be able to supply energy to loads even in the case of main grid outages;

• Finally, the microgrid becomes an independent system by design, being able to operate as an
island (a system by itself, with its own balancing means and not depending on the main grid
synchronicity) or connected (through a back-to-back elastic connection).

An important aspect remains if SST could provide, besides being a microgrid former, the local
grid stability during unbalance transients, which is now missing in the traditional interconnection,
and which is provided by the main grid. Numerical simulations, presented in Section 4, show that
grid stability, based on mechanical inertia transformed in needed energy by decreasing or increasing
the rotation speed, thus the system frequency, is not anymore necessary in a fully inverter-based small
system. In the next chapter it is demonstrated that transient generation-load unbalance is covered
by the inertia coming from electrostatic energy in the SST capacitors, thus bridging the gap between
disturbance and the automated balance implemented by means, such as voltage source control or
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droop control. It shows that the main grid type of inertia is not a concern for microgrids and that these
can achieve a stable operation based on voltage recovery level, by combining both natural (immediate,
based on physics laws, as it is the mechanical inertia working in large grids) and artificial means.

The scenarios developed in the following Sections emphasize the value of power balancing in
the microgrid, addressing the system stability under unbalanced disturbances, and the ability of not
propagating disturbances from the main grid towards the microgrid and vice-versa.

3. Numerical Simulation Scenarios

Within this section we define meaningful design and operation scenarios to show the main
advantages for both the main (external) grid and the SST connected microgrid. Simulation cases based
on these scenarios will be then tested and discussed in the next section.

For the implementation of the simulation cases several control systems were employed, namely
for the inverter of the smart-transformer, for the DC/DC converter of the storage system and for the
inverter of the PV system. The smart-transformer inverter is controlled by means of a sliding mode
controller associated with a voltage vectorial modulator (Figure 4a). This controller was implemented
with the purpose to control the voltages (Vcf 123) of the LC filter capacitors (grid voltage). For the
battery system, a cascade control was used, as shown in Figure 4c. Since the battery is used to keep
the direct voltage stable, a PI regulator associated with this voltage (VCo) was used for the outer loop,
whereas for the inner loop a hysteretic controller was used. The inverter of the PV system is also
controlled by a cascaded system (Figure 4b). However, in this model, a voltage (PI type) controller
was employed within the outer loop (to maintain the direct voltage of the inverter stable around
its reference value), and a current controller (hysteretic type) was used in the inner loop (to inject
three-phase currents in phase with the grid voltages).

 
(a) (b) 

Figure 4. Cont.
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(c) 

Figure 4. Control systems for (a) inverter of the smart-transformer; (b) inverter of the PV system; (c)
DC/DC converter of the storage system.

As the DSOs and the TSO need planning and predictable operation when connecting prosumers
and microgrids, there are needs for new models and operation features when promoting MG
architectures. To help mitigating this situation, model considerations and desired operation features of
the promoted microgrid (MG) architectures are summarized below:

• The profile of the power absorbed by the microgrid from the main grid shall be either set and
known in advance (contractually bind) or schedulable. Therefore, in the proposed scenarios,
we assume a constant power injection from the DSO towards the microgrid (Pgrid = constant).

• Microgrid operation is set to “island operation mode”. In other words, as long as the grid provides
only scheduled power/energy, the real-time balancing of the MG is performed internally. Thus,
the real-time power control remains essential and can to be done by means of one or more of the
following resources:

� storage units (e.g., battery) injects/absorbs power through the DC bus of the SST depending
on the balancing needs of the SST (ΔP);

� LV inverter of the SST acts as grid former, which means that it provides the frequency signal
and sets the operation point for the battery;

� in order to allow powers balancing, co-participation of PVs in the microgrid, in addition to
its power modulation, the grid former can alter the frequency in a band centered on the
nominal value (50 Hz) to allow primary control, in response to what the PVs can provide
in real-time; note that all PVs operate in droop control mode. Therefore, frequency is only
an information signal to show that a balancing reaction from the grid followers is needed
(not anymore a physical consequence of unbalance, as it is in the main systems driven by
large rotating machines), information that is easy to be spread over the whole microgrid
through the same wires used for transmitting power.

The basic configuration of the SST, interfacing asynchronously (with back-to-back interconnection)
the microgrid with the bulk power system, is presented in Figure 5.
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Figure 5. The basic configuration of the proposed SST.

Two use-case scenarios are defined based on the above-mentioned assumptions.

Use case 1. A power unbalance occurs inside the microgrid, caused by the variation of local generation (PVs)
and/or by the microgrid load. The balancing is provided by the SST through the battery and the capacitor
connected to the SST LV busbar, while the set point of the power exchanged between the microgrid and the DSO
remains unchanged.

Use case 2. A disturbance is assumed to occur on the DSO side, which affects the power exchanged between
DSO and MG. The internal balancing mechanism of the MG provides the necessary balancing by using the
same mechanisms, i.e., battery/storage plus distributed droop control. This case is assumed in our simulations
as a sudden decrease in the power provided by the grid (DSO), i.e., 10 kW or ~25% of the requested/scheduled
power, or even complete loss of power due to a DSO grid short interruption or due to a blackout. Such a short
interruption is considered in use case 2.

Figure 6 shows the sequence of events simulated to test the propose the microgrid interconnection
solution in both use-cases.

Figure 6. The simulated sequence of events.

The unbalance simulated in the first use-case is performed by connecting then disconnecting
a load (PLoad) at the time instants T1LOAD and T2LOAD, whereas in the second use-case the DSO
disturbance is simulated by disconnecting then reconnecting the link with the DSO grid at the time
instants T3GRID and T4GRID.
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4. Simulations and Results

The purpose of this section is to show, by numerical simulations, the effectiveness of the SST-based
microgrid interfacing proposed solution, as well as the win-win outcomes for both the microgrid actors
and the DSO. A simple microgrid scheme, together with a SST/inverter configuration, was simulated
in Matlab/Simulink (Figure 7). The main variables are also illustrated in the figure.

Figure 7. The one-line diagram of the SST interfaced microgrid.

The operation of the storage unit is coordinated through an SST that plays the role of an energy
router both internally (within the MG infrastructure) and externally (between the DSO and the MG).
The interplay between SST and the storage unit is intended to supply the necessary power/energy
to compensate any type of perturbation coming from inside the MG or external (e.g., coming from
perturbations/fault propagations taking place upstream of the DSO).

Due to the complexity of the studied network, accurate simplified models were considered for
the AC main grid, as well as for rectifier and DC/DC High Frequency Transformer inside the SST.
Those components were modelled through a controlled DC current source, controlled in power mode
which is the way that the smart-transformer is normally controlled. The remaining components of the
smart-transformer were simulated in a more detailed way. This will allow for the study the dynamic
behavior of the smart-transformer when there are perturbations on the main grid side and how to
react in order to maintain the secondary side stable (microgrid side).

The SST has been modeled by the following components:

• The SST DC bus and its associated capacitor;
• The DSO grid is modeled as a constant power source with PSYS = 35 kW, except the time interval

[0.5s, 0.6s] when the loss the connection of the MG with main power system is simulated. PSYS is
simulated as a power injection from the isolation stage of SST in the low voltage DC bus bar of
SST, as per Figure 7;

• One storage system (it can be also seen as a virtual aggregation of several storage units)
connected to the SST DC bus through a DC/DC converter. The storage system is represented
by a standard battery (model provided by the Simulink library), connected to the DC/DC
converter. For the DC/DC converter, the classical bidirectional Buck/Boost converter was
used [38]. The battery is also used to control the inner DC bus voltage, for which a PI controller was
used. The time-response of the PI controller is defined by its variables kp and ki. The parameters
of the battery are 725 V and 60 Ah;

• An IGBT three-phase voltage source bridge inverter;
• An LC low-pass filter, with LFlt = 5 mH (series) and CFlt = 10 μF (parallel), is employed on the AC

side of the inverter to filter out higher frequency harmonics produced by the inverter.
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The storage system is emulated with its internal capacitance and the time-response variables of
its corresponding control system.

The scenarios are defined focusing on the DC bus capacitor and the parameters of the storage
system PI controller. They are the most representative components of the simulated model in order to
emphasize the model dynamics. Therefore, two scenarios are identified:

(a) The capacitor on the SST DC bus is CDC_BUS = 10 mF, and the parameters of the
proportional-integral (PI) controller associated with the storage system are kp = 2 and ki = 10,
respectively (these are corresponding to a relatively fast response to disturbances).

(b) The capacitor connected to the SST DC bus is much lower (CBAT = 1 mF), while the parameters
of its PI controller are also slower (kp = 0.5 and ki = 0.5, respectively).

The microgrid components are:

• Electrical lines: Line 1 (Ln1) has RLn1 = 0.4 Ω, LLn1 = 50 μH, Line 2 (Ln2) has RLn2 = 0.3 Ω,
LLn2 = 50 μ H, Line 3 (Ln3) has RLn3 = 0.5 Ω, LLn3 = 50 μ H.

• Loads: Load 1 has P1 = 3 × 2500 W, Q1 = 3 × 2000 var at nominal voltage U = 230 V AC; Load
2 has R2 = 50 Ω, L2 = 1 mH on each phase; Load 3 has P3 = 3 × 3000 W, Q3 = 3 × 2000 var at
nominal voltage U = 230 V AC.

• PV generation unit: It is connected in node 2, in parallel with load 2 and is generating a constant
power of 3 × 1500 = 4500 W. Its characteristics have been extrapolated from a real PV system
consisting of a set of Sunmodule Plus SW 300 mono PV panels [39] with a total power under STC
conditions of 24.2 kW. The PV unit is connected to the microgrid via a classical three-phase inverter.
This PV system was implemented in Matlab/Simulink trough the Simscape toolbox elements.

As presented above, the scenarios are defined with two different dimensioning and
parameterizations in the SST (CDC_BUS and controller parameters), in order to show their importance in
maintaining the microgrid stability in the case of the most severe perturbations, i.e., power unbalance
inside the microgrid (use-case 1) and loss or power supply from the main grid outage (short term or
blackouts as use-case 2). Note that this work does not focus also on short-circuit type disturbances
because they need a more detailed analysis of the microgrid architecture and protection solutions.
The scenarios capture the capability of the microgrid to achieve immunity and resilience against system
disturbances and blackouts.

Scenario 1: Use-cases 1 and 2 are tested with a favorable dynamic inside the SST, as both grid former
and controller for the microgrid: A normal capacitor connected to the SST DC bus (C DC_BUS = 10 mF)
and fast response of the SST DC bus controller (kp = 2 and ki = 10 for the PI controller).

The following sequence of events for the two use-cases is considered: (i) at time instant t = 0.2 s,
Load3 (3 × (3 kW + j 2 kvar)) is connected; then, at time instant t = 0.4 s, Load3 is disconnected; (ii)
at time instant t = 0.5 s the power supply from the main grid is lost (PSYS = 0,), then at time instant
t = 0.6 s the grid supply is restored to the scheduled value (PSYS = 35 kW). The results of this simulation
are presented in Figure 8a–d.

As mentioned before, the power supplied by the main grid is maintained constant, and equal to
a scheduled value. After the first perturbation (T1LOAD = 0.2 s), the power required by the loads is
higher (a new load is connected, Load3). When the second perturbation occurs (T3GRID = 0.5 s), the
power supplied by the grid is completely lost (unscheduled perturbance at the grid side, see Figure 7b).
In both cases the battery will provide all the needed energy (instant power) required by the microgrid,
with minimum or no intervention in load reduction.

Analyzing the AC currents injected by the SST (see Figure 8c), we can see that there is only a
slight change in the amplitude of the load currents, which shows that in the case of a grid outage, the
microgrid is capable of maintaining its normal operation and to ensure the power balancing without
any need for load shedding (the current amplitude remains almost unchanged because the battery
provides the required support).
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Figure 8. Simulations results in Scenario 1. (a) DC bus voltage in the SST; (b) Current injected from
the main grid in the DC bus of the SST; (c) The output currents of the SST (ISST), injected into the
microgrid; (d) Active power evolution in different parts of the AC microgrid.

Figure 8d illustrates the power flows in different sections of the microgrid. It can be seen that
between T3GRID = 0.5 s and T4GRID = 0.6 s there is no observable power flow difference, as SST is
taking the role to cover the missing PSYS during this outage, showing immunity during the period
when the main grid is lost.

Scenario 2: Use-cases 1 and 2 are tested with a smaller capacitance connected to the SST DC bus
(CDC_BUS = 1 mF) and fast response of the PI controller (kp = 0.5 and ki = 0.5, respectively).

This test case is similar to the previous one with the only exception that the capacitance of the
storage unit is ten times smaller. The results are presented in Figure 9a–d.

 
(a) 

Figure 9. Cont.
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(c) 

 
(d) 

Figure 9. Simulation results in Scenario 2. (a) DC bus voltage in the SST; (b) Current injected from
the main grid in the DC bus of the SST; (c) Output currents of the SST (ISST), towards the microgrid
(real-time values); (d) Active power evolution in different parts of the AC microgrid.
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As it can be noticed, the results of this use-case look pretty much the same as in the previous case.
These simulations show also the high level of immunity inherited by the microgrid within the proposed
solution. The microgrid achieves stable operation after transient disturbances. The difference from
Scenario 1 consists is in the inertia of the system based on the energy in the SST capacitor, influencing
the amplitude transients of DC voltage on the SST capacitor following the perturbations, which is
higher (as expected, since the capacity of the capacitor is smaller). To emphasize the difference between
the two scenarios, the voltage resulted on the DC bus of the SST is shown in Figure 10. The blue zone
is the DC voltage variation resulted from the disturbance caused by Load3, whereas the yellow zone is
the DC voltage variation resulted from the loss of the main grid supply.

 
Figure 10. Superposition of the SST DC bus voltage variation in both scenarios (1 and 2).

In this figure it can be seen that in Scenario 1, besides the time delay due to storage response,
there is also a time delay from the physical part of the power converter that is much faster than the
one caused by the controller of the storage. In fact, when there is a sudden change in the reference
the rate-of-change-of-current is limited by the inductor inside the storage device. Note that the power
converter used for the simulations in this study consists of an inductor and two switches (the classical
bidirectional buck-boost converter was used for operating the charging and discharging of the storage
device). During that transition, the capacitor connected on the SST DC bus is the component that must
support the disturbance, while keeping an acceptable voltage variation until the storage unit control
becomes effective. However, since the energy that is stored in this capacitor connected to the SST DC
bus is small, then the voltage in the DC bus decreases slightly, as shown in Figure 9 with the blue line
voltage evolution.

In the case of Scenario 2, the perturbation at SST DC bus level is higher. Therefore, it is easier to see
the limitation effect of the grows in the rate of current. When there is a sudden transition, the battery
current does not follow the reference, since its rate of growth is limited by the inductor, which affects
more the voltage level on the SST DC bus. However, for the studied use-cases, the microgrid operation
remains stable, showing the SST, as microgrid former, keeps well the microgrid stability during
the disturbances.

5. Conclusions

The paper proposes an analysis, from the point of view of stability, of microgrid operation in the
case of grid-connection via SST, which can be seen as an essential enabler of microgrids-by-design.
This solution allows by design, the accommodation of large quantities of distributed renewables
production, the friendly connection to the main grid (predictability and no disturbance propagation in
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both directions), while enhancing the resilience or even reaching immunity for the end-users supplied
by the respective microgrid.

The advantages have been analyzed with two test scenarios, each with two types of disturbances
in the microgrid—one considering the sudden connection of a load, and another one introduced by
the sudden loss of a constant power supplied from the main grid. The simulations were performed
in Matlab/Simulink version R2017b. A simplified microgrid was assumed, with only three loads
(two modelled as constant real power P and modelled as constant impedance Z) and one PV plant
assumed to produce constant power (PPV = ct.), all connected to a low voltage line, as depicted in
Figure 7. The microgrid is connected to the bulk power system through an SST, consisting of the
grid-connected inverter and the DC bus where the capacitor is connected, and the battery based storage
system. The control of the SST output was also considered, namely through a cascaded controller
in which the AC voltages (filter capacitors) and AC currents (inductor of the filter) are controlled.
A controller for the PV system was also considered. In this case was again adopted a cascade structure,
but what is controlled is the DC voltage of the inverter and their AC currents. The bulk power system
is modeled as a power source that supplies a constant P to the DC bus-bar. Future work will consider
more complex situations—requiring eventually for further elaboration of algorithms; however, the
proof of concept has been demonstrated with the simplified grid. Moreover, future work will consider
microgrid stabilization in wider time frames (minutes, hours or more), as being related to the battery
and PV (microgrid local production) resources size in the microgrid.

The results of the numerical simulations consider a Decentralized Energy Supply System based
on the SST connected microgrid which becomes immune and resilient towards power supply short
failures and for blackouts. The simulation shows the level of resilience of the microgrid in this situation
and the capacity to remain stable without mechanical inertia, but based on the electrostatic energy in
capacitors behind the inverters, acting as system inertia to absorb the unbalance between loads and
production. One important lesson is that the role of the mechanical inertia in the main grids is taken in
the full inverter-based microgrid by the energy in the capacitors on the DC busbar behind the inverters,
especially from the SST as grid former, and that the dimension of this capacitor needs to be chosen in
order to cope with the disturbance level. In the studied microgrids, there is no frequency dependency
for the grid stability, but only voltage control in the DC bus-bars of the injection points (SST and PVs
injecting power in the microgrid used in our test cases), which allows to keep stability during the
transients based on the released energy from the capacitors on the DC bus-bars behind the inverters.
The two scenarios show that bigger capacitors give better stability of DC busbar voltage and of the
microgrid, while smaller capacitors are still able to maintain stability against disturbances, even if the
DC busbar voltage has a higher variation. We extend the simulation case studies: To address some
variations regarding the PV generation, and also to examine how some disturbances for the grid side
are observed in the microgrid side. In that way, we can claim that the main transient events that can
occur in the daily operation of the microgrid have been adequately examined. These critical transient
events are not a problem considering a wider time frame because in this case the stability of the system
is only dependent on the battery and PV size.

Future work will expand the idea on the applicability and efficacity of shared resources for ad-hoc
formed clusters of sub-microgrids connected physically or by cyber connection links. Moreover, more
complex use-cases in terms of microgrid complexity and with more types of disturbances will be
further analyzed, also by using new methods of enhancing its real-time balancing and stability.
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Abstract: The pivotal target of the Paris Agreement is to keep temperature rise well below 2 ◦C above
the pre-industrial level and pursue efforts to limit temperature rise to 1.5 ◦C. To meet this target,
all energy-consuming sectors, including the transport sector, need to be restructured. The transport
sector accounted for 19% of the global final energy demand in 2015, of which the vast majority was
supplied by fossil fuels (around 31,080 TWh). Fossil-fuel consumption leads to greenhouse gas
emissions, which accounted for about 8260 MtCO2eq from the transport sector in 2015. This paper
examines the transportation demand that can be expected and how alternative transportation
technologies along with new sustainable energy sources can impact the energy demand and emissions
trend in the transport sector until 2050. Battery-electric vehicles and fuel-cell electric vehicles are the
two most promising technologies for the future on roads. Electric ships and airplanes for shorter
distances and hydrogen-based synthetic fuels for longer distances may appear around 2030 onwards
to reduce the emissions from the marine and aviation transport modes. The rail mode will remain the
least energy-demanding, compared to other transport modes. An ambitious scenario for achieving
zero greenhouse gas emissions by 2050 is applied, also demonstrating the very high relevance of direct
and indirect electrification of the transport sector. Fossil-fuel demand can be reduced to zero by 2050;
however, the electricity demand is projected to rise from 125 TWhel in 2015 to about 51,610 TWhel

in 2050, substantially driven by indirect electricity demand for the production of synthetic fuels.
While the transportation demand roughly triples from 2015 to 2050, substantial efficiency gains
enable an almost stable final energy demand for the transport sector, as a consequence of broad
electrification. The overall well-to-wheel efficiency in the transport sector increases from 26% in
2015 to 39% in 2050, resulting in a respective reduction of overall losses from primary energy to
mechanical energy in vehicles. Power-to-fuels needed mainly for marine and aviation transport is not
a significant burden for overall transport sector efficiency. The primary energy base of the transport
sector switches in the next decades from fossil resources to renewable electricity, driven by higher
efficiency and sustainability.

Keywords: transport sector; transportation demand; final energy demand; road; rail; marine; aviation;
levelized cost of mobility; greenhouse gas emissions; electrification

1. Introduction

Besides power and heat generation and industrial activities, transport is one of the major
energy-demanding sectors. In 2015, the global transport sector consumed approximately 31,310 TWh
of final energy [1] and represented around 14% of global greenhouse gas (GHG) emissions. To meet the
goals of the Paris Agreement [2], this value must be shrunk to zero by mid of the 21st century across all
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energy sectors. Fossil oil plays an integral role in all means of transport including road, rail, marine,
and aviation with roughly 28,840 TWh final energy consumption in 2015 [1]. Over 92% of the energy
for transport is provided by oil, 3% by natural gas (NG), 1% by electricity, and other fuels contribute
4%. These values encompass all transport modes, passengers and freights [1]. Some major suppliers of
fossil fuels for the transport sector expect no major changes of fossil-fuel demand in the decades to
come [3], despite the fact that fossil-fuel use is the main reason for anthropogenic climate change and
hazardous air pollution.

Transport demand is rapidly increasing and, with such high dependence on fossil fuels,
there would be serious consequences for human health and energy security-related issues [4] as
long as this trend continues. Nonetheless, a couple of vital changes towards mobility are anticipated.
These changes will be alternative fuel penetration, e.g., electricity, hydrogen, and renewable fuels such
as synthetic fuels, but also biofuels to lessen conventional fuel usage [5]. Technological efficiency and
demand-side solutions are additional changes that are expected for the transport sector [6]. Electricity
can be used in direct form in all transport modes, though, with distinct emergence in each mode: in road
and rail modes to a greater extent, and in marine and aviation to a lesser extent. Direct electricity-based
transportation is one of the most promising technologies with high reliability, safety, and efficiency for
mobility. Baronti et al. [7] identified the main drawbacks for direct electricity-based road transportation
as charging infrastructure immaturity and range limit. Hydrogen as fuel for the transport sector can
be produced from electricity or fossil fuels and does not produce GHG emissions directly by usage.
Hydrogen as an energy carrier can be based on renewable electricity via water electrolysis, but at
present it is mainly based on NG and converted via steam methane reforming (SMR), which does
not make it automatically a sustainable fuel [8]. Hydrogen will exist in all transport segments due
to its flexible usage via fuel cells. Biofuels such as bioethanol, biomethanol, and biodiesel produced
from biomass sources can directly substitute current fossil-fuel demand. Electricity and hydrogen
are emerging sources of energy for transportation, representing 2% of the final energy supply in the
transport sector in 2015.

The road mode is one of the most attractive transport segments to be electrified. Battery-electric
vehicles (BEV), hybrid electric vehicles (HEV), and plug-in hybrid electric vehicles (PHEV) have shown
high growth rates in recent times [9]. It is expected that these vehicle types will encounter substantial
growth in upcoming decades [10,11]. The internal combustion engine (ICE) is the dominating power
train as of today, but the limited efficiency of around 30% [12] reduces the competitiveness of this
type drastically, in addition to the rising concerns about air pollution [9,13,14]. HEV has almost the
same complexity as ICE with an electric motor/generator and a battery to improve the efficiency of the
system. This hybridization makes it feasible to benefit from regenerative braking to generate electricity
and charge the battery, which improves the efficiency to some extent. In this research, there is no focus
on HEV, though PHEV is regarded. PHEV has the same features as a HEV, but the battery is generally
larger and can be charged from the power grid for a range of typically up to 50–80 km [15]. Therefore,
it would be possible to use PHEV daily mainly on an electricity basis for reducing the overall fuel cost,
and hence improving fuel economy. PHEVs are not zero-emission vehicles, since fossil fuel is still used,
but it has been observed that about 70% of all driven kilometers could be electric and only 30% are
typically based on fossil fuels [16,17], which can drastically reduce GHG emissions, in particular if
fossil-fuel-free electricity is used. BEVs are vehicles type that rely solely on electric propulsion and
consist of comparable components to PHEV, though without the ICE and higher battery capacity, and it
could use a more powerful electric engine. Most BEVs currently offered to the market have a range
of 100–250 km on a single charge [18,19] with the highest range up to 550 km [20]. Charging time is
a peculiar drawback for BEV, depending on charger configuration, its infrastructure, and operating
power levels [21,22]. Similar to BEVs, a fuel-cell electric vehicle (FCEV) uses an electric drive train,
wherein the vehicle is powered by a fuel cell, typically using hydrogen to generate electricity that
flows to the power module (electric motor) to turn the wheels. Therefore, both BEVs and FCEVs
operate by electricity running the vehicle, though battery for BEVs and hydrogen for FCEVs are the
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supply sources. FCEVs can be refueled in roughly 5 min for a 480 km range [23]. On the contrary,
lack of refueling infrastructure and impossibility for FCEVs to be charged at most residential homes is
a key demerit [24–26]. Efficiency and cost remain controversial for the future of BEVs and FCEVs to
determine which technology exceeds the other, but indications can be found, which favor BEVs [27–30].

The rail mode is less environmentally critical, more energy efficient, and may enable a faster
transportation compared with other transport modes. These virtues also pose economic attractiveness
and contribute to societal benefits. Electric trains have a higher final energy efficiency than conventional
ICE trains. To achieve a higher overall efficiency for the rail mode, the share of electrical rail
transportation should be increased, as has been already achieved or targeted in many countries [31–33].
Renewable electricity leads to an even higher level of sustainability in also increasing the primary energy
efficiency and reducing respective indirect GHG emissions. Currently, the shares of rail passenger and
freight based on liquid-fuel operation are 55% and 61%, respectively, in global averages [34]; the rest is
electricity. It is expected to change to higher electricity supply shares in the decades to come [31–33].
In 2018, the first commercial fleet of hydrogen-based trains started their operations [35]; however,
in this study, hydrogen-based trains are not considered.

Marine transportation is a central element for global freight distribution. The compelling reasons
are, first, higher capability to carry bulk goods over long distances. Second, merchandise shipping is
the most energy-effective approach to transport goods and thus an economically beneficial transport
mode. Marine represents about 2.6% of the global GHG emissions. Almost all ships in operation for
passenger and freight transportation are based on liquid fuels. However, hydrogen is expected to
play a key role in the future of shipping, with LNG and electricity to a lesser extent. Hydrogen-based
ships may compete with other alternatively powered ships [36–39]. Hydrogen-powered ships can play
a significant role in reducing shipping emissions [40]. Full electric ships will become an attractive
solution for marine transportation with shorter distances to decrease the energy consumption [41–43].
The other considerable benefit of electric propulsion ships, similar to other electric transport modes, is
to minimize GHG emissions and further reduce cost [44,45]. However, the important question that
remains is to what extent ships and ferries can be fully electrified.

Airplanes are operated solely by liquid fuels at present, while it is expected that this solitary
propulsion system will be complemented by electricity and hydrogen in the upcoming decades to meet
the emissions reduction goal [46,47]. The aviation industry is responsible for 12% of transport-related
GHG emissions and 2–3% of the entire anthropogenic GHG emissions [48]. GHG emissions can
be reduced by either defossilizing the used jet fuel [49], or by using alternative fuels without GHG
emissions [50]. Hydrogen, used in compressed or liquid form, may be a solution to achieve the
emissions reduction target in the aviation industry. Liquid hydrogen (LH2)-fueled airplanes weigh
less than conventional kerosene-fueled planes due to the higher gravimetric energy density of LH2,
which leads to a better energy efficiency as pointed out by Kadyk et al. [48]. Electric aviation is another
option to increase efficiency and reduce emissions [51–53]. Hepperle [54] calculates the total energy
efficiency of battery-electric planes to be 73%, substantially more than hydrogen-based fuel-cell planes
with 44% and conventional kerosene-fueled turboprop planes with 39%. This excellent efficiency merit
would offset the propulsion system, the increased airplane mass due to batteries, and to some extent
aerodynamic features.

Power-to-gas (PtG) and even more so power-to-liquids (PtL) are expected to play a significant
role in the transport sector. PtL and PtG solely take electricity from renewable energy sources and
convert electricity to liquid or gaseous fuels [55]. Synthetic fuels such as Fischer-Tropsch-based fuels,
methanol (CH3OH), dimethyl ether (DME), methane (CH4), and other hydrocarbons can substitute
fossil fuels. These are zero-emission fuels, since no fossil fraction is included, and they are used in the
transport sector [56].

The core aim of this study is to present a detailed framework for a 100% renewable transition
scenario for the global transport sector in high technological and regional resolution. This will comprise
all used inputs, assumptions, parameters, and respective references. The used methods will allow
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applicability to comparable research questions. It is not intended to compare several scenarios within
this framework, but to present a stringent scenario which fulfills the aims of the Paris Agreement
in the highest possible sustainability, reflecting the ambitious requirements for a 1.5 ◦C scenario,
also respecting sustainability guardrails [57].

The paper is organized as follows: Methods and Data (Section 2) outline the methods for
transportation demand, assumed technology shares with respective consequences on specific energy
demand, and specific GHG emissions. This is followed by the Results (Section 3) for transportation
demand, energy demand, GHG emissions, and cost considerations, which are discussed in Section 4
and concluded in Section 5.

2. Methods and Data

The methodology is divided into 7 subsections: First, transportation activity and respective
demand is investigated for all transport modes. Second, specific energy demand, also known as
energy intensity or efficiency, for all modes with different technologies is defined. Third, the fuel-share
options are linked to the transport modes. Fourth, economic considerations for the road mode are
presented. Fifth, calculations of final energy consumption for all transport modes are defined. Sixth,
GHG emissions are linked to the transport segments. Seventh, well-to-wheel efficiency and insights on
efficiency drivers for the transport sector are considered.

2.1. Transportation Demand Data

The four transport modes—road, rail, marine, and aviation—are considered for the total
transportation demand. The transportation demand is driven by activities for passenger and freight
per mode. The transportation activity is measured in passenger kilometers (p-km), which is the
movement of passengers for the kilometers of a journey, and in (metric) ton kilometers (t-km), which is
the movement of freight for the kilometers carried. Therefore, the transportation activities need to be
investigated for the four modes and each for passenger and freight.

2.1.1. The Role of Gross Domestic Product (GDP) and Population in Transportation
Demand Projections

It is projected that transport activities benefit from prosperous economic development in the
decades to come, which may lead to an average increase in global transportation activity of around
2.7% and 2.3% per annum for passengers and freight, respectively. The driving forces for the demand
development in transportation are, according to Ribeiro et al. [58] and Royal Automobile Club
Foundation [59] industrialization, globalization, and urbanization. The two dominating factors, which
affect the growth in transportation activities are economic activity and population development.
Economic activity is measured as gross domestic product (GDP), often referred to as GDP per capita
(GDPcap) to indicate the specific economic activity per population for a country [60]. The development
of population is used to project the transportation demand for a country or region. The transportation
supply side consists of complete operations performed to provide transportation services, while the
demand side includes final demand and intermediate demand that act with the aim of satisfying the
transportation needs. The transport sector contributes to the GDP via provided services. The demand
side has direct effects on GDP through reverse linkages to all supply sides of the economy and GDP
generation [60]. The demand side of transportation is the scope of this research. Transportation
activities and their future growth mostly depend on the growth of GDP per capita and population [61].
In this study, population and GDP numbers are mainly used to disaggregate regional transportation
demand to a country level. The population growth is based on United Nations’ Medium scenario [62]
and GDP/capita development is taken from Toktarova et al. [63] reflecting the central United Nations
target of equal standards of living, to be achieved in the year 2100, which leads to further very strong
GDP/capita increase in the second half of the 21st century, which is beyond the period analyzed in
this paper. Strong GDP/capita demand increase stabilizes population as documented in developed
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countries all around the world [62], which is reflected in the assumed major trends for GDP/capita and
population in this manuscript.

2.1.2. Road and Rail Transportation Activity

The International Council on Clean Transportation (ICCT) roadmap data [64] is used to investigate
transportation demand in road and rail segments from 2000 to 2050 for passenger and freight.
Transportation activities in ICCT data are provided for several countries, such as United States,
Canada, China, India, Russia and some others, and the rest for regions such as Africa, Middle East,
27 European countries, Asia-Pacific 40, Non-European countries, and Latin America. For the road
mode, transportation demand per country and region is split into the passenger segments, including
light duty vehicles (LDV), buses (BUS) and two and three wheelers (2W/3W) and into the freight
segments, which includes light heavy-duty trucks (LHDT), medium heavy-duty trucks (MHDT) and
heavy heavy-duty trucks (HHDT). For this research LHDT and MHDT are merged into medium duty
vehicles (MDV) and HHDT is renamed to heavy-duty vehicles (HDV). Transportation road activity for
passenger and freight is summarized in Table 1. Rail transportation activity is provided for passenger
and freight in the ICCT roadmap [64].

Table 1. Global aggregation of LDV, 2W/3W, BUS, MDV and HDV for all given countries and regions
for 2015 to 2050 [64].

Vehicle Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV b p-km 23,137 27,482 31,438 36,145 41,356 47,458 54,535 62,942
2W/3W b p-km 4370 5606 6634 7750 8780 10,164 12,067 15,232

BUS b p-km 18,619 21,653 24,235 27,240 30,440 34,295 38,684 42,498
MDV b t-km 2919 3433 3894 4438 5065 5835 6694 7617
HDV b t-km 9787 11,398 12,889 14,628 16,601 19,021 21,691 24,539

For all countries being part of one of the aforementioned regions, a disaggregation method is
required. As a best proxy, the GDP has been chosen, reflecting the correlation between GDPcap and
population with transportation activity. Equation (1) represents the method used to disaggregate the
passenger and ton kilometers from a particular country j and a segment k out of its region.

(p-km)i,k =
( GDPi cap·Pi )(

GDPj cap·Pj
) ·(p-km) j,k(t-km)i,k =

(GDPi cap·Pi)(
GDPj cap·Pj

) ·(t-km) j,k (1)

wherein, (p-km)i,k is road passenger transportation activity for country i and segment k, GDPi cap and
Pi is the GDPcap and population of country i, the subscript j represents the respective region. (t-km)i,k
is road freight transportation activity for country i and segment k. GDPi cap, Pi and GDPj cap, Pj are
the same values as for passenger transport.

Detailed numbers for all countries can be found in the Supplementary Material (spreadsheet).
Transportation activity values for the road mode can also be categorized in road passenger (sum

of LDV, 2W/3W and BUS) and road freight (sum of MDV and HDV). Table 2 summarizes transportation
activities for road passenger and freight, as well as rail passenger and freight. Detailed numbers for all
countries can be found in the Supplementary Material (Table S1).

Table 2. Global transportation activity for road and rail modes separated for passenger and freight for
2015 to 2050 [64].

Transport Modes Unit 2015 2020 2025 2030 2035 2040 2045 2050

Road Passenger b p-km 46,104 54,713 62,247 71,100 80,546 91,899 105,297 120,739
Road Freight b t-km 12,708 14,832 16,783 19,066 21,665 24,856 28,385 32,156

Rail Passenger b p-km 3821 4573 5171 5792 6280 6854 7504 8193
Rail Freight b t-km 11,141 12,302 13,333 14,520 15,898 17,591 19,566 21,857
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2.1.3. Marine Transportation Activity

The third International Marine Organization (IMO) greenhouse gas study 2014 [65] is used as the
main data source. IMO provides data extracted from the United Nation Conference on Traded and
Development (UNCTAD) that produces global data on seaborne transport of freight from 1970 to 2012
in billion ton-miles. This data includes the following freight kinds: crude oil, other oil, iron ore, coal,
grain, bauxite, and alumina, phosphate, and other dry cargoes. This classification can be categorized
into total oil, coal, total (non-coal) bulk dry goods and total dry goods. It was extracted that total bulk
dry goods in form of non-coal bulk cargo is 9400 billion ton-miles (t-mi), other dry cargoes in form of
unitized cargo is 14,500 billion t-mi, total oil transported in the form of liquid bulk is 12,100 billion t-mi
and coal transported in the form of bulk coal is 5000 t-mi. In total 41,000 t-mi for 2012 is regarded as
the global goods shipped via seawater. To analyze the growth trend for the obtained value by 2050,
scenario projections by IMO are used. For non-coal bulk cargo and unitized cargo the SSP5 scenario and
for liquid bulk and bulk coal the RCP2.6 scenario are used. This is to reflect a growing global economy,
which intends to reduce the dependence on fossil fuels, still taking into account that fuels must be
transported, such as synthetic fuels in later periods [66–68]. The methods of SSP and RCP, explained
in detail in the 5th Assessment Report of the IPCC [69], are not further used in this study, but the
respective framework matches the requirements of this study. From 2012 to 2050, linear approximation
is applied for bulk goods, oil transported, and coal freight, and exponential growth for other dry
cargoes is assumed. The sum of the four major cargo categories is projected to a marine transportation
activity of 149,500 billion t-mi for 2050, which translates to about 276,880 billion t-km. For the statistics
on marine passenger activity, the European Commission data is used [70], which provides data for
marine passenger and freight for the EU 27, the United States, Japan, China, and Russia. The passenger
and ton kilometers for all given data are transformed into energy units. This has been done by using
specific energy demand values that are introduced later. This delivers the share of energy demand for
marine passenger and marine freight, for the listed countries. The share of marine freight of marine
energy demand is found to be 96.8%, thus 3.2% of marine energy demand is to be allocated for marine
passenger. This average factor has been used to estimate marine passenger energy demand based on
better accessible data on marine freight on a country wise basis, according to Equation (2).

Ep,i = E f ,i· 0.032
1− 0.032

(2)

wherein, Ep is the energy consumption of each country i for marine passenger and E f is the energy
consumption of marine freight of the same country i, based on the accessible data for 2012. The energy
consumption data is re-converted to data for marine passenger activity. Finally, for each country the
marine passenger demand is developed until 2050 by Equation (3).

(p-km)i,t+1 =
(GDPi,t+1 −GDPi,t)

(GDPj,t+1 −GDPj,t)
·(p-km)i,t (3)

wherein, (p-km)i,t+1 represents the marine passenger demand for a country i for the following time
steps, which is typically an interval of 5 years in this research, (GDPi,t+1 −GDPi,t) is the difference of
the GDP of a country i for the respective time steps, whereas (GDPj,t+1 −GDPj,t) is the difference of the
GDP of a region j to which the country belongs. Landlocked countries are excluded in the calculation.
Table 3 summarizes the global marine transportation activity for passenger and freight for the period
2015 to 2050. Detailed numbers for all countries can be found in the Supplementary Material (Table S1).

Table 3. Global transportation activity for marine passenger and freight from 2015 to 2050 [65,70].

Transport Modes Unit 2015 2020 2025 2030 2035 2040 2045 2050

Marine Passenger b p-km 126 151 185 226 278 340 411 491
Marine Freight b t-km 83,961 98,980 116,550 137,402 162,472 192,967 230,438 276,879
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2.1.4. Aviation Transportation Activity

For the aviation passenger activity, the ICCT roadmap [64] from 2000 to 2050 is used. The metric
used by ICCT is revenue passenger kilometers (rp-km), which is almost identical to the used p-km
metric, not accounting for pilot and flight attendants, which seems acceptable as a first order proxy. Thus,
rp-km has an identical concept as p-km from a statistical standpoint and it is used as passenger demand.
The aviation t-km demand is excluded in the ICCT roadmap, but extracted from the International Civil
Aviation Organization (ICAO) [71]. Based on ICAO, 197,549 million t-km transportation demand has
been handled in the global aviation industry in 2015. Airfreight demand is projected to grow by 6%
per year until 2035 according to ICAO [72]. From 2040 to 2050, annual growth rates of 6.4% and 6.0%
and 5.5% for 2040, 2045, and 2050, respectively, are considered to be it was evaluated that the global
GDP may grow approximately 4–5% per year in that period, as also adopted by Toktarova et al. [63]
and airfreight demand experiences a moderately swifter growth rate than GDP.

Equation (4) indicates how aviation freight transportation demand is projected to develop in the
period 2015 to 2050.

(t-km)G,t+1
= (t-km)G,t(1 + GR) yeart+1−yeart (4)

wherein, (t-km)G,t+1
is the global aviation freight transportation demand for the following time steps,

which is typically an interval of 5 years in this research, GR is the growth rate for aviation freight
transportation demand, yeart+1 and yeart represent the concrete years of each step. The aviation
freight transportation demand from 2015 to 2050 is distributed across countries to obtain the freight
transportation demand for each country individually, as indicated in Equation (5).

(t-km)i,t = (t-km)G,t·
(GDPi,t cap·Pi,t)

(GDPG,t cap·PG,t)
(5)

wherein, (t-km)i.t is a freight demand of a country i for a point t in time, GDPi,t cap and Pi,t is the GDPcap

and population of country i for a point t in time, the subscript G, represents the respective global.
The regarded time period is from 2015 to 2050 and typically applied for intervals of 5 years. Table 4
summarizes the transportation demand values for passenger and freight in the aviation industry
during the transition period until 2050, in 5-year intervals. Detailed numbers for all countries can be
found in the Supplementary Material (Table S1).

Table 4. Global transportation activity for aviation passenger [64] and freight [71,72] from 2015 to 2050.

Transport Modes Unit 2015 2020 2025 2030 2035 2040 2045 2050

Aviation Passenger b p-km 5629 6866 8335 10,665 13,131 17,024 21,520 26,363
Aviation Freight b t-km 198 264 354 473 634 863 1157 1514

The total global passenger transportation demand and freight transportation demand through the
transition from 2015 to 2050, summarizing Tables 2–4 is shown in Figure 1.

Figure 1. Development of global passenger transportation demand (left) and freight transportation
demand (right) from 2015 to 2050.
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2.2. Specific Energy Demand

Specific energy demand of each segment is the next step to finally derive energy demand in the
transport sector. Energy demand is expressed in electrical (-el) and thermal (-th) units, followed by a
fuel specification for thermal units, such as TWhth,H2, TWhth,CH4, TWhth,liq, for hydrogen, methane,
and liquid fuels, respectively. All thermal energy units are provided and used in lower heating values
(LHV). Specific energy demand units can be in (MJ, kWh)/(p-km, t-km). Specific energy demand
estimations are analyzed for each transport mode, segment, and power train for the transition period.

2.2.1. Road Specific Energy Demand

Heywood et al. [73] provide estimates for LDV fuel consumption in (liters/100 km) and in (kWh/100
km) for all power trains until 2050. The vehicle specific demand is linked to the number of passengers
per vehicle, so that the specific energy demand in units of kWh/p-km is derived. Vehicle numbers
and its occupancy known as load factor, or average people per vehicle and average freight in ton per
vehicle, is extracted from Greenpeace [34] and ICCT [64], for the period until 2050. The global weighted
average of load factors is calculated by the global summation of vehicle occupancy multiplied by the
respective vehicle numbers of a country and then divided by the total global number of respective
vehicles. The units used in this research for the specific energy demand are kWhth/p-km, kWhel/p-km,
and kWhH2/p-km for ICE, BEV, and FCEV, respectively. In case of PHEV, the electric driving range
also influences the utility factor, also called electric driving share, as described by Plötz et al. [17,74].
The utility factor is calculated to be 0.7 for the battery-electric range of current vehicles with about 10
kWh of battery capacity [19] and is expected to grow to 0.78 by 2050. The specific energy demand
for the thermal and electric parts of PHEV is based on the values for ICE and BEV. The number of
passengers per vehicle is not varied for LDV of different power trains.

The energy consumption for 2W/3W BEV is estimated to be around 3–5 kWhel/100 km for present
vehicles according to [9], which is considered to be a constant value for the entire transition period.
Mendes et al. [75] show that the specific energy consumption for 2W/3W ICE is 65% higher than for
the BEV power train, and is also assumed constant throughout the transition period, and provided in
units of kWhth/p-km. The global weighted average of vehicle occupancy for 2W/3W is calculated in a
comparable way as for LDV.

The specific energy consumption for BUS is taken from CIVITAS [76], in units of kWh/km for
all power trains. The projection is available until 2030 and from then on is extrapolated based on
the decrease rate from 2015 to 2030 for all power trains, excluding BUS PHEV, which is composed
by BUS ICE and BUS BEV. The utility factor for BUS PHEV is taken from [77] as a constant value of
0.5 throughout the transition period. The specific energy demand for BUS PHEV is composed of the
respective BEV and ICE values. Equations (6a) and (6b) show the extrapolation.

DR =

(
SEDtm

SEDt0

) 1
tm−t0 − 1 (6a)

SEDtk = SEDtk−1 ·(1 + DR)tk−tk−1 (6b)

wherein, DR is the decline rate, SED is the specific energy demand, tm is the year with the last provided
data, t0 is the beginning of the transition period, tk is a year within the transition period. The BUS
occupancy and its projection until 2050 is done similarly to LDV.

The specific energy consumption of MDV BEV and HDV BEV is estimated to be 100 kWh/100 km
and 200 kWh/100 km in 2012, according to Boer et al. [78]. The specific energy demand is projected
according to Equation (6a) and (6b) using decline rates from LDV BEV. Specific energy demand for
MDV ICE and HDV ICE is 4.8 and 1.6 MJ/t-km for 2015 and 2.7 and 0.8 MJ/t-km for 2050, adopted
from [34]. Fulton [79] investigated that FCEV trucks have 40% lower consumption compared with ICE
trucks. Load factors for MDV and HDV to translate kWh/km units to kWh/t-km units are obtained in a
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similar way as the passenger number per LDV, though here for ton per MDV and HDV. The utility
factors for MDV PHEV and HDV PHEV are considered from [77] as a constant value of 0.4 and 0.3,
respectively, throughout the transition period. The specific energy demand for MDV PHEV and HDV
PHEV is composed of the respective ICE and BEV values. Table 5 summarizes the used references for
the specific energy consumption and load factors of road vehicles.

Table 5. Sources for the specific energy consumption and load factors of road vehicles. Detailed
numbers for all assumptions can be found in the Supplementary Material (Table S1).

Vehicle Item Unit Reference

LDV
Energy consumption kWh/100 km [73]

Load factor passengers per vehicle [34,64]

2W/3W Energy consumption kWh/100 km [9,75]
Load factor passengers per vehicle [64]

BUS
Energy consumption kWh/km [76]

Load factor passengers per vehicle [1]

MDV
Energy consumption kWh/km [34,78,79]

Load factor ton per vehicle [64]

HDV
Energy consumption kWh/km [34,78,79]

Load factor ton per vehicle [64]

2.2.2. Rail Specific Energy Demand

Trains are divided into two power trains, electric and diesel, and this is applied for passenger
and freight transport. Schäfer et al. [80] introduced a specific energy demand scenario for passenger
and freight electric trains and provide specific energy demand for the years 2010 and 2050, which
is considered for this research. They have also investigated that electric trains are between 45–50%
more energy efficient than diesel-fueled trains, which is applied in this research. It is assumed that the
specific energy demand for trains declines in a linear rate, so that all periods between 2010 and 2050
can be linearly interpolated.

2.2.3. Marine Specific Energy Demand

Marine transportation is taken into account with three power trains ICE, battery electric,
and fuel-cell electric, whereas ICE can be fueled by diesel and LNG, and the fuel cells by hydrogen.
For the specific energy demand for marine freight, IMO [65] introduced the absolute fuel consumption
of all vessel types for 2012, which is accounted to 274,700 kt of bunker fuel, for both domestic and
international shipping. Calorific values in kJ/g for heavy fuel oil, marine diesel and gas oil are provided
by DNV GL [81]. Marine freight transportation demand is adopted from Section 2.1.3 and adjusted to
2012 values, so that the specific energy consumption is obtained. Horvath et al. [36] provide efficiency
values for marine diesel engines for 2030 and 2040 to be 46% and 47%, respectively, and for 2050, 48% is
assumed. This efficiency development is used for specific energy demand projection.

A comparison between the mechanical and electrical drives in ships is presented by Fireman and
Arbor [51], introducing relative drag coefficients and propeller efficiency for both propulsion options,
leading to about 65–70% efficiency. This is linked to a fuel-to-power efficiency of 40% [36] and battery
full charge cycle efficiency of 92%, resulting in a total power train efficiency of about 28% and 60%
for ICE and battery-electric ships, respectively for 2015. The ratio of battery electric to ICE efficiency
develops from 2.16 to 1.80 from2015 to 2050. This ratio of relative efficiency can be used to obtain
the specific energy consumption for freight battery-electric ships. The same procedure is adopted for
hydrogen-based fuel-cell ships, though fuel-to-H2 efficiency is assumed to increase from 53% to 65%,
from 2030 to 2050, based on [36]. The respective ratio of fuel-cell to ICE efficiency for ships develops
from 1.08 to 1.27, from 2030 to 2050. In terms of marine passenger specific energy demand, Becken [82]
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indicated that for a couple of marine passenger transport types, including ferries and cruise ships,
the average value is about 2.5 MJth/p-km for 2010. The marine passenger specific energy demand is
projected in comparable correlation as freight marine, for battery electric and fuel-cell electric ships.

2.2.4. Aviation Specific Energy Demand

The specific energy consumption of ICE, battery electric and FC planes for passenger and freight
transportation is estimated. The ICCT roadmap provides aviation data in units of (revenue passenger
km) rp-km/kg jet fuel consumption. As a first order approximation rp-km/kg is considered to be
p-km/kg. Net calorific value is defined for jet fuels in [83], which is regarded in units of MJ/kg.
ICCT [64] provides data for kg of jet fuel needed to enable respective p-km, which leads to the desired
specific energy demand for ICE planes in MJ/p-km.

For electric airplanes, there is a need to use batteries for power supply, which leads to an efficiency
enhancement from 30% to 80% from turboprop engine to a full battery-electric system, according to
Mueller et al. [84]. They also investigate the efficiency increase of ICE to hydrogen-based FC and obtain
a development from 30% to 41.7% overall efficiency. The specific energy demand for battery electric
and FC planes is estimated by these efficiency ratios of battery electric and FC planes to ICE planes.
Table 6 summarizes all references used to derive specific energy demand for the transport modes rail,
marine, and aviation.

Table 6. Sources to calculate the specific energy demand for the transport modes rail, marine,
and aviation. Detailed numbers for all assumptions can be found in the Supplementary Material
(Table S1).

Modes Item Unit Reference

Rail
Specific energy demand MJel/p-km [80]
Specific energy demand MJel/t-km [80]

Marine

Bunker fuel consumption kilo ton [65]
Calorific value kJ/g [81]

Efficiency % [36,51]
Specific energy demand MJth/p-km [82]
Specific energy demand MJth/t-km [82]

Aviation

Calorific value MJth/kg [83]
Efficiency % [84]

Specific energy demand MJth/p-km [83,84]
Specific energy demand MJth/t-km [83,84]

2.3. Fuel-Share Distribution of Transport Modes

The above-mentioned approaches are used to collect and calculate the transportation demand and
specific energy demand for each transport mode. Thereafter, transportation demand is converted to
energy demand with estimated fuel shares for the transition from the current form to sustainable and
zero GHG emitting fuels throughout, until 2050. Sustainable production routes for all required fuels
are established to link primary energy supply to final energy fuel demand. The following fundamental
fuel types and its sustainable production routes are taken into consideration and depicted in Figure 2:

• Road: electricity, hydrogen, liquid fuels (liquid hydrocarbons)
• Rail: electricity, liquid fuels (liquid hydrocarbons)
• Marine: electricity, hydrogen, methane, liquid fuels (liquid hydrocarbons)
• Aviation: electricity, hydrogen, liquid fuels (liquid hydrocarbons)
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Figure 2. Transport modes and fuels (top) and value chain elements for sustainable fuels (bottom).

Road transport can be powered by electricity, liquid fuels, and hydrogen. These fuels contribute
with different shares through the years and complement each other. Share of each transport vehicle
type within newly sold vehicles portfolio is estimated based on expected levelized cost of mobility
(LCOM). The vehicles stock numbers are based on the historic structure and vehicles lifetimes, whereas
newly sold vehicles substitute the existing stock at the end of their lifetimes, plus additional vehicles to
satisfy a potentially growing transportation demand. Conversion to stock numbers is performed based
on these newly sold vehicle shares and estimation of the total number of vehicles needed to satisfy the
respective transportation demand. To calculate country wise vehicles portfolios, the respective country
transportation demand is divided by respective passengers per vehicle (or freight per MDV/HDV),
and average annual distance per vehicle (Equation (7a)). The number of newly sold vehicles for a
respective year is comprised by the growth of the entire vehicle fleet and the reinvested vehicles
(Equation (7b)). Vehicles fleet growth is calculated in comparison to the previous period (Equation (7c)).
Reinvestment of vehicles is equal to vehicles expected to be decommissioned at the end of their lifetimes
and respective need for substitution (Equation (7d)). The number of new vehicles of each type is the
product of the share of vehicle type in newly sold vehicles and the respective number of new vehicles
added in that period. Stock numbers are the sum of newly sold vehicles during the expected lifetime
of vehicles. Detailed numbers for all assumptions and countries can be found in the Supplementary
Material (Table S1).

TFi, j,t =
Di, j,t

PPVi, j,t·DPVi, j,t
(7a)

NVi, j,t = FGi, j,t + FRi, j,t (7b)

FGi, j,t = TFi, j,t − TFi, j,t−1 (7c)

FRi, j,t = FGi, j,t−li f etimej (7d)

wherein, TFi,j,t is the total fleet per road segment j and country i and year t as an integer, Di,j,t is the
transportation demand, PPVi,j,t is passengers (or freight) per vehicle, DPVi,j,t is average annual distance
per vehicle, NVi,j,t is the number of newly sold vehicles in the total fleet, FGi,j,t is the number of newly
sold vehicles to satisfy the growth of the vehicle fleet, FRi,j,t is the number of newly sold vehicles to
substitute decommissioning of vehicles, t is the respective year, t − 1 is the previous period, lifetime is
the lifetime of vehicles. Road segments j are: LDV, 2W/3W, BUS, MDV, and HDV. The countries i are
all countries in the world. The years t are from 2015 to 2050, in intervals of 5 years.
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Rail transportation is based on the fuel types, electricity, and liquid fuels, applied to the shares of
passenger and freight transport. The applied electricity and liquid-fuel shares for the rail mode until
2050 are taken from Greenpeace [34]. This leads to electricity and liquid fuel shares for the rail modes
in 2050 of 86% and 14%, respectively.

Presently, the marine mode is practically powered solely by liquid fuels for both passenger
and freight transport, neglecting small shares of methane-based LNG [85] and electric ships [86].
From 2020 onwards electricity, methane, and hydrogen will play an increasing role as alternative fuels.
For electric ships, a mileage limitation to maximum of 100 km on a single charge of lithium batteries is
expected [87,88]. Hydrogen and methane-based LNG are not limited in mileage. The transportation
share of low range trips for ships is evaluated for deriving the electricity contribution for the marine
mode. Based on GHG emissions shares of international and domestic shipping [89], it is obtained that
11% of the total shipping is domestic and it is assumed that 80% of all domestic shipping is within
a range for electrification. The assumed phase-in of electric domestic ships is visualized in Figure 3.
In accordance with this assumption and marine transportation demand, the share of electric shipping
is calculated.

Figure 3. Projected phase-in of all-electric domestic shipping as a percentage of all domestic shipping
(left) and flights for ranges up to 3 h as a percentage of all domestic and international flights in passenger
kilometers (right).

Currently, aviation transportation is entirely based on liquid fuels. This will have to change in
the upcoming decades for responding to the climate emergency but also due to economic reasons.
From around 2035 onwards, it is assumed that hydrogen and electricity start to gain market shares
for powering airplanes, as documented by first policies for all-electric flights in Norway with up
to 1.5 h range [52] and expectations in technology enhancement for flights up to 3 h [90]. Electric
airplanes are limited in range due to the limited energy density of lithium batteries. Short haul
flights up to 1.5 to 3 h with utmost 100 passengers have the potential to be electrified according to
Wilkerson et al. [91] and Mueller et al. [80]. Consequently, this research assumes for 2050 that 18.7%
of the flights measured in passenger kilometers representing short haul flights of less than 1.5 h and
half of the flights between 1.5 and 3 h will be electric and twice that is assumed to be contributed
by fuel-cell-based flights fueled by hydrogen (37.4%), while the rest representing the majority of all
p-km for flights is projected to remain powered with jet fuel. The phase-in of all-electric flights is
visualized in Figure 3, and based on the estimate of 11.7% of all p-km for flights up to 1.5 h and 23.4%
of all p-km for flights within 1.5 and 3 h, whereas 80% of these flights should be served by all-electric
flights in the longer term, which is projected to be achieved between 2050 and 2060. The assumed
progress in aviation technology and respective implementation is based on today’s understanding
of technological options [84,90,91], first respective policies [52] and the enormous pressure to react
on climate emergency [2,69,92,93], while economics may be attractive and first leading technology
providers and airlines push the development to introduce all-electric flights by 2030 [94].
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2.4. Capital Expenditures, Operational Expenditures, and Lifetimes for Road Vehicles

In this paper, the LCOM for road vehicles is used to obtain the evolution of the vehicle types.
Capital expenditures (capex) for the vehicle types of LDV, BUS, MDV, and HDV and their respective
projections from 2015 to 2050 are considered. This evaluation is done for four mentioned segments and
the following power trains: ICE, BEV, PHEV, and FCEV. In addition, operational expenditures (opex)
for all vehicle types and lifetimes are considered.

Capex, opex, lifetime and weighted average cost of capital (WACC) form the key performance
unit LCOM, so that all vehicle types within a vehicle class can be compared. LCOM is defined in
Equation (8). Opex variable is defined in Equation (9). The capital recovery factor (crf) used for LCOM
is defined in Equation (10). WACC is set at 7% in this study. GHG emissions cost (GHGcost) are adopted
from Bogdanov et al. [95].

LCOM =

[
(capextot − capexbat)·cr ftot + capexbat·cr fbat + opex f ix

]
mileage

+ opexvar (8)

opexvar = Econs·Ecost + GHGemit·GHGcost (9)

cr f =
WACC · (1 + WACC)N

(1 + WACC)N − 1
(10)

wherein, capextot is total capital expenditure of vehicle, capexbat is battery capex of vehicle, opexfix is the
fixed operational expenditure of vehicle, mileage is the annual mileage of vehicle, opexvar is the variable
operational expenditure of vehicle, Econs is the specific energy demand per km of vehicle, Ecost is the
specific cost of fuels used by vehicle, GHGemit is the specific emitted GHG emissions per km, GHGcost is
the applied CO2eq price, and mileage is the annual mileage of vehicle.

2.4.1. Capital Expenditures

Vliet et al. [96] investigated the regular diesel and gasoline prices in euros for LDV ICE vehicles.
Vehicles consist of two major parts: platform and power train. The two liquid-fuel LDV types are
averaged in the following, and constant cost for LDV ICE platform and power train are assumed over
the entire transition period. The capex of LDV BEV are split into three main components: platform,
electrical drive, and battery. The specific cost of the battery is high in the beginning, but a continued
and drastic cost reduction is factored in, based on Bloomberg New Energy Finance (BNEF) [97] and
UBS [19]. The starting specific cost of the battery is 198 €/kWhcap in 2017 [19,97]. A cost reduction of
7.9% per year is assumed until 2030, based on BNEF and UBS assumptions, and 2% per year until 2050.
The obtained specific battery cost for 2030 is confirmed by Nguyen and Ward [98]. The power train cost
reduction is assumed at 7.9% per year until 2030 and 2% per year then onwards [19,97]. LDV PHEV
is composed by ICE and BEV components, but with lower battery capacity. The cost reduction of
the power train and battery is assumed to follow the same percentage as for LDV BEV. The battery
capacity for BEV and PHEV is calculated to be 70 and 10 kWh, respectively by multiplying all-electric
range km of the vehicle to its specific efficiency in kWh/km [19]. LDV FCEV vehicles consist of the
major components: platform, power train (fuel cell and electric motor) and hydrogen energy storage.
The platform cost is adopted from Vliet et al. [96], with a fuel-cell power of 100 kW and a range of
about 500 km, leading to a hydrogen storage capacity of 140 kWhH2. Assumptions for the power train
and hydrogen storage are considered from Bubeck et al. [99]. The fuel tank capex is considered to be
fixed at 1.9 €/kWhH2, whereas the power train capex declines from 284 €/kW in 2015 to 48 €/kW in
2050, according to estimates of UBS [19].

BUS ICE capex is adopted from Lajunen and Lipman [100] and constant capex for the entire
transition period is assumed. The platform cost share of BUS ICE is extracted from LDV platform cost
share, according to Vliet et al. [96] and found to be 74% of the total capex, so that the other BUS power
train types can be investigated. BUS BEV is composed of the platform capex plus the power train
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and battery. The platform cost of BUS BEV is identical to BUS ICE, and the BUS BEV battery cost is
calculated by multiplying the battery capacity in kWh [100] with the specific battery cost. The reduction
of battery cost for the BUS BEV by 2050 is according to the LDV method. BUS BEV power train capex
is the same value as for BUS PHEV, which is described in Equation (11). BUS BEV battery capacity is
set to 333 kWh, according to Lajunen and Lipman [100], assuming the identical specific battery capex
cost reduction as in LDV BEV. BUS PHEV capex components are split to the components: platform,
battery, and power train (ICE and BEV). The platform cost is identical for all BUS vehicle types. Battery
capacity is set to 49.7 kWh, according to Lajunen et al. [101] and the specific battery capex cost decline
is assumed to be identical to LDV BEV. The BUS PHEV power train is calculated according to the
respective development of LDV, but based on BUS assumptions, as detailed in Equation (11), which
can be applied for all years of the transition period.

capexpower train, BUS PHEV, year

=
(
capextotal, BUS ICE − capexplat f orm, BUS ICE

)
· capexpowertrain, LDV PHEV, year

capexpowertrain, LDV ICE, year

(11)

wherein, capex is capital expenditures for the power train, the entire bus, total, and the platform., and year
indicates the considered year in the transition period.

Current BUS FCEV capex are adopted from Lajunen [101], leading to a cost decline of the vehicle,
excluding the platform, of 5% per year up to 2030, based on Vliet et al. [96]. As technological similarities
exist, a further cost decline of 2% from 2030 to 2050 is presumed. Finally, the aggregation of all
components per BUS type leads to the total capex for each year within the transition period.

MDV ICE capex is assumed to stay stable, according to Yeon and Thomas [102], from which the
class 6 vehicle is regarded. In analogy to BUS, the LDV platform share of 74% is also applied for
MDV vehicles. MDV BEV capex is composed of three capex contributions from the platform, power
train, and battery. The platform capex is identical to MDV FCEV. MDV BEV power train is estimated
as the ratio of LDV BEV power train capex to LDV BEV platform capex, applied to the MDV BEV
platform capex. The specific battery capex is assumed identical to LDV BEV, but for a battery capacity
of 120 kWh [103]. The MDV PHEV capex is composed with the same logic as in LDV PHEV and MDV
in general. The MDV PHEV platform capex is identical to MDV BEV, i.e., 74% of the total capex of MDV
ICE. MDV PHEV power train capex is calculated similarly to Equation (11). The MDV PHEV battery
capacity is taken as the MDV BEV battery capacity multiplied by the ratio of the battery capacities of
LDV PHEV to LDV BEV, while the identical specific battery capex is assumed. MDV FCEV electric
motor is set to 170 kW for the class 6 vehicle, according to Kast et al. [104], and the respective capex
decline follows the percentage of LDV FCEV. The MDV FCEV hydrogen storage capacity is scaled
according to the specific energy demand of MDV FCEV versus LDV FCEV and the identical specific
hydrogen storage capex is assumed. The sum of the three capex components yields the total capex of
MDV FCEV, which is then applied for all years within the transition period.

Capex for HDV ICE is regarded as the average capex of several heavy-duty trucks, according to
Laitila et al. [105]. The method is identical to MDV. Specific values are HDV FCEV electric motor of
250 kW [104] with a capex decline according to MDV FCEV. Tesla [106] claims that by 2020 there will
be 900 kWh battery capacity for their HDV BEV for 143 €/kWhcap, which is set as a reference, while the
relative battery capex decline is assumed to be according to LDV BEV. The battery capacity for HDV
PHEV is estimated according to the same method as in MDV PHEV, as also for the other components.

2.4.2. Operational Expenditures

Opex fixed comprises of insurance and maintenance cost for the vehicles, and no change in
the insurance cost is assumed throughout the transition period. The annual insurance cost for LDV
ICE [107] is assumed to be the same for all LDV types. LDV BEV maintenance cost is lower than for LDV
ICE due to reduced complexity [108]. LDV ICE and LDV BEV maintenance costs are assessed in [53]
and used in this study. LDV PHEV maintenance cost is comprised of the full LDV ICE maintenance cost
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plus half the maintenance cost of LDV BEV. LDV FCEV maintenance cost is assumed to be comparable
to ICE and BEV, thus comprising half of each.

Insurance cost for BUS is taken from [109] and assumed to be identical for all BUS types. BUS ICE
maintenance cost is taken from [100], as 0.16 €/km for an annual distance of 66,667 km. Maintenance
costs for BUS BEV, PHEV, and FCEV are based on BUS ICE and scaled according to the LDV types.
Insurance costs for MDV ICE and HDV ICE are taken from [110], whereas the respective classifications
for MDV and HDV are taken from [104]. MDV ICE maintenance costs for diesel MDV is estimated to
be between 300 to 600 USD/month, therefore 450 USD/month are applied and converted by long-term
average currency exchange rate of 1.3 USD/€. Other MDV type maintenance cost is scaled in accordance
to LDV. HDV ICE insurance cost is set identical to all HDV types and taken from Bento et al. [111].
HDV maintenance cost is set to be identical to BUS for all HDV types.

Table 7 provides all sources used for capex and opex for all road vehicle types. The calculations of
vehicle, battery and hydrogen storage capex as well as maintenance and insurance costs are presented
in the Supplementary Material (Table S1).

Table 7. Sources used for vehicle, battery, and hydrogen storage prices as well as maintenance and
insurance costs.

Vehicle Item Unit Reference

LDV
Vehicle price € [96]

Battery/hydrogen price €/kWh [19,97–99]

BUS
Vehicle price € [100]

Battery/hydrogen price €/kWh [100,101]

MDV
Vehicle price € [102]

Battery/hydrogen price €/kWh [104]

HDV
Vehicle price € [105]

Battery/hydrogen price €/kWh [104,106]

All types Insurance €/vehicle [107,109,110]
Maintenance €/vehicle [19,100,108]

2.4.3. Lifetime

Vehicle lifetime is determined as an average vehicle age from starting operation to scrappage stage.
Vehicle lifetimes for all vehicle types are assumed to stay constant until 2050. Battery lifetime must be
considered for all BEV and PHEV road segments. Changes in scrappage patterns for LDV and the
consequence of a higher average lifetime is discussed by Bento et al. [105]. However, Dun et al. [112]
point out that vehicle lifetime heavily depends on annual mileage, which is assumed to be roughly
10,000 km for LDV. Battery lifetime is assumed to be identical for BEV and PHEV, as discussed
by Guenther et al. [113]. Laver et al. [114] discuss the concept of useful lifetime for BUS, which is
concluded to be between 12 and 14 years. In this study, the planned useful lifetime chosen is a bit
longer to also cover the period until decommissioning. Lajunen [101] describes 80,000 km for the BUS
battery lifetime in case of city operation, which can be translated to 3000–12,000 full charge cycles or
5–10 years [115–117]. 2W/3W vehicles lifetimes are taken from [9]. Battery installed in 2W/3W vehicles
can be valve-regulated lead-acid (VRLA) or lithium-ion battery with different lifetimes, whereas
lithium-ion technology is assumed as the standard, also due to more promising future and longer
lifetime in mobile applications, according to Weinert et al. [118]. MDV lifetime is similar to LDV
decommissioning age, and average age of MDV is taken from [119]. HDV lifetime is slightly longer
than that of MDV or LDV [114,119]. Tables 8 and 9 summarize the vehicle and battery lifetimes for all
road segments and vehicle types.
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Table 8. Vehicle lifetime for all road segments.

Vehicle Unit 2015–2050 Reference

LDV years 15 [111,112]
2W/3W years 10 [9]

BUS years 15 [114]
MDV years 15 [119]
HDV years 16 [114,119]

Table 9. Battery lifetime for all technologies on the road.

Vehicle Type Unit 2015–2050 Reference

LDV BEV years 10 [113]
LDV PHEV years 10 [113]
2W/3W BEV years 9 [9]

BUS BEV years 9 [101]
BUS PHEV years 6 [101]
MDV BEV years 10 [113]

MDV PHEV years 5 [113]
HDV BEV years 10 [113]

HDV PHEV years 5 [113]

2.4.4. Annual Kilometers for the Road Segment

The annual kilometers driven per vehicle type is the weighted average kilometers of vehicle types
with their occupancy and number of vehicles for all countries globally. Table 10 summarizes the annual
kilometers for all road vehicles. Detailed numbers for all countries can be found in the Supplementary
Material (Table S1).

Table 10. Annual kilometers per vehicle.

Vehicle Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV km/a 14,603 14,004 13,357 12,993 12,728 12,468 12,217 11,971
2W/3W km/a 7224 7380 7453 7494 7435 7427 7480 7702

BUS km/a 64,744 67,178 68,854 70,810 72,610 74,503 76,293 77,465
MDV km/a 25,389 26,154 26,631 27,140 27,601 28,058 28,416 28,655
HDV km/a 54,541 53,521 52,941 52,582 52,188 51,747 51,312 50,866

2.5. Global Final Energy Demand in the Transport Sector

The final energy demand for the transport sector can be derived on basis of transportation activities,
specific energy demand for each transport mode with all transport segments and vehicle types, and the
respective fuel-share distribution. The GHG emission intensity of the used fuels further determine the
GHG emissions of the transport sector. An overview diagram of the key factors, from transportation
activity to total final energy demand and GHG emissions via specific energy demand and fuel-share
distribution is visualized in Figure 4.
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Figure 4. Process flow for deriving final energy demand and respective GHG emissions for the
transport sector.

The final energy demand is calculated according to Equation (12), which allows a detailed
consideration of all transport activities of the different transport modes and segments, the differentiation
of vehicle types, the evolution of fuel shares and the development of the specific energy demand
per vehicle type, fuel, and segment. The structure of Equation (12) is also visualized in Figure 4.
This calculation can be carried out per geographic entity, for instance a country, and then aggregated
to larger regions, continents, and the world. Detailed numbers for all input data can be found in the
Supplementary Material (Table S1).

EFD,year =
∑

i,s,v, f

TAi,s·VTv·Fi,s,v, f ·EDi,s,v, f (12)

wherein, EFD is the final energy demand, year is the considered year within the transition period, TA is
the transport activity, VT is the vehicle type, F is the fuel-share distribution, ED is the specific energy
demand and the indices are i for the transport mode (road, rail, marine, aviation), s for the transport
segment (passenger, freight; for road: LDV, 2W/3W, BUS, MDV, HDV), v for the vehicle type (road: ICE,
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BEV, PHEV, FCEV) and f for the fuel type (electricity, hydrogen [electricity, fossil], methane [electricity,
fossil], liquid fuels [electricity, biofuel, fossil]).

The final energy demand according to Equation (12) can be categorized in different ways, e.g.,
as the global total for all countries and all transport activities, or per country for a transport mode or
transport segment, or for a specific fuel type.

The analysis can be further differentiated for the total primary energy demand of the transport
sector. This requires the consideration of the conversion of primary energy sources to the final energy
forms of required fuels. Figure 2 indicates this for modern synthetic fuels. For deriving the full primary
energy demand, an energy supply scenario is required reflecting the development of the electricity
mix, the applied hydrogen production technology, in particular electricity-based electrolysis and steam
methane reforming based on fossil natural gas, the methane supply mix, in particular fossil natural gas
and power-to-gas, liquid-fuel mix based on fossil fuels, biofuels, and electricity-based Fischer-Tropsch
fuels. This is detailed in Section 2.7.

2.6. GHG Emissions from the Transport Sector

Well-to-wheel (WTW) GHG emissions analysis for the various fuels used is the decisive metric,
since it considers the fuel value chain from primary energy to final use. WTW consists of well-to-tank
(WTT) comprising fuel refining and logistic requirements from primary energy to final energy and
tank-to-wheel (TTW), which comprises the GHG emissions of the final energy fuels used. GHG
emission factors for fuels are taken from IPCC [120], using average values for liquid fuels comprised of
diesel, gasoline, jet fuel, residual fuel oil and biofuel for the TTW balance, and fossil natural gas for LNG
TTW emissions. The TTW values for hydrogen and electricity as a final energy fuel are zero. The TTW
GHG emission values for LNG and liquid fuels will decline until 2050 based on the applied energy
transition scenario, which can imply an electricity share for methane via power-to-gas and a renewable
electricity (RE) share for liquid fuels, comprised of biofuels and electricity-based FT fuels. The shares of
the various sustainable fuels are according to Sections 2.3 and 3.2.3. WTW GHG emission intensity for
liquid fossil fuels are taken from Rahman et al. [121], who averaged five North American conventional
crudes, and derived values for gasoline, diesel, and jet fuel, which have been averaged for liquid fossil
fuels, as used in this analysis. WTW GHG emissions from sugarcane and corn as bioethanol feedstock
are taken from Wang et al. [122]. GHG emissions from palm oil as biodiesel feedstock are taken from
Nylund and Koponen [123]. The finally used emission value for biofuel is the weighted average of
bioethanol and biodiesel with their available market shares and represented by the main producers the
USA and Brazil, as taken from [124]. WTW GHG emissions for fossil LNG is 300 gCO2eq/kWhth in the
100-year GWP consideration of methane emissions, as suggested by IPCC in its 5th Assessment Report
and discussed here [125]. The WTW emission intensity of liquid fuels and LNG declines because of the
applied energy transition scenario through an expected increase of RE shares used for these final energy
fuels. Presently, hydrogen production is dominated by fossil natural gas-based SMR, leading to a WTW
GHG emission of 380 gCO2eq/kWhH2. Similar to liquid fuels and LNG, these emissions decline as the
share of used RE increases, because of the energy transition. Hydrogen from SMR is expected to be
substituted by hydrogen from renewable electricity-based electrolysis, as discussed in Fasihi et al. [126]
and Elgowainy et al. [127]. Electricity WTT GHG emissions, better called well-to-grid (WTG) GHG
emissions, depend on the used electricity supply mix and its composition with primary fuels such as
coal, fossil natural gas, fuel oil, nuclear, and the various forms of renewables. The GHG emission values
of fossil oil and fossil natural gas used for the final energy fuels are also used for the electricity supply.
GHG emission values for lignite coal (400 gCO2eq/kWhth) and hard coal (390 gCO2eq/kWhth) are taken
from Schuller [128]. The two coal emission factors are weighted into a unified GHG emission value,
based on their total global production, according to Skone [129]. The specific GHG emission values in
thermal energy units are converted to the average efficiency of thermal power plants used for electricity
generation. The considered thermal power plants are oil-based ICE generators, coal power plants, and
open cycle and combined cycle gas turbines. All efficiency values and the assumed energy transition
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scenario is taken from Bogdanov et al. [95]. The energy transition scenario for the final energy fuels is
according to Sections 2.7 and 3.5. GHG emission intensities of the considered final energy fuels during
the energy transition period, as obtained by applying the energy transition scenario is summarized in
Table 11 for TTW and WTW considerations, which also allows a WTT analysis, if required.

Table 11. GHG emission intensity for all applied final energy fuels for TTW and WTW consideration.
The remaining GHG emissions in 2050 are from biofuels and mainly due to indirect GHG emissions.

Fuel Method Unit 2015 2020 2025 2030 2035 2040 2045 2050

Electricity TTW gCO2eq/kWhel 0 0 0 0 0 0 0 0
Hydrogen TTW gCO2eq/kWhH2 0 0 0 0 0 0 0 0

LNG TTW gCO2eq/kWhCH4 237 237 237 230 194 135 54 0
Liquid fuel TTW gCO2eq/kWhth 266 266 266 258 218 151 71 10
Electricity WTW gCO2eq/kWhel 513 373 140 47 15 6 2 0
Hydrogen WTW gCO2eq/kWhH2 389 395 334 223 148 65 21 0

LNG WTW gCO2eq/kWhCH4 300 300 300 294 251 176 71 0
Liquid fuel WTW gCO2eq/kWhth 368 366 366 358 305 211 96 8

The total GHG emissions of the transport sector on different levels of aggregation and for different
years can be calculated according to Equation (13), which is closely linked to Equation (12). The structure
of Equation (13) is also visualized in Figure 4. This calculation can be carried out per geographic
entity, for instance a country, and then aggregated to larger regions, continents, and the world, in the
same way as for the final energy demand. The TTW, WTW, or WTT GHG emissions can be analyzed
separately, by applied respective values according to Table 11. Detailed numbers for all input data can
be found in the Supplementary Material (Table S1).

GHGtotal,b,year =
∑

i,s,v, f

TAi,s·VTv·Fi,s,v, f ·EDi,s,v·GHG f ,b (13)

wherein, GHGtotal is the total GHG emissions, b is the balancing of WTT, TTW, or WTW, year is the
considered year within the transition period, TA is the transportation activity, VT is the vehicle type,
F is the fuel-share distribution, ED is the specific energy demand, GHGf is the specific GHG emission
per final fuel, and the indices are i for the transport mode (road, rail, marine, aviation), s for the
transport segment (passenger, freight; for road: LDV, 2W/3W, BUS, MDV, HDV), v for the vehicle type
(road: ICE, BEV, PHEV, FCEV), and f for the fuel type (electricity, hydrogen, LNG, liquid fuels).

The total GHG emissions according to Equation (13) can be categorized in different ways, e.g.,
as total global for all countries and all transport activities, or per country for a transport mode or
transport segment, or for a specific fuel type.

2.7. Primary Energy Demand and Well-to-Wheel Efficiency

WTW efficiency analysis for various fuels and vehicle types used is a key metric for the transport
sector, since it considers the entire energetic value chain from primary energy to final mechanical
use. The WTW concept consists of WTT, comprising the fuel production chain from primary energy
to final energy fuels, and TTW, which comprises the final energy fuels used in vehicles. For WTT,
the full life cycle chain of the fuels is evaluated for analyzing the fuel efficiency. The conversion steps
comprise the principle routes from primary input to final energy fuels, as characterized in Table 12.
Primary energy is defined as the first form of energy provided by an extraction technology from nature.
This applies to fossil fuels (coal, natural gas and crude oil), nuclear fuels (uranium), biofuels (biomass)
and renewable electricity (solar PV, wind electricity, hydropower). Losses of power transmission and
distribution are considered for all electricity generation. For renewable electricity, there are two further
loss types, which are considered for the WTT value chain: curtailment and storage. Curtailment and
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storage losses related to renewable electricity are taken from Bogdanov et al. [95] and overall power
transmission losses are taken from Sadovskaia et al. [130].

Table 12. Overview of conversion processes from primary input to final energy fuels for the
WTT perspective.

Primary Input Conversion Final Energy Fuel

Fossil fuels Refinery liquid hydrocarbons, diesel, gasoline

Fossil fuels Power plants (coal, gas, oil) electricity

Fossil fuels Steam methane reforming hydrogen

Nuclear fuels Nuclear power plant electricity

Electricity Fischer-Tropsch liquid hydrocarbons

Electricity Electrolysis hydrogen

Hydrogen Methanation methane

Methane Liquefaction LNG

Biomass Biorefinery biofuels, liquid hydrocarbons, biodiesel, bioethanol

For example, if the final energy fuel is LNG, the efficiency chain from raw material extraction to
the vehicle tank has to be taken into account, and in the case of renewable electricity, the electricity
generation, the conversion steps, electrolyzer, methanation, and liquefaction are required and the
losses due to power transmission, curtailment, and storage have to be considered. Table 13 details the
WTT efficiencies taken into account for all final energy fuels. The references indicated are used for the
respective efficiencies.

Table 13. WTT efficiency values for all final energy fuels. Renewable electricity (RE) is mainly composed
of solar PV, wind electricity, and hydropower. Conversion of fossil fuels to electricity is volume averaged
for the power plant types of coal, combined cycle gas turbines, open cycle gas turbines, and internal
combustion engines.

Primary
Origination

Fuel Type
WTT

Efficiency
2015 2020 2025 2030 2035 2040 2045 2050

Fossil Diesel [131,132] % 83 84 85 85 86 87 87 88
Fossil Gasoline [131,132] % 85 86 86 87 88 88 89 90
Fossil Liquid Hydrocarbons % 84 85 85 86 87 87 88 89

RE Liquid Hydrocarbons [133] % n/a n/a n/a 53 53 53 53 53
Fossil Electricity [95] % 44 46 47 48 47 46 46 0

Nuclear Electricity [95] % 33 33 33 33 37 37 37 38
RE Electricity [95] % 100 100 100 100 100 100 100 100

Fossil Hydrogen [134] % 85 85 85 85 85 85 85 85
RE Hydrogen [95] % 84 84 84 84 84 84 84 84

Fossil LNG [135] % 85 85 85 85 85 85 85 85
RE LNG [135] % 57 57 57 57 57 57 57 57

Corn Bioethanol [131] % 61 61 61 61 61 61 61 61
Sugarcane Bioethanol [131] % 48 48 48 48 48 48 48 48

Palm Biodiesel [131] % 80 80 80 80 80 80 80 80
Biomass Liquid Hydrocarbons % 60 60 60 60 60 60 60 60

Fossil liquid hydrocarbons is an average of diesel and gasoline in the ratio 1:1. Similarly,
biomass-based liquid hydrocarbons is the weighted average of the two main biofuels, composed by
79% of bioethanol and 21% of biodiesel [136]. Hydrogen and LNG are considered from fossil fuels and
renewable electricity with changing shares during the transition period. Electricity is supplied from
renewable sources, nuclear, and fossil fuels with changing shares during the transition period from 2015
to 2050. Production route shares for the final energy fuels are indicated in Table 14, in case more than
only one route exists. Electricity is factored in according to the generation mix of the respective period.
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Table 14. Shares of final energy production routes.

Final Energy Fuel Input Contribution Share 2015 2020 2025 2030 2035 2040 2045 2050

Electricity
Fossil % 68 50 19 7 2 1 0 0

Nuclear % 10 10 7 4 2 1 1 0
Renewable % 22 40 74 89 96 98 99 100

Hydrogen Fossil % 100 90 75 50 35 15 5 0
Electricity % 0 10 25 50 65 85 95 100

LNG
Fossil % 100 100 100 97 82 57 23 0

Electricity % 0 0 0 3 18 43 77 100

Liquid hydrocarbons
Biofuel % 3 4 4 4 4 4 4 4
FT fuels % 0 0 0 3 18 43 73 96

Fossil % 97 96 96 93 78 53 23 0

TTW efficiency for the four transport modes is calculated to represent how much final energy can
be converted by the power trains to mechanical energy and the rest is allocated as loss. Table 15 shows
the TTW efficiencies for the road transport segments, while Table 16 shows the TTW efficiencies for the
transport modes rail, marine, and aviation.

Table 15. TTW efficiencies of all vehicle types for road transport.

Vehicle Type TTW Efficiency 2015 2020 2025 2030 2035 2040 2045 2050

LDV

ICE [137] % 20 22 24 26 26 27 27 28
BEV [138] % 74 77 81 84 86 87 89 91

PHEV—ICE % 20 22 24 26 26 27 27 28
PHEV—EV % 74 77 81 84 86 87 89 91
FCEV [131] % 30 34 39 43 45 47 48 50

2W/3W [139] ICE % 12 13 14 16 16 16 16 17
BEV % 44 46 48 50 51 52 53 54

BUS [140]

ICE % 33 33 34 35 35 36 36 37
BEV % 73 76 79 83 85 86 88 90

PHEV—ICE % 33 33 34 35 35 36 36 37
PHEV—EV % 73 76 79 83 85 86 88 90

FCEV % 44 46 48 50 52 54 56 58

MDV

ICE [141] % 32 32 33 33 34 34 35 35
BEV [142] % 73 76 79 83 85 86 88 90

PHEV—ICE % 32 32 33 33 34 34 35 35
PHEV—EV % 73 76 79 83 85 86 88 90
FCEV [142] % 45 47 49 51 53 55 57 59

HDV

ICE [141] % 41 42 43 43 44 45 45 46
BEV [142] % 73 76 79 83 85 86 88 90

PHEV—ICE % 41 42 43 43 44 45 45 46
PHEV—EV % 73 76 79 83 85 86 88 90
FCEV [142] % 45 47 49 51 53 55 57 59

Table 16. TTW efficiencies for the transport modes rail, marine, and aviation.

Modes Type TTW Efficiency 2015 2020 2025 2030 2035 2040 2045 2050

Rail, trains
[143]

Electric % 76 77 78 79 80 81 82 83
Diesel % 31 33 34 35 36 36 37 37

Marine, ships
[36,144]

Electric % 62 63 64 64 65 66 67 68
Hydrogen % 45 48 51 54 56 57 59 60

LNG % 45 46 48 49 50 50 51 51
Diesel % 42 43 45 46 47 47 48 48

Aviation,
airplanes [54]

Electric % 73 74 75 76 77 78 79 81
Hydrogen % 44 46 47 49 50 52 54 55

Jet fuel % 39 40 41 42 43 44 44 45
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3. Results

3.1. Global, Regional, and Country Level Transportation Demand

The transportation demand is structured into the four transport modes, road, rail, marine,
and aviation, each for passenger and freight transportation, as detailed in Section 2.2. The geographic
structuring of the global results are in accordance to Bogdanov et al. [95], for the nine major regions:
Europe, Eurasia, Middle East Northern Africa (MENA), Sub-Saharan Africa, South Asian Association
for Regional Cooperation (SAARC), Northeast Asia, Southeast Asia, North America, and South
America. The scaling of the geographic results and aggregation is visualized in Figure 5 for the
global road passenger and freight transportation demand during the entire energy transition period.
The European aviation transportation demand for passenger and freight is shown in Figure 6.
The marine transportation demand in France for passengers and freight is depicted in Figure 7.
The disaggregated values for all countries, transport modes, and transport segments can be found in
the Supplementary Material (Table S1). The global transportation demand for the transport modes
rail, marine, and aviation across the nine major regions during the transition period is presented
in Figures 8–10. All transport modes are faced with strong global transportation demand growth,
as also mentioned in Section 2.1. More detailed diagrams for the four transport modes across the nine
major regions and on the country level is presented in the Supplementary Material (Figures S1–S5).
All numeric details are part of the comprehensive tables in the Supplementary Material (Table S1),
which allow further analyses.

Figure 5. Global road transportation demand for passenger and freight in the nine major regions in
resolution of 5-year intervals from 2015 to 2050.

Figure 6. European aviation transportation demand for passenger and freight in the country resolution
for the years 2015 to 2050.
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Figure 7. France marine transportation demand for passenger and freight for the years 2015 to 2050.

Figure 8. Global rail transportation demand for passenger and freight in the nine major regions for the
years 2015 to 2050.

Figure 9. Global marine transportation demand for passenger and freight in the nine major regions for
the years 2015 to 2050.

Figure 10. Global aviation transportation demand for passenger and freight in the nine major regions
for the years 2015 to 2050.
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3.2. Specific Energy Demand, Road LCOM, and Shares of Vehicle and Fuel Types

3.2.1. Specific Energy Demand

The specific energy demand and energy intensity values for all transport modes are calculated
according to the methods introduced and are presented in detail in this section. Values for specific
energy demand for the road transport mode are presented in greater detail in Table 17 with a variety
of segments (LDV, 2W/3W, BUS, MDV, HDV) and vehicle technologies (ICE, BEV, PHEV, FCEV).
The values of specific energy demand for the transport modes rail, marine, and aviation are presented
in Table 18, also comprising differentiation according to passenger and freight transportation and the
fuel options.

Table 17. Specific energy demand for the transport mode road. The values are detailed according to
the road transportation segments, vehicle types for the years 2015 to 2050.

Vehicle Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV

ICE kWhth/p-km 0.485 0.456 0.413 0.368 0.336 0.308 0.260 0.211
BEV kWhel/p-km 0.113 0.101 0.089 0.078 0.072 0.067 0.061 0.055

PHEV kWhth/p-km 0.145 0.114 0.091 0.081 0.074 0.068 0.057 0.046
PHEV kWhel/p-km 0.079 0.075 0.069 0.061 0.056 0.052 0.048 0.043
FCEV kWhH2/p-km 0.172 0.164 0.136 0.130 0.119 0.118 0.097 0.091

2W/3W ICE kWhth/p-km 0.126 0.126 0.126 0.126 0.125 0.125 0.125 0.125
BEV kWhel/p-km 0.044 0.044 0.044 0.044 0.044 0.044 0.044 0.044

BUS

ICE kWhth/p-km 0.233 0.224 0.210 0.210 0.205 0.199 0.193 0.189
BEV kWhel/p-km 0.107 0.101 0.095 0.091 0.087 0.083 0.079 0.076

PHEV kWhth/p-km 0.116 0.112 0.105 0.105 0.102 0.100 0.097 0.095
PHEV kWhel/p-km 0.053 0.050 0.048 0.045 0.043 0.041 0.039 0.038
FCEV kWhH2/p-km 0.178 0.166 0.156 0.147 0.139 0.132 0.124 0.118

MDV

ICE kWhth/t-km 1.334 1.229 1.132 1.043 0.961 0.885 0.815 0.751
BEV kWhel/t-km 0.549 0.479 0.419 0.367 0.333 0.302 0.275 0.251

PHEV kWhth/t-km 0.801 0.737 0.679 0.626 0.576 0.531 0.489 0.450
PHEV kWhel/t-km 0.220 0.191 0.168 0.147 0.133 0.121 0.110 0.101
FCEV kWhH2/t-km 0.801 0.737 0.679 0.626 0.576 0.531 0.489 0.450

HDV

ICE kWhth/t-km 0.445 0.403 0.365 0.330 0.299 0.271 0.246 0.222
BEV kWhel/t-km 0.237 0.207 0.181 0.159 0.144 0.130 0.119 0.108

PHEV kWhth/t-km 0.311 0.282 0.255 0.231 0.210 0.190 0.172 0.156
PHEV kWhel/t-km 0.071 0.062 0.054 0.048 0.043 0.039 0.036 0.032
FCEV kWhH2/t-km 0.267 0.242 0.219 0.198 0.180 0.163 0.147 0.133

The load factor for each transport segment is assumed to be identical within each vehicle category.
For example, in the case of LDV BEV, the same average number of passengers in the vehicle as in LDV
ICE is assumed. The load factor for MDV and HDV is measured in tons per vehicle, and it is assumed
to be identical, independent of the vehicle type. The values in Table 18 show the energy required to
transport one passenger or one ton over one kilometer, depending on the road transport segment,
the vehicle type, and fuel used. The specific energy demand declines over time for all road transport
segments and vehicle types, due to enhancements in vehicle technology. The relative efficiency of
the vehicle types is a structural element of the results, since the least specific final energy demand
is required for BEV, followed by FCEV, PHEV, and finally, ICE. PHEV mixes ICE and BEV, so that
both fuels, electricity, and liquid fuels, are required. By 2050, all values decline to its minimum value,
since no reduction in efficiency is assumed. 2W/3W BEV appears to be the most efficient vehicles for
passenger transportation in the road transport mode with 0.044 kWhel/p-km and MDV ICE, the least
efficient with a consumption of 0.751 kWhth/t-km, as it requires more energy with less ton capacity.
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Table 18. Specific energy demand for the transport modes rail, marine, and aviation. The values are
detailed according to the segment’s passenger and freight transportation, and the assumed fuels for the
years 2015 to 2050.

Modes Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

Rail

Electricity kWhel/p-km 0.068 0.065 0.063 0.060 0.058 0.055 0.053 0.050
Diesel kWhth/p-km 0.105 0.104 0.102 0.101 0.099 0.097 0.096 0.094

Electricity kWhel/t-km 0.034 0.032 0.030 0.028 0.026 0.024 0.022 0.019
Diesel kWhth/t-km 0.065 0.063 0.060 0.058 0.056 0.054 0.052 0.050

Marine

Electricity kWhel/p-km 0.315 0.319 0.323 0.325 0.325 0.325 0.325 0.325
Diesel kWhth/p-km 0.680 0.657 0.634 0.612 0.605 0.599 0.592 0.586
LNG kWhCH4/p-km 0.680 0.657 0.634 0.612 0.605 0.599 0.592 0.586

Hydrogen kWhH2/p-km n/a n/a n/a 0.566 0.521 0.484 0.472 0.461
Electricity kWhel/t-km 0.019 0.020 0.020 0.020 0.020 0.020 0.020 0.020

Diesel kWhth/t-km 0.042 0.041 0.039 0.038 0.037 0.037 0.037 0.036
LNG kWhCH4/t-km 0.042 0.041 0.039 0.038 0.037 0.037 0.037 0.036

Hydrogen kWhH2/t-km n/a n/a n/a 0.035 0.032 0.030 0.029 0.029

Aviation

Electricity kWhel/p-km 0.204 0.194 0.184 0.175 0.166 0.157 0.149 0.141
Jet fuel kWhth/p-km 0.545 0.517 0.490 0.465 0.442 0.419 0.398 0.377

Hydrogen kWhH2/p-km 0.392 0.372 0.353 0.335 0.318 0.302 0.286 0.271
Electricity kWhel/t-km 0.053 0.050 0.048 0.045 0.043 0.041 0.039 0.037

Jet fuel kWhth/t-km 0.142 0.134 0.128 0.121 0.115 0.109 0.104 0.098
Hydrogen kWhH2/t-km 0.102 0.097 0.092 0.087 0.083 0.079 0.075 0.071

In the transport mode rail, the specific final energy demand of electric trains is lower than their
diesel (liquid-fuel) counterparts in 2015, with a trend of increasing energy efficiency for both power
trains. The highest energy efficiency of freight transportation is enabled by ships. The relative
specific final energy demand for freight transportation in 2015 for marine (0.042 kWhth/t-km), rail
(0.065 kWhth/t-km), aviation (0.142 kWhth/t-km), clearly indicates that bulk transportation is most
energy efficient by ships, followed by trains, and only highly valuable cargo to be transported in
airplanes, as a consequence of relative efficiency. The longer the transport distances, the more relative
efficiency matters. Another clear trend that can be observed in the relative specific final energy demand
values for all transport modes for fuels. Electricity-based transportation is for all transport modes the
most energy efficient option, but currently only accessible for railways in substantial volumes. As soon
as more electricity-based ships and airplanes are available, the relative transportation share can be
expected to rise, because of efficiency gains. Since energy density for long-distance transportation is a
severe challenge for batteries, hydrogen appears as a valuable option for the energy transition in the
transport sector. The conclusions of Horvath et al. [36] confirm this observation. The final energy fuel
hydrogen is emission-free, the fuel can be based on sustainable electricity and the relative end-use
efficiency places hydrogen-based solutions between direct electricity-based options and liquid-fuel
options, which are currently in use. The fundamental insights for the relative efficiencies of electricity,
hydrogen, and liquid-fuel-based options can be observed in all four transport modes.

3.2.2. Road LCOM

LCOM is considered for the road transport mode, so that the fuel shares and vehicle types can
be better derived for the road transport segments. The fuel shares for the other transport modes are
obtained from other sources, and are described in Section 3.2.3. LCOM is comprised of capex and opex
fixed, as detailed in Equation (8). The capex values for all road vehicle types for the energy transition
period are derived according to Section 2.4 and summarized in Table 19. The respective opex fixed
values for the LCOM are calculated according to Section 2.4 and summarized in Table 20. The opex
variable values are based on assumptions shown in Table 21 and summarized in Table 22, for all road
transport segments and vehicle types, separated for the cost of energy and cost of GHG emissions.
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The energy scenarios presented by Bogdanov et al. [95] and Breyer et al. [145] are considered. LCOM
for all road transport segments and vehicle types are presented in Table 23 and visualized in Figure 5.

Table 19. Capex for all road transport segments and vehicle types for 2015 to 2050. More details on the
capex composition can be found in the Supplementary Material (Table S1).

Vehicle Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV

ICE €/unit 20,260 20,260 20,260 20,260 20,260 20,260 20,260 20,260
BEV €/unit 50,070 30,126 25,805 22,850 22,279 21,756 21,279 20,843

PHEV €/unit 25,466 23,874 22,593 21,679 21,510 21,296 21,153 20,974
FCEV €/unit 46,396 35,144 28,199 23,896 23,199 22,572 22,006 21,496

BUS

ICE €/unit 225,000 225,000 225,000 225,000 225,000 225,000 225,000 225,000
BEV €/unit 289,735 254,988 230,663 213,534 210,143 207,020 204,142 201,489

PHEV €/unit 255,089 242,750 233,279 225,952 224,403 222,946 221,573 220,280
FCEV €/unit 742,500 612,085 511,172 433,088 413,592 395,519 378,765 363,234

MDV

ICE €/unit 78,950 78,950 78,950 78,950 78,950 78,950 78,950 78,950
BEV €/unit 102,177 89,739 81,039 74,918 73,707 72,592 71,565 70,618

PHEV €/unit 89,458 85,136 81,813 79,237 78,692 78,179 77,695 77,240
FCEV €/unit 111,138 92,009 80,203 72,888 71,703 70,637 69,676 68,808

HDV

ICE €/unit 152,000 152,000 152,000 152,000 152,000 152,000 152,000 152,000
BEV €/unit 337,364 265,925 217,695 185,132 178,896 173,219 168,051 163,343

PHEV €/unit 172,922 164,376 157,833 152,784 151,718 150,715 149,772 148,883
FCEV €/unit 189,358 161,228 143,866 133,108 131,365 129,797 128,384 127,108

Table 20. Opex fixed for all road transport segments and vehicle types for 2015 to 2050. More details
on the opex fixed composition can be found in the Supplementary Material (Table S1).

Vehicle Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV

ICE €/year 1207 1207 1207 1207 1207 1207 1207 1207
BEV €/year 898 898 898 898 898 898 898 898

PHEV €/year 1318 1318 1318 1318 1318 1318 1318 1318
FCEV €/year 1053 1053 1053 1053 1053 1053 1053 1053

BUS

ICE €/year 36,983 36,983 36,983 36,983 36,983 36,983 36,983 36,983
BEV €/year 30,775 30,775 30,775 30,775 30,775 30,775 30,775 30,775

PHEV €/year 39,212 39,212 39,212 39,212 39,212 39,212 39,212 39,212
FCEV €/year 33,879 33,879 33,879 33,879 33,879 33,879 33,879 33,879

MDV

ICE €/year 15,461 15,461 15,461 15,461 15,461 15,461 15,461 15,461
BEV €/year 13,098 13,098 13,098 13,098 13,098 13,098 13,098 13,098

PHEV €/year 16,310 16,310 16,310 16,310 16,310 16,310 16,310 16,310
FCEV €/year 14,280 14,280 14,280 14,280 14,280 14,280 14,280 14,280

HDV

ICE €/year 33,468 33,468 33,468 33,468 33,468 33,468 33,468 33,468
BEV €/year 27,260 27,260 27,260 27,260 27,260 27,260 27,260 27,260

PHEV €/year 35,697 35,697 35,697 35,697 35,697 35,697 35,697 35,697
FCEV €/year 30,364 30,364 30,364 30,364 30,364 30,364 30,364 30,364
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Table 21. Opex variable assumptions for all road transport segments and vehicle types for 2015 to 2050.

Quantity Unit 2015 2020 2025 2030 2035 2040 2045 2050

Electricity price excluding
distribution €/kWhel 0.070 0.067 0.063 0.060 0.057 0.054 0.052 0.049

Electricity price including
distribution €/kWhel 0.093 0.088 0.084 0.080 0.076 0.072 0.069 0.065

Fuel price excluding
distribution €/kWhth 0.070 0.075 0.081 0.088 0.094 0.102 0.109 0.118

Fuel price including
distribution €/kWhth 0.079 0.085 0.092 0.099 0.106 0.115 0.123 0.133

Hydrogen price excluding
distribution €/kWhH2 0.139 0.130 0.120 0.110 0.104 0.099 0.094 0.089

Hydrogen price including
distribution €/kWhH2 0.181 0.170 0.156 0.144 0.137 0.130 0.123 0.117

CO2 price €/t 9.000 28.00 52.00 61.00 68.00 75.00 100.00 150.00
Fuel price €/l 0.700 0.750 0.812 0.875 0.943 1.016 1.094 1.179

Table 22. Opex variable for all road transport segments and vehicle types for 2015 to 2050. E and GHG
indicate the energy-related and GHG-related opex variable, respectively.

Vehicle Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV

ICE
E €/km 0.062 0.064 0.063 0.061 0.060 0.060 0.055 0.049

GHG €/km 0.002 0.006 0.009 0.010 0.008 0.006 0.003 0.001

BEV
E €/km 0.017 0.015 0.012 0.010 0.009 0.008 0.007 0.006

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

PHEV
E €/km 0.030 0.027 0.024 0.022 0.020 0.019 0.018 0.016

GHG €/km 0.001 0.001 0.002 0.002 0.002 0.001 0.001 0.000

FCEV
E €/km 0.050 0.046 0.035 0.031 0.027 0.026 0.020 0.018

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

BUS

ICE
E €/km 0.323 0.342 0.363 0.384 0.407 0.431 0.457 0.484

GHG €/km 0.010 0.030 0.055 0.061 0.057 0.043 0.026 0.006

BEV
E €/km 0.174 0.160 0.146 0.134 0.123 0.113 0.104 0.095

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

PHEV
E €/km 0.248 0.251 0.249 0.259 0.265 0.272 0.280 0.289

GHG €/km 0.005 0.015 0.026 0.031 0.028 0.021 0.013 0.003

FCEV
E €/km 0.566 0.507 0.446 0.392 0.355 0.322 0.291 0.264

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

MDV

ICE
E €/km 0.179 0.183 0.185 0.187 0.189 0.192 0.194 0.194

GHG €/km 0.002 0.006 0.010 0.010 0.009 0.006 0.004 0.001

BEV
E €/km 0.087 0.074 0.063 0.053 0.047 0.041 0.036 0.032

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

PHEV
E €/km 0.142 0.139 0.136 0.134 0.132 0.132 0.131 0.129

GHG €/km 0.003 0.010 0.017 0.018 0.016 0.011 0.007 0.001

FCEV
E €/km 0.247 0.219 0.189 0.164 0.146 0.130 0.116 0.102

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

HDV

ICE
E €/km 0.277 0.277 0.276 0.275 0.273 0.272 0.271 0.268

GHG €/km 0.004 0.012 0.021 0.021 0.018 0.013 0.008 0.001

BEV
E €/km 0.174 0.148 0.125 0.107 0.094 0.083 0.073 0.064

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

PHEV
E €/km 0.246 0.238 0.231 0.224 0.220 0.215 0.211 0.207

GHG €/km 0.006 0.017 0.029 0.031 0.027 0.019 0.011 0.002

FCEV
E €/km 0.382 0.332 0.282 0.241 0.211 0.185 0.162 0.141

GHG €/km 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Table 23. LCOM for all road transport segments and vehicle types for 2015 to 2050.

Vehicle Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV

ICE €/km 0.299 0.314 0.329 0.335 0.340 0.345 0.347 0.350
BEV €/km 0.491 0.340 0.309 0.285 0.283 0.282 0.281 0.281

PHEV €/km 0.318 0.313 0.312 0.310 0.313 0.316 0.319 0.322
FCEV €/km 0.471 0.396 0.346 0.314 0.310 0.309 0.304 0.303

BUS

ICE €/km 1.286 1.291 1.314 1.319 1.326 1.335 1.364 1.426
BEV €/km 1.196 1.070 0.986 0.918 0.881 0.847 0.815 0.793

PHEV €/km 1.310 1.258 1.225 1.200 1.183 1.168 1.166 1.184
FCEV €/km 2.348 2.012 1.753 1.542 1.447 1.359 1.280 1.216

MDV

ICE €/km 1.240 1.233 1.193 1.169 1.144 1.132 1.125 1.128
BEV €/km 1.190 1.083 0.973 0.904 0.866 0.841 0.816 0.794

PHEV €/km 1.312 1.263 1.190 1.144 1.111 1.091 1.075 1.067
FCEV €/km 1.405 1.263 1.127 1.042 0.993 0.957 0.923 0.893

HDV

ICE €/km 1.194 1.227 1.254 1.263 1.270 1.278 1.295 1.323
BEV €/km 1.458 1.271 1.134 1.037 1.015 0.996 0.980 0.967

PHEV €/km 1.263 1.261 1.259 1.249 1.250 1.252 1.262 1.279
FCEV €/km 1.306 1.218 1.143 1.086 1.059 1.037 1.018 1.002

The steep decline in the capex of batteries can be observed for all road transport segments.
For instance, capex for LDV BEV is the highest among all LDV options in 2015, but second lowest in
2050, close to LDV ICE. BUS FCEV has by far the highest capex in 2015, which still remains the highest
capex in 2050, but at a much smaller relative difference. BUS BEV starts in 2015 as the second-highest
next to BUS FCEV, but it becomes the least capex option from 2030 onwards. MDV FCEV starts as
the highest capex option for MDV in 2015, but emerges as the least capex option for MDV from 2030
onwards. A similar trend is found in HDV, for which HDV FCEV may be the most attractive capex
option from 2025 onwards.

The structural results show that the opex fixed of PHEV is the highest, since the maintenance cost
is the highest, as two different power trains for the ICE and the BEV must be maintained, leading to
higher complexity. This can be observed for all transport segments. Second-highest opex fixed can be
observed in ICE vehicles, due to the maintenance cost, which is a consequence of the relatively high
complexity of ICE, compared to the lower complex FCEV and in particular, BEV. BEV shows the least
opex fixed of all road transport segments.

The LCOM for all road transport segments are summarized in Table 23. All results for capex,
opex fixed, opex variable, and input data for lifetimes, WACC, and annual average mileage are used to
calculate the LCOM, according to Equation (8) for the transport segments LDV, 2W/3W, BUS, MDV, and
HDV and the vehicle types ICE, BEV, PHEV, and FCEV. The results for LDV, identify LDV ICE as the
least cost type in 2015, but from 2025 onwards, LDV BEV is the least LCOM option for LDV. For BUS,
the BEV option is already in 2015 slightly lower in LCOM than BUS ICE and BUS BEV remains the
least LCOM option for BUS. This fundamental insight seems to be recognized in China, since there are
by far the highest number of BUS BEV operating in China [146], with Shenzhen in the lead, at the end
of 2017, all city buses have switched to the BUS BEV option [147,148]. The results for MDV reveal a
similar dynamic as in BUS; however, this has not yet been observed in the market. The results for HDV
show similarities to LDV; however, the HDV BEV and HDV FCEV LCOM are very close, so that a
co-existence of both vehicle types may occur.

The results of Table 23 are further visualized in Figure 11 for a more detailed discussion of the
important road transport mode. The structural result is that for all transport segments, the BEV
option shows the least LCOM from 2025 onwards, which is a very strong indication that practically all
road vehicles will have a strong tendency to transition towards the BEV option. However, for LDV
and in particular HDV, the FCEV option is rather close, so that a technological co-existence of both
vehicle types seems to be rather likely. For BUS, the BEV option is by far the least LCOM option,

218



Energies 2019, 12, 3870

so it may be expected that the other vehicle types may not play a significant role in the years to come.
The PHEV option outperforms the ICE option for all road transport segments form 2025 onwards,
clearly indicating that the ICE option will decline in newly sold market shares rapidly, across all
transport segments. PHEV is the second-highest LCOM option; however, it may be still competitive
in many parts of the world, since this option can overcome infrastructure restrictions for electricity
supply in developing and emerging countries, as liquid fuels can still be used, as a kind of backup for
weak electricity supply grids.

 

 
Figure 11. LCOM for road transport segments LDV (top left), BUS (top right), MDV (bottom left) and
HDV (bottom right) for the vehicle types ICE, BEV, PHEV, and FCEV for the years 2015 to 2050.

3.2.3. Vehicles and Fuel Type Shares

Liquid fuels, electricity, and hydrogen are used in the transport modes of road and aviation.
Marine mode uses in addition, LNG. The rail mode uses only liquid fuels and electricity. Figure 12
presents the fuel shares of the road mode for LDV, BUS, MDV, HDV and 2W/3W, and the fuel shares
for the modes rail, marine, and aviation. In 2015, LDV operate fully on liquid fuels. Meanwhile,
electricity dominates the final energy demand with 82.2% in 2050. Hydrogen used for LDV reaches a
maximum share of 8.6% in 2050. Similar to LDV, MDV and HDV are operated by liquid fuels in the
beginning of the transition period with a negligible share of electricity. This is expected to change,
so that the electricity demand for MDV and HDV will be 82.4% and 54.7% in 2050, respectively, taking
into account the BEV share plus the PHEV share with the respective utility factor. The electricity share
of BUS is expected to be around 10% in 2020, which is the highest for road vehicles and is expected to
reach 93% in 2050. Electricity, liquid fuels, and hydrogen contribute with different shares through the
years. LCOM is used to calculate the shares of each type of road transport vehicle in the newly sold
vehicles portfolio. Newly sold vehicles replace decommissioned vehicles in the existing stock at the
end of their lifetimes. Table 24 shows the stock shares of all road vehicle types.
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Figure 12. Vehicle types and fuel shares of LDV (top left), BUS (top right), MDV (center top left), HDV
(center top right), 2W/3W (center bottom left), rail (center bottom right), marine (bottom left), and
aviation (bottom right) for the years 2015 to 2050.
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Table 24. Stock shares of all the vehicles from 2015 to 2050.

Vehicle Type Unit 2015 2020 2025 2030 2035 2040 2045 2050

LDV

ICE % 99.6 97.3 90.4 72.6 46.3 25.3 12.1 6.9
BEV % 0.2 1.3 4.8 19.1 42.5 61.9 71.8 74.4

PHEV % 0.2 1.3 4.8 7.9 10.0 10.0 10.0 10.0
FCEV % 0.0 0.0 0.0 0.4 1.1 2.8 6.0 8.6

2W/3W ICE % 74.3 69.5 64.6 53.9 40.2 25.6 15.9 9.3
BEV % 25.7 30.5 35.4 46.1 59.8 74.4 84.1 90.7

BUS

ICE % 89.4 85.7 71.1 46.3 22.7 8.9 4.8 3.9
BEV % 10.0 13.5 27.6 51.5 74.2 86.9 90.0 90.0

PHEV % 0.5 0.7 1.2 2.1 3.0 4.1 5.1 6.0
FCEV % 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

MDV

ICE % 99.6 95.8 88.1 69.9 45.3 20.9 7.8 3.9
BEV % 0.2 3.7 10.4 26.9 48.9 68.9 78.6 80.

PHEV % 0.2 0.5 1.1 2.1 3.1 4.1 5.1 6.1
FCEV % 0.0 0.0 0.4 1.1 2.8 6.0 8.6 10.0

HDV

ICE % 100 99.1 94.7 86.6 69.2 42.4 18.7 6.1
BEV % 0.0 0.4 3.3 8.6 18.3 33.1 44.3 50.0

PHEV % 0.0 0.4 1.1 2.1 3.1 5.2 9.9 13.9
FCEV % 0.0 0.2 0.9 2.7 9.5 19.3 27.1 30.0

At present, the rail mode has the highest electricity share in all transport modes with 45% for
passenger and 39% for freight. Electricity will contribute approximately 87% of the energy demand
from the rail mode leaving the rest for liquid fuels in 2050.

Marine uses only liquid fuels in 2015. Meanwhile, from 2020 onwards LNG is projected to
contribute more for marine passenger. By 2050, the fuel shares in the marine mode are comprised of
20% LNG, 45% hydrogen, 26% liquid fuel, and 9% electricity, which is used for domestic shipping.

Currently, aviation operates with 100% liquid fuels, while from 2035 onwards, electricity and
hydrogen penetration is expected, but still on very small shares. Liquid fuels will play an important
role in the aviation of passenger and freight with 44% and 63%, respectively in 2050.

3.3. Global Final Energy Demand for the Transport Sector

Global final energy demand for the transport sector is calculated according to Equation (12),
applying the results for the vehicle and fuel shares and the inputs of the transportation activity and
specific energy demand per transport mode, segment, and vehicle type. Such a scenario will reflect the
ambitious 1.5 ◦C target of the Paris Agreement [2] and sustainability guardrails [57]. It is not intended
to compare different scenarios within the framework presented in this paper. The results are shown
per transport mode and segment in Figure 13, and the fuels for covering the final energy demand,
as summarized in Table 25. The final energy fuels are electricity, hydrogen, LNG, and liquid fuels.

Figure 13. Final global transport energy demand in absolute (left) and relative (right) values for the
years 2015 to 2050.
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Table 25. Total global final energy demand of the transport sector aggregated into the four fuel types.

Fuels Unit 2015 2020 2025 2030 2035 2040 2045 2050

Electricity TWhel/a 531 878 1787 3861 6432 8506 10,046 11,462
Hydrogen TWhH2/a 3 9 42 182 685 2027 4518 8197

LNG TWhCH4/a 0 21 47 107 188 368 869 2067
Liquid fuels TWhth/a 31,079 33,891 33,973 31,459 26,456 21,275 16,325 10,816

Total TWh/a 31,613 34,799 35,848 35,609 33,761 32,177 31,758 32,542

The road transport mode dominates the total final energy demand of about 31,613 TWh in 2015
with 76%, in which road passenger transportation contributes the major share. The final energy
demand of about 32,540 TWh in 2050 is roughly the same as in 2015, which is a result of the strong shift
towards higher efficient vehicle types and fuels, since the transportation demand triples, as presented
in Figure 1. Not all transport modes benefit from the strong shift towards direct electricity, as for
marine and aviation. Therefore, a bit more than 50% of all final energy demand in 2050 is needed to
cover marine and aviation transportation. From about 2025 onwards and more prominently from
2030 onwards, the relative final energy demand of the road mode declines, because of strong direct
electrification with BEV in all road transport modes.

Liquid fuels dominate the total final energy demand with 98% in 2015, and can still contribute 33%
of the final energy demand in 2050, which is mainly for marine and aviation transportation. Electricity
grows from a final energy demand supply of 2% in 2015 to 35% in 2050. In 2015 most of the electricity
is used for already electrified rail transportation, but most direct electricity is needed in 2050 for road
transportation. Hydrogen is practically not used at present, but it can contribute 25% in 2050, meeting
the demand form the transport modes road, marine, and aviation. Whether hydrogen will dominate
the marine transport mode as fuel in 2050 is still uncertain. However, LNG is currently introduced in
marine transportation as a fuel, which could contribute higher shares in 2050 with about 6% of the
total transport sector final energy demand, mainly based on the power-to-gas option, as indicated by
Horvath et al. [36] and Breyer et al. [145].

3.4. Total GHG Emissions in the Transport Sector

GHG emissions in the transport sector are investigated using the method and parameters
introduced in Section 2.7. In the following, the TTW and WTW GHG emissions are presented. The most
GHG emissions of combustible vehicles happen at TTW (downstream), while emissions of alternative
fuels mostly happen in WTT (upstream) [149]. Figure 14 depicts the GHG emissions of the entire
transport sector and highlights the road transport mode, as the dominant transport mode, not only
in terms of final energy demand, but also in GHG emissions. The road mode can be defossilized by
transitioning to alternative fuels such as electricity, synthetic fuels, mainly hydrogen, and biofuels [150].
Road passenger LDV is the dominant segment for GHG emissions. This high share of more than one
third in 2015 declines to small shares from 2040 onwards, as a consequence of high efficiency gains due
to massive electrification and in addition due to defossilization of the electricity supply, as indicated by
Bogdanov et al. [95]. Aviation passenger and marine freight will evolve as the main GHG emission
contributing transport segments, from around 2035 to 2040 onwards. These results clearly indicate that
the pressure on airlines and ship operators will dramatically increase to curb their GHG emissions,
to comply with the targets of the Paris Agreement.
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Figure 14. GHG emissions of the entire transport sector (bottom) and road transport mode (top) for
the TTW (left) and WTW (right) for the years 2015 to 2050 for all transport segments.

3.5. Primary Energy Demand and Well-to-Wheel Efficiency

The WTW efficiency covers all conversions from primary energy to final mechanical energy. There
are two phases of losses: first, losses that are induced by conversion of primary energy sources to
final energy fuels (WTT efficiency) and second, from the fuel conversion of final energy to mechanical
energy by the vehicles (TTW efficiency).

The energy flow for the WTT and TTW efficiency in the global transport sector is depicted in
Figure 15 for 2015 (fossil-fuel-dominated) and 2050 (renewable-electricity-dominated), and summarized
in Table 26. In 2015, almost all losses are related to the combustion of fuels, while for 2050, relatively
more losses are for the conversion of primary energy to final energy fuels and substantially reduced
combustion processes and related losses. The overall efficiency in the transport sector is drastically
increased from 26% in 2015 to 39% in 2050, i.e., by 50%, measured in mechanical energy at the vehicles
versus the total primary energy input for the global transport sector. The conversion efficiency from
primary energy to final energy fuels decreases from 82% in 2015 to 62% in 2050, which is mainly caused
by synthetic fuel production for the marine and aviation transport modes, whereas the conversion
efficiency from final energy fuels to mechanical energy is drastically increased from 31% in 2015 to
62% in 2050. This doubling in TTW efficiency is mainly driven by direct electrification of the road
transport mode.
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Figure 15. Energy flow for total global primary to mechanical energy for all transport modes in 2015
(top) and 2050 (bottom).

Table 26. WTW energy demand for the global transport sector and respective transport activities for
passenger and freight for 2015 and 2050.

Year
Primary
Energy

Final
Energy

Mechanical
Energy

Transport Activity
Passenger

Transport Activity
Freight

TWh TWh TWh b p-km b t-km

2015 38,565 31,613 9921 181,273 108,006

2050 52,571 32,542 20,292 646,522 332,405

relative change 36.3% 2.9% 104.5% 257% 208%

The transport activity increases from 2015 to 2050 by about 210% (freight) and 260% (passenger)
(Tables 2–4 and Figure 1), which requires about 105% more mechanical energy for which only about 3%
more final energy fuels are needed, but for 36% more primary energy demand. These numbers reveal
not only a higher efficiency of used mechanical energy, but also an enormous gain in efficiency from
final energy to mechanical energy, which is a consequence of drastically reduced combustion processes
and use of electric power trains, fueled by electricity and hydrogen. The increase in primary energy
demand is attributed to more electricity demand for synthetic fuels. Figure 15 also reveals that the
primary energy base for the transport sector is fully exchanged during the transition process, from 95%
fossil-fuel dominance in 2015 to 98% renewable electricity dominance in 2050.

4. Discussion

4.1. Data Analysis

The transportation demand drastically grows by about 210% to 260% from 2015 to 2050, as shown
in Figure 1. This growth can be observed for all transport modes and transport segments on a global
scale. While some countries grow stronger, in particular developing and emerging countries, others,
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mainly developed industrialized countries, grow slower or even stagnate in transportation demand.
This strong transportation demand is not translated into final energy demand, which remains roughly
constant as a consequence of massive fuel shift towards higher efficient fuels, such as direct electricity
and hydrogen conversion, also supported by further efficiency increase in existing power trains.

The most prominent decline is that of specific energy demand for the road mode, as summarized
in Table 11. All road vehicle types are expected to further increase efficiency, which is further improved
by a shift from ICE to BEV and some FCEV, wherein the two latter lead to higher efficiency for the
road mode, in particular BEV. These two fundamental trends can be also observed for the three other
transport modes, as summarized in Table 12, i.e., higher efficiency of all power trains, and in addition,
a shift from liquid fuels towards hydrogen and direct electricity, where applicable.

These efficiency trends and rise of alternative power trains are clearly documented by the shift
of fuels for covering the final energy demand, which is presented in Table 16. The total final energy
demand peaks around 2025 to 2030 and declines in the following years by about 9% until 2050, despite
the continued growth of transportation demand. Interestingly, if all the 2050 technologies could be
used at present, the final energy demand for the transport sector would reduce from about 31,610 TWh
to about 21,370 TWh. Even more interesting, using today’s technology status for the transportation
demand in 2050, the energy demand would drastically rise to about 90,500 TWh, which is about
280% of the final energy demand derived with technological progress and fuel shift, as projected in
this research.

The dominant role of the road mode in 2015 with a final energy demand of about 76% is
substantially reduced to about 45% in 2050, due to a massive shift towards higher efficient BEV.
As long-distance shipping and flights cannot be directly electrified, the two transport modes marine
and aviation cannot benefit from the efficiency gains of electric ships and planes, which are projected
to proliferate in short distance transport of up to 100 km for ships and up to 1500 km for flights.
This leads to a substantial increase in final energy demand of marine, growing from 11.5% to 27.5%
and of aviation growing from 9.8% to 24.2% for 2015 and 2050, respectively.

The full LCOM is only considered for the road mode, so that the vehicle type and fuel shift of the
most important road mode can be better understood and discussed in greater detail. All road transport
segments show the same fundamental result: dominance of BEV, which is driven by high efficiency
power trains, competitive fuel costs, declining GHG emissions, projected rapid cost decline of batteries
and finally a lower level of complexity compared to ICE vehicles, leading to lower maintenance
costs. The first road transport segment for which BEV is the least LCOM solution is BUS, which is
indicated by the fast ramp-up of BUS BEV in China [146] and already full 100% BUS BEV penetration
in Shenzhen [147,148]. Other world regions may follow quite soon. LDV BEV may grow even faster
for end users that have the opportunity for solar PV self-consumption, since it accelerates LDV BEV
phase-in, due to enhanced economic performance of even lower costing electricity supply and even
higher storage flexibility, all over the world [151], and also for tenements, as analyzed for the case of
Germany [152]. FCEV emerges as the second least LCOM in all road transport segments, and HDV
and LDV FCEV may evolve as a second option, or at least a backup solution, in case BEV does not
develop as fast as projected. Robinius et al. [153] have investigated in a low market penetration
scenario, the cost of infrastructure for both LDV BEV and LDV FCEV and found comparable costs.
Nevertheless, if 20 million vehicles appear in a scenario for a country such as Germany, an investment
for the battery charging infrastructure may roughly cost 51 b€ and the hydrogen infrastructure may
cost 40 b€, according to Robinius et al. [153]. However, the total transport segment cost should include
the energy system cost for fueling the LDV FCEV and the LDV BEV, which has to take into account
the relative efficiencies that are substantially higher for LDV BEV and may balance out a potential
infrastructure cost drawback.

From 2025 onwards, ICE is the highest LCOM option resulting in a massive decline of newly sold
ICE vehicles. PHEV may be a compromise in developing and emerging countries, even though they
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are the second-highest LCOM. PHEV can use the higher efficient electric power train, but still can use
liquid fuels as a backup in case of lack of electricity supply and weak grids.

The least LCOM of BEV is from the 2020s onward and enables GHG emissions reduction benefits
if powered by renewable electricity. The levelized cost of electricity in the power sector is expected
to decline, as the renewable energy share increases, which is pointed out by Bogdanov et al. [95].
Since renewable electricity powered BEV shows a highly attractive GHG emission profile close to
zero GHG emissions [154], not only BEV LCOM are lower than those of ICE vehicles, but also GHG
emissions, leading to GHG emissions reduction benefits, as found earlier in different regions and for
different applications due to solar PV in the power sector [155].

The two fuels gaining most ground are electricity and hydrogen, both due to the higher efficiencies
compared to current power train options. Hydrogen may only complement direct electricity in the
road mode; however, in marine and aviation, hydrogen would have the potential to emerge as the
dominant fuel for long-distance transportation [36], in case existing technical challenges are overcome.
Hydrogen produced via SMR still causes GHG emissions and may not have much market chances in a
climate-constrained energy system. However, renewable electricity-based electrolysis can provide
clean and low-cost hydrogen [126], also improving the overall economics of hydrogen as a fuel for the
transport sector.

Hydrocarbon fuels can still be used in the transport sector, but they have to be defossilized, which
can be achieved by biofuels that are volume constrained and can cause sustainability issues, such as
for palm oil, or by electricity-based liquid fuels. Creutzig et al. [156] clearly point out that the total
available sustainable biomass potential for the energy sector is about 100 EJ (27,780 TWh) without
compromising sustainability constraints, such as sustainability guardrails [57], and thus could provide
biofuels of about 16,670 TWh according to the efficiency of about 60% of biomass-to-biofuel conversion.
This compares to the 12,880 TWh of LNG and liquid hydrocarbon demand identified in this research.
This means that 77% of all sustainably available biomass would be needed to only cover the remaining
LNG and liquid hydrocarbon demand in the transport sector in 2050, and thus massively limiting the
available biomass resource potential for the other energy sectors. Already, this clearly emphasizes
the massive requirement to directly electrify all transport modes, as much as possible. In addition,
electricity-based liquid fuels are an option for power-to-gas-based LNG in marine transportation and
in particular for Fischer-Tropsch-based jet fuel in the aviation sector, so that the biofuel demand can
be reduced to a minimum level and thus releasing more limited potential for other energy sectors.
LNG as a marine fuel suffers from the possibility of methane leakage, which is a major threat for this
fuel option due to the very high global warming potential of methane emissions. This may reduce the
economic potential of renewable-based LNG as a major fuel option for the marine mode.

A full defossilization of the transport sector can be achieved by direct and indirect electrification
and the respective transition towards sustainable fuels [36,145]. A first modeling in full hourly
resolution of a zero GHG emission transport sector is presented by Ram et al. [157], which further
demonstrates the technical feasibility and economic viability of a zero GHG emission transport sector.
GHG emissions in the transport sector are projected to peak between 2020 and 2025 and then decline
to zero in 2050, based on the applied energy transition scenarios for the power sector and transport
sector. About 76% of all GHG emissions are contributed by the road mode in 2015, as shown in
Figure 7. However, form 2040 onwards the GHG emissions are dominated by more than 50% by
marine and aviation, which is also a consequence of hard-to-abate long-distance transportation.
The consequence may be that as soon as the road mode shifts for newly sold vehicles to BEV or
sustainable hydrogen-based FCEV options, the pressure on ship operators and airlines grows fast for
ambitious defossilization measures. The pressure for airlines may be more drastic, as recent research
indicates that zero GHG emissions for the aviation sector may not be possible with fuel measures
alone, since contrail–cirrus formation cannot be reduced to zero [158]. Lund et al. [158] conclude that
the 100 years of global temperature change impact of contrail–cirrus formations is about 12% of the
aviation CO2 emissions. Burkhardt et al. [159] point out that 80% reduction in atmospheric ice crystals
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can reduce the global contrail–cirrus radiative forcing by 50%. Synthetic fuels are an effective means
to reduce soot and thus atmospheric ice crystals in the required amount. A remaining net positive
GHG emissions impact of the aviation mode would have to be balanced by negative CO2 emissions
technologies, such as enabled by CO2 direct air capture [160] and broadly discussed by Fuss et al. [161].

In 2015, 95% of primary energy need for the transport sector is supplied by fossil fuels. Only 4%
is contributed by biofuels and the rest is renewable and nuclear electricity. Meanwhile, in 2050,
renewable electricity supplies 98% of the energy need for the transport sector via direct and indirect
electrification. The relative losses for freight and passenger transportation in 2015 are 74%, while
this can be reduced to losses of 61% in 2050, measured in the WTW perspective. The much lower
relative loss in 2050 is mainly driven by direct electrification of the road transport mode, while the
penalty of power-to-fuels for the marine and aviation transport mode does not limit dramatically the
overall increase in transport sector efficiency. The overall transport sector WTW efficiency can be
increased by 50% from 26% in 2015 to 39% in 2050, which is a clear benefit of overall direct and indirect
electrification of the transport sector, which is further supported by a fuel switch from less efficient
liquid hydrocarbon combustion to higher efficient hydrogen use in fuel cells and highly efficient use of
electricity in electric drives. There are several trends observable for efficiency change: first, mechanical
energy demand grows by 105%, while transport activities grow to nearly 210% to 260% (Table 26),
indicating further substantial improvements in efficiencies of transport vehicles. The fuel and power
train switch from liquid fuels to hydrogen and in particular electricity allows that a growth of only
3% in final energy fuels enables a 105% growth in mechanical energy, documenting the low efficiency
of combustion processes. The requirement of electricity-based synthetic fuels leads to an increase
in primary energy demand of 36%, which seems to be moderate from energetic point of view and
attractive from economic point of view. Renewable electricity costs further decline [95], and thereof
solar PV is projected to continue the outstanding cost decline to historically unrivalled levels [162]
enabling multiple power-to-X processes [163]. Meanwhile, fossil fuels are expected to increase [164,165].
The conversion efficiency of electricity to liquid hydrocarbons of about 53% can well compete with
biomass to liquid hydrocarbons of 48–80%, while the latter is mainly based on area limited energy
crops, whereas the area for renewable electricity based on solar and wind resources is practically not
limited on a global scale. The drastic primary energy switch from 95% fossil sources in 2015 to 98%
renewable electricity in 2050 is a consequence of several major trends, such as drastically declining
renewable electricity and battery cost, enabling not only a massive road transport electrification,
but also affordable synthetic fuels, and finally the requirement of a zero GHG emission energy system
according to the Paris Agreement, which is not possible with fossil-fuel combustion in mobile vehicles.

4.2. Comparison to Other Results

In this study, the total final energy demand for the transport sector is calculated for the years 2015
to 2050 in 5-year intervals, in a way that the ambitious 1.5 ◦C target of the Paris Agreement [2] can be
achieved, while the sustainability guardrails [57] are respected. In the following, these findings are
compared to results of comparable studies on the transition in the transport sector on a global scale.
Table 27 illustrates the results of the final energy demand found in other major studies. Table 27 also
shows the total final energy fuel demand share for all transport sector scenarios in 2050. All known
global 100% renewable energy studies presenting details for the transport sector are included [166].
García-Olivares et al. [167] do not specify when exactly their ‘future’ 100% renewable transport sector
would be, thus it is estimated by 2050. Brown et al. [168] discuss standard claims against 100%
renewable energy studies and debunk these standard myths. In case several scenarios are offered by a
reference, then the most progressive scenario of a set of scenarios is included.
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Table 27. Total global final energy demand of the transport sector for the years 2015 to 2050 in the
referenced scenarios. Various kinds of energy units are converted to TWh for comparability. Total final
energy fuel demand shares in 2050 of all transport sectors are listed in the right part of the table.
For International Energy Agency (IEA), BP, ExxonMobil, and US DoE EIA scenarios the fuel-share
values for 2040 are considered.

Global Transport
Sector Scenarios

Final Energy Demand of Transport Sector in TWh/a
Final Energy Fuel Shares in

2050 [%]

Source
Publ.
Year

2015 2020 2025 2030 2035 2040 2045 2050
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this study 2019 31,613 34,799 35,848 35,609 33,761 32,177 31,758 32,542 0 1 63 35
Greenpeace [E]R [34] 2015 - 26,129 25,599 25,070 - 21,808 - 19,159 29 14 20 38
Greenpeace [E]R adv.

[34] 2015 - 25,850 24,897 23,207 - 18,020 - 14,836 0 14 35 51

Teske, 1.5 ◦C [169] 2019 30,752 - 29,411 25,606 - 19,604 - 17,001 0 16 36 48
Teske, 2 ◦C [169] 2019 30,752 - 26,142 20,371 - 15,919 - 14,279 0 25 29 46

Jacobson et al. [170] 2018 - - - - - - - 13,113 0 0 33 67
Löffler et al. [171] 2017 31,298 32,434 28,910 24,069 20,258 16,706 13,326 10,414 0 15 44 41

Pursiheimo et al. [172] 2019 - - - - - - - 23,480 0 30 33 37
García-Olivares et al.

[167] 2018 - - - - - - - 28,383 n/a n/a n/a n/a

WWF [173]/Deng et al.
[174] 2011 29,102 29,598 28,714 25,940 24,420 19,533 17,998 17,741 0 74 0 26

World Energy Council
[175] 2019 34,203 - 33,820 33,413 - 34,448 - 33,134 62 12 9 17

DNV GL [29] 2019 29,861 33,333 35,416 34,027 32,638 31,250 30,555 30,000 49 12 6 33
IEA, WEO NPS [176] 2018 31,308 - 36,564 38,530 40,088 42,065 - - 90 6 0 4
IEA, WEO SDS [176] 2018 31,308 - 34,250 33,668 - 30,703 - - 73 13 0 14
Luderer et al. B200

[177] 2018 - - - - - - - 31,945 32 29 18 21

Luderer et al. B800
[177] 2018 - - - - - - - 36,110 47 26 12 15

Shell, Sky [178] 2018 30,812 33,019 34,989 34,611 36,290 37,686 38,837 40,630 67 13 2 18
BP Energy Outlook

[179] 2019 29,656 32,564 34,890 36,053 37,216 37,099 - - 89 7 0 4

ExxonMobil [3] 2017 32,530 - 36,633 - - 40,736 - - 94 4 0 2
US DoE EIA [180] 2017 32,823 33,703 35,168 37,806 40,736 44,400 - - 98 0 0 2

The Greenpeace E[R] scenario [34] defines a high RE penetration in its scenario, which leads to
a very low final energy demand for each time step. The Greenpeace E[R] advanced scenario [34]
introduces extremely high RE penetration to its transport sector scenario achieving a 100% RE share in
2050, leading to merely 15,703 TWh final energy demand in 2050, which demonstrates a very high
level of ambition. Electricity and hydrogen represent a final energy demand of 8122 TWh (51.7%) and
3900 TWh (24.8%), respectively, complemented by biofuels (13.9%) and synthetic fuels (9.5%).

Teske [169] defines three scenarios out of which 1.5 ◦C and 2 ◦C are selected for comparison.
By around 2030, electricity is projected to supply 12% of the transport sector’s total final energy demand
in the 2 ◦C scenario, while in 2050, the share is expected to be 47%. In the 1.5 ◦C scenario, the annual
electricity demand shall be 38% in 2050. Hydrogen contributes 13% and 14% for the 2 ◦C and 1.5 ◦C
scenarios, respectively, by 2050. Biofuel is also used as complementary renewable option with around
19% and 20% for the 2 ◦C and 1.5 ◦C scenarios by 2050.

Jacobson et al. [170] projects 16,638 TWh for 2050, which is a very ambitious target. The scenario
aims to only use electricity and hydrogen as a final energy fuel for all transport modes.

Löffler et al. [171] show the most ambitious scenario with the least final energy demand for the
transport sector among all scenarios of around 10,410 TWh in 2050. The final energy share of electricity
and synthetic fuels is 41% and 44%, respectively, and the rest is supplied by biofuels (15%).

Pursiheimo et al. [172] define a scenario with an ambitious final energy demand of around
23,480 TWh in 2050. The reason for such a low value is to replace fossil fuels fully with biofuels,
synthetic fuels and electricity with 30%, 33% and 37%, respectively.

Deng et al. [174] and WWF [173] indicate 26% electricity share in 2050, and the rest of the fuel
share stays with biofuels, which is the highest biofuel share of all scenarios.
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The World Energy Council [175] projects a couple of scenarios with various fuel shares and
consequently different final energy demands. In the most ambitious scenario, named Unfinished
Symphony, opted for this study, electricity contributes only 2.4% and 17% for 2025 and 2050, respectively.
The hydrogen share is 0.04% and 1.66% for the same period, respectively. Biofuels contribute 15% in
2050. The fossil-fuel share is still 78% in 2050, leading in total to a final energy demand of 37,169 TWh.

DNV GL [29] shows a reduction of the fossil-fuel share from 99% in 2015 to 49% in 2050. Biomass
and electricity are projected to reach 12% and 33% by 2050 with a negligible hydrogen share.

The World Energy Outlook of the International Energy Agency (IEA) [176] projects in a very
similar way in the New Policy Scenario as ExxonMobil a high fossil-fuel demand (90%) and low
electricity penetration in the total final energy demand, which leads to a strong demand increase until
2040, which is about a quarter higher than in this study. The same source, but in the Sustainable
Development Scenario projects 30,703 TWh final energy demand for the transport sector for 2040.
This energy demand is provided by 73% fossil fuels, complemented by electricity (14%) and biofuels
(13%).

Luderer et al. [177] define a couple of different scenarios generated by integrated assessment
models, of which the scenarios B200 and B800 from the used GCAM model are selected. The B200 and
B800 scenarios require final energy for the transport sector of 31,945 TWh and 36,110 TWh, respectively,
for 2050. Energy demand in B800 scenario is more than B200 due to a higher share of fossil fuels.
The two scenarios assume a fossil-fuel share of 34.7% and 49.6% for the B200 and B800, respectively,
which is hardly in line with the targets of the Paris Agreement.

Shell [178] indicates the share of fossil hydrocarbon fuels in 2015 at around 98.8%. This share
dwindles moderately to 80% in 2050. Electricity and hydrogen shares are projected to reach 17.6%
and 2.4%, respectively by 2050, and the reason for the high final energy demand is the low level
of electrification.

The BP Energy Outlook [179] provides a scenario with liquid fuels, LNG, and electricity as fuel
supply. In 2040 energy demand is expected to be more or less high due to low appearance of RE and in
particular electricity, since a major part (86%) of all final energy demand is still expected to be supplied
by fossil oil, which blocks more efficient fuel and vehicle options.

ExxonMobil [3] projects a total global final energy demand, which is very similar to the projection
of US DoE EIA, in assuming 88.5% of fossil-fuel supply for the transport sector energy demand.
The 2040 total global final energy demand is the highest of all compared scenarios, with about 40%
higher final energy demand as in this study, mainly driven by assuming a very slow rise of alternative
fuels and vehicle types, in particular BEV in the road mode.

The Energy Information Administration [180], part of US Department of Energy, projects the total
global transport sector final energy demand until 2040 and finds a continuous final energy demand
increase. The 2040 final energy demand of 44,400 TWh in 2040 is the highest of all compared studies.
This may be a consequence of practically ignoring the opportunities provided by more sustainable
fuels and more efficient vehicle types. The fossil-fuel share in 2040 is 98.3% of the total global final
energy demand in the transport sector.

4.3. Outlook and Further Investigations

Indications of this study and also results by Jacobson et al. [170], Teske [169] and
Pursiheimo et al. [172] clearly indicate a massive increase in electricity demand for a sustainable
transport sector, whereas this study and Jacobson et al. [170] project a transport sector practically fully
based on electricity in 2050, via direct and indirect electrification, and thus avoiding sustainability
conflicts of biofuels, respecting sustainability guardrails [57]. It remains a research question to
investigate what this means for a fully sector coupled energy system. The high dynamic flexibility
of electrolyzers [181] in conjunction with decreasing capex [95,126] allows a most valuable demand
response leading to a very effective energy system integration of variable renewables, in particular
solar PV and wind energy, thus reducing curtailment, higher costing storage demand and total system
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cost. These effects require more analyses. In addition, the enormous fleet of BEV in road transport
allows another form of large-scale demand response in the form of smart charging and vehicle-to-grid,
both leading to optimized variable renewable electricity system integration [182,183]. This is confirmed
by Mathiesen et al. [184] who point out that variable renewable energy can be linked to new sources of
flexibility, such as synthetic fuel storage and BEV in a Smart Energy System design, which may even
allow a bioenergy-free 100% renewable energy system. Brown et al. [185] find fast defossilizing road
and rail transport modes due to high efficiency and attractive economics, further supported by high
flexibility benefits due to smart charging and vehicle-to-grid services.

Further analyses are required to better understand the financial parameter setup needed to
phase-in all elements required for a fully sustainable transport sector. The road transport mode has
been investigated in this study with clear results that in the 2020s the road mode switches to BEV
solutions at a high level of probability, driven by least LCOM. However, synthetic fuels required for the
marine and aviation mode need very low-cost electricity, high GHG emissions cost, and further scaled
synthesis processes. Demand centers for synthetic fuels are often in regions of moderate solar and
wind resource conditions, which may be bypassed by imports of synthetic fuels from solar and wind
resource rich regions, such as Patagonia [63,65], Maghreb [64], Horn of Africa or Western Australia [186].
The generated value of additional energy system flexibility with electrolyzers, BEV smart charging,
and vehicle-to-grid needs to be better quantified and analyzed. More research is required to better
understand the key drivers for a cost-effective and rapid phase-in of synthetic fuels.

Material resource limitations must be investigated in a substantially improved manner.
Junne et al. [187] found in a very first comparative study on highly renewable energy systems
indications for very challenging resource limitations for the transport sector, in particular due to the
materials neodymium, dysprosium, lithium, and cobalt, needed for electric motors and lithium-ion
batteries. Greim et al. [188] conclude that a continuously growing road transport mode cannot be
matched with the economically extractable lithium resource availability leading to an entirely depletion
of expected resource in the 2060s, but even earlier if recycling rates and collection rates of end-of-life
batteries would not be very close to 100%. Grandell et al. [189] conclude that silver would be the most
critical metal for a global energy transition, and thus also highly critical for the transport sector, since
solar PV is the dominant source of energy for the transport sector as discussed by Breyer et al. [81].
Detailed research by solar PV experts cannot confirm this concern as the specific silver demand
can be further reduced [190] so that the present silver cost level can be prolonged, and furthermore
silver can be substituted by copper so that an effective substitution is in place and applied as soon as
required [190–192].

Ramp-up of renewables has continuously generated new jobs in recent years as monitored by
IRENA [193]. Highly renewable energy scenarios have been coupled to analyze the impact on jobs,
as done since several editions for the Greenpeace scenarios [34], but also by Jacobson et al. [90]
and recently by Ram et al. [194] who integrated for the first time jobs related to electricity storage.
Consequences for jobs for a transport sector flipping from more than 95% fossil-fuel supply in 2015 to
an entirely renewable energy supply in 2050, almost fully based on electricity and requiring massive
power-to-fuel capacities are of highest interest. The chances are high that more jobs can be generated
for the energy supply of a fully sustainable transport sector, compared to a fossil-fuel-based transport
sector as of 2015.

The fast progressing anthropogenic climate change [195] requires a fast and drastic response in
radical GHG emission reductions to zero, the sooner the better, so that the temperature rise can be
limited to 1.5 ◦C compared to pre-industrial levels. Progress in tackling this historic challenge is much
too slow and GHG emissions reduction is not on track at all [196]. The Fridays For Future global youth
movement has created a massive momentum within a very short period of time, started in August
2018 by Greta Thunberg. Scientists all around the world have confirmed that the claims and concerns
of the global youth are more than justified [92,93], and a massive and radical response is required to
avoid a collapse of civilization. Climate change mitigation requires a societal tipping point, so that a
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drastic response to tackle the climate crisis can be initiated. A new consciousness of humans is needed
to respect and rebalance within the planetary boundaries [197]. The impact on the transport sector
may be that a drastic reaction may require zero GHG emissions for 2040 or even earlier, implying
substantially more ambitious measures than discussed in this paper. The presented transition in the
transport sector in this paper is technically and economically possible, however, this has to be driven
by societal will for change, which leads to a likelihood whether the proposed scenario can be achieved.
In the following a brief discussion on transition dynamics and change processes is provided.

Research on transition dynamics indicate that the speed of transition assumed in this research
is possible and not out of reach. Several research teams [169–172] find similar results to this
research for the transition in the transport sector as summarized in Table 27. Smith et al. [198]
apply socio-economic constraints for an overall energy transition and conclude that a phase-out of
carbon-intensive infrastructure at the end of its design lifetime enables a 1.5◦C scenario at a 64% chance,
which is close to the 67% probability used typically, and in agreement to this research. Smith et al. [198]
do not assume stranded assets in the energy system which can accelerate the transition substantially as
pointed out by Kalkuhl et al. [199], since vested interests and lobbying power of owners of fixed factors
such as fossil resources cannot be ignored. Carbon Tracker International [200] has indicated a stranded
asset potential of the fossil oil and gas industry of more than 20 trillion USD, due to non-adaptive
strategies of most players in this industry, which has a strong impact on the transport sector, as this is
the largest demand sector for fossil oil at present. Geels et al. [201] emphasize that techno-economic
analyses are crucial for analyzing and managing low-carbon transitions, but social, political and cultural
processes have to be integrated for a multi-level perspective to capture dynamics in broad, since
dynamic policy mixes are required, politics are as important as policy and phase-out processes have to
be actively managed besides phase-in processes of new solutions. Geels [202] points out further that this
requires a full regime change, which indeed goes far beyond techno-economic solutions, since resistance
by incumbent regime actors have to be overcome. Therefore, techno-economic approaches have to be
coupled to frameworks addressing the socio-technical dynamics [201,202] so that the ambitious targets
of the Paris Agreement can be achieved. Existing lock-in elements have to be further investigated in
future research in a more socio-economic perspective and social acceptance of any transition in the
transport sector requires more research efforts for a broader societal discourse.

5. Conclusions

Transportation demand will drastically expand due to population growth, urbanization,
globalization, and overall economic development. The central finding of this study is that a by
about 210% (freight) and 260% (passenger) increased global transportation demand by 2050 can be
managed by a stable final energy demand compared to 2015. This surprising result is driven by
ongoing efficiency increase of all vehicle types, a consequent shift to fuels enabling more efficient
transportation and in particular a massive direct electrification of the road mode in all road transport
segments. This leads to a decline of the road final energy demand share of about 80% in 2015 to about
50% in 2050. Long-distance transport by marine and aviation suffers from the inability to switch to
direct electric propulsion due to the too low energy density of batteries for long distances. For shorter
distances direct electric transportation is also projected for marine and aviation.

Economic analyses for the road mode have revealed that electricity-based BEV will become
the dominant newly sold vehicle type from 2025 onwards due to least LCOM of all vehicle options.
Hydrogen-based FCEV are close to BEV and therefore may receive some market shares and can be
regarded as major backup option in case of slower than expected BEV development. Form 2025
onwards, the ICE vehicles are the highest LCOM option and thus will lose quickly market shares of
newly sold vehicles and with a lifetime-dependent delay this will also have a strong impact on the
vehicle stock, which is expected to mainly switch from ICE to BEV by 2035 to 2040.

The GHG emissions in the transport sector are projected to peak between 2025 and 2030.
Then more BEV are based on electricity which is assumed to be also switched to renewable electricity,
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thus drastically reducing the GHG emissions in the road mode. This will lead in 2035 and 2040 to
a majority GHG emission contribution of marine and aviation transportation which may induce a
fast-accelerating pressure on ship operators and airlines to drastically reduce their GHG emissions by
fuel switch to defossilized fuels.

The most important fuels for the transport sector during the energy transition will be electricity,
then based on renewable electricity, and hydrogen, which can be also produced with low-cost
renewable electricity. Hydrogen could also become the dominant fuel for long-distance marine and
aviation transportation, but existing technical challenges may be backed by electricity-based synthetic
hydrocarbon fuels, such as jet fuel produced in Fischer-Tropsch units.

Direct and indirect electrification of the transport sector increases substantially the well-to-wheel
efficiency from 26% in 2015 to 39% in 2050, despite the more energy intensive production processes of
electricity-based liquid hydrocarbon fuels. This reduction in relative losses should enable a cost-effective
energy transition of the transport sector to full sustainability. The well-to-wheel efficiency of biofuels
is comparable to electricity-based synthetic fuels, whereas the latter are not restricted much by area
or other sustainability issues. The primary energy base of the transport sector is practically entirely
switched from fossil fuels to renewable electricity.

The global transport sector can achieve zero GHG emissions by 2050 fully supporting the ambitious
1.5 ◦C target of the Paris Agreement from a technological perspective supported by fast improving
economics. The socio-technical dynamics require more emphasize in research and societal discourse.
This includes not only demanding policies for the transport sector transition, but also a public insisting
on achieving the targets, identification and overcoming of barriers, integrated in an overall societal
discourse on the transition in the transport sector. All required major technologies are known,
or already introduced to markets. Renewable electricity will be the low-cost basis for direct and indirect
electrification of the global transport sector.
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Abbreviations

BEV battery-electric vehicle
BUS buses
COP conference of parties
CAGR compound annual growth rate
Capex capital expenditure
eq equivalence
€ euro
FCET fuel-cell electric truck
FCEV fuel-cell electric vehicle
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GHG greenhouse gas
GDP growth domestic product
HEV hybrid electric vehicle
HHDT heavy heavy-duty truck
HDV heavy-duty vehicle
ICE internal combustion engine
ICAO International Civil Aviation Organization
ICCT International Council on Clean Transportation
IPCC Intergovernmental Panel on Climate Change
IMO International Marine Organization
GR growth rate
LDV light duty vehicles
LCOM levelized cost of mobility
LHDT light heavy-duty truck
LH2 liquid hydrogen
LNG liquefied natural gas
MDV medium duty vehicle
MHDT medium heavy-duty truck
NG natural gas
Opex operational expenditure
PHEV plug-in hybrid electric vehicle
p-km passenger kilometer
RP-km revenue passenger kilometers
PtG power-to-gas
PtL power-to-liquids
SMR steam methane reforming
t-km ton kilometers
t-mi ton-miles
TTW Tank-to-Wheel
TWh Terawatt hour
UF utility factor
UNCTAD United Nation Conference on Traded and Development
WTW Well-to-Wheel
WTT Well-to-Tank
WTG Well-to-Grid
WACC weighted average cost of capital
2W two wheelers
3W three wheelers
Subcripts

el Electric units
th Thermal units
H2 Hydrogen units
CH4 Methane units
DME Dimethyl ether units
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Abstract: A 100% renewable energy (RE) scenario featuring high participation in vehicle-to-grid
(V2G) services was developed for the Åland islands for 2030 using the EnergyPLAN modelling
tool. Hourly data was analysed to determine the roles of various energy storage solutions, notably
V2G connections that extended into electric boat batteries. Two weeks of interest (max/min RE)
generation were studied in detail to determine the roles of energy storage solutions. Participation in
V2G connections facilitated high shares of variable RE on a daily and weekly basis. In a Sustainable
Mobility scenario, high participation in V2G (2750 MWhe) resulted in less gas storage (1200 MWhth),
electrolyser capacity (6.1 MWe), methanation capacity (3.9 MWhgas), and offshore wind power
capacity (55 MWe) than other scenarios that featured lower V2G participation. Consequently, total
annualised costs were lower (225 M€/a). The influence of V2G connections on seasonal storage is an
interesting result for a relatively cold, northern geographic area. A key point is that stored electricity
need not only be considered as storage for future use by the grid, but V2G batteries can provide a
buffer between generation of intermittent RE and its end-use. Direct consumption of intermittent RE
further reduces the need for storage and generation capacities.

Keywords: energy system modelling; storage solutions; 100% renewable energy; Åland;
vehicle-to-grid; power-to-gas

1. Introduction

Driven by efforts to eliminate dependency on imported fossil fuels and increase overall
sustainability, island nations and regions of archipelago may encounter higher shares of renewable
energy in their energy systems much faster than their continental counterparts. In doing so, these
regions will be the first to determine optimal levels of various energy storage solutions needed as
higher shares of intermittent renewable energy (RE) resources are assimilated [1]. Furthermore, island
groups represent interesting case studies of transitions as their energy systems are relatively compact,
homogeneous, and less complex. For these reasons, such regions may offer potential blueprints or
test-beds for energy system transitions toward sustainability that will happen on a wider scale in the
future [2].

In order to encourage a transition away from fossil fuels and toward sustainability on the Aegean
Archipelago Islands, Kadellis et al. [3] suggest that island energy systems based on RE and appropriate
Energy Storage Solutions (ESS) can aid in achieving both environmental goals and result in financial
advantages. Further, Hlusiak et al. [4] highlight how utilising the storage potential of battery electric
vehicles (BEV) can contribute to island grid stability while not imposing significant restrictions on
electric vehicle range. The potential coupling of RE generation and electrified mobility, therefore,
seems promising.
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Over the past two decades, there has been considerable research interest in the idea that electrified
vehicles could offer benefits to both the transport and power sectors when a sector coupling is
achieved [5,6]. In essence, the concept of vehicle-to-grid (V2G) involves the bidirectional flow of
electricity between power grids and various forms of transport in a manner that is mutually beneficial.
It includes the idea that electrified forms of transport will have batteries that can offer flexibility
to energy systems, thereby improving efficiency and profitability of power grids, enabling higher
shares of renewable energy, reducing greenhouse gas (GHG) emissions for the transport sector, and
offering potential income for vehicle owners [6]. This flexibility will come in the form of so-called
smart charging or enabling vehicles to charge when electricity is abundant or when demands are
otherwise low and from discharging batteries back to the grid at times when demand exceeds supply.
This flexibility becomes more relevant in energy systems that feature high shares of variable renewable
energy, such as solar photovoltaics (PV) and wind turbines. Zhang et al. [7] show how smart charging
of BEVs can positively affect power systems through valley-filling and peak shaving of load profiles.
Further, several studies have demonstrated how broader use of electric vehicles can be an effective
means of managing variable renewable energy resources [8,9]. Further, smart charging need not place
unnecessary burdens on power systems if properly managed [10,11], and the lifetimes of lithium-ion
vehicle batteries could be extended through optimal V2G strategies [12].

The Åland Islands are an archipelago situated in the Gulf of Bothnia of the Baltic Sea between
Finland and Sweden. Åland is composed of 6757 islands, 60 of which are populated by 28,916
inhabitants [13]. Åland is an autonomous region of Finland yet also has strong trade, cultural, and
linguistic ties with Sweden. Currently, the Government of Åland aims to identify actions that can
be taken to achieve sustainable growth goals by 2051 [14]. These goals are defined by sustainability
principles outlined within a Framework for Strategic Sustainable Development [15]. In turn, the Åland
Smart Energy Platform has emerged as a group dedicated to envisioning and demonstrating how a
fully sustainable energy system could be developed for the region, one that enables the delivery of
reliable, cost competitive, and quality energy services to end users which are free of fossil fuels [16].

Previous work for the whole of Finland suggested that a combination of 100% RE and an
appropriate mix of energy storage solutions (ESS) could provide the basis of a sustainable and
affordable energy system for the entire country by 2050 [17]. In addition, Child and Breyer [18]
showed how storage technologies could play support high shares of solar PV and wind power at high
northern latitudes. However, as the geography and energy system of Åland represent unique contexts
within the Finnish system, a more specific and local analysis was required. In addition, following the
idea that energy system transition towards high shares of renewables could be achieved on islands
and regions of archipelago sooner than continents, an accelerated timeframe for Åland was needed
for investigation. The transition towards a sustainable island energy system will require a variety of
complementary energy generation and storage solutions. Past research [19] indicates that electricity
storage will be required after 50% of electricity is generated from variable RE, and that seasonal storage
will be required after that level exceeds 80% [20,21]. Currently, a variety of flexibility measures are
available which support high levels of variable RE [22].

For these reasons, several sustainable energy scenarios were investigated for Åland [23].
In total, six scenarios were developed and compared to a Business as Usual scenario for the year
2030. The Sustainable Mobility—High Electrification (2030 SM El) scenario emerged as a highly
cost-competitive option for Åland. This scenario featured a highly electrified transport sector, which
included both land and water-based forms of mobility. Cost savings were observed as high capacities
of BEV battery storage and V2G connections resulted in lower requirements of seasonal storage,
synthetic fuel production, and offshore wind installed capacity. As reported in [23], the effect of high
V2G participation resulting in less need for a form of seasonal storage, in this case Power-to-Gas (PtG),
has never before been reported, and represents a novelty that merits further investigation. Another
novelty of the scenario is that it extended V2G participation beyond automobiles and featured the
use of batteries of electrified watercraft. The significance of such batteries is that they often stay
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unused for transport purposes during much of the winter season, offering a source of flexibility not
previously considered.

The purpose of this current study is to explain the roles of ESS in more detail in the Åland context.
Included in this analysis are gas storage, PtG technologies, Thermal Energy Storage (TES), stationary
batteries, and V2G connections. Several key questions will be answered to aid in determining the
significance of ESS in this future energy system.

• To what extent are wind and solar PV power used directly?
• How much do storage technologies contribute to annual energy demand?
• What is the amount of stored energy arising from V2G connections?
• What is the amount of stored energy arising from TES?
• What is the amount of stored energy arising from gas storage?

2. Materials and Methods

The EnergyPLAN tool is an advanced energy system analysis computer model [24], and was
employed to simulate a 100% RE scenario with a highly electrified mobility sector for Åland in 2030.
The chosen scenario was one of nine developed in the study by Child et al. [23], and was chosen
because it was the most cost competitive of the scenarios studied. A full description of the tool used,
scenario parameters, and the main inputs to EnergyPLAN for the 2030 SM El scenario can be found
in [23] as well as in its detailed supplementary materials. A summary table of main inputs is provided
in Table 1. In addition, an annual energy flow diagram is provided in Figure 1.

The EnergyPLAN modelling tool was designed at Aalborg University in 1999 and has seen
continued development since that time. Version 12.4 was used for this study and was the most
recent version available at the moment the study began. The model has been formally described
as a simulation model, which compares options or scenarios that can differ between key input
parameters, such as costs, emission factors, energy generation technologies, storage options, and
many others [25]. The model has typically been used to simulate national energy systems but can also
be used for smaller regions. Simulation models differ in nature to optimisation models, which generally
establish an optimal strategy based purely on quantitative analyses according to one criteria. Instead,
simulation models allow several criteria to be compared through the creation of unique scenarios [25].
The strengths and weaknesses of scenarios can then be compared and discussed. A comparative
discussion and overview of the many modelling tools available can be found in [26].

As stated above, this current study examines one scenario in greater detail to determine the
roles of various forms of ESS, and to elaborate on the finding in [23] that V2G participation could
not only aid in enabling higher shares of RE but could preclude the need for other forms of storage,
most notably seasonal energy storage. The 2030 SM El scenario under analysis featured a special
focus on the mobility sector, whereby electrification of passenger vehicles was assumed to reach
100%. In addition, an extra 350 MWhe of V2G battery capacity was added to represent a capacity of
marine transport batteries. This value was deemed sufficient to represent the more than 7000 marine
watercraft, from recreational boats to large Roro vessels and ferries, that are found in Åland [13] and
the level of electrification that might be possible. However, complete electrification of transport was
not assumed. For this reason, 31 GWh of biodiesel and 9 GWh of synthetic diesel were produced to
satisfy the remaining transport demand. In this scenario, it was also assumed that V2G and flexible
charging participation would be limited to 75% of vehicles, with the remainder of electric vehicles
being charged during the evening hours.
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Figure 1. Simplified annual energy flows (in GWh) for the 2030 SM El scenario. Data source: [23].

From the EnergyPLAN outputs, data was collected and processed to show the workings of the
energy system components in hourly resolution. EnergyPLAN provides hourly resolved output data
related to demand, production, and storage of electricity, district heat and grid gas (or PtG methane).
This data is organized from the first hour of a calendar year beginning 1 January, to the 8784th h of
the year on 31 December. EnergyPLAN assumes that all years are leap years, which therefore include
values for 29 February. This explains the divergence from a standard year of 8760 h. The annual
graphics showed two periods of interest and illustrated in greater detail how various forms of energy
were generated, how energy was stored, and how it was ultimately consumed. Although hourly results
of combustion/boiler-based home heating are not available from EnergyPLAN, the three categories
of electricity use, district heating and grid gas were used to provide an overview of energy supply,
consumption, and storage to enable an interpretation of results. It was deemed interesting to see how
the energy system would function at times of both high and low variable renewable energy generation,
characterised by the sum of solar PV, onshore wind and offshore wind. These moments could be times
of high inflow of energy to and outflow of energy from storage, respectively.

Periods of study were chosen as the weeks surrounding these moments of interest, with the
moments of interest close to the midway point of the study periods. At the same time, the starts of the
study periods were maintained as the first hour of the calendar day and week (Sunday 00:00–01:00)
and the final hour of the study periods as the final hour of a calendar day (Saturday 23:00–00:00).
The two weeks chosen for analysis are 26 March–1 April (Hours 2107–2185), and November 19–25
(Hours 7776–7944). Afterward, results were further processed and analyzed.
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Table 1. Main input parameters for the 2030 SM El scenario.

Parameter Unit Value

RE generation capacity

Wind onshore MWe 70
Wind offshore MWe 55

Solar PV—Rooftop MWe 28
Solar PV—Ground mounted MWe 55

Thermal plant capacity

Condensing PP MWe 10
CHP MWe 20

DH Boilers MWth 15.3
DH Heat pumps MWe 5

Storage capacities

Heat storage MWhth 1100
V2G electric storage MWhe 2750

Methane storage MWhth 1200

PtG capacities

Electrolysis MWe 6.1
Methanation MWhgas 3.9

Annual electricity demand GWhe 451.54
Annual district heating demand GWhth 135
Annual individual heating total GWhth 240.05

Biomass GWhth 50.05
Heat pump GWhth 150
Electricity GWhth 40

Annual fuel for transport M km 415
Biodiesel GWhth 30.73

Synthetic diesel GWhth 9.27
Electricity (Dump charge) GWhe 17.8
Electricity (Smart charge) GWhe 51.2

To explore a broader context, several the hourly profiles were examined for the duration of year.
These included annual electricity supply and consumption by category as well as the state of charge of
electric, DH, and gas storage. Hourly end-user demand data for Åland were based on real values from
2014 obtained from Kraftnät Åland, the Åland transmission system operator. A district heat demand
and wind energy generation profiles were provided by a local energy company (Mariehamns Energi).
Each profile was based on real data from 2014. Solar PV production data was derived from 2005 data
originating from [27,28], as suitable, real production data was not available for 2014. All original data
is available in [23].

To calculate the various contributions of ESS options employed in this study, total energy demand
was calculated based on electric and thermal energy end-user consumption, which represent to
EnergyPLAN inputs. In total, 797 GWh of energy was consumed for the year, represented by 422 GWh
of electricty and 375 GWh of heat. A number of annual and hourly outputs from EnergyPLAN were
available, including discharge values from V2G, stationary battery, and thermal energy storage. At the
same time, values for the annual electricity and heat that came from stored gas were calculated using
the equations listed in [18].

The direct usage of solar PV and wind energy was calculated as the sum of the categories of
supply (onshore wind + offshore wind + solar PV) divided by the sum of electricity supply from all
sources. To calculate the amount of wind and solar PV power that was consumed directly, this ratio
was multiplied by the level of total electricity. The ratio was also multiplied by the sum of power going
to electricity storage (V2G batteries + stationary batteries + PtG electrolysers) to calculate the amount
of wind and solar being transferred to storage. The share of directly consumed solar PV and wind
energy is the ratio of solar PV and wind energy which was directly consumed to the consumption of
total electricity by all sources. These calculations were made for all hours and then added to determine
annual totals. Further compilation, tabulation and analysis of the results were performed.
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3. Results

Annual results are shown in Figures 2–6 for electricity supply, electricity demand, electricity
storage, thermal storage and grid gas storage in the energy system. Calculation results are shown in
Figure 7 and Table 2. Hourly results are compiled for the two study periods in Figures 8–13 for the
electricity, district heating and gas components of the energy scenario.

Electricity consumption and supply are shown in Figures 2 and 3. Generation from solar PV is
more concentrated during the late spring to early autumn months and is seen to be variable at an hourly
resolution. Wind energy, especially offshore wind, is less variable, and shows more concentration
during the period of late autumn to early spring. This represents a somewhat natural seasonal
complement of the two resources, which reduces the variability of RE in more general terms. At the
same time, Combined Heat and Power (CHP) plants are available to maintain the balance between
supply and consumption. The balancing offered by V2G and flexible demands also contributes to
system stability through peak shaving and valley-filling during times of extreme highs and lows. Some
curtailment of wind and solar is necessary when generation from RE is highest, but this is limited to
less than 3.5% of total generation.

Figures 4–6 demonstrate the nature of different types of storage. In general, storage of gas and
thermal energy appears to follow a typical pattern of charging during the period of late spring to
autumn as excess electricity predominantly from solar PV is converted to other energy carriers that can
be utilised during the colder months of the year when demands for energy are higher. In addition, it is
seen that electric vehicle batteries generally show daily and multi-day charging and discharging cycles.
However, there is a longer period during the winter months (roughly hours 400–1200, corresponding
to late January to mid-February) when the use of batteries is significant, and they are a major source
of power in the system. At the same time, thermal and gas storage levels are at annual low levels,
suggesting that the large capacity of V2G batteries also have a role as a storage technology that can
contribute to balancing over a longer time period. This is also supported by the observation in [23]
that lower overall capacities of PtG technologies were needed compared to other scenarios. Discharge
of V2G batteries totals 78 GWh and represents 17% of annual electricity generation.

Table 2. Summary of calculations related to storage discharge and consumption.

Parameter Unit Value

Consumption of electricity GWhe 452
Consumption of heat GWhth 375

Consumption of total energy GWh 827
Discharge from V2G GWhe 78

Electricity from stored gas GWhe 0
Heat from stored gas GWhth 0
DH storage discharge GWhth 7

Direct consumption of Solar PV and wind GWhe 273
as% of total solar PV and wind production 67%

as% of total electricity production 53%
as% of final electricity consumption 60%

Solar PV and wind to electric storage GWhe 115
as% of total solar PV and wind production 29%

Solar PV and wind to curtailment GWhe 20
as% of total solar PV and wind production 4%

Total storage discharge GWh 85
as% of total consumption 10%

Electricity storage discharge GWhe 78
as% of electricity consumption 17%

V2G discharge GWhe 78
as% of all electricity storage discharge 100%

Thermal storage discharge GWhth 7
as% of heat consumption 2%

Gas storage discharge GWhgas 4
as% of grid gas consumption 31%
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Figure 8. Electricity supply (Top), consumption (Centre), and storage (Bottom) for the first study
period: 26 March–1 April. The beginning of the week shows the highest amount of variable RE
generation. As storage options reached their capacities, some curtailment was needed. Daily cycles of
charging and discharging of V2G storage are apparent over the week. These cycles are somewhat more
prominent during days of lower wind generation. V2G charging is highly associated with solar PV
generation throughout the week, creating a buffer between RE generation and end-use.
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Figure 9. District heat supply (Top), consumption (Centre), and storage (Bottom) for the first study
period: 26 March–1 April. Heat pump use is maximized during times of high variable RE generation.
CHP plant production satisfies needs for both electricity and heat during evening hours. Utilisation of
storage is minimal. Total thermal storage capacity is 1100 MWhth. Thermal storage levels are relatively
low at the end of the winter months.
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Figure 10. Gas supply (Top), consumption (Centre) and storage (Bottom) for the first study period:
26 March–1 April. Methanation occurs during periods of high variable RE generation and seems
somewhat more associated with periods of high wind. Produced methane is stored for later use in
synthetic liquid fuel production for the mobility sector only and was not needed for power or heat
generation. Seasonal gas storage for these sectors was not needed in a system with high levels of V2G
and thermal storage, which led to reduced system costs.
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Figure 11. Electricity supply (Top), consumption (Centre), and storage (Bottom) for the second study
period: 19–25 November. The end of the week showed the lowest levels of variable RE generation
during the year and was the most challenging period for the energy system. However, use of electric
storage, thermal power plants, and a small amount of imported electricity was sufficient to satisfy
demand. V2G batteries experienced net discharge over the week but still maintained more than
25% capacity.
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Figure 12. District heat supply (Top), consumption (Centre), and storage (Bottom) for the second study
period: 19–25 November. High power requirements toward the end of the week led to oversupply
of heat originating from CHP plants. Thermal storage levels increased toward the end of this study
period accordingly. Heat pumps use early in the week occurred at times of relatively higher variable
RE production.
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Figure 13. Gas supply (Top), consumption (Centre), and storage (Bottom) for the second study period:
19–25 November. Relatively high levels of variable RE generation at the beginning of the week led to
high levels of methane production. This ended later in the week as demands for power were high and
variable RE generation was at its lowest. Gas needed for synthetic fuel production came from storage,
which declined near the end of the week, but was still at more than 75% capacity.

Table 2 and Figure 7 indicate that there is relatively high direct usage of electricity from solar PV
and wind, approximately 67% of total production. Approximately 29%, or 115 GWh goes to electric
storage, which can be in the form of batteries or PtG. It appears, however, that the majority of this
excess goes to battery storage, as the output of V2G batteries to the grid is 78 GWhe and the output of
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gas storage is relatively small (4 GWhgas). Further, this stored gas is used only for the production of
liquid synthetic transport fuels and is not converted back to electricity for use in the grid. This also
suggests that electric storage plays a more dominant role in the energy system.

In total, 139.82 TWh of electricity went from the grid to charge V2G batteries, and 78.12 TWh was
discharged back to the grid (56%). Mobility demand for those V2G vehicles represented 50.54 GWh, or
36% of the total electricity charge, leaving losses due to charging and discharging at approximately
8%. This suggests that the utility of V2G batteries could be greater for the power sector than for the
mobility sector.

4. Discussion

Variable RE in the form of solar PV and wind power contribute 60% to final electricity consumption
and represent 53% of the total electricity generation. Importantly, this generation is seen to be highly
variable throughout the year. Moreover, it is sometimes concentrated during daytime, creating a need
for both short and long-term storage. In total about 67% of variable RE is directly utilized, with the
remainder going to storage (28%) and a much smaller amount to curtailment (5%). Electric storage
discharge totalled 78 GWhe, or 17% of end-user consumption. V2G batteries have a very strong role in
the energy system and provided 100% of electric storage. Extending V2G storage to a greater range of
transport types, in particular the more than 7000 personal watercraft in Åland, appears to be of great
benefit to the energy system. At the same time, the EnergyPLAN modelling tool was not fully able to
harness all the flexibility that could be offered by boats. One limitation of the model is that it could
not distinguish between vehicles and boats in terms of their electricity demands nor their variable
seasonal availability. Indeed, a large portion of personal watercraft would be completely idle during
winter months and their batteries could offer greater storage than was represented by EnergyPLAN.
Likewise, demands for electricity during summer months could be noticeably higher than what has
been represented. Further study is needed to determine the full range of benefits and operational
challenges related to extending V2G services to such a high number of vehicles and other devices.
Such devices could include other aquatic craft that are fully or partially electrified such as ferries,
fishing vessels and larger ships. A wide range of support vehicles may also be possible to include such
as forklifts, tractors, forestry machines and golf carts. In addition, there may be a role for stationary
batteries in reality that was not supported by this analysis.

The results of this study suggest that V2G batteries may serve a greater role in the power sector
than even in the mobility sector, as 56% of the electricity that flowed into the V2G batteries eventually
went back to the grid, while only 36% was used for mobility demand. This effect is enabled by the
relatively large size of batteries that may be demanded in the future in order to ensure sufficient range
of driving. The largest available battery is currently found in the Tesla Model S, at 100 kWh [29].
The average battery sizes for 2030 assumed for this study were more conservative, at 75 kWh for road
vehicles and 50 kWh for watercraft. Larger average battery sizes may offer greater flexibility to the
energy system than is assumed here.

At the same time, it must be remembered that vehicles and watercraft are items of personal
ownership, and utilisation of their batteries is subject to the desires of their owners. It is one thing to
conclude that there is technical feasibility and economic benefit to the utilisation of V2G batteries for
the benefit of the energy system. It is quite another to assume that this would be a desirable outcome
for battery owners. Some form of motivation must be considered. Kiviluoma [30] cautions that the
marginal benefits for plug-in hybrid electric vehicle owners would decrease with higher participation
in V2G services. In essence, a larger number of participants would be sharing limited benefits as there
are finite demands for power system reserves and system flexibility.

There are several studies that suggest that V2G participation can be of benefit to both vehicle
owners and save costs in the power system. First, V2G can reduce transmission system losses and the
overall costs of grid operation [31]. Second, both vehicle owners and grid operators were reported to
be able to reduce costs through optimised vehicle charging [7]. Third, Zakariazadeh et al. [9] suggest
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that effective scheduling of charging and discharging of EVs can result in mutual benefits for vehicle
owners, distribution system operators and the service providers or aggregator elements that may bring
them together.

These observations are also summarised in a review by Sovacool et al. [6]. However, the authors
point out that the social dimension of V2G is greatly overlooked in scientific studies. They conclude
that meaningful sociotechnical advantages and disadvantages to V2G systems remain unexplored.
Designing V2G systems based purely on technical and economic feasibility would be premature
without addressing obvious research gaps related to overall environmental performance, financing
and business models, user behaviour, use of natural resource, visions and narratives, concerns about
social justice, gender norms, and urban resilience.

PtG technology has only a limited role in the 2030 SM El scenario analysed. The only purpose
of PtG had been in the production of synthetic transport fuels, which EnergyPLAN generates in a
Power-to-Gas-to-Liquid sequence. Gas storage arising from PtG amounts to 4 GWhgas, or 31% of
annual gas usage. On a daily and weekly level, PtG technology provides a buffer between high levels
of variable RE generation and the creation of synthetic fuels for transport. This result is interesting
when considering that PtG played a very important seasonal storage role in an analysis of Finland as
a whole [17,18]. The contrasting result appears partially due to the less variable wind conditions in
the Åland archipelago, but also due to extensive V2G storage. In this regard, this study may be the
first to show that while V2G services provide rather short-term storage on a daily and multi-day level,
extending these services may greatly result in less need for seasonal storage. In this scenario, lack of
seasonal storage is represented by no need for synthetic gas for electricity or heat production. At the
same time, other scenarios from a broader study [23] emphasise the structural findings obtained here.
These scenarios also showed little need for seasonal storage in the form of PtG outside of liquid fuel
production. In fact, PtG seasonal storage was only needed in the two scenarios that featured Åland in
complete island mode, and exports of energy carriers were not allowed by scenario design.

Thermal energy storage in Åland appears to have a less significant role when annual numbers
are considered. Thermal storage discharge totalled 7 GWhth, representing just 2% of end-user heat
demand. At the same time, this role would be expected to be more significant during colder months
and in more urban areas. Thermal storage is relatively inexpensive and complements the extensive
use of heat pumps seen in the 2030 SM El scenario. Having sufficient thermal storage allows excess
variable RE power generation to be utilized by heat pumps at a much greater extent.

The variability of RE energy generation in Åland seems manageable by the storage technologies
employed in this study. In all, 89 GWh of electricity and heat are discharged from storage, totalling
11% of end-user consumption.

5. Conclusions

Developing a fully sustainable scenario for any region merits proper consideration of the
appropriate mix of these measures for each context. In this work, the right mix of technologies
for Åland was influenced by high levels of direct consumption of variable RE and expanded use of
V2G storage on Åland. In turn, the energy system required lower installed capacities of offshore
wind generation, and the need for both PtG and seasonal storage of gas was eliminated. To this
end, V2G services seem to offer a key flexibility for future energy systems, provided that charging
and discharging is optimised. Expanding such services to a wider range of electrified transportation
modes (boats, bikes, motorcycles, etc.) appears to be an interesting area of future research that merits
considerable attention. Such attention could even be directed toward other types of commercial
vehicles, such as electrified carts, forklifts, forestry machines, etc. Variable RE and ESS can play
significant roles in a fully sustainable future energy system for Åland. V2G services should therefore be
investigated as a significant electricity storage option for islands and regions of archipelago. However,
the social dimensions of V2G systems need further research to determine a further range of advantages
and disadvantages to society.
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Abbreviations

BEV battery electric vehicle
CHP combined heat and power
DH district heating
ESS energy storage solution
GHG greenhouse gas
GWh gigawatt hour
M million
MW megawatt
MWh megawatt hour
RE renewable energy
PV photovoltaics
PtG Power-to-gas
TES thermal energy storage
V2G vehicle-to-grid
e electric units
th thermal units
gas gas units
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Abstract: This article provides an agent-based model of a hypothetical standalone electricity network
to identify how the feed-in tariffs and the installed capacity of wind power, calculated in percentage of
total system demand, affect the electricity consumption from renewables. It includes the mechanism
of electricity pricing on the Day Ahead Market (DAM) and the Imbalance Market (IM). The extra
production volumes of Electricity from Renewable Energy Sources (RES-E) and the flexibility of
electrical consumption of industries is provided as reserves on the IM. Five thousand simulations
were run by using the agent-based model to gather data that were then fit in linear regression models.
This helped to quantify the effect of feed-in tariffs and installed capacity of wind power on the
consumption from renewable energy and market prices. The consumption from renewable sources,
expressed as percentage of total system consumption, increased by 8.17% for every 10% increase in
installed capacity of wind power. The sharpest increase in renewable energy consumption is observed
when a feed-in tariff of 0.04 €/kWh is provided to the wind farm owners, resulting in an average
increase of 9.1% and 5.1% in the consumption from renewable sources while the maximum installed
capacity of wind power is 35% and 100%, respectively. The regression model for the annualized
DAM prices showed an increase by 0.01 €cents/kWh in the DAM prices for every 10% increase in
the installed wind power capacity. With every increase of 0.01 €/kWh in the value of feed-in tariffs,
the mean DAM price is lowered as compared to the previous value of the feed-in tariff. DAM prices
only decrease with increasing installed wind capacity when a feed-in tariff of 0.04 €/kWh is provided.
This is observed because all wind power being traded on DAM at a very cheap price. Hence, no
volume of electricity is being stored for availability on IM. The regression models for predicting IM
prices show that, with every 10% increase in installed capacity of wind power, the annualized IM
price decreases by 0.031 and 0.34 €cents/kWh, when installed capacity of wind power is between 0
and 25%, and between 25 and 100%, respectively. The models also showed that, until the maximum
installed capacity of wind power is less than 25%, the IM prices increase when the value of feed-in
tariff is 0.01 and 0.04 €/kWh, but decrease for a feed-in tariff of 0.02 and 0.03 €/kWh. When installed
capacity of wind power is between 25 and 100%, increasing feed-in tariffs to the value of 0.03 €/kWh
result in lowering the mean IM price. However, at 0.04 €/kWh, the mean IM price is higher, showing
the effect of no storage reserves being available on IM and more expensive reserves being engaged on
the IM. The study concludes that the effect of increasing installed capacity of wind power is more
significant on increasing consumption of renewable energy and decreasing the DAM and IM prices
than the effect of feed-in tariffs. However, the effect of increasing values of both factors on the profit
of RES-E producers with storage facilities is not positive, pointing to the need for customized rules
and incentives to encourage their market participation and investment in storage facilities.
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1. Introduction

In 2017, with 17% contribution of renewables in the total energy needs, the EU was well on the
way to achieve the 2020 target of 20% renewables [1]. As the EU Renewable Energy Directive aims
to increase this number to 32% in 2030 [2], considerable investments and infrastructural changes are
needed in the European member states to accommodate renewables in the energy mix. In 2018, 26.7
billion Euros were spent alone on wind energy projects, of which 16.4 billion was spent solely on
onshore wind energy [3].

Different market integration schemes and support mechanisms have been developed for increasing
the injection of Electricity from Renewable Energy Sources (RES-E) in the grid and to restrict the
costs induced by the variability and limited predictability of RES-E generation. In liberalized power
markets, these costs occur as imbalance costs, which may be defined as a penalty for deviating from the
submitted production and consumption plan [4]. In extreme cases, the unpredictable RES-E that are
protected from the market effects by different financial incentives, like the tradable green certificates
and the feed-in tariffs contribute to causing a negative market price [4–6]. Investment grants, RES-E
quotas, feed-in-tariffs, green certificates, etc. also generate incentives to invest, which indirectly increase
competition and improve technology leading to cost reductions and volume growth [7]. Eventually,
the RES-E push the expensive systems like nuclear and gas fired power plants out of the market and
lower the market price due to their negligible marginal costs. However, this increases price volatility
on the market. Extremely high prices are caused when demand peaks as compared to the supply.

Traditionally, established technologies of power production, e.g., coal-fired, gas-fired or nuclear
power plants, were used to provide the needed ancillary services to the grid, maintaining a safe
operation. However, since renewables have successfully entered the electricity market, the need for
system security has increased. It is estimated that, for every 8 MW of wind power installed, a 1 MW of
peaking plant is required [8], whereas, it is also estimated that most of the peaking gas units today
operate at below 20% utilization rates [9]. Use of demand side response (DSR) as a grid balancing
strategy is a recent phenomenon [10], but it shows promising potential, especially when coupled with
increased wind power injection [11]. DSR is a set of measures that uses loads, local generation, and
storage to support network operations and also to enhance the quality of power supply [12]. DSR
has been proven to reduce the needed conventional generation capacity, to maximize the low carbon
generation, to contribute to short-term system balancing and to defer the network reinforcements [13].
This article studies the effect of limited generational flexibility of the wind farms that receive a feed-in
tariff for each kWh of renewable power they inject in the grid, against the reserves provided by the
industries and other technologies as flexible demand.

Electricity grid and markets are composed of multiple actors, who are engaged in
consumption/production of electricity that fulfill their own needs and businesses. Their interactions
via the market and the electricity grid results in impacting the consumption/production pattern of
each other. Agent-based modelling allows to mimic the behavior of human beings and simulate
production, consumption and bidding processes, in which participants are modeled as adaptive agents
with different strategies [14]. Agent-Based Models (ABMs) have been used to model the diffusion of
energy efficient technologies through the society by the interaction of different agents [15,16]. ABMs
are used to explore possible states of a system to understand plausible futures, trends, tendencies, and
behaviors that can occur under specific circumstances [17].

Previous work on the use of ABMs for electricity grids, markets, and the injection of renewables
have focused on the effect of prosumption and peer to peer supply and its effect on the grid
management [18] and grid design strategies [19]. ABMs have also been used to predict price of energy
trading in smart grids by the use of incomplete information by different agents to optimize their
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own utility [20]. Likewise, they have been employed as an e-laboratory to test different regulatory
interventions before implementation [21]. Furthering the investigation on the profit RES-E producers,
ABM has been used to study the optimum conditions for the wind power producers participating in a
deregulated market with the inclusion of learning algorithms to optimize the bidding process [14].
Similarly, the technique has been employed to investigate the effect of storage possibilities in the form
of electric vehicles on the profit of wind farms that engage in the electricity markets [22]. Based on
the above-mentioned examples of application of ABMs for decision-making, technology diffusion,
and market price calculation, the data for analysis were generated by an ABM that was developed
specifically for this study.

1.1. Electricity Markets and Grid Balancing

Energy system flexibility is not a technological issue alone; it has a strong link to the energy
markets as well [23]. Balancing the potential supply and demand of electricity at any given time
ensures a reliable supply of electricity. Transmission System Operators (TSOs) are entrusted to carry
out the necessary security checks and real-time operations of ensuring a smooth supply of electricity to
the consumers [6]. To make this possible, the majority of electricity trade is conducted up to one day
before delivery. Based on the time dimension, energy trade is divided into different markets in Europe.
In this article, a Day Ahead Market (DAM) and an Imbalance Market (IM) are modeled based on the
principles of the same markets in Belgium [24,25]. To ensure more transparent market pricing system,
in both markets, buyers and sellers trade electricity following an energy exchange. For the DAM, the
intersection of scheduled production and consumption profiles provide the market prices for each
hour of the next day, as shown in Figure 1a. The RES-E technologies have the lowest marginal costs as
compared to the other technologies and hence are the first ones in the order. The effect of RES pushes
the supply curve to the right, and this is shown in Figure 1b.

  

(a) (b) 

Figure 1. Theoretical merit order without (a) and with renewable energy from wind (b) (P = price of
electricity, Q = installed capacity shown as ratio to the average system demand).

The potential forecasts for demand can be faulty and may still cause imbalances in real time,
coupled with increased unpredictability due to increased injection of wind power resulting in higher
demand for reserves [20]. IM or the balancing market represents the market where the trade of
deviations from the scheduled market positions is dealt with [21]. A real-time balancing market is
particularly useful for RES-E as they can provide higher forecast reliability closer to real time [6]. Due
to the very fast response times required to balance this market and the connected security issues, this
market is coordinated by the TSO [22]. Conventionally, TSOs contract minimum reserve from firm
capacity, or power plants with technology that can be easily ramped up and down to balance the grid.
Recently, regardless of the source technology, reserves are being contracted by the TSOs. Together,
these reserves form the activation price ladder that is shown in Figure 2. The terminology, cheap,
mid-priced, and expensive, refers to how much the TSO will have to pay for the reserves in case of
grid imbalance.
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Figure 2. Bid ladder for activating reserves. It is positive when available reserve capacity is used for
upward activation and negative when downward activation is required (based on [6]).

In order to ensure system security, TSOs procure balancing services from balancing service
providers. Instead of balancing service providers, in this article, we deal with the market participants,
called agents, who are the RES-E producers and industries as consumers and reserve providers. These
agents are responsible for keeping their portfolio balanced for a given period of time. An agent’s
portfolio is defined by its nature. For the producers, the portfolio refers to the injection and also
off-take if it has storage facilities; for the industries, it is the consumption profile, which can alter in
both directions to provide the necessary response to grid imbalance.

Following the IM pricing mechanism in Belgium, in this article, we also modeled a one-price
settlement mechanism for the IM. This represents the settlement side of the reserve market, where a
price is quoted every quarter of an hour, which represents the marginal activation cost of the reserves.

1.2. Hypothesis Formulation

Feed-in tariffs have proven to be superior for wind power promotion in countries like Denmark,
Germany, and Spain [26,27], as cited by [28], but such a system does not force the RES-E producers to
operate cost efficiently [28]. Although the subsidies for RES-E producers are slowly being phased out,
the question is if the subsidies are negatively affecting the unharnessed potential of DSR as a means to
accommodate RES-E in the existing electricity network.

This is especially relevant for countries, like Belgium, where old and outdated nuclear or fossil fuel
power plants are scheduled to be decommissioned. In the period of 2020–2025, 5000 MW of nuclear
energy is scheduled to be phased-out when seven nuclear reactors will be shut down in Belgium [29].
If the phase-out is carried through, it is speculated that Belgium’s carbon footprint will deteriorate, as
the firm capacity will need to be replaced by fossil-based power plants. However, if Belgium replaces
non-renewable power technologies with RES-E technologies, the effects on the grid balancing and
market prices will be significant.

Currently, a feed-in tariff of 0.04 €/kWh is given to Belgian RES-E producers for every kWh of
wind energy injected into the grid [30]—while the installed wind capacity accounts for 13.2% of the
total installed power capacity [31]. Using Belgium’s example, we assessed varying levels of feed-in
tariffs (τ) (0.01, 0.02, 0.03 and 0.04 €/kWh) for their effect on the consumption of renewable energy from
the grid. Likewise, the effect of increasing the installed capacity of wind farms (Δx) is tested to observe
which of the two factors; τ or Δx, has a higher impact on increasing injection of wind energy in the
grid. Although the example of Belgium is quoted here to design the experiments, our aim is to gain a
principle mechanistic understanding in a virtual lab approach rather than analyze a specific case study.
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The financial incentives for the RES-E producers are designed in a way to shift the additional cost
to all ratepayers connected to the grid (commons)—hence, the more customers shift to responding to
RE supply, the less the amount that is paid by the commons [32]. To mimic this behavior, industries
are modeled to participate in the IM by providing reserves in the form of flexible demand, at three
levels of reserve prices—cheap, mid-priced, and expensive. The energy intensive industries have been
assessed for their high potential of DSR in the works of [11,33]. This affects the system in a way that
the actions of RES-E producers and flexible consumers benefit the whole system by driving the price of
electricity low. All consumers benefit from lower electricity prices and not just the providers of demand
flexibility; the benefits of demand response can be considered to be truly societal in nature [32,34].

The assumptions explained above lead to the two hypotheses of the study; first, financial incentives
coupled with high capacity of wind power production result in higher consumption from RES-E;
second, these factors result in low electricity market prices.

The rest of the article is written to first present the model methodology following the ODD +
D (Overview, Design concepts, Details + human Decision-making) protocol [35]. The next section
gives the statistical analysis of the simulations and provides linear regression models that define the
system outcomes based on the effect of feed-in tariffs and installed capacity of wind power. Results are
followed by a discussion of the main findings of the article. In the last section, main conclusions are
drawn based on the ABM to generate data for testing the hypotheses.

2. Methodology

This chapter first details the methodology behind the ABM that was prepared to run the simulations
and then describes the statistical analysis that helped in testing the hypotheses by using the data
generated by the model.

2.1. Developing the ABM

Netlogo (6.0.2, Northwestern University, Evanston, IL, USA) [36] was used for modelling the
electricity grid for this paper. ODD + D protocol is followed to ensure comprehensiveness when
reporting ABMs as it ensures that the description of the main theories and underlying assumptions in
the model are clearly explained [35,37]. In this section, the parts of ODD + D that are included consist
of Purpose; Entities, state variables and scales; Process overview and scheduling. The sections on
Design concepts; Initialization; Input data; and sub-models are provided in Appendix A.

2.1.1. Purpose

The model has been designed for generating data to test the hypotheses that increased τ, increased
Δx and demand flexibility from industries result in more inclusion of renewable power in the grid and
lowered market prices.

2.1.2. Entities, State Variables and Scales

The electricity grid modeled in this paper consists of three main agent groups; the electricity
producers that are the wind farms, the large electricity consumers that are the industries, and the Small
and Medium sized Consumers (SMCs) that are the households and small businesses. All of the agents
are connected to the grid, which is operated by a grid operator, who ensures that the grid frequency is
kept stable by reducing the mismatch between the supply and demand to zero. This system needs an
efficient information and communication technology support. However, the technical details of the
smart grid are beyond the scope of this article.

The model runs with quarter hourly time steps over a period of one year. The electricity grid
is modeled as an island (thus, imbalance is zero), where the connections to markets or production
systems outside of the model do not exist. The system parameters and the state variables are provided
in Table 1. The parameters and variables that are agent dependent are detailed in Appendix A (see
Table A1).
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Literature supports that fewer actors providing flexibility increases the likelihood of power they
can exercise in defining the market price [38]. To avoid this, it was also assumed that the size or
capacity of the actors does not limit their ability to participation in either of the two markets. The
properties of the agents are further described in the section below.

a. RES-E producers (2 groups)

The large RES-E producers are modeled as onshore wind farms, with each turbine of an average
capacity of 2 ± 0.4 MW and an average rotor diameter of 80 ± 20 m and a Levelized Cost Of Electricity
(LCOE) of 0.053 €/kWh (for year 2017) [39]. LCOE is defined as the cost to produce 1 MWh of electricity
with a given technology is the sum of the annualized investment costs, the fuel costs, the operational
and management costs and the carbon costs [40].

The on-shore wind farms were selected over the offshore ones because their LCOE is comparable to
the other technologies modeled in the ABM [39]. All RES-E producers can sell the produced electricity
to the electricity markets. The profit of the RES-E producers is a function of subsidy, operating cost,
and the market price in a particular moment. The market for selling electricity is chosen based on the
difference between the nominated supply and actual supply. If the actual supply is less than or equal to
the nominated supply, DAM price is used for profit calculation. However, if the actual supply is more
than the nominated supply, the extra production is placed on the IM and the IM price is considered for
profit calculation, if their provided reserves are engaged on IM. At the start of the model run, all RES-E
producers are randomly assigned a production strategy, which divides them into two strategic groups:

1. Non-storing producers: RE producers who do not own storage but in cases of grid imbalance can
curtail their production.

2. Storing producers: Storing RES-E producers who can store electricity when the actual supply
exceeds nominated supply. They provide the stored electricity and the available storage capacity
as reserves on the IM.

b. Large industries (4 groups)

The large consumers are grouped under the category of industries. All the industries are modeled
to produce one unit of product per kWh of electricity consumed. The price of one unit of product
is assumed to be 1€. Each industry has a smart metering system; hence, information of their own
nominated and the actual consumption is available to all industries in real time. Each of the industries
has a maximum capacity of 50% flexibility in their electricity consumption. However, they are divided
into four groups, three provide reserves on the IM, while the fourth group does not. The bidding prices
for each group are hypothesized and are based on the relative LCOE of other technologies that are
included in the study, so that the bidding price of the most expensive reserve is not above the most
expensive technology (modeled as an electrolyzer) and the price of the cheapest reserves is lower than
the LCOE of wind (without subsidy). The groups are labelled as following based on their strategies:

• Group 0—non-flex: Industries that do not engage in the IM.
• Group 1—cheap reserves: industries that provide reserves at a symmetric price of 0.04 €/kWh.
• Group 2—mid-priced reserves: industries that provide reserves at a symmetric price of 0.08

€/kWh.
• Group 3—expensive reserves: industries that provide reserves at a symmetric price of 0.14 €/kWh.

c. Small or medium sized consumers (SMCs) (2 groups)

The households make up this agent group. They are defined by an average electricity consumption
of 12 ± 1 kWh/day, which is the average consumption of a European household [41]. The consumption
pattern of SMCs depends on the time of the day. Each agent in this group is charged with a bill at
the end of the year for the amount of electricity that they consume. Half of the consumers also have
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Photovoltaic (PV) panels and are hence termed prosumers. The electricity produced by prosumers is
first used to meet own demand and the extra is placed on the grid. However, if there is no demand
for this electricity, the grid operator can decide to cut the injection of electricity from prosumers. The
prosumers do not receive the profit for injecting electricity in the grid because it is assumed that the
cost of smart meters and the grid operational costs will balance the profit that the prosumers may gain.
In the model, this electricity is placed by the TSO on the DAM with a price of 0.08 €/kWh, which is the
LCOE of a PV [42]. The prosumers pay a fee for getting access to the grid. In Flanders (Belgium), it is
an annual flat fee of 85 €, which is also used in this model to calculate the bill of the prosumers [43]. In
the model, the SMCs fall into following two categories based on their strategies:

1. Prosumers: SMCs with PV panels,
2. Consumers: SMCs without PV panels.

All SMCs receive the bill at the end of the year, which is calculated by considering the annual
average price of both electricity markets. In case of the prosumer, the self-consumption is billed as 0.

d. Electricity markets

There are two market environments modeled; DAM and IM. In the ABM, all technologies that
participate in the market are ranked according to their LCOEs.

An inflexible base load (abbreviated as fixed-prod) is assumed to provide 20% of the average
system consumption at an LCOE of 0.02 €/kWh, comparable to the cost of a hydro power plant in
Europe [44]. 10% of the average system consumption is provided by the flexible or interruptible gas
fired power plant (NG plant) at a cost of 0.04 €/kWh [40]. The renewable energy capacity from the
RES-E producers (RES-wind) is modeled to match at least 25% and at maximum a 100% of the average
demand of the system. Half of the SMCs are also modeled to own PV panels, the capacity of which as
determined to meet the SMC’s own average demand per annum. The electricity that is put on the grid
by the SMCs is termed as RES-solar.

On the DAM, the consumers and producers nominate consumption and production capacity,
respectively, for the next 24 h. The match between the supply and demand defines 24 values of the
market price on the next day. This is done based on the merit order of cheaper to expensive technologies
that are engaged to provide the supply. In case of limited supply and a DAM price higher than 0.1
€/kWh, it is assumed that a backup technology (R-tech) is used to provide the necessary electricity and
ensures that the market price does not rise further and the system remains stable. The price of buying
electricity from the backup technology is a constant 0.1 €/ kWh. Since consumption defines how much
supply will be engaged and never the other way around, the price of DAM never drops below the
price of the cheapest technology. It also ensures that the DAM price never rises above 0.1 €/kWh. The
merit order of these technologies from the cheapest to the most expensive is shown in Figure 3.

 

Figure 3. Merit order of the technologies that participate in Day Ahead Market (P = price of electricity,
Q = installed capacity shown as ratio to the average system demand).
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Increasing levels of RES-wind capacity and RES-solar are expected to stabilize the DAM price at a
lower value. However, in the case of low demand, this increased production capacity may lead to a
surge in the injection and would require to be settled in the IM. The IM is a quarter hourly market and
hence operates to balance mismatch between supply and demand at a time scale of fifteen minutes.
The default value for IM price is 0 €/kWh, unless the demand or supply deviate from their day ahead
nominations, causing an imbalance. The former triggers a downward activation, which means that the
reserves are requested to decrease consumption or an upward activation from the RES-E producers is
required. The agents who engage in the IM are the industries who provide reserves and the RES-E
producers. The other technologies in IM consist of a flexible Natural Gas (NG) fired power plant with
a bid price of 0.04 €/kWh, and an electrolyzer with a symmetric bid price of 0.2 €/kWh. The merit order
of these reserves is provided in Figure 4.

 

Figure 4. Bid ladder for reserves activation, without a feed-in tariff for wind farms.

The model includes a number of parameters for the agents, technologies, and the market
environments that have been explained above. In addition, during the simulation runs, the flow of
electricity and money between the agents is governed by different variables that again define the state
of the agents, technologies, and the market environments. While Table 1 provides the information for
the technologies and the market environment, the detailed information about the agents can be found
in the annex (see Table A1).
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Table 1. Parameters and state variables.

Definition Values Unit

Parameters (Do Not Change during the Simulation Runs)

Cpv LCOE 1 of photovoltaic panels calculated over 20 years period [42]. 0.088 €/kWh
Cwind LCOE of wind turbines calculated over a time period of 20 years [42] 0.053 €/kWh
τ feed-in tariffs given to RES-E 2 producers based on data from Belgium 0–0.04 €/kWh

Δx
total production capacity of wind farms as a ratio of average system

consumption. x represents the ratio 0–100 %

wind average wind velocity in Belgium [45] 4 m/s

Ctech

price of electricity bought and sold to the backup technology that can
balance the grid imbalances and is engaged a day ahead of actual

supply.
The hypothetical value of 0.1 €/kWh is considered because this is higher
than the LCOE of photovoltaic panels but still comparable to LCOE of

biogas power plants [40]

0.1 €/kWh

Δcheap sum of capacity provided by the cheap reserves kWh
Δmedium sum of capacity provided by the mid-priced reserves kWh
Δexpen sum of capacity provided by the expensive reserves kWh

βelectro
symmetric bidding price of electrolyzer. Depending on the country the

price may vary [46] 0.2 €/kWh

βwind bidding price of RES-E from wind farms 0.06 €/kWh

βstore
bidding price for the electricity provided or consumed by battery

storage of wind farm owners 0.18 €/kWh

Δin f lex capacity of inflexible power production system 20% of average
demand kW

Δtech capacity of the back-up system ∞ kW
Cin f lex LCOE of inflexible hydro power production system 0.02 €/kWh

ΔNG
sum of capacity provided by the flexible natural gas plant that

participates in DAM 3
10% of average

demand kW

CNG LCOE of the flexible natural gas fired power plant [40] 0.04 €/kWh

State variables (may change in every time step)

wpred predicted wind intensity at that quarter on the next day 0–1 range
spred predicted solar irradiation at that quarter on the next day 0–1 range

DAM.Spred predicted and engaged supply to meet the demand on DAM kWh
DAM.Dpred predicted demand from the system on DAM kWh
RES.wpred total predicted production from the wind farms kWh
RES.spred total predicted production from prosumers kWh
RES.wact total production from the wind farms in real time kWh
DAM.Sact supply in real time before balancing kWh
DAM.Dact demand in real time before balancing kWh

CDAM day ahead market price of electricity −0.15–0.15 €/kWh
wact wind intensity in real-time 0–1 range
sact solar irradiation in real-time 0–1 range

RES.sact total production from the prosumers in real time kWh

RES.wIM
production from wind farms that has been made available to balance

the grid at βwind
kWh

RES.wstore
production from storing agents that has been made available to balance

the grid at βstore
Rwind ratio of the RES-wind-act that is needed for activation on IM %
Rtech capacity activated from the backup technology for balancing DAM kWh

CDAM.annum annual DAM price.
34656∑
i=0

CDAM /34656

CIM.annum annual IM 4 price.
34656∑
i=0

CIM /34656

CIM imbalance market price −0.2–0.2 €/kWh
QRE% percentage of the total yearly demand of the system met by RES-E 0–100 %

1: Levelized Cost of Electricity; 2: Electricity from Renewable Energy Sources; 3: Day Ahead Market; 4:
Imbalance Market.

For the data on wind velocity and solar irradiation, the database of Belgian Electricity Transmission
System Operator, Elia was used [47]. The data on wind velocity and solar irradiation are not meant
to depict the exact values but create a realistic pattern of wind speed and solar irradiation in a year
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for Belgium. More information on how these data were acquired and how the wind power and solar
power are calculated is provided in the annex.

2.1.3. Process Overview and Scheduling

The sequence of actions for the model is depicted in Figure 5.

 

Figure 5. Process overview of the model.

After the model has been set up, the model is run in the following order:

1. Predicting consumption and production for the next day,
2. Setting a DAM price for each hour of the day,
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3. Actual consumption and production in every quarter,
4. Calculating the system imbalance to decide to engage the IM,
5. Based on the imbalance, setting the IM price for every 15 min,
6. Updating the system variables,
7. Calculating profit,
8. Storing the unitary profit producers at the end of every month,
9. Storing the unitary bill of SMCs and industries at the end of every month,
10. Changing behavior based on the comparison of unitary bill and unitary profit with other agents

in the past three months,
11. At the end of the year, calculate the bill for SMCs.

2.2. Statistical Analysis

The two main variables in this study that were varied to test their effect on the whole system
are feed-in tariffs (τ), and the installed capacity of wind power as a ratio of the average demand of
the whole system (Δx). Both variables are treated as continuous variables with ranges of 0 to 0.04
for τ and a range of 0 to 1.00 for Δx. Three response variables were observed in the analyses; QRE%

(percentage of system demand met by RES-E), CDAM.annum (the annualized DAM price) and CIM.annum

(the annualized IM price). The ABM was used to run 5000 simulations to generate data that were then
fitted with linear regression models using the statistical program R [48]. All statistical tests were two
sided and had a significance level of 0.05%.

3. Results

3.1. Effect on the RES-E Consumption

Figure 6 shows the mean RES-E consumption for all scenarios which is noted to increase sharply
following the increase in Δx until the installed capacity reaches 35% after which the slope becomes less
steep. To explain the effect of τ and Δx on QRE%, the data were fitted with a linear regression model
(Equation (1)).

̂QRE% = 8.178 + 54.958(Δx) − 0.185(τ0.01) + 0.173(τ0.02) + 1.063(τ0.03)+

2.373(τ0.04) + 0.0806(Δx.τ0.01) − 0.728(Δx.τ0.02) − 0.476(Δx.τ0.03)+

11.333(Δx.τ0.04).
(1)

Figure 6. Linear regression line fitted to the observed values of consumption from renewable sources
(percentage of total system consumption).
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The linear model for QRE% explains 95% of the variations in the observed percentage of system
consumption from renewable sources with a residual standard error of 4.16%. The curvature in the
predictions for QRE% is not explained solely by the above linear equation. Hence, the data were divided
into two sections with Δx < 35% and Δx ≥ 35% for further explanation. This resulted in two regression
models, which are depicted by the Equations (2) and (3). The regression model (Equation (2)) explains
88% of the variations in QRE%, with a residual standard error of 3.14% (1740 degrees of freedom). While
the second model (Equation (3)) explains 83% of the variation in QRE% with a residual standard error
of 4.266% (3240 degrees of freedom). See Appendix B (Table A2) for the more detailed information on
the parameter estimates for the regression models. The fitted trend line for each value of τ for each
regression model is shown in Figure 6:

When Δx < 35%,

̂QRE% = 3.315 + 77.813(Δx) − 0.374(τ0.01) − 0.285(τ0.02) + 0.562(τ0.03)+

0.424(τ0.04) + 1.846(Δx.τ0.01) + 2.328(Δx.τ0.02) + 2.710(Δx.τ0.03) + 20.180(Δx.τ0.04),
(2)

When 35% ≤ Δx ≤ 100%,

̂QRE% = 15.701 + 44.560(Δx) − 0.646(τ0.01) + 0.118(τ0.02) + 1.134(τ0.03)+

5.742(τ0.04) + 0.670(Δx.τ0.01) − 0.700(Δx.τ0.02) − 0.618(Δx.τ0.03) + 6.697(Δx.τ0.04).
(3)

When the maximum Δx is less than 35%, the increase of every 10% in Δx in the absence of any
feed-in tariffs will result in an increase of 7.7% in QRE%. The regression lines (t0.01, t0.02, t0.03, and
t0.04) show the effect of feed-in tariffs (Figure 6). When Δx is increased by 10%, it results in 3.4, 5.0, 6.5,
and 9.1% increase in QRE%, until Δx reaches 35%. Equation (3) shows a less steep slope in predictions
for QRE% as Δx increases from 35% to 100%. It shows that, in the absence of feed-in tariffs when Δx

increases by 10%, it results in an increase of 4.4% in QRE%. In addition, the effect of feed-in tariffs at
0.01, 0.02, 0.03, and 0.04 €/kWh results in a respective increase of 4.5, 4.3, 4.3, and 5.1% in QRE% for
every 10% increase in the value of Δx until it reaches 100%. This analysis shows that the increase in Δx

is the main factor that affects the increase in QRE% as compared to increasing values of τ.
Conclusively, the statistical analysis shows that there is not enough evidence to reject that there is

no significant effect of τ and the Δx on the consumption of renewable energy (p-value < 2 × 10−16).
In fact, both factors result in increasing the consumption from RES-E, with the most rapid increase
observed when feed-in tariffs for RES-E producers are provided at a value of 0.04 €/kWh while the
installed capacity of wind power is between 0 and 35%.

3.2. Effect on the Market Prices

The two market prices dictate the profits of the industries and the producers and the bill for the
SMCs in the system, hence the factors that affect the market prices influence all the agents in a direct or
an indirect manner. The two graphs in Figure 7 show the effect of τ and Δx on the two market prices.
For DAM, the four tariff levels show a significant effect as the Δx is increased. The four trend lines
for each value of τ are shown in Figure 7a, while the linear model from where these trend lines are
acquired is given in Equation (4). See Appendix B (Table A2) for the more detailed information on the
parameter estimates for the regression model.

275



Energies 2019, 12, 4314

 

(a) (b) 

Figure 7. Annualized DAM (a) and IM (b) price observations from the simulations.

When the data observed for annual DAM prices were fitted in a linear regression model (Equation
(4)), it showed significant effect of τ and Δx. The regression model for DAM prices explains 97% of the
variation in the annualized DAM prices with a residual standard error of 0.0006169 (4990 degrees of
freedom). See Appendix B (Table A2) for the more detailed information on the parameter estimates
for the regression model. The regression model predicts that, under the sole effect of increasing Δx,
the annualized DAM prices will increase by 0.01 €cents/kWh for every 10% of increase in Δx. From
the four trend lines in Figure 7a, it is derived that, for 10% of increase in Δx and feed-in tariffs at 0.01,
0.02, and 0.03 €/kWh, a respective increase of 0.09, 0.06, and 0.03 €cents/kWh can be expected in the
mean annualized DAM price—while a feed-in tariff of 0.04 €/kWh provided to the RES-E producers
can result in a decrease of 0.0007 €/kWh in the mean annualized DAM price with every 10% of increase
in Δx until it reaches 100%:

̂E[CDAM.annum] = 0.002 + 0.001(Δx) − 0.0006(τ0.01) − 0.001(τ0.02) − 0.001(τ0.03)−
0.0002(τ0.04) − 0.003(Δx.τ0.01) − 0.006(Δx.τ0.02) − 0.010(Δx.τ0.03) − 0.013(Δx.τ0.04).

(4)

The data for annualized IM prices shown in Figure 7b show an increase in the IM prices until
Δx is above 25%, after which the data show a downward trend. Therefore, we divided the data into
two parts and fitted separate regression models to them to explain the pattern that is followed by the
IM prices. The linear regression model in Equation (5) explains the 72% of the variations in the IM
prices when Δx < 25%, with a residual standard error of 0.001266 (1240 degrees of freedom). Equation
(7) explains 87% of the variations in the IM prices when 25% ≤ Δx ≤ 100%, with a residual error of
0.003329 (3740 degrees of freedom). See Appendix B (Table A2) for the more detailed information on
the parameter estimates for the regression models:

̂E[CIM.annum] = 0.0062− 0.029(Δx) − 0.0004(τ0.01) − 0.0009(τ0.02)−
0.001(τ0.03) + 0.003(τ0.04) − 0.001(Δx.τ0.01) − 0.002(Δx.τ0.02) − 0.03(Δx.τ0.03) − 0.009(Δx.τ0.04).

(5)

The trend lines that are added to the graphs are indeed acquired from these main equations. It is
visible in Figure 7b that t0.01, t0.02, and t0.03 have an almost equal slope, whereas t0.04 has a steeper
slope in the first part of the graph and a smoother slope in the second part of the graph. Equation
(6) shows that, in the absence of feed-in tariffs, with a 10% increase in Δx, the annualized IM prices
will increase by 0.03 €cents/kWh. This is due to the fact that, when there is less wind power being
produced, the RES-E producers cannot offer large volumes of power on DAM, resulting in deficit of
supply. Hence, when IM prices also spike, RES-E producers (storing and non-storing) cannot offer
much to balance the grid. This results in more expensive reserves being engaged on IM. In addition,
when the feed-in tariff of 0.01 €/kWh is provided to the RES-E producers, it results in little effect on the
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position of RES-E producers in the bid ladder, and only results in increasing the IM prices by 0.004
€cents/kWh for every 10% increase in Δx.

For feed-in tariffs of 0.02 and 0.03 €/kWh, the RES-E producers move to a second spot on the merit
order list for DAM. This leaves less reserves from RES-E producers being made available for IM. This
shift of positions in the merit order causes more power being offered as supply (to compensate for the
unpredictable nature of wind). This results in a decrease in IM prices by 0.033 and 0.044 €cents/kWh,
respectively. Furthermore, when feed-in tariff of 0.04 €/kWh is provided to the RES-E producers, it
moves their position to first in the DAM bid ladder. This results in more volumes being made available
for DAM from all RES-E producers. This leaves almost no stored reserves available for the IM, which
results in engaging more expensive reserves and ultimately increasing the IM prices.

When Δx < 25%,

̂E[CIM.annum] = 0.001 + 0.0031(Δx) − 0.0001(τ0.01) − 0.00005(τ0.02) − 0.0003(τ0.03)

+0.0028(τ0.04) − 0.002(Δx.τ0.01) − 0.006(Δx.τ0.02) − 0.007(Δx.τ0.03) + 0.011(Δx.τ0.04).
(6)

When 25% ≤ Δx ≤ 100%,

̂E[CIM.annum] = 0.009− 0.034(Δx) − 0.0007(τ0.01) − 0.001(τ0.02) − 0.001(τ0.03)

+0.004(τ0.04) − 0.0005(Δx.τ0.01) − 0.0007(Δx.τ0.02) − 0.002(Δx.τ0.03) + 0.008(Δx.τ0.04).
(7)

This trend in IM price changes once Δx is increased above 25%. This results in decreasing the
IM prices as Δx increases, with and without the provision of feed-in tariffs. In the absence of τ, every
10% increase in Δx results in a decrease of 0.03 €cents/kWh. It is simply an effect of extra volume
of electricity being produced by the RES-E producers when there is no demand. The trend lines in
Figure 7, derived from Equation (7), exhibit that, with every 10% increase in Δx until it reaches 100%,
the IM price decreases by 0.034, 0.035, 0.036, and 0.026 €cents/kWh, respectively, when feed-in tariffs
are 0.01, 0.02, 0.03, and 0.04 €/kWh. Other than the decrease in IM prices in relation to increasing Δx,
it is also worth noting that the mean IM prices remain higher when a feed-in tariff of 0.04 €/kWh is
provided to the RES-E producers. This is again an effect of the all electricity volumes being made
available for DAM, leaving no predicted volumes for storage on the next day. This results in, firstly,
too much supply (hence negative IM prices) and, secondly, no stored electricity reserves (hence more
expensive reserves being engaged).

The statistical analyses presented above show that there is not enough evidence to reject the
second hypothesis of the study and there is a significant effect of τ and the Δx on the two market prices
(p-values < 2 × 10−16).

3.3. Effect on Different Agents

Graphs (a,b) in Figure 8 show the mean unitary profits for the two industry groups different
feed-in tariffs and increasing Δx. It is evident that, with increasing Δx, the unitary profits of flexible
industries, who engage in the IM, increase when τ is 0.04 €/kWh. For all other values of τ, the mean
profits of flexible industries decrease with increasing Δx. This effect is owed to the modelling method
of flexible industries, who always respect their nominated consumption pattern. This results in them
paying the bill, which is heavily dictated by the DAM price. Thus, as the DAM price decreases,
the profit of flexible industries increases. Although flexible industries respond to demand changes
according to the imbalance on the grid, the IM bidding prices are not as high to compensate for the
production losses. However, the unitary profit of the inflexible industries (which do not participate in
IM and do not respect their nominated consumption) shows no variation as a response to increasing
feed-in tariffs and installed capacity of wind power. The more selfish consumption of electricity results
in a very stable profit for the inflexible industries. However, in reality, such deviations from nominated
power can result in fines for large consumers.
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(a) (b) 

Figure 8. (a,b) Mean unitary profit for each industries (€/kWh).

The effects of the τ and Δx were also assessed for impact on the profits of the two producer groups
separately. Figure 9a shows the mean unitary profits of storing RES-E producers, where the variation
between the different simulations is very narrow and the effect of different feed-in tariffs does not
appear to cause a pronounced variation in the profits. However, the general trend that can be observed
from this figure is of decreasing profits as the installed capacity of wind increases. On the contrary,
Figure 9b shows higher mean unitary profits of the non-storing agents. The most interesting conclusion
from the graphs in Figure 9 is that the overall mean profit of non-storing agents is higher than the
storing RES-E agents. In addition, increasing Δx negatively affects the profit of storing producers,
while it increases the profit for non-storing agents when τ is 0.01 and 0.02 €/kWh but results in a
decreasing profit as Δx increases for a value of 0.03 and 0.04 €/kWh for τ. The simple reason is the
decreasing profits of storing and non-storing RES-E producer (only under τ of 0.02 and 0.03 €/kWh)
is the extra volumes of wind power being made available on the grid, while the demand does not
increase accordingly.

 

(a) (b) 

Figure 9. (a,b) Mean unitary profit of producers (€/kWh).

The numbers on top of Figure 9a,b show the number of storing and non-storing RES-E producers
at the end of the simulation runs. It shows that the number of RES-E storing producers is almost
double the number of RES-E non-storing producers. Due to the adaptation function, modeled in the
ABM, it shows that more RES-E producers chose to have storage, as it would have prevailed as a more
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profitable strategy during the simulation runs. At the start of every simulation run, the number of
RES-producers is modeled to be random with an equal chance of any RES-E producers appointed
storage facilities. This effect could be a result of lower operating costs for the RES-E producers and
hence a higher chance of being engaged on DAM (first position in the bid ladder) and IM (first position
for non-stored electricity and fourth for the stored power).

Finally, the mean unitary bill for households with PV panels and without being in relation with
increasing values of Δx is shown in Figure 10. Comparison of Figure 10a,b shows that the mean bill of
SMCs follows the same pattern as the market prices. When the mean bill of consumers is separated
according to the ownership of PV panels, it suggests that it is, in fact, not very profitable for households’
own PV panels when the installed capacity of wind energy is above 50% of the average system demand,
as compared to the households without PV panels. There are two factors that cause disparity between
the bill of the prosumers and consumers; first, the amount of consumption of electricity from the grid,
and, second, the effect of the prosumer tariff. The very limited variation in the bill of the prosumers is
a result of their limited reliance on the grid to fulfill their needs, which results in almost no effect of the
market prices on their unitary bill, as compared to the consumers who rely solely on the grid for the
electricity supply.

 

(a) (b) 
 

Figure 10. (a,b) Mean unitary bill (€/kWh) for each Small and Medium Sized Consumer group.

4. Discussion

Negative market prices for electricity are a rare phenomenon. In our results, the IM prices fall
below zero with increasing values of Δx above 25%. In reality, the European energy grid allows the
grid imbalances to be reduced from the different countries, while, in this model, the grid is modeled as
a stand-alone system, hence negative values on IM are observed more frequently than in reality.

From the results, it is obvious that the two market prices are decoupled, where the DAM prices
remain significantly higher than the IM prices. This is a result of how the markets were modeled,
allowing for the wind farm owners to bid their extra capacity on the IM. The authors in [23] mentioned
that, if capacity bids from RES-E are in use on the reserve market, the energy price on reserve markets
may get lower than on the intra-day market, creating distorting incentives. It shows the ability of the
presented ABM to depict the working of the electricity markets.

The decreasing market prices in the simulations as a result of the increasing installed capacity of
wind energy have also been observed in Germany. The authors in [49] have shown that, on the German
market, each additional GWh of RES-E fed to the grid has resulted in lowering the spot market price of
electricity by $1.4–1.7/MWh. The authors in [50] found that the negative prices on the DAM and IM
in Belgium, Germany, and France occur due to low consumption demand and high RE generation
expectation; one of the reasons is the current support mechanisms for solar and wind power [6].
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Conversely, it can be argued that decreasing the feed-in tariffs and increasing the installed capacity
of wind energy may result in deteriorating the profit of the RES-E producers. This only stresses that,
once the subsidies are taken away, there is a need for different rules for the flexible RES-E producers to
support their participation in the market and increase the supply of RES-E.

Developments in the power electronic technologies have made the application of energy storage
systems a possible solution for modern (flexible) power application [51,52]. It also has been shown
that battery-based energy storage with several minutes of run time is optimal for stabilizing wind
generation in weak grids [53]. However, these systems are still not economically viable for the wind
farm producers, as shown in the low profits for the storing agents.

It needs to be mentioned that, since the average of the two market prices is considered for billing
the SMCs, the bills do not reflect reality. In reality, the supplier would nominate the consumption
on the market for the consumers under a contract and the consumers will be billed according to the
mismatch from these nominations. The average bill for the SMCs exhibits an opposite trend to what
was observed in Germany, where the electricity price increased by 30% from the year 2006 to 2012,
while the average household income grew by 6% [54]. To improve the accuracy of the bill for the SMCs,
it will be useful to include the service as well as the grid operation charges in the calculation of the bill.

In the simulation results, the very pronounced effect of feed-in tariffs for the RES-E producers
on the market prices points to the need to include more power production technologies in the model,
which will also reflect reality. One such technology could be dispatchable renewables, such as biomass.
Authors in [55] suggested that, for a power system completely based on renewables, these technologies
can be incentivized to increase flexibility. Whether it is more effective to incentivize wind farm owners
so they can compete with other technologies or rather provide incentives to dispatchable renewables
that can replace the fossil-fuel based systems could be another topic to use the presented ABM.

For businesses, the decision to provide flexibility as a reserve is complex and can result in major
organizational and operational changes. In the model, the industries responded to supply changes
regardless of the time of the day and neither did they consider any lead times; in reality, though, this
is probably not the case. Although the simulations provide insightful results regarding industries’
electrical flexibility as reserves, these results are not extended to other issues. For example, there
are legal issues involved when industries plan to market negative tertiary reserve energy in small
amounts because of tight storage restrictions [56]. Another reason to keep the industries from providing
flexibility as demand response could lie in the relatively low energy price that they pay (as compared
to other costs) and could be mitigated by policies opposite to the ones in practice that subsidize heavy
industries [57]. Other incentives for energy intensive industries to reduce their energy costs lie in their
ability to install combined heat and power plants. The authors in [58] assessed in detail the benefits
for industries to engage in symbiotic relations and utilize waste (biomass) to fuel combined heat and
power plants. One can argue in favor of such practices against consumption flexibility, especially if it
does not incur changes in business as usual.

Finally, the complexity of a flexible electric grid poses a challenge to the diffusion process of
flexibility [59]. Flexibility in consumption and production of power requires a longer time to be
successful and completely diffused as an important component of the social aspect of the power system.
It will require changes in human behavior and institutional setup; both domains with high inertia
towards change [57]. One example of this phenomenon, termed response fatigue, occurs when the
consumers tire of continuously responding to supply (and/or market price) signals. This behavior
was reported in [60], with up to 98% of the residential consumers who participated in a demand
response program. The results of the model point to higher need for flexibility and demand response
from the consumers for the increased injection of RES-E in the grid. If the households are also to be
included as active participants of demand response, there is a need to provide them with awareness
and information on the energy markets, next to the provision of in-home display devices that will
provide them with real-time information on their consumption and market prices [10].
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5. Conclusions

The objective of this article was to model the two electricity markets (day ahead and imbalance
market) by using Agent-based Model (ABM) and assess two hypotheses. The first hypothesis was to
test the effect of increasing feed-in tariffs (τ) and installed capacity of wind energy (Δx) on increasing
the consumption from renewables. The second hypothesis was to check the effect of the same factors
on decreasing the two market prices. This objective was successfully met by using ABM to generate
the data that were then fit into linear regression models to reach conclusions on the hypotheses.

The study concludes that, with increasing Δx by 10%, the consumption from RES-E increases by
7.8% in the absence of τ, until Δx reaches a maximum of 35%. At different levels of τ, the increasing
consumption from RES-E increases differently. The most pronounced is when τ is set at the value of
0.04 €/kWh and the maximum Δx is 35%. For Δx higher than 35% and less than 100%, the increase
in RES-E follows a less sharper increase and once again the sharpest increase is for τ = 0.04 €/kWh,
which under every 10% increase in Δx results in a 5.1% increase in RES-E consumption.

To test the hypothesis about the market prices, different regression models were fit to explain the
Day Ahead Market (DAM) and Imbalance Market (IM) prices. DAM prices increase by 0.01 €cents/kWh
for every 10% increase in Δx in the absence of τ. With increasing Δx when τ is provided at 0.01, 0.02
and 0.03 €/kWh, the increase in the DAM prices is less sharp. In addition, with every increase in the
value of τ, the mean DAM price is lowered as compared to the previous value of τ. When the value of
τ is 0.04 €/kWh, it results in decreasing DAM prices as Δx increases. The increasing values of τ enable
RES-E producers to nominate more power on the DAM at lower marginal costs, thus lowering the
overall DAM prices. At 0.04 €/kWh, the effect of τ is two-fold because, at this level, the storing RES-E
producers can also nominate stored electricity on the DAM, while still being cost competitive. Hence,
more electricity is nominated for DAM and electricity prices are lowered as a result.

The regression model to explain the trend observed in the IM prices had to be split into two further
models. Briefly reported, the regression models show that, in the absence of τ, every 10% increase in
Δx results in a decrease in IM price by 0.031 and 0.34 €cents/kWh when Δx is between 0 and 25% and
between 25% and 100%, respectively. The models also showed that, until the maximum Δx is less than
25%, the IM prices increase for the values of τ at 0.01 and 0.04 €/kWh, but decrease for τ of 0.02 and
0.03 €/kWh. When Δx is between 25% to 100%, increasing the values of τ until 0.03 €/kWh result in
lowering the mean IM price. However, at 0.04 €/kWh, the mean IM price is higher, showing the effect
of no storage reserves being available on IM and more expensive reserves being engaged on the IM.

Conclusively, increasing values of τ and Δx increase the consumption of renewable energy and
decreases the market prices; with the effect of Δx being more significant than the effect of τ. However,
the effect of increasing values of both factors on the profit of storing RES-E producers is not positive,
pointing to the need for customized rules and incentives to encourage their market participation and
investment in storage facilities. The results support that, in the future, with more RES-E producers,
different market rules may apply to the flexible RES-E and conventional generation [23].

Introducing flexibility in the power grid as a response of more renewable energy is a challenging
task, as it requires institutional shift to a new way of production and consumption of electricity.
Changes in consumer behavior will be crucial to this shift, which adds to the complexity of this
inevitable undertaking. The approach of agent-based modelling can substantially contribute to the
study of electricity production and consumption behavior, while contributing to a just distribution
of costs and benefits between the different economic actors. It is worth mentioning that, though
the technical details of the model for each agent can be refined to yield more insightful results, the
presented ABM is capable of carrying out a detailed study of cost–benefit distribution between different
agents in a grid solely fed by renewable power.

The results support that the RES-E agents do not have enough incentive to operate more efficiently
when feed-in tariffs are being provided to them. There need to be other support mechanisms that
promote investment in storage facilities for the RES-E producers. Market mechanisms that dictate fines
for deviating from nominated power can further demotivate actors in the power generation business
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to switch to renewable energy technologies. The market mechanisms need to evolve to let more RES-E
producers participate. Additionally, the demand side response will aid this transition. As more local
balancing agents (aggregators) enter the power networks and virtual power plants are becoming a
reality, smart metering would replace net metering systems. This will provide an opportunity to the
consumers of all sizes to be flexible in response to production and market signals, ultimately resulting
in a truly flexible grid. Depending on the specific markets and their respective mechanisms in different
countries, it is up to the policy makers to incentivize the consumers to change, hence create a market
pull for RES-E producers, and/or incentivize the RES-E producers to create a market push for change in
the consumer behavior. Finally, although Belgian wind and solar profiles were used for the simulations,
the observations from the model are transferrable to other countries where policy makers wish to
incentivize renewable power.
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Appendix A. Methodology

Table A1. Variables and parameters for the different agents.

Definition Values Unit

Small and medium sized consumers

Agent properties (do not change during the simulation runs)

αSMC consumption capacity of a household [41] 0.125 kWh
ΔPV capacity of a photovoltaic panel [41] 1–2 kWh

Agent Variables (may change in every time step)

αpred predicted consumption for one quarter of an hour on the next day
αact actual consumption in real time

random.factor a number generated every quarter of an hour to introduce randomness
in the consumption profile of the consumers 0.01–0.05

QPV production from the photovoltaic panels in real time
αsel f−cons consumption from own PV panel (only for prosumers)

QSMC
production from the PV-panels in real time that is planned for the

DAM.Spred
bill bill for the whole past year €

billunit per unit cost of electricity consumed in the past year €/kWh

Industry

Agent properties (do not change during the simulation runs)

αind average consumption of an industry 2000 (±400) kWh

group
group number defining the strategy of the industry

Group 0: bid-cap of 0 kW
Group 1, 2, and 3: bid-cap of 50% of αind

0–3
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Table A1. Cont.

Definition Values Unit

Agent variables (may change in every time step)

αpred predicted consumption for one quarter of an hour on the next day
αact actual consumption in real time

αbid

for group 0, αbid = 0
for group 1, αbid = ΔbidΔ Rcheap

for group 2, αbid = ΔbidΔ Rmedium
for group 3, αbid = Δbid ΔRexpen

αIM
for group 0, αIM = αact − αpred

for group 1,2, and 3, αIM = αbid
αtot total consumption in the past month kWh
Δbid bidding capacity (flexible demand) 50% of αind kW
bill bill for the past month €
P instantaneous profit in every time step €

Punit unitary profit for the past month €/kWh

RES-E Producers

Agent properties (do not change during the simulation runs)

Δprod average production capacity of a wind farm 4000 (±100) kW
Δstorage average storage capacity 20% of Δprod kW

Ccur costs for curtailing [61] 0.022 €/kWh
Cst LCOE 1 of battery storage [62] 0.176 €/kWh

strategy
strategy defining if the producer will have storage or not

If 0, there is no storage facility
If 1, there is storage facility

0 or 1

Agent variables (may change in every time step)

Δreq(D+1) Required production per agent to meet the system demand kWh
Qnom nominated power production for the next day kWh
Qprod actual power production in real time kWh
Qact part or all of the Qprod made available for the system kWh
Qcurt curtailed power kWh

Qstored(t) stored power in real time kWh
QDAM production sold at the DAM 2, always ≤ Qnom kWh
Qbid production bid at the IM 3 kWh

QIM

production sold at the IM
If, Rwind > 0

QIM = Rwind ∗ Qbid

kWh

Qtot QDAM + QIM + QIM.st kWh
Qsum total production traded in the markets in the past month kWh

QIM.st
storage reserve engaged by IM. Value is positive when batteries are

discharged, and negative when batteries are charged kWh

P instantaneous profit in every time step €
Punit unitary profit for the past month €/kWh

1: Levelized Cost of Electricity; 2: Day Ahead Market; 3: Imbalance Market.

Appendix A.1. Sub-Models

Appendix A.1.1. Prediction of Consumption and Production

The model process begins on day = 0 and tick = 0, which depicts the hour 00:00 of a day. For the
first quarter of an hour (one time step), the industries and SMCs predict consumption for the same
quarter on the next day. The prosumers from the SMCs also predict the production from the PV panels,
as QPV depending on the capacity of their solar panels (ΔPV). The producers calculate their production
(Qprod) based on the weather predictions for that quarter on the next day. For all RES-E producers,
Qprod is calculated as a product of their capacity (Δprod) and the predicted weather (wpred).

Based on the strategy of the RES-E producer, the predicted production varies. For non-storing
agents, it is equal to their Qprod, while, for storing agents, Δreq(D+1) and Qpred.stored define Qnom,
where Qpred.stored is the expected power production that will be stored, given that Qpred.stored does not
exceed Δstorage. Hence, the Qnom is based on Equations (A1) or (A3), and the value for Qpred.stored(t+1) is
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based on Equations (A2), (A4), or (A5). The conditions that define which equation is chosen for setting
the values are explained below:

If Δreq(D+1) ≥ Qprod + Qpred.stored(t), then

Qnom = Qprod + Qpred.stored(t), (A1)

Qpred.stored(t+1) = 0. (A2)

If Δreq(D+1) < Qprod + Qpred.stored(t), then

Qnom = Δreq(D+1). (A3)

If Δstorage ≥ Qprod + Qpred.stored(t) − Qnom

Qpred.stored(t+1) = Qprod + Qpred.stored(t) − Qnom. (A4)

Otherwise,
Qpred.stored(t+1) = Δstorage. (A5)

Appendix A.1.2. Setting the Day Ahead Market Price

DAM price is calculated by a merit order economic dispatch procedure. First, the total predicted
demand (DAM.Dpred) is calculated by summing the consumption (

∑n.ind
i=1 αpred +

∑n.SMC
i=1 αpred) and

then matched with the available supply from different technologies arranged in order of increasing
bid price.

The technology prices in ascending order are: Cin f lex, CNG, βwind, Cpv, Ctech.
Once the supply volume is matched to the demand, the total predicted supply can be calculated

as:

DAM.Spred = Δin f lex + (RNGΔΔNG) + (RwindΔRES.wact) +
(
RsolarΔRES.spred

)
+ Rtech), (A6)

where

Rtech = DAM.Dpred −
(
Δin f lex + (RNGΔΔNG) + (RwindΔRES.wact

)
+
(
RsolarΔRES.spred

)
. (A7)

Since this process sets a price for every quarter, it is not representative of the DAM price. Hence,
at the end of every four ticks (four quarters), the values of the last four DAM prices are averaged and
one market price for the one whole hour is set. In this way on the next day, there are 24 DAM prices for
each hour of the day.

Appendix A.1.3. Actual Consumption and Production

Once day 1 begins, the industries consume electricity according to the time of the day and the day
of the week and their strategy. The SMCs consume electricity based on their respective profile and
according to the time of the day, week of the month, and season.

For all SMCs, there consumption is a product of their predicted consumption (αpred) and a
random factor.

For consumers, αact is the same as αcons

For prosumers
If αcons ≥ QPV

QSMC = 0, (A8)

αsel f−cons = |QPV − αcons|, (A9)

αact = αcons − QPV. (A10)
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If αcons ≤ QPV
αsel f−cons = αcons, (A11)

QSMC = QPV − αsel f−cons, (A12)

αact = 0. (A13)

The consumption from all SMCs and industries (
∑n.SMC+n.ind

i=1 αact) sets the value for DAM.Dact

The RES-E producers produce electricity according to the weather conditions, and their production
is calculated based on their respective strategy.

For non-storing producers, they nominate production volumes first on the DAM, based on their
knowledge of the expected consumption. In the model, this knowledge was substituted by using the
total consumption demand of the system as an indicator for the expected demand. Which volumes
will be offered on DAM and what will be offered to the IM are calculated as follows:

If Qact − Qnom ≥ 0
QDAM = Qnom, (A14)

Qbid = Qact − QDAM. (A15)

If Qact − Qnom < 0
QDAM = Qact, (A16)

Qbid = 0 (A17)

for storing producers
If Qact − Qnom ≥ 0 and Δstorage − Qstored(t−1) ≥ Qact − Qnom,

QDAM = Qnom, (A18)

Qbid = 0, (A19)

Qstored(t) = Qact − Qnom + Qstored(t−1). (A20)

If Qact − Qnom ≥ 0 and Δstorage − Qstored(t−1) < Qact − Qnom,

QDAM = Qnom, (A21)

Qstored(t) = Δstorage, (A22)

Qbid = Qstored(t) + Qact − QDAM. (A23)

If Qact − Qnom < 0 and Qstored(t−1) ≤ Qact − Qnom,

QDAM = Qnom, (A24)

Qbid = 0, (A25)

Qstored(t) = Qstored(t−1) − (QDAM − Qact). (A26)

If Qact − Qnom < 0 and Qstored(t−1) > Qact − Qnom

QDAM = Qact + Qstored(t−1), (A27)

Qstored(t) = 0, (A28)

Qbid = 0. (A29)

The Qbid from all RES-E producers (
∑n.prod

i=1 Qbid) provide the wind energy available for balancing
the grid (RES.wIM).
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It has to be mentioned that the storing producers provide Qstored(t) to the grid balancing, the sum
of which defines the whole stored electricity reserve (RES.wstore).

Whether that reserve, or part of it, is engaged, (QIM−st) will be declared in the following sub-model.
Likewise, if the reserves are not engaged and the RES-E producers do not have the capacity to store the
extra production or they do not own storage, then the extra production will be curtailed, setting the
value for Qcurt.

The sum of production from all RES-E producers (
∑n.prod

i=1 Qact) defines the value for RES.wact The
sum of production from all prosumers (

∑n.SMC
i=1 QSMC) provides the value for RES.sact.

At the end of this step, the supply from the technologies engaged on the previous day is calculated:

DAM.Sact = Δin f lex + (RNG ·ΔNG) + RES.wact + RES.sact. (A30)

Appendix A.1.4. Setting the Imbalance Market Price

Due to weather variations, there is a slight difference between the prediction and actual production,
in addition, since the SMCs do not own smart meters, their actual consumption does not coincide with
their predicted consumption at all times. Additionally, the inflexible industries (Group 0) also do not
always respect the nominated demand. This leads to imbalances in the volumes of electricity being fed
into the grid and the electricity that is taken-off, setting a non-zero value for IMimb When IMimb � 0,
the extra demand (IM.Dact) is adjusted to meet the supply and supply (IM.Sact) is adjusted to meet the
demand, which results in providing values for the following equations:

IM.Dact = DAM.Dact + Δcheap·Rcheap + Δmedium·Rmedium + Δexpen·Rexpen + Δstore·Rstore + Qelec, (A31)

IM.Sact = DAM.Sact + RES.wact·Rwind + RES.wstore·Rstore + Qelec. (A32)

If the value of IMimb is positive, then the reserves on the right side of Figure A1 are activated,
while, if the value is negative, then the reserves on the left side of the figure are activated. The
price is set by the most expensive reserve that is engaged to balance the grid, in the ascending order
of βwind, βcheap, βmedium, βexpen, βstore, βelectro.

 

Figure A1. Bidding ladder for Imbalance Market.

However, in the presence of τ at the rate of 0.03 and 0.04 €/kWh, RES-E from wind and electricity
from battery storage becomes cheaper and hence moves a step lower in the price ladder. At the end
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of this step, the reserves that were engaged are declared and each corresponding agent calculates its
profit based on these values.

Appendix A.1.5. Calculating Profit for Industries and RES-E Producers

Producers’ profit is calculated based on which market is used to trade electricity, the bidding
price, subsidy level, and curtailed amount of electricity. If the metered volume is less than or equal
to the nominated power, then DAM price is used for profit calculation. In the other case, the extra
production is priced according to IM price only if it is engaged to balance the grid. If the surplus could
not be balanced, then the profit is decreased as the cost for curtailing is considered in the equation.
For producers with storage, the same procedure is followed for profit calculation, except for stored
electrical energy that is used to balance the grid, also increases the costs because of the high LCOE of
stored electricity.

For all RES-E producers:

If Qbid is 0, then values of QIM and Qcurt are set to be 0 as well.
If Rwind and Qbid are more than 0, then QIM is set as the product of Qbid and Rwind. In addition, the

value for Qcurt is then set at 0.
If Rwind is 0 but Qbid is more than 0, then the value of QIM is set to 0 and the Qbid is set as the value

for Qcurt.
For storing agents:

If Rstore � 0, the value for QIM−st is the product of Qstored(t) and Rstore. What is left from stored
electricity after assigning the QIM−st is the new value of stored electricity (Qstored(t+1)).

The profit for the storing agents is calculated as

Pprod = QDAM·CDAM + QIM·(βwind − τ) +
∣∣∣QIM−st· βstore

∣∣∣− [Qtot · {(Cwind − τ) + (Ccur·Qcurt)
}
]. (A33)

The profit for the non-storing agents is calculated as

Pprod = QDAM·CDAM + QIM · (βwind − τ) − [Qtot · {(Cwind − τ) + (Ccur·Qcurt)
}
]. (A34)

The total profit gets updated in every time step until, at the end of the month (Ptot), it is divided
by the total production in the past month and the profit/kWh of electricity produced is obtained, Punit.

The profit for the industries is the remainder of the profit from production of the industrial product
and the electricity bill. The profit from the industrial product and electricity consumption is modeled
at 1:1. The bill is calculated based on the consumption of electricity and which market the electricity is
traded on.

For industries that do not engage in IM, if the consumption is lower than the nominated
consumption, then DAM price is assigned as electricity cost; otherwise, the IM price is considered
as cost. For industries, which engage in IM, the actual consumption is modeled to always match
the nominated one. If the reserves are engaged on IM, then, depending on upward activation or
downward activation, the consumption is recalculated. The profit is then calculated as follows:

For Group 0,
if actual consumption (αact) is more than predicted consumption (αpred), then the extra consumption

is assigned as the consumption from IM (αIM). Otherwise, the consumption from IM is set at 0.
The profit for Group 0 is calculated as

P = (αDAM + αIM) − {(αDAM ·CDAM)+(αIM·CIM)
}
. (A35)

For Groups 1, 2, and 3, the consumption from IM is the product of their respective bidding capacity
(Δbid) and the multiplicative factor (Rcheap or Rmedium or Rexpen). This multiplicative factor is calculated
on a pro rata basis for all agents that provide reserves on the same price.
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The profit for Groups 1, 2, and 3 is respectively calculated as follows:

P = (αDAM + αIM) +
∣∣∣∣αIM· βcheap/medium/expen

∣∣∣∣− αDAM·CDAM. (A36)

The total profit gets updated in every time step until, at the end of the month, it is divided by the
total consumption in the past month and the unitary profit (€/kWh) (Punit) is obtained.

Appendix A.1.6. Updating the System Variables

In every time step, the predicted values of wind (wpred) and solar irradiation (spred) are updated
and set for the next quarter to be used for the prediction of consumption and production on the next
day. In addition, the values for wind (wact) and solar irradiation (sact) in real time are set to be used for
grid balancing and IM.

The value of DAM price (CDAM) that was set on the day before is recalled from the memory and
used for the quarter in real time. In addition, IM price (CIM) for the past quarter is declared and stored
for all agents to calculate their respective profit or bill. The value of the total system consumption is
updated (Qsystem); in addition, the variable for the total consumption from the renewables (QRE) is
recalculated and stored.

Appendix A.1.7. Changing Strategies

At the end of the month after receiving their respective bills, each agent is randomly paired up
with any other agent of the same group. They share the values of Punit and strategy. In four months,
the unitary profit (Punit) of each agent is summed and averaged so it can be compared to the collected
four values of Punit from the paired agent.

After four months, the agent compares its own averaged profit against the four values collected
from the randomly paired agents against its own averaged unitary profit over the past four months. If
the agent has the highest profit as compared to the paired agents, it keeps its own strategy. However, if
its own profit is not the highest, then there is a probability of 50% that it will adopt the strategy of the
paired agent with the highest profit.

Appendix A.1.8. Calculating Bill for the SMCs

At the end of the year, in the last time step of the simulation, the bill for the SMCs is calculated
based on the annually averaged value of CDAM and CIM and the total consumption in the year.

For the prosumers, self-consumption is not billed; however, a flat fee of 85 €/kW is charged
for connection to the grid. This value is based on the prosumer fee that is charged in Flanders
(Belgium) [43]:

bill =
34656∑
i=0

αact ·(CDAM.annum + CIM.annum)/2 (A37)

where 34,656 is the total number of quarters in a year, and αtot is calculated as αtot =
34656∑
i=0
αact. The

unitary bill (€/kWh) is calculated by dividing the total bill by the total consumption (bill/αtot).

Appendix A.2. Design Concepts

1. Basic principles
The model is built on the hypothesis that subsidies given to producers of RE cause negative

market prices and result in adoption of less flexible consumption practices by the consumers and a
lack of incentive for RES-E producers to invest in storage and curtailment mechanisms.

The behavior of industries and producers is modeled to represent bounded rationality based on
the availability of information about own profit. All the agents make decisions that maximize their
own benefit. It is also assumed that all agents gather information once a month about the unitary profit
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(€/kWh) from a randomly selected agent of their own group and, after three months, the agents make a
decision with a probability of 50% to adopt the strategy that results in the maximum profit against the
electricity produced or consumed.

The market prices included in this model only represent the energy content of the electricity that
is traded. In reality, the physical electricity component of the consumers’ bill is between 25–30% of
the total bill, while 60–75% of the bill consists taxes, grid fees, transmission and distribution service
charges, etc.

2. Emergence
A pattern is expected to emerge in the system due to the effect of adopting the strategies by the

agents. For example, if most of the industries choose to provide cheap reserves on the IM, the whole
system has a lower IM price. This will result in lowering the profit of the storing producers who may
not get to be engaged in the IM; it will also lower the bill of the SMCs. In addition, it will decrease the
costs for all industries in the system.

3. Adaptation
The RES-E producers adapt to the τ scheme and the market prices by adopting the more profitable

strategy, to either buy storage, or only rely on curtailment whenever they produce more than the
nominated power. The industries adapt to the effect of the strategy on their profit by choosing either to
be part of the IM or not and what to price to bid for their reserves.

A sensitivity analysis was carried out to assess the effect of adaptation of the agents by using a
Paired Samples Wilcoxon Test (non-parametric). The only variables that were tested for sensitivity to
adaptation of agents; QRE% (percentage of system demand met by RES-E), CDAM.annum (the annualized
DAM price), and CIM.annum (the annualized IM price). These are the same variables that are assessed
for variation under the effect of τ and Δx. The results indicated that there is a significant difference in
values of QRE% when the adaptation is turned on vs. when there is no adaptation (p-value 5.421 ×
10−13). The values of CDAM.annum and CIM.annum do not show any significant difference between the
two sets of simulation results (p-values 0.1058 and 0.5518, respectively).

4. Objectives
The objective of producers and industries is to maximize their own benefit either by increasing

the profit gained by selling electricity or by buying cheap electricity.
5. Learning
No individual or collective learning is included in the model.
6. Prediction
The producers use weather predictions to predict the power produced on the next day. Industries

schedule their consumption for the next day based on time of the day.
7. Sensing
The producers and prosumers make use of the available weather information and predict their

production. In case of τ, the producers calculate their profit by factoring them in. The industries and
SMCs calculate their bill based on the market prices. When there is surplus (deficit) production, the
agents respond by providing upward reserves on the IM.

8. Interaction
Direct interaction between every two agents of the same category takes place at the end of every

month, when they share their unitary cost or profit with each other. Indirect interaction occurs between
all agents in the grid due to their connectivity to the grid and the reliance of their profit on the market
price that is calculated by pooling all the demand and production. Hence, the individual decisions of
the agents not only affect their own profit or bill but also of all other agents connected to the grid.

9. Stochasticity
The interactions between the agents take place by random chance. At the end of every month,

each agent is paired with another agent of the same group, and they exchange information about the
unit cost of electricity consumed or produced.

289



Energies 2019, 12, 4314

The wind profile, ranging between 0 and 1, was generated by dividing the total consumption
of wind power in Belgium by the population in the year 2018 and multiplying it with two random
values generated around 4.0 m/s (the mean wind speed in Belgium) to introduce randomness in each
quarter hour to depict the uncertainty of wind speed. Two values are generated because the producers
are assumed to be located in two different locations. This assumption helps in causing extreme
events in the simulations. The randomness factor is introduced for calculating both the prediction
and actual production; hence, there is always a chance of slight difference between prediction and
actual production.

The data for solar radiation are generated based on the time of the day and the season of the year,
and a randomness factor is introduced to depict the unpredictability of weather, and, hence, there is
always a chance of a slight difference between the predicted production and actual production by the
prosumers. The consumption pattern of industries and SMCs is generated by taking into account the
time of the day and the day of the week, whether it is a working day or a weekend. The consumption of
SMCs also has randomness included in the actual production to include unpredictability of consumption
by agents who have no access to information about their predictions and actual consumption.

10. Collectives
Collectives have been defined under the heading of entities, state variables, and scales.
11. bservation
All of the observations are collected for every quarter hour. When it is the observations that

change every month or every three months, the values remain the same for every quarter up to the
point that the agents change their strategy and the value changes. The observations collected from the
model are:

1. Number of industries,
2. Number of RES-E producers,
3. Averaged unitary profit of RES-E producers,
4. Averaged unitary profit of industries,
5. Averaged unitary bill of consumers,
6. Averaged unitary bill of prosumers,
7. Annual DAM price,
8. Annual IM price,
9. Percentage of system consumption from renewables.

Appendix A.3. Initialization

The model is initialized by setting the total number of SMCs (n.SMC) at 4000. This creates two
groups of agents that either have PV panels or not. All SMCs have an average consumption of 0.125
(±0.05) kWh. The total number of industries, n.ind is calculated by dividing n.SMC by 100. The
average consumption (αind) of all industries is set as 2000 (±400) kWh. The industries are randomly
distributed into four groups. The bidding capacities and respective prices for each group have already
been described.

Now, the total required demand of the system, (Δmax.req) can be calculated by summing the average
consumption of all the industries and the SMCs.

The level of τ is also selected from a drop-down lis with the options 0, 0.01, 0.02, 0.03, and 0.04
from the interface. In addition, from the interface, the percentage of total system demand (Δx) is
selected from a slider with values between 0 and 100%. This provides the information to set the total
number of RES-E producers by dividing the product of Δmax.req and Δx by 500. The RES-E producers
are randomly divided into groups. One group is assigned storage. The respective capacities and costs
for each RES-E group have already been described.

For all RES-E producers, 500 MWh is the average production of a wind turbine considered in
the model.
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Then, the capacity of inflexible power production system is 20% of the Δmax.req. Finally, the capacity
of the NG-plant is calculated as 10% of Δmax.req.

Appendix A.4. Input Data

For the data on wind speed, the statistics on wind power production were downloaded from the
website of Belgian Electricity Transmission System Operator, Elia [47]. The data from year 2016 and
2018 were used to calculate the wind speed by using the formula, wind power (kW) = 1/2CpρAV3:

V =Wind speed, m/s,
Cp = 0.59 (theoretical maximum),
ρ = Air density, kg/m3,
A = Rotor swept area, m2 or π D2/4.

The data on wind speed are not meant to depict the exact values but create a realistic pattern of
wind speed in a year for Belgium. The resulting value of wind speed (wind) is then used in every
time step of the model. However, the value w is multiplied with a random variable with mean 4 m/s
(average wind speed of Belgium), to introduce variation in the wind speeds. This value of w is then
used to calculate the production volume of RES-E producers with the formula defined above. The
formula used in the code is (3.14 × (rotor-dia)2 × wind)/2. The value of rotor-dia has been defined as 80
(±20) m.

The data for solar radiation were also generated in the similar manner. The power production
from PV panels was downloaded from Elia’s website for the year 2018, and the solar radiation (H) was
calculated for each quarter of the year by using the formula, solar power (kW) = A × r × H × PR:

A = area of a solar panel (assumed to be 10 m2 on average),
r = solar panel yield (assumed to be 40%),
Performance Ratio (PR) = 0.75 (default value),
H = average quarter hourly solar radiation (kW/m2).

The acquired value of solar irradiation (solar) is then loaded into the model for every quarter and
solar power is calculated by multiplying this value with the capacity of PV panel of the prosumer. The
PV capacity of each prosumer is set as 1 (±0.100) kW.

The consumption pattern of industries was generated to show the higher consumption during the
weekdays and between the hours of 6:00 a.m. and 5:00 p.m., while a maximum consumption of 30% of
average consumption was modeled for the night hours and weekends. For SMCs, the hours in the
morning between 5:00 a.m. and 9:00 a.m. and hours in the late afternoon between 3:00 p.m. and 7:00
p.m. were modeled to have the highest consumption. Less to almost no consumption was modeled for
early afternoon, later in the evening, and at night.

Appendix B. Results

Table A2. Parameter estimates for the regression models.

Equation (1) 95% Confidence Intervals Standard Error p-Values

Intercept [7.6100895, 8.7469286] 0.28994 <2 × 10−16

(Δx) [53.9763258, 55.9404355] 0.50093 <2 × 10−16

(τ0.01) [−0.9897179, 0.6180155] 0.41004 0.65039
(τ0.02) [−0.6306872, 0.9770462] 0.41004 0.67279
(τ0.03) [0.2593658, 1.8670992] 0.41004 0.00954
(τ0.04) [1.5699873, 3.1777207] 0.41004 7.5 × 10−9

(Δx.τ0.01) [−1.3081767, 1.4694938] 0.70843 0.90936
(Δx.τ0.02) [−2.1174333, 0.6602372] 0.70843 0.30378
(Δx.τ0.03) [−1.8649325, 0.9127379] 0.70843 0.50159
(Δx.τ0.04) [9.9443263, 12.7219968] 0.70843 <2 × 10−16
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Table A2. Cont.

Equation (2) 95% Confidence Intervals Standard Error p-Values

Intercept [2.7071620, 3.9960798] 0.3286 <2 × 10−16

(Δx) [74.5869387, 81.0400927] 1.6451 <2 × 10−16

(τ0.01) [−1.2862439, 0.5365611] 0.4647 0.420
(τ0.02) [−1.1963856, 0.6264195] 0.4647 0.540
(τ0.03) [−0.348558, 1.4742464] 0.4647 0.226
(τ0.04) [−0.4867967, 1.3360083] 0.4647 0.361

(Δx.τ0.01) [−2.7162018, 6.4099361] 2.3265 0.427
(Δx.τ0.02) [−2.2348564, 6.8912815] 2.3265 0.317
(Δx.τ0.03) [−1.8526038, 7.2735342] 2.3265 0.244
(Δx.τ0.04) [15.6178810, 24.7440189] 2.3265 <2 × 10−16

Equation (3) 95% Confidence Intervals Standard Error p-Values

Intercept [14.484822, 16.918209] 0.6205 <2 × 10−16

(Δx) [42.828969, 46.291382] 0.8830 <2 × 10−16

(τ0.01) [−2.367283, 1.074046] 0.8776 0.461
(τ0.02) [−1.602670, 1.838659] 0.8776 0.893
(τ0.03) [−0.585964, 2.855365] 0.8776 0.196
(τ0.04) [4.022200, 7.463529] 0.8776 6.94 × 10−16

(Δx.τ0.01) [−1.777742, 3.118849] 1.2487 0.591
(Δx.τ0.02) [−3.148456, 1.748135] 1.2487 0.575
(Δx.τ0.03) [−3.067230, 1.829361] 1.2487 0.620
(Δx.τ0.04) [4.248845, 9.145436] 1.2487 8.74 × 10−8

Equation (4) 95% Confidence Intervals Standard Error p-Values

Intercept [0.0249092567, 0.0250611015] 3.873 × 10−5 <2 × 10−16

(Δx) [0.0131371212, 0.0133994625] 6.691 × 10−5 <2 × 10−16

(τ0.01) [−0.0007381475, −0.0005234065] 5.477 × 10−5 <2 × 10−16

(τ0.02) [−0.0013410582, −0.0011263171] 5.477 × 10−5 <2 × 10−16

(τ0.03) [−0.0020040095, −0.0017892684] 5.477 × 10−5 <2 × 10−16

(τ0.04) [−0.0023555315, −0.0021407904] 5.47 × 10−5 <2 × 10−16

(Δx.τ0.01) [−0.0035230511, −0.0031520444] 9.462 × 10−5 <2 × 10−16

(Δx.τ0.02) [−0.0068965095, −0.0065255028] 9.462 × 10−5 <2 × 10−16

(Δx.τ0.03) [−0.0102137379, −0.0098427312] 9.462 × 10−5 <2 × 10−16

(Δx.τ0.04) [−0.0141593139, −0.0137883072] 9.462 × 10−5 <2 × 10−16

Equation (5) 95% Confidence Intervals Standard Error p-Values

Intercept [0.0249092567, 0.0250611015] 0.0002107 <2 × 10−16

(Δx) [0.0131371212, 0.0133994625] 0.0003641 <2 × 10−16

(τ0.01) [−0.0007381475, −0.0005234065] 0.0002980 0.160095
(τ0.02) [−0.0013410582, −0.0011263171] 0.0002980 0.002045
(τ0.03) [−0.0020040095, −0.0017892684] 0.0002980 0.000215
(τ0.04) [−0.0023555315, −0.0021407904] 0.0002980 <2 × 10−16

(Δx.τ0.01) [−0.0035230511, −0.0031520444] 0.0005149 0.049849
(Δx.τ0.02) [−0.0068965095, −0.0065255028] 0.0005149 3.79 × 10−5

(Δx.τ0.03) [−0.0102137379, −0.0098427312] 0.0005149 1.88 × 10−11

(Δx.τ0.04) [−0.0141593139, −0.0137883072] 0.0005149 <2 × 10−16
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Table A2. Cont.

Equation (6) 95% Confidence Intervals Standard Error p-Values

Intercept [0.0009089505, 1.518687 × 10−3] 1.554 × 10−4 1.20 × 10−14

(Δx) [0.0009249548, 5.236665 × 10−3] 1.099 × 10−3 0.00513
(τ0.01) [−0.0005317846, 3.305135 × 10−4] 2.198 × 10−4 0.64709
(τ0.02) [−0.0004843669, 3.779311 × 10−4] 2.198 × 10−4 0.80870
(τ0.03) [−0.0007923893, 6.990876 × 10−5] 2.198 × 10−4 0.10048
(τ0.04) [0.0023973214, 3.259619 × 10−3] 2.198 × 10−4 <2 × 10−16

(Δx.τ0.01) [−0.0056389054, 4.587736 × 10−4] 1.554 × 10−3 0.09583
(Δx.τ0.02) [−0.0094620968, −3.364418 × 10−3] 1.554 × 10−3 3.92 × 10−16

(Δx.τ0.03) [−0.0105595729, −4.461894 × 10−43] 1.554 × 10−3 1.51 × 10−6

(Δx.τ0.04) [0.0083587361, 1.445642 × 10−2] 1.554 × 10−3 3.84 × 10−13

Equation (7) 95% Confidence Intervals Standard Error p-Values

Intercept [0.009186941, 0.0106329549] 0.0003688 <2 × 10−16

(Δx) [−0.035489722, −0.0333098310] 0.0005559 <2 × 10−16

(τ0.01) [−0.001799072, 0.0002459000] 0.0005215 0.136548
(τ0.02) [−0.002920207, −0.0008752344] 0.0005215 0.000278
(τ0.03) [−0.002860245, −0.0008152728] 0.0005215 0.000430
(τ0.04) [0.003440509, 0.0054854812] 0.0005215 <2 × 10−16

(Δx.τ0.01) [−0.002047464, 0.0010353664] 0.0007862 0.519831
(Δx.τ0.02) [−0.002286895, 0.0007959363] 0.0007862 0.343084
(Δx.τ0.03) [−0.003969384, −0.0008865529] 0.0007862 0.002028
(Δx.τ0.04) [0.006221606, 0.0093044372] 0.0007862 <2 × 10−16
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Abstract: Blackout prevention on dynamically positioned vessels during closed bus bar operation,
which allows more efficient and eco-friendly operation of main diesel generators, is the subject of
numerous studies. Developed solutions rely mostly on the ability of propulsion frequency converters
to limit the power flow from the grid to propulsion motors almost instantly, which reduces available
torque until the power system is fully restored after failure. In this paper, a different approach is
presented where large scale energy storage is used to take part of the load during the time interval
from failure of one of the generators until the synchronization and loading of a stand-by generator.
In order to analyze power system behavior during the worst case fault scenario and peak power
situations, and to determine the required parameters of the energy storage system, a dynamic
simulation model of a ship electrical power system is used. It is concluded that implementation
of large scale energy storage can increase the stability and reliability of a vessel’s electrical power
system without the need for the reduction of propulsion power during a fault. Based on parameters
obtained from simulations, existing energy storage systems were evaluated, and the possibility of
their implementation in the maritime transportation sector was considered. Finally, an evaluation
model of energy storage implementation cost-effectiveness was presented.

Keywords: energy storage; ship’s electrical power system; dynamic positioning; blackout prevention;
maritime transportation

1. Introduction

Dynamic positioning (DP) is used for the automatic control of a vessel’s position when performing
exploitation tasks such as underwater drilling, cable laying, building offshore constructions, etc.
The movement of modern DP vessels is controlled by means of a complex system consisting of filters,
observers, controllers, and propeller allocation systems. Many propulsion systems are diesel-electric,
meaning that electrical energy is produced by synchronous generators driven by diesel-engines and
the speed of electrical propulsion motors is controlled via static frequency converters.

With respect to power system redundancy requirements, DP vessels are divided into three classes:
DP 1, DP 2, and DP 3. The power system on DP 1 class vessels does not need to be redundant. For DP
2 class vessels it must be possible to divide the system into two or more sections in such way that at
least one section will remain operable after single fault. All requirements for DP 2 class vessels must be
applied to DP 3 class vessels, but in addition to that every sub-system should be physically separated
and located in different compartments [1].

When the vessel is in DP mode, electrical propulsion generally dominates the total power
consumption and requires several diesel generators (DG) running in parallel in order to maintain
the stability of the electrical power supply and thus the vessel’s ability to keep its desired position.
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Maximum efficiency and cost-effectiveness of the electrical power plant is achieved when DGs are
running with optimal load (typically between 80% and 90% of the maximum rated power, Pr, for
modern medium speed diesel engines). On the other hand, when DGs are running with an optimal load
in closed bus bar configuration, the power system becomes more sensitive to step load increase caused
by the sudden loss of one or more online generators, which may result in activation of appropriate
protection circuits and very likely a partial or total blackout [2].

DP vessels are usually used in demanding and expensive off-shore projects, meaning that such
blackouts may have negative, and sometimes even fatal, effects on the realized economic benefits
(cutting the underwater cable or pipeline, abortion of drilling operation, etc.). Also, in specific
cases (underwater drilling and off-shore oil exploitation) the risk of environmental incidents is
significantly increased.

Current solutions for blackout prevention on DP vessels mainly rely on the ability of propulsion
frequency converters to cut or reduce energy flow toward the propulsion motor almost instantly,
allowing very fast load reduction (FLR) during a fault scenario. The frequency based load shedding
(FBLS) method is taken from land based power grids and is activated when the frequency drops below a
given set point [3,4]. The event based FLR (EB-FLR) algorithm activates load reduction after the power
management system (PMS) receive the signal that one of the online generators has been disconnected
from the grid [5]. In the fast phased back system (FPBS), frequency is monitored on every single
propulsion unit which significantly reduces the time required for sending and processing information
when a fault occurs [6]. The observer based fast load reduction (OB-FLR) algorithm detects the sudden
disconnection of online generators by comparing electrical and mechanical torque. Available torque is
calculated from available power that is determined by tracking the average acceleration of all online
generators [7]. The advanced generator protection (AGP) system relies on parameters that are common
to all electrical power systems where the main electrical sources (generator) are connected on the same
bus bar. Individual parameters of every online generator are monitored and compared with parameters
measured on the common bus bar in order to identify deviations from expected network behavior,
and which can be manifested as serious faults in early warnings for potential system failures [8].
Dynamic load prediction (DLP) and dynamic load control (DLC) methods are based on future load
prediction and direct communication with the generator control system and DP system in order to
minimize sudden load changes by tolerating small changes in the vessel’s position within the allowed
tolerances [9].

The above-mentioned methods can significantly increase the availability of the vessel’s electrical
power plant, but they are still not able to predict and prevent the possible blackout situations caused
by rapidly-developing faults on the main DGs, such as an engine governor fault, automatic voltage
regulator (AVR) fault, the sudden trip of the engine, a short circuit, etc. Such faults will most certainly
lead to the loss of one or more generator sets from the grid, which will instantly limit the available
propulsion torque until the power is fully restored after the failure, which in extreme conditions may
affect the vessel’s position, or in some cases initiate blackout of the power system section under the
fault. After the loss of one or more generator sets power can be fully restored after stand-by generator
sets connect to the grid and take the required load, which should be done in a maximum of 45 s [10],
but in practice this time rarely exceed 30 s.

One of the solutions for the stated problem, especially when used in combination with FLR
methods, could be using large scale renewable energy storage (ES) during the short periods between
the loss of one generator and the synchronization of stand-by generators to the grid, thus preserving
the continuity of the electrical power supply. In addition to that, ES can also be used for covering
short-term peak loads during operation in rough sea conditions, thus eliminating the need for the
often unnecessary starting of stand-by generators.

The idea of ES implementation onboard marine vessels is not new. It has been the subject of
research testing on board US Navy ships for many years, mainly related to amortization of peak power
up to 250 kW, caused by the electric start and propulsion systems [11,12], and large short term pulsed
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loads caused by using electromagnetic weapons on future all-electric ships. For example, the flywheel
based ES system for an electric gun system would require 800 MJ of stored energy with a total power
of 40 MW. A schematic diagram of an electric navy ship power system with integrated ES can be found
in [13] (p. 1). Based on the results of navy ship tests, it has been concluded that implementation of ES
systems, primarily in the form of flywheels, super capacitors, and lithium-ion batteries, could also be
possible on other types of ships in order to increase power plant reliability and lower the amount of
greenhouse gas emissions [14,15].

In this work, the possibility of ES application on DP vessels is analyzed from the perspectives of
power plant safety, reliability, and economics. The safety and reliability aspect is manifested through
the availability of electrical energy (stored in ES) during the starting process of a stand-by generator,
which allows continuity of DP operations and maintenance of the desired position. The economic
aspect is mainly related to fuel and maintenance costs savings.

First, issues of blackout prevention and the advantages of operation with a closed bus bar are
explained. After that, a simulation model of an electrical power system with ES is presented. Based
on the simulation results an overview and evaluation of available ES devices is done. Finally, an
evaluation model for ES implementation on DP vessels is presented.

2. Closed Bus Bar Operation and Blackout Prevention

Typical topology of a DP vessel electrical power system is shown in Figure 1. According to class
requirements, in case of single fault, the DP vessel must be able to continue its operations without
interruption until the remaining methods of holding position are sufficient to overcome external
influences [16].

Figure 1. Typical topology of a dynamically positioned (DP) vessel electrical power system.

The easiest way to achieve such system integrity is to run the power plant as two (or more)
separated systems with open bus-tie breakers [17]. That requires a larger number of generators on
the grid than is strictly necessary, so they are running most of the time with a low load (typically
20% to 40% of rated power). This has a negative influence on the economic benefits due to higher
fuel consumption, increased greenhouse gas emissions, and more accumulated running hours of
diesel engines.

Although this practice is still very common, strict environmental rules and regulations, together
with the increase of fuel oil prices, were sufficient incentive for finding an appropriate solution to reduce
the risk of system failure during operation with closed bus bars and optimally loaded generators.
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The most important challenges for closed bus bar operation are response time and the dynamics of
the blackout prevention system, reliability and tolerance to governor and automatic voltage regulator
(AVR) faults, power transients, and operation in extreme weather conditions [18,19].

The control algorithms of a vessel’s power management system (PMS) must be able to distinguish
short-term transients associated with daily operations and those associated with real faults, without
compromising the integrity and security of the power plant. Depending on the current electrical
consumption, PMS performs the automatic start and stop of DGs in order to prevent possible blackout
situations, trying at the same time to ensure the optimal load on generators. In the event of a blackout,
the PMS must automatically re-establish the electrical power supply for normal operation [20].

Class rules typically require DGs to start from stand-by, synchronize, and begin load sharing in a
maximum time of 45 s [10]. This means that the PMS system has to anticipate possible load changes in
advance, and start additional DGs before overloading the engines. During sudden and unexpected
faults, primarily on diesel engines, it is practically impossible to prevent blackout situations without a
sufficient power reserve on generators connected to the grid, which is ensured by limiting maximum
DG load to a safe value, depending on the current conditions.

To determine safe DG power limits for closed bus bar operation it is assumed that all DGs have
the same power ratings, operate in equal load mode, and are capable of taking 55% of the nominal
power step load increase without activating under a frequency trip. Although it is not explicitly
required by class level, it should be emphasized that generator sets on ships are usually allowed to
take a maximum of 110% load during failure. Therefore, the safe DG load limit PDGmax relative to DG
rated power Pr during closed bus bar operation for different numbers of online generators N can be
expressed as:

PDGmax =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0.55Pr, N = 2
0.73Pr, N = 3
0.82Pr, N = 4
0.88Pr, N = 5

(1)

A specific fuel consumption curve for a typical medium speed diesel engine is shown in Figure 2.
It shows how many grams of fuel are needed for production of 1 kWh of energy for different diesel
engine loads which are expressed as a percentage of rated power. It can be seen that the lowest fuel
consumption is when the diesel engine is loaded between 80% and 90% of its rated power.

 
Figure 2. Specific fuel consumption of a medium speed diesel engine [21].

Figure 3 shows the electrical power consumption trend of a DP pipe laying vessel during a 27-day
period that has been recorded by the authors. Sampling time is 1 second. Total load is scaled and
presented as a percentage of a single generator rated power.
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Figure 3. Electrical power consumption trend of DP vessel.

Based on data from Figure 3, DG utilization has been simulated for two different cases:

• Case A: the stand-by DG will start according conditions defined in (1),
• Case B: the stand-by DG will start if PDGmax ≥ 0.9Pr.

The results of the simulation are presented in Figure 4. In case A, most of the time three DGs
were online and a total of 1930 DG running hours were accumulated. In case B, the number of running
hours was reduced to 1353, for a total reduction of 29.9%.

Figure 4. Simulation results of diesel generator (DG) utilization.

It is also interesting to compare DG utilization to specific fuel consumption. From Figure 5, it can
be seen that most of the time DGs are running in the interval of 60% to 90% of diesel engine rated
power, which corresponds to an area of low specific fuel consumption in Figure 2.

From the presented results, it can be concluded that a significant reduction of fuel and maintenance
costs can be achieved when DGs are allowed to run with nominal loads and closed bus bar operation,
but in order to prevent safety risks adequate blackout prevention methods must be implemented.

One of the solutions that may be used to achieve the aforementioned objectives is the
implementation of large scale energy storage, which is analyzed in this work.
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Figure 5. DG utilization in respect to fuel consumption.

3. Simulation Model of an Electrical Power System with ES

Since there is no reference DP vessel in service with a large scale ES system integrated in the
electrical power plant, it is impossible to carry out any practical tests in line with the objectives of this
work. For that reason, an appropriate simulation model for each system component that must be taken
into account when evaluating the ES application was developed in Simulink.

A model of the DP vessel electrical power system with ES is shown in Figure 6. The aim of the
presented model is to determine specific parameters required for technical analysis and selection of an
appropriate ES device, such as required capacity, power and energy density, response time, speed of
discharge, etc.

Therefore, ES is modeled as a DC voltage source connected via a bi-directional power converter
with the possibility of active and reactive power control.

The diesel generator model consists of a synchronous generator block, a governor block, and
a voltage regulator block. The standard fifth order model of a synchronous generator is used. It
is assumed that all three phase voltages at generator terminals are equal and balanced, and only
the fundamental harmonic is present in the air gap field (the influence of high order harmonics
is neglected).

An equivalent circuit of a synchronous generator block in a dq reference frame is shown in
Figure 7.

The electrical part of the model is based on the following voltage and flux s equations [22,23]:

⎡
⎢⎢⎢⎢⎢⎣

vsd
vsq

v f d
vkd
vkq

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

Rs 0 0 0 0
0 Rs 0 0 0
0 0 R f d 0 0
0 0 0 Rkd 0
0 0 0 0 Rkq

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

isd
isq

i f d
ikd
ikq

⎤
⎥⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎣

dϕsd/dt
dϕsq/dt
dϕ f d/dt
dϕkd/dt
dϕkq/dt

⎤
⎥⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎣

−ωr ϕsq

−ωr ϕsd
0
0
0

⎤
⎥⎥⎥⎥⎥⎦ (2)
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⎡
⎢⎢⎢⎢⎢⎣

ϕsd
ϕsq

ϕ f d
ϕkd
ϕkq

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

Ld 0 Lmd Lmd 0
0 Lq 0 0 Lmq

Lmd 0 L f d Lmd 0
Lmd 0 Lmd Lkd 0

0 Lmq 0 0 Lkq

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

isd
isq

i f d
ikd
ikq

⎤
⎥⎥⎥⎥⎥⎦ (3)

Variables in Equations (2) and (3) are defined as follows: v, voltage; i, current; ϕ, magnetic flux; L,
inductance; R, resistance; and ω, angular velocity. Subscripts are: d, d axis; q, q axis; s, stator; r, rotor; f,
field winding; k, damper winding; and m, mutual inductance.

Ua
Ub
Uc

Ia Ib Ic

 

Figure 6. Simulation model of ship’s electrical system with energy storage (ES) (block diagram).
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Figure 7. Equivalent circuit of synchronous generator block in a dq reference frame.
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The equation of motion of a diesel generator rotor is [22]:

2J
p

dωr

dt
= Tm − Tem − Tf (4)

where Tm, Tem, and Tf are externally applied mechanical torque, electromagnetic torque developed by
the diesel generator, and frictional torque in Nm, respectively, p is the generator pole number, ωr is the
rotor angular speed in rad/s, and J is the moment of inertia in kgm2.

The generator speed reference value ωref is compared with the actual generator speed ωr. The error
signal is fed to the input of the controller modeled as a second order system with the transfer function:

Hc(s) =
Kp(1 + t3cs)

1 + t1cs + t1ct2cs2 , (5)

where Kp is gain and t1c, t2c, and t3c are controller time constants. The actuator transfer function is:

Ha(s) =
(1 + t1as)

S(1 + t2as) + (1 + t3as)
, (6)

where t1a, t2a, and t3a are actuator time constants [23].
The output of the actuator represents the prime mover mechanical torque which is limited to

110% of rated power, according the class requirements. Torque signal is multiplied by ωr in order to
get the required mechanic power Pm used in the synchronous generator model. Generator voltage Vg

is compared with its reference value Vref and the signal difference is the input of the voltage regulator
with transfer function:

Hvr(s) =
Kvr

1 + tvrs
, (7)

where Kvr is gain and tvr is the voltage regulator time constant. In order to prevent oscillations of Vg,
the following damping filter is used:

Hf (s) =
K f t3 f s2 + K f s

t1 f t2 f s2 +
(

t1 f+t2 f

)
s + 1

, (8)

Kf is gain and t1f , t2f , and t3f are filters time constants. The exciter is a modeled PI controller with time
constants te and gain Ke [24].

Active and reactive power in a rotating dq reference frame can be expressed as:

P = Ud Id + Uq Iq, (9)

Q = Uq Id + Ud Iq, (10)

where Ud and Uq are voltages at the point of common coupling (PCC) and Id and Iq are inverter
currents [25].

Phase locked loop (PLL) is used for synchronizing the inverter output voltage with the ship’s
electrical power grid [26]. The output of the current controller is:

U∗
d = KI

∫
(I∗d − Id)dt + KP

∫
(I∗d − Id) + Ud − ωIq (11)

U∗
q = KI

∫
(I∗q − Iq)dt + KP

∫
(I∗q − Iq) + Uq − ωId (12)

where U*d, U*q, I*d, and I*q are d and q components of the inverter reference voltage and current.
The presented model can be applicable for any type of vessel, not only DP ones, because it allows

parallel connection of DG and ES units in various topologies. The conditions for ES utilization can be
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set in PMS according the specific vessel requirements (e.g. blackout prevention, peak shaving, and
maneuvering operation).

In a common bus bar configuration with m equally loaded DG units online, the step load increase
ΔPs on each remaining generator after one DG loss is:

ΔPs(m) =
m

(m − 1)
Ptotal(m)

m
(13)

where Ptotal(m) is the total instantaneous electrical consumption when m DGs are online (before fault).
The maximum step load increase ΔPs max is usually given by the diesel engine manufacturer or can
be arbitrarily set in PMS. For stable operation of an electrical power plant it is required that ΔPs ≤ Δ
Psmax in all possible fault conditions, which affects the amount of required spinning reserve for safe
operation and consequently the safe DG continuous load Psafe(m). In order to run DG units at the
desired (near optimum) load and taking into account that DG can supply 110% of rated power in an
emergency situation, the minimum required ES output power PES for Psafe(m) = Pdes is:

PES(m) = ΔPs(m)− (1.1Pr − Pdes) , (14)

where Pdes is the desired DG load set by operator.
It is realistic to assume that once the PES is determined for the worst case scenario, which according

to (13) is one DG loss when m = 2, such ES can cover all expected load variation with respect to required
power, including compensation of short term peak power demands. However, maximum ES utilization
time depends only on its capacity which has to be determined by simulation for any scenario of interest.

Required ES capacity in the term of stored energy can be determined by integrating the power
supplied by ES (Pes) over the time interval from the ES activation (t1) to the end of the discharge
process (t2).

Estored =
∫ t2

t1

Pes(t)dt (15)

4. Model Parameters

Standard synchronous generator parameters that are usually available in generator data sheets
and are used in the presented model are the main reactances Xd and Xq, generator leakage reactance Xl,
transient reactances Xd’and Xq’, subtransient reactances Xd”and Xq”, stator resistance Rs, generator
mechanical time constant Tm, time constants for subtransient state Td”and Tq”, and constant of inertia
H. Equations which relate the standard parameters with variables in (2) and (3) can be found in [21]
(pp. 302–304). Simulation parameter settings used in the proposed model are given in Table 1.

Table 1. Simulation parameters settings.

Synchronous Generator Parameter

Rated power 3600 kVA
Line voltage 6600 V
Frequency 60 Hz

Xd 1.54 pu
Xd

′ 0.29 pu
Xd

′ ′ 0.175 pu
Xq 1.04 pu

Xq
′ ′ 0.175 pu

Xl 0.052 pu
Td

′ 3.7 s
Td

′ ′ 0.05 s
Tq

′ ′ 0.05 s
Rs 0.0036 pu
H 1.5 s
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Table 1. Cont.

Speed Regulator Parameters

Regulator gain Kp 12
Regulator time constants T1 r = 0.01 s; T2 r = 0.02 s; T3 r = 0.2 s
Actuator time constants T1a = 0.25 s; T2a = 0.009 s; T3a = 0.038 s
Mechanical torque limits Tmin = 0; Tmax = 1.1 pu

Voltage Regulator Parameters

Voltage regulator gain Ka 400
Voltage regulator time constant T1rn (s) = 0.02 s

Output voltage limits Vg min = 0; Vg max = 2.2 pu
Damping filter gain Kpf 0.03

Damping filter time constant T1f = 1 s

5. Simulation and Results

In order to determine the characteristics of an ES system required for blackout prevention during
closed bus bar operation, a time domain simulation was performed.

First, the sudden loss of one generator when two generators are online, each loaded with 85%
of their nominal power, was simulated for electrical power systems without and with ES. After that,
based on simulation results the required ES capacity was calculated for several diesel generators with
different power ratings, covering the most common generator sizes installed on modern DP vessels.
Finally, use of ES for peak shaving operation was simulated, using the recorded load profile of an
actual DP vessel as a model input.

Electrical protections that may disconnect the generator breakers during the step load increase
were set as follows:

• Under frequency protection was set to 90% of the rated frequency with a 5 s time delay.
• Over current protection was set to 120% of the rated current with a 20 s time delay.
• Under voltage protection was set to 70% of the rated voltage with a 2 s time delay.

It was assumed that the stand-by generator was connected to the network and ready for loading
within 30 s, which was in accordance with the main DP class requirements. With respect to defined
simulation scenarios, the effect of diesel engine turbo lag was ignored and it was assumed that diesel
generators were able to take 55% of the rated power in one step. The upper diesel generator load
limit was set to 110% of its rated power. Simulation results for the event of one generator loss, when
the system was running without ES and with two 3.6 MVA generators online, equally loaded and
operating with a 0.8 power factor, are shown in Figure 8.

At t = 3 s, generator 2 was suddenly disconnected from the grid causing the step load increase on
generator 1 and its current rose above the over current protection limit. Maximum voltage undershoot
was 13.5% of its nominal value.

Although the voltage remained above the under voltage protection limit, it failed to stabilize
within ±3% of the nominal value within 1.5 s after the start of the transient, as required by class
requirements [10]. The frequency continuously dropped and at t = 10.66 s the under frequency
protection disconnected the generator breaker, causing a system blackout.

Results for the same scenario, but now with ES connected to the main bus bar via Pulse Width
Modulated (PWM) inverter are shown in Figure 9.

After loss of one generator at t = 3 s, the ES instantly took the load, thus reducing the step load
increase on the remaining generator. In order to minimize the amount of electrical energy required
from ES, the load on the remaining generator was kept at 110% of the rated power until the stand-by
generator was connected to grid. Voltage and frequency transients were significantly reduced with a
maximum undershoot of 2.5% and 1.5% of the nominal value, respectively. It should be noted that
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even if the remaining generator was run with its maximum load, the ES could cover additional load
demands up to a certain limit thus increasing the flexibility of the power system.

 
Figure 8. Simulation results for one DG loss without ES.

 
Figure 9. Simulation results for one DG loss with ES.

To determine the maximum required capacity of ES and its key characteristics for a given power
system configuration, a worst case scenario must be considered:

• two DGs are running in parallel, each loaded with 95% of nominal power on the common bus,
• at t = 10 s, DG2 is disconnected from the grid due to a sudden failure,
• ES and DG1 instantly take the remaining load, provided that PMS limits the DG1 maximum load

to 110% of the rated power and sends the start signal to stand-by DG3,
• DG3 is ready to take the load 30 s after starting with the rate of 0.05 Pr/s.
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The simulation was performed for single generator power ratings of 2000 kVA, 2300 kVA, 2600
kVA, 3000 kVA, 3300 kVA, 3600 kVA, and 4000 kVA with a rated power factor of 0.8. These power
ratings correspond to the most frequently used generator sizes on board average sized DP 2 and DP 3
class vessels. As example simulation scenario for a 3.6 MVA generator is shown in Figure 10, and the
same scenario is repeated for other generators.

 
Figure 10. Simulation scenario for 3.6 MVA generator loss when two DGs are running in parallel, each
loaded with 95% of nominal power.

Simulation results are shown in Table 2.

Table 2. Required ES capacity and power ratings for different DG sizes.

Generator Power (kVA) Required ES Capacity (kWh) Minimum Required ES Power (kW)

2000 12.44 1280
2300 14.31 1472
2600 16.18 1664
3000 18.67 1920
3300 20.53 2112
3600 22.42 2304
4000 24.89 2560

The typical load profile of a DP vessel is characterized by frequent short term load variations
which are most often the result of the propulsion system response to stochastic external disturbances
(i.e. wind, waves, current). Such power peaks can initiate unnecessary starting of stand-by DG and
load shedding/limiting during peak duration. System behavior during a power peak is presented
in Figure 11. Two DGs with rated power of 3600 MVA were connected to a common bus bar and
operated in equal load mode. The PMS load limit for a single generator was set to 95% of Pr and the
maximum power limit to 110% of Pr. The recorded power trend of an actual DP vessel for a duration
of 400 s was used in simulation. At t = 122 s a power peak occurred, which caused the load increase on
connected DG units above the PMS load limit and initiation of a third DG unit (point A). When load
demand exceeded the DG power limit, total available power was limited (point B), which in some
cases may affect the vessel’s ability to keep the desired position. Approximately 30 s after the start
request, the stand-by DG was connected to the grid and loaded (point C). Now all online DGs were
running with lower than optimal load and consequently higher specific fuel consumption and exhaust
gas emissions.

The same scenario, but now with implemented ES, is shown in Figure 12. It can be seen that
single DG power was kept under the PMS load limit while the excess load was taken by ES (points A,
B, and C). For this particular case, a total of 24.1 kWh of stored energy was consumed. Both online
DGs were running near their optimal load and there was no need to start the third DG. It can be
concluded that peak shaving with ES has a potential for significant reduction of fuel consumption and
DG maintenance costs over longer exploitation periods, especially onboard vessels that operate in
harsh environments with frequent propulsion load deviations.
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Figure 11. System behavior during a power peak.

 
Figure 12. Power peak shaving with ES.

6. ES Utilization Scheme

A block diagram of an ES utilization scheme that can be implemented in a PMS system and
that allows use of ES in combination with traditional protection methods is shown in Figure 13. It
is assumed that ES is always connected to the grid. Energy flow can be in three modes: charging,
discharging, and no power flow. The minimum amount of stored energy Emin required for proper
function of ES is set according to its type and specifications. The proposed utilization scheme allows
use of available spinning reserves for ES charging during periods with lower electrical consumption
(i.e. during periods between peak shavings, or to compensate ES idle losses).

ES state of charge (SOC) is constantly monitored during the utilization phase in order to ensure
that the amount of stored energy is within a safe operation region (which depends on the ES type and
the manufacturer’s recommendations), and also to control the charging process. Charging power and
frequency depend on SOC and the available spinning reserve.

When ES is ready for use, total instantaneous electrical consumption is constantly monitored and
compared with the safe limit (set in PMS). If total load exceeds the safe limit, ES is instantly connected
to the grid and the PMS system checks the status of connected DG units. If all DG units are still online,
ES is used for peak shaving. In case of DG unit loss, a stand-by unit is immediately started and ES is
used until it is connected to the grid and loaded.

308



Energies 2019, 12, 444

In order to ensure safe operation in all possible conditions, when ES is disconnected from the grid
total consumption is again compared to the safe limit. If total load is still above the safe limit (meaning
that the fault or power peak is still present and ES is fully discharged) then other standard protection
methods must be used, otherwise normal operation is assumed.

Figure 13. ES utilization scheme.

7. Overview of Available ES Technologies

Following the presented simulation results, specific requirements for ES are that it must have
large specific power and a very fast, almost instantaneous response time to load changes. Specifically,
in the considered case, about 85% of stored energy is consumed within the first 30 s after the ES has
been connected to the grid. Furthermore the ES must be recharged as soon as possible to at least 90%
of its full capacity after the discharging process.

Other important factors to consider are: rated power, charging time, efficient life cycle expressed
through the number of complete charging and discharging cycles, efficiency, size and weight.

In this paper, only electrochemical batteries, flywheels, and super capacitors are considered and
their key characteristics are summarized in Table 3 [27–31]. Other currently available alternatives would
simply be too large and their implementation on board the ship would be technically impossible [32,33].

It can be seen that flywheels and super capacitors show a number of advantages over
electrochemical batteries. Their advantages are clearly reflected in those parameters that are crucial for
ES application onboard DP vessels. In addition to that, they are both faster and more efficient when
absorbing energy from regenerative breaking comparing to electrochemical batteries [34]. Despite the
unprecedented advantages, they also have shortcomings, above all a small energy density in kWh/kg,
and consequently a larger size, and relatively large self-discharge losses. At the present moment,
probably what super capacitors most lack is the ability to realize ES with the required capacities [34].
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Table 3. Characteristics of considered ES technologies

Technology
Specific
Power
(W/kg)

Charge
Time

Charge/
Discharge

Cycles

Efficiency
(%)

Power Cost
$/kW

Energy
Cost $/kWh

Operation and
Maintenance
Costs S/kW

per year

Lead Acid 700 Slow ≤1200 70–85 300–600 200–400 50
NiCd 700 Slow ≤5000 60–70 500–1500 800–1500 20
Li-Ion 2000 Slow ≤8000 90–97 1200–4000 600–2500 -
Super

capacitors 10,000 Instant >100,000 90–95 100–300 300–2000 6

Flywheel 5000 Very fast >100,000 95–99 250–350 1000–5000 20

Small energy density is not as big a problem on ships as it is on land power grids where ES must
deliver tens of megawatts over a longer time period (usually 15–20 min). As it can be seen from the
simulation results, the required ES capacity for DP vessels is relatively small, averaging 20 kWh, which
also reduces their size to somewhat acceptable values.

Excessive self-discharge losses are not such a problem on board DP vessels because both flywheels
and super capacitors can be filled very quickly (super capacitors almost instantaneously, and flywheels
in a maximum of about 10 s). In addition to that, DP vessels usually have a load profile which
constantly alternates between periods with maximum generator load and those with a certain amount
of reserve power which can be stored in ES.

At present time, among electrochemical batteries only lithium-ion ones have good enough
characteristics and performances that they could be considered as potential ES, but there are still
a number of critical safety issues. Namely, in the case of extreme loads, these batteries can discharge
the liquid electrolyte through their ventilation openings and may cause ignition. To prevent this, it
is necessary to use sophisticated protection methods that are integrated into the battery itself, which
significantly increases installation costs.

Considering the availability and maturity of technology together with safety issues, it can be
concluded that the flywheel is currently the only rational choice for large scale ES on board DP vessels.
Flywheels that can store up to 25 kWh of energy with nominal power up to 400 kW are already
available, meaning that several of such units connected in parallel can satisfy the required ES power
and capacity [28,35].

Although ES systems based on super condensers and Li-ion batteries still do not meet all the
criteria imposed by the specificities of DP vessels, they cannot be a priori rejected as inadequate
solutions given the intense efforts invested in their research and development. Next generation of
Li-ion batteries which should be available around 2025 will have much higher energy density due to
use of NMC81 cathodes and less cobalt content [36], which should result in much smaller and cheaper
ES battery packs. It is realistic to expect that the current shortcomings of these two technologies
will be overcome in order to compete with the flywheel, or even outmatch it. In support of this,
the US Navy is investing considerable resources in the development of Li-ion batteries [37], while
super condensers are now being considered as a solution to compensate for peak load in hybrid ship
propulsion systems [38].

8. Evaluation Model for ES Implementation on DP Vessels

Accurate data on fuel consumption and maintenance costs can be collected only after a longer
period of system exploitation (typically a few years), before and after ES installation. Therefore,
systematic recording and collection of exploitation data is of crucial importance for deciding on the
installation of ES devices.

The evaluation model of ES implementation on DP vessels presented in this chapter is based
on the knowledge of such data with the purpose of facilitating the calculation of ES implementation
cost-effectiveness for ship owners and designers. The block diagram of ES implementation process
(Figure 14) is divided in to eight phases.
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Figure 14. Block diagram of the ES implementation process.

After collecting project documentation of newly-built or existing vessels, the next step is defining
the ES system with the main focus on determining its power and capacity for the worst case scenario
that can be expected during its use. For this, it is necessary to develop a simulation model of the
electrical power system of the considered vessel and perform appropriate simulations, as presented in
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Chapters 3 and 4. It is of particular importance to conduct voltage and frequency stability control so
that they comply with the class requirements. When the parameters of ES are determined, a suitable
solution can be chosen based on the results of comparative analysis of ES systems that meet the
requirements of the considered application (Chapter 5).

Once all available data of ES implementation and maintenance costs, as well DGs fuel
consumption and maintenance costs, are collected, the estimation of ES cost-effectiveness can be
done. In order to facilitate the calculation of fuel consumption from the electrical power consumption
data, the DG specific fuel consumption curve (Figure 2) should be accurately approximated by the
appropriate mathematical function.

First, it is necessary to determine the number of DG running hours and fuel consumption for the
power system without ES. If an individual DG load is known, the calculation of running hours and
fuel consumption is performed directly, and if only the total electrical consumption is known, it is
necessary to first simulate the operation of the PMS system according to the defined load dependent
start and stop tables, and based on the exploitation profile determine the number of DGs online and
their individual loads.

In order to calculate the same data for the electrical power system with ES it is necessary to
first add ES idle losses to the exploitation profile. From the PMS system simulation, now with the
different conditions of starting and stopping DGs allowed by the use of ES, the required values can
be determined. When fuel and maintenance costs for systems with and without ES are known, the
cost-effectiveness of ES can be estimated. If installation appears to be viable, then the implementation
and monitoring phase can begin.

9. Conclusions

In this paper, the possibility of large scale ES implementation on board DP vessels was analyzed.
The main focus of this research was to perform analysis of the vessel’s electrical power supply stability
during a fault, with and without ES and to determine the required capacity and characteristics of ES.
For the purpose of this analysis, a dynamic simulation model of the vessel electrical power system
with ES was used. The simulation was performed for the worst case scenario that can theoretically
happen during use with closed bus bars. For all simulation scenarios it was assumed that ES was
able to replace one generator when it failed, until the stand-by generator was ready to take a load. In
addition, system behavior during power peak and peak shaving with ES was simulated.

Simulation results have shown that implementation of ES can increase the stability and availability
of the electrical power supply and enable the operation of diesel generators with optimal load when
the system is running with a closed bus bar. Furthermore, simulation showed that ES is suitable for
use on board DP vessels should have large specific power and an almost instantaneous response
time to load changes. Given the current state of technology, the flywheel may be the best solution for
implementing large scale ES on board DP vessels. Methodology used in this work can be used as a
reference for the design of ship power systems with ES and evaluation of ES cost-effectiveness.
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Abstract: Energy markets are based on energy transactions with a central control entity, where the
players are companies. In this research work, we propose an IoT (Internet of Things) system for the
accounting of energy flows, as well as a blockchain approach to overcome the need for a central control
entity. This allows for the creation of local energy markets to handle distributed energy transactions
without needing central control. In parallel, the system aggregates users into communities with target
goals and creates new markets for players. These two approaches (blockchain and IoT) are brought
together using a gamification approach, allowing for the creation and maintenance of a community
for electricity market participation based on pre-defined goals. This community approach increases
the number of market players and creates the possibility of traditional end users earning money
through small coordinated efforts. We apply this approach to the aggregation of batteries from
electrical vehicles so that they become a player in the spinning reserve market. It is also possible to
apply this approach to local demand flexibility, associated with the demand response (DR) concept.
DR is aggregated to allow greater flexibility in the regulation market based on an OpenADR approach
that allows the turning on and off of predefined equipment to handle local microgeneration.

Keywords: blockchain; community; energy market; electric vehicle; Demand Response; gamification;
microgeneration; renewable energy

1. Introduction

The energy market (production, control, and distribution) is changing from a centralized control
system to a decentralized one with the introduction of new players. Information and Communication
Technology (ICT) plays an essential role in this change [1]. This change comes under the topic
of the smart grid, which targets the evolution of power grids towards more efficient, reliable,
and environmentally sustainable systems. Adopting this approach, Distributed Energy Generation
(DEG) based on renewable energy sources was introduced. The decrease in the price of solar panels and
wind turbines allows the proliferation of this DEG in a microgeneration (MG) scenario. This situation
is supported by new advances in the scope of the Internet of Things (IoT), with new communication
devices and protocols, as well as smaller and cheaper sensors, allowing real-time measurement of
distribution and transmission to a central IoT cloud platform [2].

In this context, peer-to-peer (P2P) models applied to financial transactions with associated
security [3], nowadays called blockchain systems, allow the control of financial transactions without
the presence of a central control entity. Blockchain can be applied to the smart grid [4]. These platforms
can also benefit from collaboration systems that increase (and measure) users’ participation in resorting
to predefined goals, the so-called gamification platforms [5].

This new situation raises new research challenges, which we address in this work. In a first
conceptual phase, we study the conditions and the potential of applying this new situation to
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energy markets. The primary outcome of this attempt is the creation of new conditions for small
players (domestic consumers) to be part of the market, benefiting from reduced costs or receiving
money. This can be applied to MG energy transactions, using the principle that the local energy
produced is consumed locally and that associating blockchain with smart meters allows managing
these transactions without a central control entity. This approach provides the opportunity to lower
prices and increase market flexibility. An application example is the aggregation of electrical vehicles
(EVs) as players in the energy market, as described in Section 5. This community creation approach
for EVs can be applied to increase flexibility in consumption as a whole (rather than the usual
individual behaviour), where a group of individuals is aggregated into a market player that is able to
absorb or supply less energy according to predefined conditions. Figure 1 shows this approach where
an aggregator can create communities (several local users working together) for electricity market
participation based on the aggregation of users with a common predefined goal. Gamification manages
users’ behaviour towards the community goal, and blockchain allows secure financial transactions.

Microgeneration
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IoT Platform

Blockchain  - Handle Financial Transactions

 

 
 

Tokens=Digital Money
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EV owner
Flexibility

DR Appliances

Aggregator Spinning 
Reserve 

Regulation
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Community
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Figure 1. Outline of the main work goals to create electrical vehicle (EV) and demand response (DR)
community market players and to decentralize financial transactions based on blockchain.

The electricity market is a system that allows energy transactions based on a bid approach.
Bids and offers use traditional economic supply and demand principles to define the price. In Section 7,
we propose a model based on historical data in which we check users’ energy needs and current MG
production is balanced against the whole energy available in the energy market (the price reflects
this availability).

Other components of this electricity market are the so-called ancillary services [6]. These are
supporting services to sustain the electricity distribution in a process in which production will always
meet demand. These services are based on frequency control, spinning reserves, and operating reserves.
These services, with the introduction of intermittent renewable energy, raise new challenges and new
market players can be introduced. Currently, blockchain with gamification can be applied to create and
maintain aggregated users in a community that can play a role in this business process. The present
work is mainly focused on spinning reserves and regulation, which must be able to react very quickly
to supply energy (minutes or seconds after demand occurs).

Spinning Reserves is the market concept related with the power capacity available in an unloaded
form, normally used to overcome the failure of an operator [6]. This failure is defined as a short
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or long-term loss of electrical power in a specific area. As the probability of this occurrence is very
low, it is interesting for EV owners to be part of a spinning reserve since there is little chance of
them having their EV charge completely used but at the same time, they can receive money for
participating in the market. This service is charged based on the time that the predefined power is
available. For example, a 1 MW generator kept “spinning” and ready during a 24 h period would be
sold as 1 MW-day, even though no energy was actually produced [7]. Based on this fact, and taking
into account that EVs remain plugged in during most of the daytime [8,9], consumption patterns may
change from case to case, but it is possible to forecast patterns using historical data analysed using
a data mining approach [8,9]. As the possibility of taking an excessive amount of energy from an EV
is low, the probability of reducing the EV’s lifetime is minimized. Contracts for spinning reserves
limit the number and duration of calls, with 20 calls per year and no more than 1 h on average per
call [10]. Ancillary services account for 5–10% of the current electricity cost, with 80% of that cost going
to regulation services [10]. Navegant Research [11] explained that energy storage solutions that can
be connected to the grid and scheduled to deliver energy immediately when there is a disruption in
distribution are beginning to play a more significant role in the Spinning Reserve (SR) market.

Regulation services are the actions that match energy production to demand. These can be
divided into: (1) regulating up, where there is an increase in electricity output in response to the
automatic generation control (AGC); and (2) regulating down, which is a decrease of electricity output
to the AGC. Depending on the electricity market and the grid operator, regulation may overlap or be
supplemented by slower adjustments, including “balancing service” (intra-hour and hourly) and/or
“load following” [6]. Electricity users’ flexible behaviour can also be aggregated into a community
that can provide services in this regulation market, using Demand Response (DR) [6]. Individuals
involved in this DR approach have already participated in the service, but, as in the former models,
their actions were centrally coordinated, and users only benefited from low energy prices. If they are
aggregated, and the processes are controlled locally, they can participate more closely in this market
and additionally earn money as it is possible to provide regulation services. Due to the fact that the
EV charging process requires a long period of time, EVs become an important element in this flexible
process as it is possible to increase or decrease the charging power during the charging period.

Accordingly, we propose a software program, named Aggregator (see Section 4) that is responsible
for collecting user data and aggregating this in a way that allows market participation. Based on these
defined conditions it is the responsibility of central mechanics to turn off/on equipment based on the
OpenADR protocol [7]. This community creation and manipulation can be successfully applied to
a regulation market for DR aggregation flexibility, where the community is able to shift behaviour either
to consume excess energy or to decrease consumption when availability is reduced. This approach can
be applied in this DR community. Another community is the EV aggregation since EVs have batteries
that can be used to store or deliver energy as requested by the control system.

This paper proposes two significant methods to allow an increase in users’ participation in the
electrical market using an integrated approach that combines reward gamification, the blockchain,
and the IoT platform (see Figure 1):

(1) An MG transaction account in a decentralized regulated market based on blockchain and IoT
platform implementation with associated smart meters;

(2) The creation of user communities (EV and DR) for participation in ancillary services markets.
Gamification is applied to manage and give incentives for users’ participation in community
behaviour towards becoming a community market player. This approach allows EV owners and
DR users to earn money, based on participation in the ancillary services market.

2. New Platforms: Blockchain, Gamification, and IoT

In this section, we give a description of new platforms that allow innovation in the energy market,
also creating new study opportunities, such as blockchain, gamification, and IoT.
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2.1. Blockchain

In this section, we examine how blockchain architecture can be used to distribute the aggregator’s
role across all devices on an MG network. It has been demonstrated that it is possible to integrate this
architecture in a blockchain platform to control a simulated microgrid, addressing incentive issues
while respecting operational constraints [12]. In recent years, there has been some academic research
interest in using the distributed approach of blockchain technology to manage the complex system
without centralized supervision [12].

Blockchains are platforms that support cryptocurrencies, such as Bitcoin [13]. They allow
transactions without the traditional intervention of a third party (usually a bank), based on a shared
list of blocks of transactions. These blocks are spread to all network nodes and hold all the transactions.
New transactions are performed at the end of the chain and are connected to the previous block of
transactions in a hash process, with the following advantages [12]:

• The users’ community manages transactions and data;
• Resilience without a single point of failure due to their decentralized nature;
• Transparency and immutability—everything is public and can be seen by the community;
• Low transaction costs, because there are no third parties with commissions involved.

Blockchain can handle cyber-attacks, communication dropouts, and participants joining/departing
the network. The associated smart contract supports monetary transactions in a transparent,
conflict-free way while avoiding the services of a middleman. A smart contract is a set of predefined
conditions for negotiation of the terms of an agreement, which is programmed to run autonomously.

When one considers that a contract is an individual agreement between two or more parties,
this contract entails a specific transaction effort. A smart contract can be considered as a contract
that is programmed in computer code. Two or more parties digitally agree upon individual rights,
obligations, and possible outcomes.

A secure measurement environment should be addressed so that users will trust the measurements
performed. For that, trusted computing using the Trusted Platform Module (TPM), Trusted Execution
Environment (TEE), Secure Element (SE), or any similar component could be introduced in smart
meters supported by a remote verification service. This approach allows both the users and the energy
system to verify the software and hardware configurations of a smart meter to determine whether it is
tampered with or not.

Our proposal includes IoT-based low-cost smart meters (see Section 4), where we account
for energy transactions and where the blockchain allows distributed payments with virtual coins.
Using this approach, the consumer receives energy directly from the producer(s) without using
a central energy buffer, and a smart contract (a software program created based on predefined
conditions) handles the process with predefined negotiated rules. The smart contract allows automatic
transactions, checking if the requested amount of energy is currently available from one or more MG
community producers. This smart contract also checks the price automatically, based on market prices
and local MG availability. Contract negotiations can be automated and do not necessarily have to be
performed manually by the involved entities. For example, the consumer or producer can predefine
maximum prices to buy or minimum prices to sell, and the negotiations can then be carried out by the
smart contract, which will seek to find an ideal compromise using a decision implementation process.
The advantage of using smart contracts in the proposed context lies in the fact that they are immutable,
and can be seen by every actor. Hence, when relying on a smart contract in negotiations, the parties
have the guarantee that it will always perform as predefined. The first step is to define a price point
agreement, and then the defined amount of money (digital money) is sent to a predefined address that
works as an escrow account. After this process, the energy exchange takes place. An IoT approach
controls the energy flow from both the producer’s and the consumer’s smart meter.
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2.2. Gamification Platforms

Gamification is the strategy of interaction between people towards a pre-defined goal based on
the offer of incentives that stimulate the public’s engagement.

Gamification platforms use the same data-driven techniques used by game designers to motivate
users’ actions in the critical common goals scenario. These platforms measure users’ efforts towards
common goals, and incentivize users’ participation with an associated reputation or digital currency.
They reward commitment with recognition and visibility within the community [5,14].

We associated big data analytics with previously collected data to identify patterns and critical
issues for a community goal—in this case, EV aggregated connected or flexible power, to identify
critical periods. In EV aggregation, critical periods are associated with the daily hours when EVs are
moving (mainly in the morning (from 7:00 a.m. to 10:00 a.m.) and the afternoon (from 5:00 p.m. to
8:00 p.m.)). In DR flexibility, these critical issues were identified from the current data analysis [12].
Thus, it is possible to identify the necessary efforts and to incentivize users with more points/tokens
and increasing relevancy and visibility among peers. The community is maintained through users’
high engagement levels over time, and also through compliant behaviour towards a pre-defined goal
for performance improvement.

2.3. IoT Platforms

The excellent number of IoT platforms is a significant business issue that several companies are
working on [15]. IoT platforms have the goal of receiving data from the IoT sensor, archiving them,
and manipulating them towards a pre-defined knowledge extraction objective. Several data mining
algorithms have already been implemented and are ready to use as a black box [15]. Also, there are
reporting and visualization tools available which are ready to use. Gamification requires the
identification of patterns and is performed once smart meter data is integrated into the IoT. In Section 4,
we describe a locally-developed smart meter in a LoRa communication support system (version 1.0,
Cyclope, Grenoble, France), which supports such theorization. Also, Node-Red approaches (flow-based
programming for the Internet of Things) available in most IoT platforms allow for the identification of
actions based on the sensor data received. This is used to perform OpenADR on/off commands over
a pre-defined appliance using data decision criteria [7]. This data comes from the appliance-associated
smart meters and external data reception (like renewable energy production) [7]. It would then be
possible to implement a fast, centralized command center to manage the aggregator process for these
two pre-defined communities. Nowadays, the most relevant (in terms of commercial use) IoT platforms
in a market of more than 700 IoT platforms are [16]: (1) Amazon Web Services (AWS) from Amazon;
(2) Microsoft Azure IoT; (3) Bluemix/Watson from IBM; (4) Oracle IoT; and (5) Kaa IoT. We chose IBM
because of a partnership that was already in place, but all of the platforms perform similar functions in
different environments.

3. Related Work

There is a growing research interest in smart grid decentralization processes. A blockchain is
a new approach towards such unsupervised processes with technical support to manage distributed
energy transactions [17]. A scalable solution for unsupervised control is presented in [18] where
a communication infrastructure and protocol allows communication between all nodes to provide
real-time consumption information and small scale validation. In [18], the authors discuss several
issues of the current centralized system that require a central entity to control and manage payments
at a single point of failure, whereas in [19] the security and privacy issues of blockchain approaches
are discussed. Several startups are already paying attention to this new research output:

• Bankymoon [20] is a startup in South Africa that proposes the use of smart meters connected
to a blockchain, allowing users to load Bitcoins to enable energy flow. This solution uses
cryptocurrency only as a prepaid payment option.
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• TransActive Grid [https://lo3energy.com] is developing one of the first blockchain based
innovations aimed to revolutionize how energy can be generated, stored, purchased, sold,
and used all at the local level.

• Solether [http://solether.mkvd.net] is an open software for energy management applied to
renewable solar panels that use blockchain cryptocurrencies as payment.

• Slock.it is a blockchain-based approach that rents or sells anything directly without intermediaries.
It is already used by several startups such as (1) BlockCharge, which proposes a smart plug
to enable on-the-go charging of electric cars using cryptocurrency; (2) PriWatt [21] is a system
to manage energy transactions; (3) NRGCoin [http://nrgcoin.org] a decentralized approach
to support MG transactions [22]; (4) GridSingularity [https://gridsingularity.com], an energy
finance market using a blockchain-based platform.

Examples of more advanced applications of blockchain technology are the SolarCoin
[https://solarcoin.org/] and the GrünStromJeton [https://stromstunde.de] reward programs.
SolarCoin is a global reward program for solar electricity generation with the goal to globally
award solar energy producers with a digital currency in their name, where one coin represents
one megawatt-hour (MWh) of solar electricity generated. In its technical implementation, SolarCoin
describes its infrastructure as a lite version of Bitcoin that uses a script as a proof-of-work algorithm.
GrunStromJeton, on the other hand, is a proposal to award customers with tokens that serve as
an indicator of their sustainability behaviour determined by their CO2 footprint.

Another example is the POWR—Pilot project, with decentralized energy management,
using a Brooklyn Microgrid Pilot project, which connects 10 households in Brooklyn using a blockchain
based microgrid [23]. The TenneT can also be highlighted, a European pilot project using decentralized,
networked home energy storage systems and blockchain technology to stabilize the power grid.

Blockchain has allowed businesspeople to enter the electricity market to create proofs of concept,
enabling anyone, anywhere to participate in and make money from the surge in solar generation
globally. Economic benefits emerge from decentralized participation, with dynamic prices based on the
fact that it is possible to perform transactions of small energy time units in real time and settled only on
the basis of actual consumption. Both energy consumers and energy producers can act as prosumers.

It is then possible to conclude that the initial steps towards using blockchain technology to enable
MG transactions in a distributed and dynamic way are already being pursued by several enterprises.
In this work, we suggest consumption flexibility for MG prosumers in a locally defined community,
based on an OpenADR (version 2.0, OpenADR Alliance, San Ramon, CA, USA) implementation over
a blockchain.

4. Proposed Approach

Figure 2 shows the vision and the implementation proposal for the creation of two new flexible
community market players: EV community and the DR community. This aggregation allows the
reaction to perturbation in production and consumption based on predefined agreements supported
by the aggregation performed to create the community. Also, this approach allows MG transactions
without supervised control, based on a blockchain approach implementation. Participants, in this case,
EV owners, consumers, or MG producers in the blockchain network, can come to a general agreement
with predefined conditions and actions. Digital currency allows transactions and is the way to
operationalise this smart contract, where Bitcoin and Ethereum are the best-known examples.
The contract is recorded in the blockchain and executed by distributed nodes of the network,
which eliminates the need for a trusted third party entity in the process [17]. As it is programmed,
it will execute itself and will behave precisely as previously defined, allowing an automatic payment
based on a BID. This approach also allows smart charging based on price, which is associated with
energy availability.

This market scenario allows the use of Demand Response (DR), which is essential to the
introduction of renewable sources, with prices based on the balance between production and demand,
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state-of-the-art technological approaches, normative regulation, as well as political, psycho-social,
and cultural dimensions. These conditions need to be workable for all community members involved
in the process.

A blockchain energy model can facilitate the creation and operation of communities. In our
approach to MG, we assume a grid in a limited geographical area that shares the same energy
distribution network, such as a local neighbourhood where the energy is produced and consumed
locally, to build an energy community. A prosumer can either store the energy produced in
local batteries or send it immediately to that local grid. Additionally, based on OpenADR [7],
local neighbours or community members can increase or decrease consumption based on this energy
MG availability. MG prosumers may produce, consume, and trade energy without any barriers using
a blockchain (which provides a decentralization process) coupled with an IoT system to measure
energy flows.

The smart meter described in this paragraph is the process that measures all energy transactions.
A community control agent turns on/off equipment based on OpenADR. Complementary to trusted
computing, we introduced an automated energy detection service from neighbour nodes to check
the process of a node injecting energy into the grid. This would allow its neighbour nodes to detect
the injected energy and validate it using a consensus solution like a mechanism to accumulate the
measurements received for every expected energy transfer.

The currently proposed approach is based on the Steemit platform [https://steemit.com],
which allows differentiating users’ participation in the collective goal. The Steemit platform, launched
in 2016, deploys a blogging and social networking website superimposed on the Steem blockchain
database. The Steemit structure is based on a reputation system, whereby new accounts start with
the endowment of a reputation. This approach, where the economic model can be decentralized,
allows individual EV and MG owners to participate in the energy market and besides receiving a lower
price for the energy can also earn money from the market. The associated gamification approach allows
user participation towards a common goal, which is based on the application of game-design elements
and game principles in non-game contexts. In a more structural way, the proposed system architecture,
which is illustrated in Figure 2, is based on the following modules:

• V2G Smart System [24,25]: This is the system which controls EVs’ connections to the power
grid. It allows a smart charging process based on the energy needed for the owner’s mobility
process, available production, and network distribution limitations. Node-Red allows the giving
of external commands to the developed charging system (charging on/off, increasing/decreasing
charging power).

• IoT Platform with associated Smart meters: Data is stored in the IBM Watson (cloud version of
28.02.2018, IBM, Armonk, NY, USA), an IoT cloud platform, where data analytics algorithms
and visualization tools are ready to use in Watson Analytics and Node-RED, which allows for
the development, deployment, and scale server-side of JavaScript apps easily. Rules can be
implemented in Node-RED to create automatic actions, such as sending an SMS or an email alert,
or even commands (on/off) to appliances when consumption increases above a predefined value,
with correlations with external data, like weather conditions, among others—making it necessary
to add Node-RED as one of the services.

• OpenADR with a decision support system [7]: Predefined equipment, such as heating/cooling
systems, the EV charging battery, and washing machines, among other equipment,
have implemented an OpenADR that allows them to turn on/off based remotely on predefined
criteria. Node-RED, with associated pre-defined flows, allows external OpenADR commands
based on pre-defined conditions.

• Mobile apps [24] and related user profiles [26]: The development of user App was performed for
Android. The app is the interface to the user (MG producer, EV owner, DR flexibility user) and is
responsible for user registration, on the first access, and the further creation and maintenance of
a user profile related with his electrical behaviour (EV type; time, date, and associated distance
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traveled; equipment type; schedules for DR flexibility). Accordingly, this module will have
the following functions/modules regarding the user: registration, communication interface,
and profile. Also, an IoT dashboard was integrated to allow the user to visualize data (electricity
consumption, MG production, transactions). Pre-defined templates allow easy visualization on
a mobile App. An interface for Sttemit also allows a user to check their reputation (gamification)
and missed goals, and check financial transactions.

• Aggregation process [9]: This module enables the community process that creates an interaction
with the energy market. This module can be applied to EV aggregation or DR flexibility. Current
and historical user data is manipulated using data mining (pattern identification) to generate
consumption profiles of the users’ community. Considering market energy bids and collected
values, the users’ community expresses its preferences (target market goals to be achieved,
where identified patterns represent important decision criteria). A gamification approach is
implemented to push users towards the definition of goals and measure their behaviour
(profit division). This aggregator also looks for the user’s geographical position in the distribution
network—a community emerges from users who share a similar location [27] and interests
towards energy market participation.

• Steemit platform: This module aims at measuring users’ participation towards the community’s
common goal, and based on IoT data (smart meters), performs relevant financial transactions.
All transactions between EVs and the power grid, MG, and DR actions are stored in an IoT cloud
platform and are associated with financial transactions in Steemit. To ensure users’ data privacy,
data is stored without being directly related to the user.

Figure 2. A proposed approach based on Steemit and Watson of International Business Machines
Corporation (IBM) platforms.

5. IoT Implementation on a University Campus

The university at hand is a community of about 10,000 people (students, lecturers,
and non-teaching staff), which has four buildings in a central area of Lisbon, with a total of 53,000 square
meters of gross built area. The annual energy bill is about half a billion euros, corresponding to
total energy of 4 GWh/year (81% electricity, 19% natural gas). As shown in Figure 3, a smart
campus initiative was recently developed, where sensor data collected (electricity, temperature,
humidity) was transmitted in real time to an IoT platform for analyses and saving actions were
implemented [15]. These smart meters allow for the measurement of solar energy production, as well as
the heating/cooling system, lights, and other configurable equipment.
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Figure 3. The main approach of the Smart Campus initiative.

In the context of the proposed system, we decided to measure electricity consumption and
production to test a small MG energy exchange model. Due to the high number of sensors currently
available in the market for each task, choice of the most suitable sensor was critical. The primary
criterion for this decision process was smooth integration and data calibration. To measure electricity
consumption, we chose the YHDC SCT013-000 current sensor (YHDC, Qinhuangdao, China), which is
a current transformer (100 A: 50 mA) where its analogue output is received and processed by
an Arduino with a Lora Module for wireless communication (see Figure 4).

Figure 4. Smart meters for electricity measurement and a temperature/luminosity sensor with a Lora
network, sending data to IBM Watson.

For the communication layer, we chose LoRa technology to provide wireless data communication
inside the university campus, and a Cisco Lora network was installed to cover the entire campus.
The choice of LoRa technology was based on its long-range coverage when compared to other available
low-power wireless technologies, such as ZigBee and Bluetooth Low energy (BLE), and its low data
rate requirements, as Lora data rates range from 0.3 kbps to 50 kbps. These sensors use low power
networks like LoRaWAN to connect to the Lora Gateway. The Lora Gateway uses high-bandwidth
networks like WiFi and Ethernet to connect to The Things Network using Cisco IR829 (Cisco Systems,
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Inc., San Jose, CA, USA), which provides Power of Ethernet (PoE) to the Lora gateway, as well as
an encryption connection (shown in Figure 4). From this IR829, data is sent to the IBM IoT platform for
storage and to perform data analytics.

The Instituto Universitário de Lisboa (ISCTE-IUL) infrastructure is comprised of two Cisco
Enterprise/Industry-class Gateways, installed in both indoor and outdoor environments,
to accommodate diverse environments and support laboratory equipment, IT equipment,
and other specific tools. Figure 3 shows images of the currently implemented solution, based on
four layers: (1) a Lora Antenna, which runs the LoRaWAN protocol to communicate with the Lora
gateways or sensors; (2) a Lora Gateway IoT Extension Module) (IMX), (Cisco Systems, Inc., San Jose,
CA, USA)—the concentrator tunneling the LoRaWAN MAC frames between an endpoint and an IR829;
(3) a Cisco IR829, which handles the LoRaWAN MAC traffic, performing endpoint and gateway
management, LoRaWAN MAC layer security, and other functions; (4) an application management,
Actility, which is a secure form of communication as all data are encrypted.

The Actility ThingPark Wireless™ platform (https://www.actility.com/products/) (version 5.0,
Actility, Paris, France) enables connectivity with customers and allows devices to be used in multiple
applications, such as smart cities, to promote sustainability. Cisco’s Low-Power Wide-Area Network
(LPWAN) equipment (Cisco Systems, Inc., San Jose, CA, USA), along with its Network Director
management software, provides wireless connection between sensors, gateways, and the internet
(or the customer’s private network), while the Network Server Acuity ThingPark Operations Support
System (OSS) ensures the correct routing of the data packages while allowing simple monitoring,
supervision, and management of the network, from the sensors to the application.

The collected data is transmitted to the Arduino (version uno, nteraction Design Institute Ivrea
(IDII) in Ivrea, Italy) and Raspberry PI gateways (version 3, Raspberry Pi Foundation, London, UK),
and from them to a LoRa communication system using the implemented approach. For the connection
of a Current Transform (CT) sensor to an Arduino to be effective, it is necessary to condition the output
signal of the CT sensor to match the input requirements of the analogue inputs of the Arduino, i.e.,
a positive voltage between 0 V and the reference voltage, Analog-to-digital converters (ADC).

The sensor data is transferred through the LoRa network to the Steemit platform, where it is
considered for an energy transaction account.

This solution allows real-time data to be obtained from various sources of information and is used
in decision support tools. These can result in benefits and optimizations to the processes of continuous
improvement of the services provided to the community, contributing to better knowledge of the
campus community (in this case, ISCTE-IUL) dynamics and an increase in the quality of life.

6. Blockchain Applications

The following cases are examples of applications of this nature at the university campus:

Case 1—Classroom student footprint energy account in IBM blockchain

We measured all energy consumption, from the lighting, heating/cooling system, and power
outlet every 15 min (this is a configurable parameter in our smart meters). It was possible to
check student presence based on an identification card reading system connected to our academic
management system. Every student could register their presence by inserting their magnetic card into
the reader inside the classroom. Teachers used a similar card to open the door. Since we monitored
electricity consumption, it was possible to create a transaction model that computed the energy
consumption associated with each student in a blockchain. For example, a large classroom uses
light, projecting devices, and a heating/cooling system, which consumes about 20 kW/h. In this case,
the presence of 40 students equaled an individual consumption of about 500 W/h per student. Based on
the student population in the monitoring classrooms (two), we tested blockchain transactions for
a period of 3 months for a population of about 1000 students, with an average of 35 students per
classroom transaction (see Figure 5). This energy consumption was transformed into a token at
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the blockchain, where we defined a token as a watt/hour of energy. Some students showed high
transaction tokens due to the fact that they had more classes in that classroom, and in the same
cohort, some students missed classes and therefore would show fewer tokens. It should be noted that
we did not explore this energy consumption footprint, but the number of transactions performed.
We had a classroom of about 100 students which generated 100 transactions in the blockchain every
15 min. Figure 6 shows the worst scenario observed, with data from the two classrooms generating
180 requests arriving simultaneously to the server. Machine CPU (IBM Watson IoT platform) went to
100% utilization as requests went up to 150. All transactions were performed in this period with these
processes. We generated 350,000 transactions in total, with an average of 3500 per student.

Figure 5. Average energy consumption per student in three classrooms, through the 3-month
experiment, with y labelling the associated token; x is the student in a population of 1000.
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based on primary axis the numbers of the arrived transaction request (dashed line) and (CPU) utilization
(solid line) on secondary axis.

Case 2—Microgeneration—Testing blockchain MG transaction model at our IoT Laboratory

We created a simulation environment using information from the real production of 16 solar
panels, each producing about 250 W. We associated two panels (of 500 W each) in each classroom
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(CR). Each CR represents a house and, based on classroom occupancy (occupied or not), we simulated
electricity consumption. If the classroom (CR) was occupied, it had the capacity to consume—but
if not, the MG went to the nearest CR. We assumed that lighting consumed 1.5 of the MG energy of
each classroom (750 W). In this investigative scenario, we only accounted for MG transaction from
CR-X to CR-Y, each trying to simulate a real case of MG energy transaction without a central control
infrastructure. Excess production of MG went from one CR to the next, using the MG event and the CR
occupancy. If CR1 was occupied, its light consumption took all its MG production, but if class lights
were off, the energy went to the nearest CR. Based on this process, we tested the proposed approach
with all transactions accounted for in the blockchain using 3 months’ worth of data. Table 1 shows how
our experiment expanded to 8 CRs, as well as the associated transactions in the blockchain. To simplify,
we showed the kW consumption in the process as follows: In Table 1, the intersection between the
second line in the fourth column shows CR1→CR2, which means that during this 3-month period,
CR2 used 31 kW/h from CR1. This MG comes from solar panels 1 and 2, producing energy that was
not used by CR1 because lights were off during that period, and CR2 was able to take that energy.
The CR number represents the physical distance between the CRs as they were all located in the same
hallway. Table 1 shows it is possible to account for these transactions in an implementation using the
IoT blockchain from IBM. Although other blockchains could have been used, we chose IBM due to its
fast development, since this approach was already integrated into IBM Watson. Values represent kW/h,
but these are converted to tokens in the blockchain, considering time and the agreed prices. In this
phase, static prices were applied, but it is possible to apply dynamic prices based on production offer.

Table 1. Microgeneration (MG) accounting processes in the blockchain.

CR1 CR2 CR3 CR4 CR5 CR6 CR7 CR8
MG1/2→ CR1 31 14 6 1
MG3/4→ CR2 24 39 11 2
MG5/6→ CR3 8 22 26 12 3
MG7/8→ CR4 1 7 19 23 12 3 2
MG9/10→ CR5 1 8 18 25 10 3

MG11/12→ CR6 2 7 15 23 14
MG13/14→ CR7 3 10 23 19
MG15/16→ CR8 3 12 28

7. Gamification Process to Reduce Lighting Consumption

Here, we propose a public visualization of non-sustainable behaviour.
Figure 7 outlines a small example of data collected, where it is shown that the light was turned on

at 4:15 p.m. This was done by the security personnel, and classes only started at 8:00 a.m. CRs had
no windows, or these were small—and curtains prevented daylight from entering the room. Figure 7
shows that lights were on for most of the time, even during periods where no classes were taking place
or no people were in the class. Our study showed there was an average waste of 100€ per year in each
classroom due to the fact that lights were on even though classes were not being held or no people
were present.

To overcome the problem of lights being left on even when rooms were not being used,
a gamification approach was introduced, with light consumption being checked against luminosity.
For example, if a class finished at 1:00 p.m. and the following one started at 6:00 p.m., the consumption
during that time range was accounted for, which was around 5 kW/h. If the former class had
50 students, the system collected 100 W/h for each student, and 5 kW/h for the teacher. In this
way, we made weekly and monthly announcements of the top ten most sustainable students (with the
least energy accounted in the gamification platform) and the top ten least sustainable (with more
electricity consumption in their account).

This approach provided a common behavioral example towards our sustainable goals for light
consumption. This approach ran for three months and, based on the initial consumption levels (for the
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first month), led to savings, because the energy consumption patterns changed. It is also possible to
identify more periods of all lights being turned off, such as that of March 13 at 12:15 p.m. We think we
can go further with the saving behaviour, possibly reaching savings of more than 50%.

With this approach, it was possible to enable and motivate consumers to change their consumption
levels and create more sustainable behaviour. The visualization board, in fact, creates a social
comparison and serves to provide motivation towards reaching the pre-defined goal.
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Figure 7. IoT data measured and represented. Example from the light consumption of a classroom.

8. EV Community and Associated Gamification

For the spinning reserve (SR) market, the EVs need to be aggregated to allow considerable energy
stored in batteries. This load aggregation is more easily achieved during the night, as during the day,
when the EVs are moving, availability is more difficult. Based on the EV driver’s usage profile, created
from a mobile APP that handles the EV charging process, it is possible to identify the availability
pattern of each EV and the associated energy. It is then possible to associate the amount of energy
available and the periods when that availability occurs based on historical data. EV owners define their
participation in the spinning reserve market by providing information concerning the energy that they
allow to give back to the system and when (hours). Based on this aggregation, a community profile is
created. The market revenues are divided among the community considering the standard behaviour
of each EV participant. A gamification process allows increasing EV participation to fulfil periods of
time when most EVs are moving, and alerts allow setting targets for EV drivers to achieve. Figure 8
shows this gamification approach in a mobile APP (used as a user interface with the system), in which
the system asks for collaboration to achieve a particular volume of energy that allows increased
revenue and the EV driver can adjust their behaviour towards that goal. We use our V2G smart system,
with LoRa communication and OpenADR interface. It is possible to collect charging data with this
solution. Other market participation solutions can be tried out, but since the energy in the EV battery
is a precious value and the charging/discharging process can damage battery lifetime, we propose
that only the load available for the spinning reserve market is used. The daily distance travelled by
each EV is not always the same, and therefore the level of energy stored in their batteries is not always
the same throughout the day. The aggregator analyses historical data to identify deviations from the
standard behaviour defined, such as:

- the time span each EV from a specific community is connected to the grid;
- the daily distance each EV travels;
- the State of charge (SOC) of each EV at each moment in time.
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Figure 8. Gamification approach implemented towards EV spinning reserve market participation,
as well as DR flexibility.

This data is analyzed from two perspectives: (1) individual data, and (2) collective community data.
We propose the use of Naïve Bayes approach [8,9], where the probability of data being within defined
parameters (with a predefined value, for example, 8am is represented as 8am plus or minus 5 min)
is measured against other periods. In the scope of our proposed model, the following assumptions
were used:

- Energy losses in the EV batteries are not considered as the losses at the charging stations that
emerge due to conversion efficiency, or in the EV batteries, or due to transmission is minimal [25];

- The battery storage capacity of each EV is constant during the study period;
- Parking slots have significant capacity available, so there are no waiting times for charging

(simplified approach);
- EVs are always connected to the grid where they are parked;
- The power of the charging stations and outlets is unlimited;
- When the number of EVs increases, new communities should emerge based on their geographical

location for the physical electrical distribution networks;
- A user can belong to several communities, but during each connected period only belongs to

one of them.

Different behaviour profile templates are available:

- EVs that are continually travelling, for example, taxis, and receive fast charging processes.
These cannot be used by an aggregator;

- EVs that usually receive slow charging processes but at random locations, i.e., always travelling.
These represent additional complexity for the aggregator to use because the behaviour cannot
be predicted;

- EVs that are known to change charging location and time, but do different trip lengths. For this
group, the charging level is variable;

- EVs for which the location of the charge station is known and usually doing the same trip.

The main idea is to promote a gamification approach, in which users are joined in communities
based on a common goal. This effort is translated into tokens, which are then converted into digital
currency. The aggregator identifies critical hours (periods of time when fewer EVs are connected)
based on users’ data.
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Gamification handles this process where tokens are used to promote users’ participation.
The award of tokens is based on the periods of time when the EVs are plugged in, classified by
their criticality level. This classification is developed based on: (1) the power offered by the electrical
grid to the market, (2) the power made available by the community to be given back to the electrical
grid, and (3) the criticality of the period of time (in our case, based on the criteria described above) for
the goals of the community.

Users’ misbehaviour (for instance, changes in the profile of their plugged-in time) are penalised
with the loss of tokens. If that user a priori overcomes the failure by providing another user as
a replacement, no penalty is applied. All these actions are available in the App; users need only
to perform system interaction. If the misbehaviour is not reported in advance, the system heavily
penalises the user and forwards the failure report so that an alternative solution can be found inside
the community [9].

The gamification approach, illustrated in Figure 5, allows users’ interaction and collaboration with
the community goal. Users should try to fulfil the community offer, and disruption in predefined or
expected user behaviour should be replaced by another community user with the incentive of tokens.
The suggestions presented below aim to keep users informed, motivated, and willing to collaborate
more frequently:

- Infrequent Changes of User’s Plugging Time: users who cannot fulfil their plugged-in time
commitment can find a replacement in the community to avoid penalties if an alert is provided in
due time. When a user finds a replacement, the community goals remain unchanged.

- Area for Reporting Abuses or Faults: the app should have an area where users can report abuses,
such as comments or wrong use of the System. The System Manager can penalise users for these
abuses. This feature aims mainly aims to discourage users from performing misuses or faults.

- Token (Monetary) rewards to promote and recognize community behaviour towards market
participation. These rewards are based on the token, which is digital money;

- Community Newsletter: this digital newsletter aims to keep the community informed and
provide additional information concerning the EVs;

- Request: an area in the app for users to ask questions. This area can be used by the system
manager to adjust the behaviour of the community;

- Users’ Rankings: This aims to highlight the collaborators contributing most and is based on the
tokens earned by each user. This is a feature of the gamification platform.

Our testing used data from seven V2G systems in the Nissan Leaf (five of them with 24 kW
batteries and two with 30 kW). We extracted charging behaviour patterns, and gamification was tested
with pre-defined behaviour checked against the real data collected. The V2G smart systems and LoRa
protocols allowed for communication in most places. Our network has a range of 15 km, but other
networks are also available.

If a user says that his car has been plugged in at 7:00 p.m. and it turns out not to be, the system
will take tokens from him unless he sends a prior alert of this change and finds another user to replace
him. The total power available in this small community is 5 × 24 + 2 × 30 = 180 kW. Patterns show
(Figure 9) that critical periods (with less aggregated power available) occur after mobility periods
(no connection to the grid). It is relevant to check the gamification approach during these critical
periods (8:00 a.m. to 10:00 a.m.) and (6:00 p.m. to 9:00 p.m.). We observed several changes in behaviour
15% of the time over 3 months’ worth of data. Due to the small number of users in this pilot testing
experiment, finding users to replace these changes was not always possible. Nonetheless, exceeding
our expectations for such a small pilot, available power was always above 35 kW, and the system
handled transactions based on a pre-defined value (introduced for market participation) with the
associated division on blockchain with gamification inputs.
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Figure 9. Aggregation data from the seven EV in an average daily distribution.

9. The flexibility of the Demand Response Community and Associated Gamification

The powerful global flexibility of the Demand Response (DR) approach has the goal of shifting
demand from peak to off-peak hours. It is based on a two-way Internet Protocol (IP) communication
connection between suppliers (offer) and consumers (demand). Grids can also quickly adapt to such
transactions in order to allow the inclusion of other sources of renewable energy and lead to more
ecological behavior from the users by reducing their consumption profile and, in parallel, increase
their participation in the DR strategy. The proposed DR is grounded on demand management and on
variables such as the price of the energy, the quantity of energy available and the forecasting of the level
of production of renewable energy, which requires complex ways of signal handling and optimization.
There are two perspectives for DR: (1) peak clipping when the total level of demand for electricity
is unpredictable, and a financial incentive reduces the demand level in traditional peak periods;
and (2) demand shifting, which consists of delaying or anticipating demand to off-peak periods.

In the electricity market, flexibility associated with DR can be defined as a consumption adjustment
performed in a specified period of time to balance supply and demand at a given moment in time [27].
Individually, this behaviour will not have a market impact (will not be valued), but at an aggregated
level it is possible to become an SR market player and profit from it. Our approach uses a predefined set
of consumption templates from which users choose based on their equipment flexibility (type, power,
and flexibility approach). The four templates considered are as follows [28]:

T1—Scheduled-Based Appliances (SBA)—This template is related to electrical appliances with
flexible operation periods. Since there are household appliances that come within the scope of this
template such as washing machines, drying machines, and dishwashers, users can pre-define their
operation time frame based on their preferences and lifestyle.

T2—Range Temperature Based Appliances (RTBA)—This template is focused on appliances
for which temperature can be regulated, such as refrigerators, heating systems, or air conditioners.
In these situations, users can pre-define a temperature operation range or pre-accept a fully flexible
range (deep learning data analysis can identify the main working temperature ranges, and the user
can check if it is acceptable). This approach has already been applied in tensor flow [28], but the
description is beyond the scope of this paper.

T3—Battery Assisted Smart Appliances (BASA)—This template relates to EVs. Their charging
process can be conducted based on the availability of energy and on optimization of costs, e.g., based on
the energy consumption of other electrical appliances that are connected to the same consumption node.

T4—Full Flexibility (FF) operation mode. Patterns extracted from historical data collected
from smart sensors in flexible equipment allow users to check if the flexible approach is positive.
For example, a user who chooses full flexibility for the heating system can check from historical data if
he always has hot water in this approach and check if it is beneficial as if on one hand the full flexibility
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system leads to earning more from the system, on the other hand, the user may occasionally have cold
water (although the probability is low, it makes sense to allow this to be based on the user’s decision).

A Regional Aggregator (RA) (defined as an aggregator for a specific community) takes users’
choice of the predefined templates to maximize the total power flexibility within the associated
time period. Taking into account market goals, a gamification approach is applied to promote users’
participation to achieve those goals. The RA manages the full set of electrical appliances at the same
location with OpenADR interfaces based on user-defined profile and market operation needs. Based on
regional capacity flexibility, this RA exchanges information with a central market operation, where the
necessary actions towards the OpenADR command centre are defined. This command centre aims
to share the excess production of renewable energy among the different RAs. This sharing is based
on the loading and unloading capacity of each RA and, as previously discussed, this capacity varies
throughout the day based on the user’s definition of how the appliances will be used. The central RA
also advises users on how to reduce their energy bills by producing suggestions to adjust appliance
aggregation with OpenADR, expand flexibility periods, and manage heating/cooling systems based
on the level of energy available in the market. The suggestions provided by the RA are registered in
the local (home) energy management system. This system can be accessed by the user using a mobile
or a web interface. Based on all the requests from the different users, the RA sends the aggregated
demand level to the central system in the shape of a time function. As a first approach (others could
be implemented), the central system suggestion is to share the renewable energy available among
the several RAs based on their particular levels of demand. If the aggregated demand loads from all
RAs is not enough to absorb all the excess energy produced, traditional reserves (such as batteries)
should be used. If the production excess is lower than the power available in the flexible community
a rationing approach between all RAs based on the priority of the templates (T1 to T4) should be
implemented. Within each RA the energy should be distributed based on a similar approach, using the
defined power profile. Examples of how to share this energy are already available in the literature [29].
In each household, the energy received also has to be distributed based on a pre-defined prioritization
of the equipment template. If the level of demand is higher than the energy available, it is possible to
turn off appliances according to the predefined sequence provided to the node-red flow.

Each input to turn on/off or increase/decrease power in the appliances originates a token
transaction in the blockchain, and associated commands based on node-red actions using OpenADR
appliance interfaces. Based on random events, we simulated a renewable production based on
pre-defined rules with originating flexible behaviour. A small case study was performed in the
IoT laboratory using data collected from the classrooms and information about class events and the
number of persons in each class, where we simulated DR behaviour using blockchain and gamification.
Data used came from the eight classrooms, the AVAC systems (T2 defined System), with the seven
EV (T3 defined systems), and our IoT laboratory appliances (for T1 we used a power outlet and
for T4 another power outlet where a local heating system is connected). The aggregated power
was created based on the heating/cooling process and the EV charging process. Each AVAC in
each classroom represents the DR flexibility of an individual (simulates a house with the power
of 3 kW), and each EV represents one owner. Random events simulate changes in production with
an on/off or increase/decrease in power consumption. The acceptance of this external command creates
blockchain transactions associated with this flexible behaviour. Based on this approach, we created
a process to account for flexible behaviour. We defined transaction time units of 5 min (a configurable
parameter), and in future work will check the impact of different time units and improve the centralised
coordination rule-based system towards the pre-defined collective market goal.

10. Current Status and Challenges

In Europe, smart meter real-time measurements and communications have only been
implemented in large companies; in the small energy market, which includes domestic users, the large
majority are not yet using IoT smart meters [4]. Overcoming this lack of flexibility requires OpenADR
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or similar approaches (which are still lacking standardization) with metering to implement DR at
a residential level [30]. This situation with missing data sources for end users’ consumption behaviour
using specific equipment, for instance, the EV charging process, delays the application of data analysis.
The unadapted current market status for the aggregation process of DR flexibility and EV is a fact [9,30].
Nevertheless, the smart grid vision of electricity markets requires open markets and demands flexible
services. These markets work based on bids and have substantial requirements for minimum bidding
volumes and bid duration. This situation has constraints that can be overcome through the use of
powerful gamification platforms for users to develop joint efforts to achieve the market goal.

In summary, in the European Union, only a limited number of aggregators can be identified [31].
In many countries, the market rules for electricity do not favour the emergence of aggregators.
Also, market rules are not yet similar in the different member countries, meaning a lack of coherence in
the European Union. Therefore, policymakers should take a holistic approach to enhance community
market participation, where DR flexibility and EV aggregated batteries could represent essential
players as long as end users recognise the profits and benefits from this approach.

This aggregation, along with local MG, can be a solution to overcome network and supply
constraint problems.

11. Conclusions and Future Work

Current technological developments allow prosumers to produce electrical energy in-house or in
local green energy communities. However, the energy market is still dominated by big energy players.
This means that, until now, the majority of prosumers only had access to the (energy) market by using
standard bilateral agreements. This has profoundly impacted the expansion of MG as the economic
advantages for the prosumers are limited. In this paper, we presented an energy model based on users
to study the feasibility of implementing a solution for the micro-generation of in-house energy with
the possibility of exchanging energy at a community level, leveraging on the disruptive potentialities
of blockchain technologies. The proposed system is based on a blockchain platform with associated
gamification and can manage decentralised MG transactions. It can also be applied to the EV spinning
reserves market and DR flexibility. The advantages of this approach are diverse:

- It allows prosumers’ true engagement in the energy market as they will be acting as enablers for
the creation of energy communities;

- It enhances the transparency and trust of the energy market system;
- It guarantees a high level of security, integrity, and resilience (a consequence of the intrinsic

nature of blockchains);
- It guarantees accountability while preserving privacy requirements;
- It promises new business opportunities that can emerge from the concept of the

energy community.

To gather evidence of the viability of the described model, we have developed and tested the
different substructures of the system, from its assembly and configuration of the different physical
devices (solar panels, batteries, smart meters, IoT control devices) to the implementation of these
substructures. Aggregation was simulated based on the local student population. The physical
component of the system has some flexibility, and can be configured to work either autonomously
or connected to a main grid. In terms of the functioning logic, the model proposed in our approach,
and to the best of our knowledge, is the first release of the smart contract. Although at this point it
is still at an embryonic level, we plan further developments for our model. We will continue this
research aiming to assess the effectiveness of the model if used from a commercial perspective, i.e.,
assuring the interconnection with a real energy market platform. The system’s business model deserves
deeper analysis to be able to produce a final product that can be used in a real context. Furthermore,
other essential factors that could have an impact on a prosumer-based energy model require further
study, such as:
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(a) Enhancing trust in the system by using enabled smart meters. Our LoRa network encrypted all
sensor data in a secure environment;

(b) Increasing systems’ measurement reliability by introducing a consensus mechanism on top of the
proposed architecture;

(c) Extending the current implementation of the smart contract to include not only more complex
subprocesses such as the ability of third parties to interact with coins, but also the ability to
automatically control the transaction fees from each owner’s account;

(d) Calculating and considering that there is energy loss during transfer, which is not under
consideration at this point but should be considered in the implementation phase to allow
further detail.

Another relevant research topic is to compute the most adjusted value of the tokens, but once the
system is running these values can be improved.

Overall, considering the arguments used and our initial design, the deployment of a prosumer
energy model is considered feasible. To facilitate its large-scale adoption in the single digital market,
trust and cyber-security, in such a critical service, should be provided at the highest standard.

All work has applied to the LV (Low Voltage) market, but this can be applied to MV
(Medium Voltage). To be able to cover the entire population, we conceptualize that several local
blockchains will handle transactions regionally and an inter-regional blockchain will handle this in
a global approach.
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